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Preface

Data science is influencing more and more aspects of business, health, science, and
engineering. Different data-driven techniques are being developed to customize different
types of data from different fields. For example, AI is highly involved in trading and
investment in finance. Machine learning applications are found not only in healthcare
and biomedical data analytics but also in heliophysics, fluid dynamics, and chemical
engineering. These data science techniques provide a powerful way to exploit large or
even massive amounts of data in comparison to the traditional model-driven methods,
which generally have theoretical assumptions that may not match the data reality.

Although this transdisciplinary field may still need time to become an independent
field, data from different fields are driving unprecedented expansion of the data science
domain as its scope becomes broader and deeper. Investigators from different disci-
plines are generating new knowledge and techniques to extend data science from more
specific applications. For example, researchers in astrophysics and business may both
investigate the applications of Convolutional Neural Networks (CNN) in their fields, but
the former may want to conduct glitch detection for gravity wave data whilst the latter
seek to design an efficient trading machine by exploiting the powerful learning capabili-
ties of the deep learning model. The different types of data may generate different CNN
techniques for the corresponding problem solving and thereby enrich AI and machine
learning.

The future of data science lies in the generation of different subdomains according
to different data, with AI and machine learning serving the core of the general data
science domain. The corresponding methods in each subdomain will be further tailored
and optimized to accommodate different subdomain data. It is expected that machine
learning and deep learning methods will be developed and defined according to specific
types of data. For example, a transformer model will be redefined or polished differently
under financial data, biomedical data, and social science data. Furthermore, the data
science subdomains, such as financial data science, health data science, social data
science, cyber data science, or even data engineering, etc., will interact with each other
through explainable AI to enhance the interpretability of the results and techniques of
different data science subdomains.

This volume (CCIS 1725) aims to report recent advances in business data science,
health data science, applied data science, artificial intelligence, and data engineering. It
collates the work of data science researchers from business, bioinformatics, computer
science, health, physics, and engineering fields. We hope that tthe unique contents,
including novel techniques in the different data science domains, will serve as a good
guide for data scientists and practitioners in related fields.

This volume contains the best papers from the Southwest Data Science Conference
(SDSC) 2022, which was organized by the Data Science group at Baylor University,
Waco, Texas, USA, and took place during March 25–26, 2022. SDSC 2022 attracted
a total of 72 submissions, consisting of 49 full papers and 23 long abstracts, which
underwent rigorous single-blind peer review. Each paper was reviewed by at least three
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Program Committee members and finally XXX papers were accepted for presentation
at the conference and inclusion in this proceedings.

Henry Han
Erich J. Baker
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The Convergence of BI and AI: With Applications
for the Better Management of Higher Education

(Keynote)

Mark Ferguson

Associate Dean for Academics and Research, The Dewey H. Johnson Professor of
Management Science Darla Moore School of Business, University of South Carolina,

Columbia, SC 29028, USA
mark.ferguson@moore.sc.edu

Abstract. The terms Artificial Intelligence (AI) and Machine Learning
(ML) have been around for some time but has obtained a much broader
exposure during the last five years. This increase in exposure seems to be
coming at the expense of Business Intelligence (BI), as more university
classes and company projects are being rebranded from BI to AI. The
producers of BI tools and solutions most frequently refer to themselves
at Business Analysts, while the producers of AI tools and solutions refer
to themselves as Data Scientist. I’ll first present a case that the biggest
opportunities for most organizations is in the convergence and tighter
integration of these two areas. As an example application of the potential
of this convergence, I’ll discuss an industry that should be familiar tomost
of the audience, higher education. Despite employing arguably some of
the best talent available in both the AI and BI space, the administration of
most colleges and universities lags far behind in the use of these powerful
tools as compared to similar sized organizations in other industries. I’ll
share some examples of how the tools are being employed at my own
university and postulate on someof the factors that inhibitwider adoption.

Keywords: AI · Business Intelligence · Higher education management

Dr. Mark Ferguson is the Senior Associate Dean for Academics and Research and the
Dewey H. Johnson Professor of Management Science at the Darla Moore School of
Business at the University of South Carolina. He received his Ph.D. in Business Admin-
istration with a concentration in operations management from Duke University in 2001.
He holds a B.S. in Mechanical Engineering from Virginia Tech and anM.S. in Industrial
Engineering from Georgia Tech.
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Forecasting Stock Excess Returns with SEC 8-K
Filings

Henry Han1(B), Yi Wu2, Jie Ren1, and Li Diane3

1 Department of Computer Science, Baylor University, Waco, TX 76798, USA
Henry_Han@baylor.edu

2 Georgia Institute of Technology, Atlanta, GA 30332, USA
3 School of Business & Technology, University of Maryland, Eastern shore, MD 21853, USA

Abstract. The stock excess return forecast with SEC 8-K filings via machine
learning presents a challenge in business and AI. In this study, we model it as an
imbalanced learning problem and propose an SVM forecast with tuned Gaussian
kernels that demonstrate better performance in comparison with peers. It shows
that the TF-IDF vectorization has advantages over the BERT vectorization in the
forecast. Unlike general assumptions, we find that dimension reduction generally
lowers forecasting effectiveness compared to using the original data. Moreover,
inappropriate dimension reduction may increase the overfitting risk in the forecast
or cause the machine learning model to lose its learning capabilities. We find that
resampling techniques cannot enhance forecasting effectiveness. In addition, we
propose a novel dimension reduction stacking method to retrieve both global and
local data characteristics for vectorized data that outperforms other peer methods
in forecasting and decreases learning complexities. The algorithms and techniques
proposed in this work can help stakeholders optimize their investment decisions by
exploiting the 8-K filings besides shedding light on AI innovations in accounting
and finance.

Keywords: Form 8-K · Excess return · Dimension reduction stacking · NLP

1 Introduction

With the surge of AI and social data science, more and more Securities Exchange Com-
mission (SEC) filing data and relevant information are employed in AI-based decision-
making in accounting and finance [1, 2]. The SEC filing data mostly refers to those
periodic (SEC) forms (e.g., 8-K, 10-K, 13-D), financial statements, and other required
disclosures submitted by public companies. They disclose different important corpo-
rate actions and activities, the change of ownerships, or other significant information
to investors. Since almost all SEC filings are textual data containing important senti-
mental information about companies, different natural language processing (NLP) and
machine learning (ML) techniques are employed to predict the security tendency of the
firms, identify possible artifacts in corporate management, or even provide informa-
tion for strategic decision making [1–3]. For example, since an important acquisition
reported in the SEC 8-K report may signal future corporate stock prices or other corpo-
rate actions, machine learning or deep learning method are used to query future stock
price movements or predict the coming firm events or activities [3–5].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
H. Han and E. Baker (Eds.): SDSC 2022, CCIS 1725, pp. 3–18, 2022.
https://doi.org/10.1007/978-3-031-23387-6_1
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Form 8-K, which is known as the “current report”, provides timely notification to
shareholders about the occurrence of significant events. It is generally not filed at a
specific time interval. When certain types of important events (e.g., acquisition) that
should be aware by shareholders happen, an 8-K report should be filed in four business
days. Unlike other information that can be modified or even interpreted by a third party,
the 8-K information is valuable and reliable because it is direct communication between
the companies and investors. Also compared to its similar peers such as Forms 10-K
and 10-Q, Form 8-K is more concise, readable, and informative, especially because the
10-K/Q filings cannot timely notify investors about the important corporate events due
to their long release time intervals.

Many recent efforts were invested in accounting and finance fields by employing
NLP and AI-based textual analytics to study the SEC filings to decipher market trends,
discover future corporate events, or predict security returns. Ke et al. introduced novel
text-mining methods to extract sentiment information from news articles to predict stock
returns. Loughran revealed meaningful liability signals by analyzing 10-K reports [4].
Zhai applied deep learning methods to predict firm future event sequences using the 8-K
reports [5]. Kogan et al. predicted stock return volatility from 10-K forms [6]. Lee et al.
used the 8-K filings to predict stock returns [7]. Zhao categorized different 8-K reports
into different categories to seek signals for stock returns [8]. Furthermore, Engelberg
found that textual information has better long-term predictability for asset returns [9]. Li
employed a Naïve Bayes learning approach to analyze corporate filings [10]. Aydogdu
et al. used long short-term memory (LSTM) deep learning models to analyze SEC 13D
filings [11].

The studies bring new insights into finance and accounting fields besides extending
AI application domains. However, they have the following weakness and limitations.
First, the results from the proposed methods are not good enough for real business
practice because of the high nonlinearity of data and possible artifacts of the methods.
Few improvements were shown that stock movement prediction based on the textual
data was better than using classic quantitative features [7]. This is especially true for
those stock return forecasting or relevant studies using the 8-K filings [1, 3].

Second, it remains unknown how to handle the high dimensional vectorized data of
the SEC filings well for the sake of the following ML prediction. The vectorized data
obtained from the text vectorization process, which is a procedure to convert the original
textual data (e.g., 8-K reports) into its numerical representation, can demonstrate very
high dimensionality. For example, an 8-K report textual dataset with 10000 sentences
can be converted to a corresponding numerical matrix with 10000 observations across
20000+ features after vectorization. In addition, the high-dimensional vectorized data
may contain different noise from the original text and vectorization procedures. The
traditional viewpoint believes dimension reduction is necessary or even a must before
any serious downstream analysis such as machine learning.

However, it remains unknown how to conduct meaningful dimension reduction to
gain effective feature extraction to balance the tradeoff between preserving useful infor-
mation and removing redundancy besides de-noising. The widely used latent semantic
indexing (LSI), an SVD-based dimensional reduction algorithm, or its variants (e.g.,
PCA) may not be able to represent the original data well in the low-dimensional space.
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This is because they are holistic methods only good at capturing global data characteris-
tics rather than local data characteristics [12]. The global and local data characteristics
reflect those holistic (global) and local data behaviors respectively. To achieve high-
performance learning, it is needed to retrieve both global and local data characteristics
from the vectorized data. However, it remains unclear how to extract both global and
local data characteristics in dimension reduction in NLP analysis not to mention for the
SEC filing data.

Third, it remains unknown which text vectorization models match input textual data
(e.g., 8-K data) well though different models are available. They include Bidirectional
Encoder Representations from Transformers (BERT), term frequency-inverse document
frequency (TF-IDF), and Bag-of-words (BoW), etc. [13, 14]. Since most studies only
select one vectorization model to process textual data, the following ML results may not
be optimal in business problem solving. Therefore, more comparisons and analyses are
needed to examine the match between the MLmethods and the vectorization models for
the sake of decision making.

In this study, we address the challenges by forecasting the excess returns of SP500
companies using their 8-K filings. The excess return evaluates how a stock or portfolio
perform in comparison to the overall market average return. It is generally represented
as an Alpha metric computed by comparing with a benchmark index (e.g., SP500 index).
The alpha value provides traders and portfoliomanagers a robust index to select securities
or diversify portfolios in investment. Since the 8-K reports include the significant events
of a company that would impact its stock performance, it will be interesting to predict the
excess returns by exploiting the semantics of the 8-K filings. Therefore, predicting the
excess return using the 8-K data not only exploresmore hidden relationships between the
important corporate events and company stock performance, but also provides valuable
insights for trading, portfolio management, and investment decision-making [15].

The stock excess return forecasting is modeled as an imbalanced multiclass clas-
sification problem in this study. We employ the data used in Ke et al.’s study which
includes the 8-K filings from the SP500 companies during the period 2015–2019 [3].
The daily excess return of each stock, i.e., daily alpha values, is used as a target vari-
able in forecasting. The stock excess return prediction is rendered as an imbalanced
multi-classification problem by discretizing the target variables as three classes, because
the number of observations in the majority class counts >50% among all observations.
Unlike other classification problems in textual analytics with roughly balanced label dis-
tributions, the imbalanced learning problem itself not only challenges the excess return
forecasting but also ML itself for its imbalanced nature.

We propose a multiclass support vector machines (SVM)model for the excess return
forecasting for its good efficiency and reproducibility [16, 17]. We compare it with dif-
ferent peers under various dimension reduction and vectorization methods. Unlike the
general assumptions, we find that dimension reduction may not contribute to enhancing
the excess return prediction. They generally bring slightly lower or at most equivalent
forecasting performance though they lower the complexity of the SVM learning. More-
over, inappropriate dimension reduction methods (e.g., PCA + tSNE) may generate an
imbalanced point in the forecast. The imbalanced point is a special overfitting state in
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which the ML model misclassifies all minority samples as the majority type. Further-
more, we findmore complicated deep learningmodels (e.g., transformer) aremore likely
to generate the imbalanced point than those with simple learning topologies (e.g., k-NN),
besides resampling techniques may not be able to enhance the forecast performance.

In addition, we propose a novel dimension reduction stacking technique in this
study to capture both global and local data characteristics of the vectorized data. The
data under the new dimension reduction technique achieves an equivalent performance
in comparison with using the original data besides decreasing the learning complexity
of the stock excess return forecast. To the best of our knowledge, it is the first time
that such a technique has been proposed and will bring positive impacts on meaningful
NLP dimension reduction. Moreover, in contrast to the general viewpoint that BERT is
more suitable for large-scale text data vectorization than TF-IDF for its more semantics-
oriented vectorization, we find that TF-IDF leads over BERT in the stock excess return
forecast [18].

This paper is structured as follows. Section 2 introduces the 8-K data preprocessing
along with text vectorization. It also models the excess return forecast as an imbalanced
learning problem and introduces imbalanced point generation and an explainable metric:
d-index for the stock excess return forecast evaluation. Section 3 introduces the dimen-
sion reduction stacking technique for the global and local data characteristics retrieval
for the vectorized data. Section 4 demonstrates the advantages of the proposed SVM
model by comparing it with different peers under different dimension reduction meth-
ods and vectorizations. It also investigates how resampling techniques impact the stock
excess return forecast. Section 5 discusses the improvements of the proposed techniques
and concludes this study.

2 Data Preprocessing, Text Vectorization, and Imbalanced
Learning Forecast

The goal of this study is to predict daily excess returns (alpha values) for SP 500 stocks
with the 8-K data. We employ the 8-K filings from all the SP500 companies during the
period 2015–2019 used in Ke et al.’s study [3]. The original textual data includes a total
of 119762 sentences from collected 8-K documents [18]. The stock daily excess return,
i.e., daily alpha, is used as a target variable in learning. We have valid 17648 daily stock
excess returns by removing all missing data in preprocessing.

We model the stock excess return prediction with the 8-K data as an imbalanced
multi-classification problem by discretizing the daily alpha values into three classes.
The three classes demonstrate imbalanced distributions: the majority class counts >

50% of the total observations. This is because we partition the daily alpha values into
three classes: class 0: alpha <−0.01, class 1: alpha in (−0.01, 0.01), and class 2: alpha
> 0.01. We simply call them ‘buy’, ‘hold’, and ‘sell’ though they do not represent
real trading recommendations. The ‘hold’ class is the majority class with 9109 samples
counting 51.61% of all observations. The ‘buy’ and ‘sell’ classes have 4138 and 4401
samples counting 23.45%and24.94%of all observations, respectively. The preprocessed
8-K data is further partitioned as training data with 13655 samples and test data with
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3993 observations. The three class distribution ratios among the test data are 25.44%,
48.01%, and 26.55%.

The stock excess return forecast using the 8-K data is challenging ML for its imbal-
anced nature. Imbalanced learning would bring biases to the classification accuracy
metric so that it cannot reflect the true forecasting correctly [19]. This is because the
forecast can be ‘hijacked’ by the majority class in learning, i.e., the ML model misclas-
sifies most or even all minority observations as the majority type. In other words, the
whole forecast is ‘overfitted’ to the majority type. As a result, the ML model loses its
learning capability, and the accuracy will approach the majority ratio of the test data.
If the ratio is high enough, the ML model will achieve deceptively decent performance
even if it loses its learning capability. We say theMLmodel will generate an imbalanced
point in this situation.

To avoid the accuracy bias from imbalanced learning,we employ an interpretableML
assessment metric diagnostic index (d-index) to evaluate the stock excess return forecast
[19]. The d-index falls in (0,2] and a large d-index indicates better ML performance.
The imbalanced point and d-index are described as follows. More detailed information
can be found in the authors’ recent work [19].

Imbalanced Point. Given training data Xr = {xi, yi}mi=1, in which yi ∈ {1, 2, ..k} is the
label of the observation xi, under an MLmodel Θ , we assume the class k is the majority

type class and the majority ratio is defined as γ = |{xi :yi=k}|
∑k

i=1|{xj :yj=i}| � |{xj :yj=i}|
∑k

i=1|{xj :yj=i}| , i �=
k. Then theMLmodel is said to reach an imbalanced point, provided f

∧

(x|Θ,Xr) = k for
∀xwhose label is unknown, in which f

∧

(x|Θ,Xr) is the prediction function built under the
model Θ with the training data Xr . The accuracy of the ML model will be the majority
ratio γ at the imbalanced point if the training and test data share the same majority ratio.
Otherwise, the accuracy will be the majority ratio of the test data.

d-index. Given an implicit prediction function f
∧

(x|Θ) : x → {−1,+1} constructed
from training data Xr = {xi, yi}mi=1 under an ML model Θ, where each sample xi ∈ Rp

and its label yi ∈ {−1, 1}, i = 1, 2, · · ·m, d-index evaluates the effectiveness of f
∧

(x|Θ)

to predict the labels of test data Xs = {xj ′, yj ′}lj, where xj ′ is a test sample and its label
yj ′ ∈ {−1, 1}. The d-index is defined as:

d = log2(1 + a) + log2

(

1 + s + p

2

)

(1)

where a, s, and p represent the corresponding accuracy, sensitivity, and specificity in
diagnosing test data respectively. The d-index under multiclass classification can be
extended from the binary version definition. More details about the d-index can be
found in [19].

The d-index provides a good metric to compare the performance of different ML
models for the sake of more robust model selection, especially under imbalanced learn-
ing. It is more explainable and comprehensive than other measures used for imbalanced
learning evaluation such as MCC (Matthews correlation coefficient) and weighted F1
score [19]. The following theorem states the special d-index value at the imbalanced
point. The detailed proof is omitted to conserve space.
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Theorem 1. Imbalanced Point Theorem. The imbalanced point under an ML model

Θ has an accuracy of γ and a d-index of log2
(
3(1+γ )

2

)
, where γ is the majority ratio of

the test data.
In practice, we also count an approximately imbalanced point (AIP), in which the

d-index of the ML model approximates log2
(
3(1+γ )

2

)
, as an imbalanced point. This is

mainly because it may misclassify only a small portion of majority observations or not
classify a few minority observations into the majority type. The AIP also indicates that
the ML model loses its learning capabilities.

2.1 Text Vectorization

Text vectorization is an important feature extraction procedure to translate input text
documents to their numerical matrix representations. There are several text vectoriza-
tion methods such as BERT, TF-IDF, BoW, etc. to convert input 8-K text data into its
corresponding numerical representations. Although it is generally unknown which text
vectorization models will vectorize the 8-K data better for the following forecast, we
have the following reasons to choose BERT and TF-IDF rather than BoW [14].

BERT is a bidirectional encoder that captures more context semantics in text vec-
torization. BERT employs the bidirectional training of Transformer neural networks in
vectorization and the other peers only conduct one direction training or scan. Therefore,
it captures more context information and produces more informative feature extractions.
BERT is good at vectorizing large-scale text data (e.g., 8-K) because it is powered by a
deep learning transformer model. The fine-tunning process allows BERT to learn more
semantics from text data.

Both BERT and TF-IDF can avoid the negative impacts of the high-frequency words
from the 8-K reports. The 8-K documents generally have similar words with very high
frequencies to appear due to the filing syntax formats, most of which can be less sig-
nificant or even meaningless. TF-IDF calculates the inverse document frequency to
emphasize the significance of each word to avoid this issue. The semantics-oriented
BERT avoids this by the bidirectional scan in vectorization. On the other hand, BoW
relies on counting the frequency of each word in the document to build feature vectors
to represent the original text data. Thus, the high-frequency words would bring noise
in the BoW vectorization and impact the following forecasting negatively. Furthermore,
since grammar information is completely lost in BoW, it can be hard to capture those
features representing context semantics.

Figure 1 compares the visualizations of the BERT, TF-IDF, and BoW vectorized
data with PCA. They can be viewed as the vectorization signatures of the three methods.
It shows that all data points under BoW are jammed in a small region. This suggests
that most of the data points of the vectorized data have close or similar variances. As
such, it is almost impossible to distinguish different types of stock excess returns from
the BoW data. This indicates that BoW may not be a suitable vectorization model for
the 8-K data. On the other hand, both TF-IDF and BERT show a good spread of the data
points and three types of returns are detectable though the majority class (‘hold’) still
distinguishes itself. It is reasonable to expect that they will impact following forecasting
more positively than BoW.
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Fig. 1. The comparisons of the PCA visualizations of the BERT, TF-IDF, and BoW vectorization
data, in which the daily stock excess returns are partitioned into three groups: ‘buy’, ‘hold’, and
‘sell’. The BERT and TF-IDF vectorizations show a reasonable spread of three types of excess
returns, but the BoW vectorization shows all data points are condensed in a small region.

BERT produces a relatively lower number of features than TF-IDF and BoW for its
semantics-oriented vectorization. The BERT vectorized data has only 768 features, but
the TF-IDF vectorized data has 27,147 features that is much larger than the number of
observations 17,648.

3 Dimension Reduction Stacking

Since the vectorized data of the 8-K textual data is characterized by their high dimension-
ality and nonlinearity, dimension reduction is assumed as an essential to remove redun-
dancy, decrease noise, and reduce forecasting complexities. The widely used dimension
reduction methods: LSI, PCA, LDA, and manifold learning methods (e.g., t-SNE) are
generally employed to accomplish it [20]. However, it remains unknown how to extract
both global and local data characteristics from the dimension reduction procedures
because they are either holistic or local dimension reductionmethods. High-performance
forecasting needs both global and local data characteristics to achieve good prediction.
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We address the challenge by proposing a novel dimension reduction stacking to
capture both global and local data characteristics for the sake of stock excess return
forecasting. The dimension reduction stacking is to map input data X = {xi}ni=1, xi ∈ Rp

to its low-dimensional embedding Y = {ei}ni=1, ei ∈ Rl, l � p by stacking two different
dimension reduction algorithms: fg(fl(X )) → Y . The algorithm fl is a local dimension
reduction to capture local data characteristics and fg is a holistic dimension reduction to
gain global data characteristics.

We select fl and fg as uniform manifold approximation and projection (UMAP) and
principal component analysis (PCA) respectively in the dimension reduction stacking
though other options are available theoretically [21]. UMAP is a manifold learning
technique producing a low-dimensional embedding by minimizing the fuzzy set cross-
entropy between two distributions modeling the similarities of data points in input and
embedding spaces [21]. Unlike PCA, it captures local data characteristics well espe-
cially when the neighborhood size is set in a relatively small range (e.g., 10). Different
from t-distributed stochastic neighbor embedding (t-SNE), it is less random and more
explainable by using a ‘transparent’ neighborhood size rather than a vague perplexity
parameter to define a neighborhood and estimate the Gaussian distribution variance for
input data [12].

The proposed dimension reduction stacking: UMAP + PCA calculates the UMAP
embedding for input data to capture local data characteristics before applying PCA to the
embedding to retrieve global data characteristics. It maps the daily excess observations
in R

n×p to the UMAP embedding space Rn×k before obtaining the PCA embedding in
R
n×l : p � k ≥ l, i.e., fpca

(
fumap

(
X ∈ R

n×p
)) → Y ∈ R

n×l . The complexity of the
UMAP + PCA stacking is O

(
nk2 + k3 + nlogn

)
. In the implementation, we choose the

dimensionality of the UMAP space k = 10 and project the UMAP embedding to the
subspace spanned by l principal components (PCs) such that they have the explained
variance ratio η ≥ 90%. The input vectorized data is normalized through the minmax
normalization for its good performance. Algorithm 1 describes the proposed algorithm.

Algorithm 1: Dimension reduction stacking algorithm ( )  
Input:

The input data 
The neighborhood size in UMAP: 
The dimensionality of the UMAP embedding: 
The explained variance ratio:

Output:  
The dimension reduction stacking embedding: 

1. // UMAP embedding    
2.
3. //PCA for the UMAP embedding  
4.
5.  //Retrieve the final embedding                    
6. if   
7.
8. Return
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Different orders of fpca and fumap in stacking can bring totally different dimension
reduction results. For example, the proposed UMAP + PCA stacking captures local
data characteristics before seeking global ones from the UMAP embedding. The order
guarantees that UMAP + PCA can extract local and global data characteristics well
in dimension reduction. If PCA goes before UMAP, it will be hard to retrieve local
data characteristics because of the dominance of global data characteristics in PCA.
The embedding of the PCA + UAMP stacking may lead to overfitting because of the
overrepresented global data characteristics in the embedding. Theoretically, fpca or fumap
can be substituted by any dimension reduction methods (e.g., fumap ← ftsne), but they
may not guarantee to achieve the same stacking results and some inappropriate stacking
(e.g., PCA + tSNE) can fail the following forecasting by generating the imbalanced
point.

4 Results

The stock excess return forecasting with the 8-K reports is challenging because of the
nature of imbalanced learning and the high nonlinearity of data. The mixture of the
three types of observations in Fig. 1 reveals it via a visualization approach. There-
fore, it can be difficult to achieve high-performance forecasting on such nonlinear data
under imbalanced learning and an efficient and robust ML model is needed to tackle the
challenge.

Wepropose amulti-class SVMmodel to forecast the stock excess returns for its learn-
ing efficiency, reproducibility, and interpretability. The one-versus-one (‘ovo’) scheme is
employed to extend relevant binary SVM forecasting to corresponding multiclass fore-
casting to mitigate the impacts of imbalanced data. Unlike deep learning models, SVM
owns good interpretability for its simple learning structure and transparent parameter
setting. Compared to other ML models such as random forests (RF), it is more repro-
ducible to repeat decent performance because of its rigorous quadratic programming
solving. We briefly describe the binary SVM model as follows.

A binary SVMmodel constructs an optimal hyperplane y = wTx+b to separate two
groups of data points of the training data X = {xi, yi}ni=1, xi ∈ Rp, yi ∈ {−1,+1} to by
solving a quadratic programming problem:

minw
1

2
wTw + C

∑n

i=1
ξi,w ∈ Rd , ξi ∈ R, b ∈ R

s.t.yi
(
wTϕ(xi) + b

)
≥ 1 − ξi, ξi ≥ 0, i = 1, 2 · · · n, (2)

where w ∈ Rp is the weight vector, C ∈ R+ is the regularization parameter, and ϕ(·) is
an implicit feature function mapping input data to the high-dimensional feature space
for evaluation using kernel tricks. The Gaussian kernel K

(
xixj

) = e−ϒ‖xi−xj‖, ϒ > 0 is
employed in SVM to model nonlinear relationships. The kernel parameter ϒ is tuned
under the grid search technique for the sake of effective forecasting.

Peer Methods. We employ ML models from shallow learning, midlevel learning, and
deep learning as the peer methods of SVM forecasting. Shallow learning refers to
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those ML models with neither a rigorous mathematical model nor a formal learn-
ing topology. For example, k-NN and decision trees (DT) are typical shallow learn-
ing methods. Deep learning refers to those with both complex learning topologies
and complicated mathematical models. The long short-term memory (LSTM), convolu-
tion neural networks (CNN), and transformer models all are typical deep learning meth-
ods. Midlevel learning refers to those with complicated mathematical models but less
complex learning topologies. SVM, random forests (RF), and other ensemble learning
models are typical midlevel learning methods.

We find that SVM generally outperforms its peers in forecasting under the TF-IDF
vectorization. SVMachieves the best performance compared to k-NN,RF, and three deep
learning models: CNN, LSTM, and Transformer for its highest d-index (1.206). LSTM
has the second-best performancewith a d-index: 1.187with an accuracy: 0.48, sensitivity:
0.380, and specificity: 0.697. The k-NN and RF report equivalent performance with d-
index: 1.178, but Transformer misclassifies all minority observations as the majority
type with a d-index of 1.151 by generating an imbalanced point. It echoes the result of

Theorem 1 because of d = log2
(
3(1+γ )

2

)

γ=0.4801
= 1.1506.

In contrast to the traditional belief that dimension-reduction is ‘a must’ for vector-
ized data in NLP, we find that the original data will show advantages over the reduced
data from dimension reduction in forecasting under the TF-IDF vectorization. Table 1
compares the SVM forecasting on the original data and different reduced data in terms
of the d-index and classic measures such as accuracy, sensitivity, specificity, precision,
and NPR (negative prediction ratio). It shows that SVM can forecast the stock excess
returns better using the original data than the reduced data. For example, SVM fore-
casting achieves a 1.206 d-index on the original data but only a d-index of 1.162 on the
reduced data from PCA (SVMpca). This suggests that dimension reduction may cause
some information missing so that the signal-to-noise (SNR) ratio of the reduced data
decreases.Moreover, SVM forecasting with PCA+UMAP stacking (SVMpca+umap) has
almost the same performance as SVMpca. It implies the holistic dimension reduction
algorithm PCA may dominate the feature extraction in the PCA + UMAP stacking.

Table 1. The SVM excess return forecast under TF-IDF

Measures SVM SVMpca SVMpca+tsne SVMpca+umap SVMumap+pca

D-index 1.206 1.162 1.150 1.161 1.186

Accuracy 0.496 0.484 0.479 0.483 0.482

Sensitivity 0.384 0.342 0.333 0.343 0.376

Specificity 0.699 0.673 0.667 0.672 0.694

Precision 0.425 0.406 Nan 0.440 0.398

NPR 0.740 0.756 Nan 0.741 0.724

However, the proposed UMAP + PCA outperforms PCA, PCA + UMAP, and PCA
+ tSNE in SVM forecasting because of the 1.186 d-index value of SVMumap+pca. The
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Fig. 2. The normalized and general confusion matrices of the SVM and SVMpca+umap forecasts
under the TF-IDF vectorization. The SVMpca+umap forecast is affected more by the majority
type (‘hold’) because 96.58% of ‘buy’ and 95.74% of ‘sell’ observations are misclassified as
the majority type respectively. However, the corresponding ratios of the SVM forecasting on the
original data are 74.34% and 76.20%.

SVMpca, SVMpca+umap and SVMpca+tsne forecasting all generate the imbalanced points
or AIPs because their d-index values are close to 1.1508, the d-index value at the imbal-
anced point. It seems that the inappropriate stacking: PCA + tSNE forces SVM to lose
its learning capability by generating the imbalanced point in forecasting for its d-index
of 1.150. It is possible that the global data characteristics are over-retrieved in the PCA
+ tSNE stacking which may cause the Gaussian kernel in SVM to lose its discriminabil-
ity. On the other hand, the better performance of SVMumap+pca may lie in the built-in
advantage of UMAP + PCA in retrieving both global and local data characteristics to
avoid the dominance of global data characteristics in dimension reduction. The UMAP
+ PCA stacking can bring almost equivalent forecasting besides greatly decreasing the
complexity of foresting, by producing well-defined reduced data for high-dimensional
vectorized data.

Figure 2 compares the normalized and general confusion matrices of the SVM
and SVMpca+umap forecasts under the TF-IDF vectorization. It shows that SVM without
dimension reduction demonstrates a better excess return forecast than SVMpca+umap.
The SVMpca+umap forecast is hijacked more by the majority type (‘hold’) because
96.58% of ‘buy’ and 95.74% of ‘sell’ observations are misclassified as the majority type
respectively. However, the corresponding ratios of the SVM forecast without dimension
reduction are 74.34% and 76.20%.

4.1 Dimension Reduction Stacking Under the BERT Vectorization

Unlike the general assumption that BERT is superior to TF-IDF in text vectorization, we
find the SVM forecast shows advantages under the TF-IDF vectorization in comparison
to the BERT vectorization for the 8-K data [14]. For example, the best d-index achieved
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by SVMwithout dimension reduction is 1.189 with an accuracy of 0.480, a sensitivity of
0.384, and a specificity of 0.699 under the BERT vectorization. It is slightly lower than
the forecast performance with a d-index of 1.206 under TF-IDF. Similarly, The SVM
forecast under UMAP + PCA stacking has a lower-level performance under the BERT
vectorization than TF-IDF.

Furthermore, we compare the peer methods under UMAP+ PCA stacking under the
BERT vectorization with SVM without dimension reduction. The peer methods include
k-NN from shallow learning, RF and SVM from midlevel learning, and CNN, LSTM,
and Transformer from deep learning. We implement a 7-layer CNN model with two
convolution layers, each of which has 64 neurons, two max-pooling layers, a flatten
layer, and two dense layers with the ‘relu’ activation function. The loss function is
chosen as the sparse categorical cross-entropy for integer labels,

L(w) = 1

n

∑n

i=1
[yilogy

∧

i + (1 − yi)log(1 − y
∧

i)] (3)

where w represents the weights of the network, yi and y
∧

i, represent the true label and
predicted label respectively.

We also implement a 6-layer LSTM model with 3 LSTM layers and 2 dense layers.
The LSTM layers have [128, 64, 64] neurons with ‘Tanh’ activation functions and the
dense layers have [128, 3] neuronswith the ‘relu’ and ‘softmax’ activation functions. The
loss function is selected as the sparse categorical cross-entropy. The drop rates increase
gradually from 0.1 to 0.3 with the depth of the layers. In addition, we implement a
transformermodelwith 4 dense layers and an embedding layerwith the sparse categorical
cross-entropy loss function. The drop rates are chosen as 0.2 generally.

Figure 3 compares the SVM forecast without dimension reduction with the peer
methods with the UAMP+ PCA stacking under the BERT vectorization in terms of clas-
sic classification metrics (left plot) and d-index values (right plot). The shallow learning
model k-NN and the midlevel learning model RF under UMAP + PCA achieve the
best and second-best performance, but the deep learning models only achieve mediocre
performance. In particular, the Transformer model generates an imbalanced point by
misclassifying all minority observations in the test data as the majority type. This sug-
gests that the attention mechanism of the transformer model may not work well under
imbalanced data because it may amplify the impact of the majority type in learning
[22]. Therefore, the sophisticated deep learning models may suffer from their built-in
weakness in encountering overfitting for their complicated topologies compared to the
shallow and midlevel learning models.

However, the best peer (e.g., RF) under the UMAP + PCA stacking may still fall
behind the SVM model without dimension reduction. It echoes the previous result that
dimension reductionmay not contribute to enhancing forecasting even though vectorized
data with high dimensionality.

4.2 Stock Excess Return Forecast Under Imbalance Resampling

Since the stock excess return prediction is essentially an imbalanced learning problem,
we employ resampling techniques: random oversampling (ROS) and Tomek links (TL)
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Fig. 3. The comparisons of peermethods under theUMAP+PCAstackingwith theSVMforecast
without dimension reduction (SVM0) under the BERT vectorization. The SVM forecast outper-
forms the peers with the stacking. The deep learning models only have mediocre or even much
poor performance compared to k-NN and RF under the stacking for its complicated topologies.

to handle data imbalance. ROS is an oversampling method to increase the number of
observations of the minority type(s) and TL is an under-sampling method to decrease
the number of majority-type observations to achieve data balance. We choose TF-IDF
vectorized data for its advantage in forecasting.

We find the resampling techniques generally cannot enhance the SVM forecast.
Instead, ROS mitigates the risk of overfitting by increasing misclassification ratios. TL
tends to increase the risk of overfitting and generate the imbalanced point. Table 2
compares the performance of the SVM and SVMpca+tsne under TL and ROS. SVM has
obvious advantages over SVMpca+tsne, which generates the imbalanced point, under the
two resampling methods in terms of the d-index values. The SVM forecast under TL
stands at the same level as the original SVM forecast for their close d-index values:
1.210 and 1.206, but the SVM forecast under ROS only achieves a d-index of 1.175. It
suggests that the ROS resampling would bring more noise into forecasting through the
oversampling procedure and decrease the effectiveness of prediction.

Table 2. The SVM excess return forecast with resampling under TF-IDF

Measures SVM (TL) SVM (ROS) SVMpca+tsne
(TL)

SVMpca+tsne (ROS)

D-index 1.210 1.175 1.160 1.149

Accuracy 0.492 0.454 0.478 0.438

Sensitivity 0.395 0.400 0.347 0.384

Specificity 0.705 0.708 0.676 0.700

Precision 0.426 0.402 Nan 0.382

NPR 0.735 0.712 0.721 0.703

Figure 4 compares the confusion matrices of the SVM and SVMpca+tsne forecasts
under TL and ROS. It shows that the SVM forecast under TL tends to increase the
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percentages of the observations predicted as the majority type than ROS. The NW
plot of Fig. 4 illustrates 67.05% class 0, 84.86% class 2, and 68.30% class 3 obser-
vations in the test data under TL are predicted as the majority type (class 1). Similarly,
the SVMpca+tsne forecast generates the imbalanced point under TL because 91.33% class
0, 95.39% class 1, and 90.85% class 2 observations are misclassified as the majority type
illustrated by the SW plot of Fig. 4.

On the other hand, ROS mitigates the risk of generating the imbalanced point by
increasing the misclassification ratios. The NE plot of Fig. 4 illustrates that only 44.81%
of class 0, 64.46% of class 1, and 47.92% of class 2 observations in the SVM forecast
are classified as the majority type under ROS. The SE plot of Fig. 4 reveals that the
overfitting of the SVMpca+tsne forecast is decreased under ROS.

Fig. 4. The normalized confusion matrix comparisons of the SVM and SVMpca+tsne fore-
casts under the random oversampling (ROS) and Tomek links (TL) resampling techniques. TL
tends to increase the percentages of the observations in all classes predicted as the majority
type. ROS mitigates the overfitting risk of generating the imbalanced point by increasing more
misclassifications.

5 Discussion and Conclusion

Wemodel the stock excess forecast using the SEC 8-K filings as an imbalanced learning
problem and propose an SVM model with tuned Gaussian kernels to achieve applica-
ble forecasting in business practice. Besides good reproducibility, the proposed model
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demonstrates favorable performance compared to the peers. We also find that dimension
reduction may not contribute to improving forecast effectiveness as expected compared
to using the original data. Instead, they may lower the forecast performance slightly
though they decrease the learning complexities in the forecast. In addition, Inappro-
priate dimension reduction (e.g., PCA + tSNE) can increase the risk of overfitting in
the forecast or even cause the ML model to lose learning capabilities. It also shows
that resampling techniques cannot enhance the forecasting effectiveness. The TL resam-
pling tends to increase the risk of overfitting in forecasting, but the ROS resampling can
mitigate the risk of overfitting by increasing misclassifications.

We also propose a novel dimension reduction stacking method: UMAP + PCA
to retrieve both global and local data characteristics for vectorized data. It outperforms
other dimension reductionmethods in SVM forecasting and can even substitute the SVM
forecast to avoid the huge forecasting complexity fromhigh-dimensional vectorized data.
Besides, we find that the TF-IDF vectorization would demonstrate some advantage over
the BERT vectorization in the stock excess return forecast.

Some questions remain to be answered on this topic. For example, how to enhance
forecasting by minimizing the impact from the majority type? Since the classic resam-
pling methods fail on this imbalanced learning problem, it is possible to employ GAN
models to generate minority samples to balance data to seek an alternative solution
[23]. Furthermore, we are using sparse coding techniques to conduct post-processing
for input data or reduced data from the dimension reduction stacking to improve fore-
casting besides investigating the integration of classic Fourier analysis with the novel
stacking technique to extract more meaningful features to attain high-performance fore-
casting [24]. It is also possible to integrate the stacking technique with interpretable deep
learning models to address the high nonlinearity of the 8-K data [25]. To the best of our
knowledge, the algorithms and techniques developed in this study will not only help
stakeholders to optimize their investment decisions by exploiting the SEC 8-K filings
but also shed light on AI innovations in digital business.
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Abstract. Consider the problem of financial surveillance of a heavy-
tailed time series modeled as a geometric random walk with log-Student’s
t increments assuming a constant volatility. Our proposed sequential test-
ing method is based on applying the recently developed taut string (TS)
univariate process monitoring scheme to the gaussianized log-differenced
process data. With the signal process given by a properly scaled total
variation norm of the nonparametric taut string estimator applied to
the gaussianized log-differences, the change point detection procedure is
constructed to have a desired in-control (IC) average run length (ARL)
assuming no change in the process drift. If a change in the process
drift is imminent, the proposed approach offers an effective fast initial
response (FIR) instrument for rapid yet reliable change point detection.
This framework may be particularly advantageous for protection against
imminent upsets in financial time series in a turbulent socioeconomic
and/or political environment. We illustrate how the proposed approach
can be applied to sequential surveillance of real-world financial data orig-
inating from Meta Platforms, Inc. (FB) stock prices and compare the
performance of the TS chart to that of the more prominent CUSUM and
CUSUM FIR charts at flagging the COVID-19 related crash of February
2020.

Keywords: Geometric random walk · Heavy tails · Taut string (TS)
chart · CUSUM FIR chart · FB stock

1 Introduction

Financial meltdowns have raided financial markets numerous times over the past
decades. Famous examples of such crashes include, but are not limited to, the
crash following the burst of the United States housing market bubble in the
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1990s, the 2000 dot-com bubble, the Dow Jones Industrial Average crash asso-
ciated with the COVID-19 pandemic in 2020 and, very recently, the after-hours
crash of Facebook Inc. (FB) stock in February 2022 or Netflix (NFLX) stock
in April 2022. For all of these abrupt drops in stock prices or price-weighted
indices, the underlying problem is similar whether the precipitous price change
was expected or unanticipated, invariably leading to severe financial and eco-
nomic consequences. In situations where crashes or upsets are expected to hap-
pen in a near future, the question of when exactly the crash is going to happen
still remains a challenging and non-trivial one.

Financial surveillance [9] and predicting crashes [5,15,16] are two closely
related yet independent topics. While the latter one aims at predicting the risk of
future crashes over a given time horizon, financial surveillance is meant to flag a
crash as soon as it starts to manifest itself. Thus, we would like to emphasize that
the methodology presented in this paper is not meant to serve as a replacement
for forecasting future crashes, but rather offer an extra layer of protection against
situations when crash prediction fails.

To put this into a formal framework, consider the problem of financial surveil-
lance of a heavy-tailed time series modeled as a geometric random walk with log-
Student’s t increments under the assumption of a constant volatility. If the pro-
cess drift changes, future paths of such geometric random walk may have severe
structural breaks (unusual behavior) which can have major financial and eco-
nomic ramifications for individual investors, particular markets or the economy
as a whole. It is not easy, if at all possible, to exactly tell when this break(s) will
occur. It is, therefore, of much importance for financial advisors, stock traders,
investors, etc., to have a statistical procedure that is consistently able to early
detect unusual behaviors of financial time series.

This problem is encountered not only in financial surveillance but also tran-
scends to areas such as industrial process monitoring, public health and computer
network monitoring [9,10,20], etc. Numerous attempts to solve the statistical
problem of early change-point detection have been made over the past decades.
The earliest developments date back to the popular Shewhart X chart and the
Cumulative Sum (CUSUM) stopping rule to sequentially monitor an indepen-
dent Gaussian process data. The Shewhart X chart as well as the CUSUM have
been widely used in detecting anomalous patterns because of their optimality
properties (in a suitable sense) and, even more so, due to the simplicity of the
methods. The intrinsic problem associated with these methods comes to bare
when the focus is rather on monitoring processes with non-constant mean shifts.
Also, unlike Shewhart X chart, the CUSUM technique expects sustained shift
in the mean and also requires knowledge about the magnitude of the shift, i.e.,
is not reference-free. Additionally, both methods are not optimal in fast initial
response (FIR) situations. Indeed, the CUSUM initial signal is set zero at start-
up so that the chart requires some time to gain its full efficiency. The Shewart
X chart, being memoryless, cannot be tuned to rapidly respond to initial-state
upsets. Consequently, these classic charts may perform suboptimally when a
change-point is imminent. The FIR feature due to its advantage of reducing the
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average detection time (in case the upset happens in the initial state) has been
currently adopted and applied to several statistical process control methodolo-
gies such as the FIR CUSUM in [14]. Variants of the CUSUM chart have been
used in [3,6,8] to detect upsets in financial time series but under different con-
ditions.

We propose a sequential testing method based on applying the recently devel-
oped taut string (TS) univariate process monitoring scheme [21] to gaussianized
log-differenced process data. With the signal process given by the total variation
of the nonparametric taut string estimator applied to the latter gaussianized log-
differences, the change point detection procedure is constructed to have a desired
in-control (IC) average run length (ARL) assuming no change in process drift.
Assuming a change in the process drift is imminent, the proposed approach offers
an effective fast initial response (FIR) instrument for rapid yet reliable change
point detection. This was demonstrated in [21] for independent process data
based on extensive simulations for a wide variety of steady state sizes and sus-
tained upset magnitudes. Extending this approach to a class of heavy-tailed time
series data, the resulting framework may be particularly advantageous for protec-
tion against imminent upsets in financial time series in turbulent socioeconomic
and/or political environments. Adopting the original TS chart from [21], our pro-
posed method does not require any prior knowledge about the type or magnitude
of shift in the mean so that the procedure can be described as a reference-free
technique. We illustrate how the proposed approach can be applied to sequen-
tial surveillance of real-world financial data originating from Meta Platforms,
Inc. (FB) stock prices and compare the performance of the TS chart to that of
the more prominent CUSUM and CUSUM FIR charts at detecting the recent
crash of February 2020.

2 Geometric Random Walk with Log-Student’s t
Increments

A widely adopted model to describe the evolution of a risky asset price
(
S(t)

)
t≥0

is given by stochastic differential equation (SDE)

dS(t) = rS(t)dt + σS(t)dW (t), S(0) = S0, (1)

where S0 is a given initial value and
(
W (t)

)
t≥0

is a standard Wiener process.
The increments thereof, known as the “white noise,” supply innovations for this
time series model. The scalar parameters, r ∈ R and σ > 0, are referred as drift
and volatility. Being a basic heteroscedastic continuous-time model, Eq. (1) is
widely applied in quantitative finance [7]. Recently, it was also applied to model
and predict biomedical time series [2]. On the strength of Itô’s calculus, the
solution process

(
S(t)

)
t≥0

is given by

S(t) = S0 exp
{(

r − 1
2
σ2

)
t + σW (t)

}
. (2)
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Assume the stochastic process
(
S(t)

)
t≥0

is observed over an equispaced time
grid {t0, t1, . . . , tn} for some constant step size Δt ≡ tk − tk−1 > 0. Computing
the log-differences

x(tk) := ln(S(tk)) − ln(S(tk−1)) =
(
r − 1

2
σ2

)
Δt + σ

(
W (tk) − W (tk−1)

)
,

we obtain
x(tk) i.i.d.∼ N

(
(Δt)

(
r − 1

2
σ2

)
, (Δt)σ2

)
. (3)

We refer to the process
(
S(tk)

)
tk≥0

as in-control (IC) if the process drift
r(t) ≡ rIC remains constant over time. Assuming the volatility σ is constant, on
the strength of Eq. (3), this is equivalent to the process mean of the

(
x(tk)

)
tk≥0

being constant.
Empirically [19,22], one can commonly observe the increments exhibit a heav-

ier tail than the Gaussian one. Thus, the Gaussianity in Eq. (3) is often replaced
with the more adequate assumption of i.i.d. Student’s t log-increments

x(tk) i.i.d.∼ tν

(
(Δt)

(
r − 1

2
σ2

)
, (Δt)σ2

)
(4)

for some ν ∈ (0,∞] with the limiting case ν = ∞ corresponding to the original
case of log-Gaussian increments.

Letting μ̂x and σ̂x denote location and scale estimates obtained from x(tk)’s,

e.g., x̄ and
√

ν−2
ν s2 or their robust MCD counterparts, Eq. (4) implies

μ̂x = (Δt)
(
r̂ − 1

2
σ̂2

)
and σ̂2

x = (Δt)σ̂2

or, solving for r̂ and σ̂, the drift and volatility can be estimated via

r̂ =
μ̂x

Δt
+

1
2

σ̂2
x

Δt
and σ̂ =

σ̂x√
Δt

.

Since most statistical process monitoring (SPM) methodologies assume Gaus-
sian data and most robust estimation procedures are calibrated for the Gaussian
distribution, it is convenient to gaussianize the log-differences x(tk) before esti-
mating IC standards and applying an SPM chart. If the degrees of freedom ν
are known, we can transform

y(tk) = F−1
t∞

{

Ftν

(
x(tk) −

(
r − 1

2σ2
)

√
Δtσ

)}

to render the log-differences standard Gaussian where Ftν
(·) is the cdf of a

standard tν-random variable. (Note Ft∞(·) is the standard Gaussian cdf.) Since
the IC drift and volatility may be unknown, a possible empirical alternative is
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y(tk) = F−1
t∞

{

Ftν̂

(
tν̂,0.75 − tν̂,0.25

ÎQR
({x(tk) | k = 1, 2, . . . , n})

× (
x(tk) − m̂edian

({x(tk) | k = 1, 2, . . . , n}))
)}

.

Despite the fact the y(tk)’s are expected to be approximately i.i.d. standard
Gaussian, instead of using 0 and 1 as IC standards for process mean and standard
deviation, we recommend to employ robust statistical estimators with a high
breakdown point and good efficiency properties to estimate the IC standards
of the y(tk)-process. This offers an effective way to safeguard against outliers
and possible model assumption violations. Namely, we employ the MCD and
the MDPD estimators discussed in Sect. 3.

3 Robust Model Calibration

Many classical statistical estimators suffer from severe bias effects in the pres-
ence of outliers in the dataset. Consequently, robust alternatives, i.e., estimators
that are not too sensitive to outliers, have been put forth. Examples of such
robust location and scale estimators are the minimum density power divergence
(MPDP) and minimum covariance determinant (MCD). A thorough compari-
son of statistical properties (such as empirical breakdown point and efficiency)
of these estimators was performed in [2]. We use a Matlab R© implementation
of MCD and MDPD estimator available at https://github.com/AndrewsJunior/
mdpd1D.

3.1 Minimum Covariance Determinant (MCD)

The raw minimum covariance determinant (MCD) estimator [11] is a well-known
location and scatter estimator. We present the univariate version thereof. Given a
univariate sample dataset {xi, x2, . . . , xn} and a desired “best set” size �n

2 	+1 ≤
h ≤ n, the MCD location and scale estimator pair (μ̂MCD, σ̂2

MCD) is computed
as follows.

Order the observations xi in an increasing manner, i.e., x(1) ≤ x(2) ≤ . . . ≤
x(n), and consider the following (n − h + 1) contiguous subsamples:

{x(1), . . . , x(h)}, {x(2), . . . , x(h+1)}, {x(3), . . . , x(h+2)}, . . . , {x(n−h+1), . . . , x(n)}.

For each of these subsamples {x(i), . . . , x(h+i−1)|i = 1, . . . , n − h + 1} of size h,
the sample mean and the corresponding sum of squares are computed as follows:

μ(1) =
1
h

h∑

i=1

x(i), μ(2) =
1
h

h+1∑

i=2

x(i), . . . , μ(n−h+1) =
1
h

n∑

i=n−h+1

x(i) and

σ(1) =
h∑

i=1

(
x(i) − μ(1)

)2
, . . . , σ(n−h+1) =

n∑

i=n−h+1

(
x(i) − μ(n−h+1)

)2
.

https://github.com/AndrewsJunior/mdpd1D
https://github.com/AndrewsJunior/mdpd1D
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The MCD scatter estimate is then given as

σ̂2
MCD = kMCD · cMCD · min

1≤j≤n−h+1
σ(j)

where the asymptotic bias correction factor kMCD = (h/n)/P(χ2
3 ≤ χ2

1,h/n)
and cMCD is a small sample bias correction factor implemented in the (inter-
nal) corfactorRAW() function of the robustbase R-package. Continuing, the
MCD location estimate, μ̂MCD, is the mean μ(j) associated with the optimal
j∗ = arg min1≤j≤n−h+1σ

(j). Obtaining the univariate MCD location and scale
estimates in this fashion is computationally expensive since one has to run
through each subsample two times. A more computationally efficient way of
obtaining these estimates is by using recursive formula presented in [23]. The
location and scale estimates are computed recursively for j > 1 by

μ(j) =
hμ(j−1) − x(j−1) + x(j+h−1)

h
and

σ(j) = σ(j−1) − (x(j−1))2 + (x(j+h−1))2 − h(μ(j))2 + h(μ(j−1))2,

respectively. Both μ(j) and σ(j) use estimates from the previous subsample.
Again, once all σ(j)’s are available, the MCD location and scatter estimates
are calculated as described above. See [23, Chapter 4, Sect. 3] for the algorithm.
The MCD estimator has attractive statistical properties such as high breakdown
point, affine equivariance, high efficiency and bounded influence function.

3.2 Minimum Density Power Divergence (MDPD)

The robust minimum density power divergence estimator for general parametric
models was introduced in [4]. Focusing on univariate distributions, the divergence
functional dα(f, g) between two univariate probability density functions g(x) and
f(x) is defined as

dα(f, g) :=
∫

R

(
f1+α(x) −

(
1 +

1
α

)
g(x)fα(x) +

1
α

g1+α(x)
)

dx (5)

for positive α. Assuming x1, . . . , xn are independently sampled from g(x), the
law of large numbers suggests

∫

R

fα(x)g(x)dx ≈ 1
n

n∑

i=1

fα(xi).

The last term in Eq. (5) being independent of f(x), the minimization of
dα

(
f(·|θ), g(·)) over θ ∈ Θ is asymptotically equivalent with minimizing the

density power divergence (DPD) function

Hn(θ) =
∫

R

f1+α(x|θ)dx −
(

1 +
1
α

)
n−1

n∑

i=1

fα(xi|θ). (6)
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Thus, the minimum density power divergence (MDPD) estimator is given as

θ̂DPD
n := arg min

θ∈Θ
Hn(θ). (7)

The MDPD estimator was shown [4] to exhibit a number of attractive statistical
properties such as asymptotic normality, affine equivariance (when estimating
location and scale), high breakdown point as well as high efficiency, rendering it
very useful for robust inference. A numerical optimization algorithm for solving
the minimization problem (7) was recently proposed in [2].

4 Statistical Process Monitoring

Statistical process monitoring (SPM), also referred to as statistical process con-
trol or process surveillance, involves sequential hypothesis testing for a quantity
of interest sampled at regular time intervals. In quality engineering, this is of
necessity because defective items can be produced during the manufacturing
process. If an efficient quality control routine is performed at the end of that
production, some, if not all, of these defective items may be detected. One major
disadvantage of monitoring the process at the end of production is that, in many
cases, these defective items cannot be salvaged or repaired. In contrast, we con-
sider process monitoring techniques that are performed sequentially and have the
capacity to warn the analyst if the process appears to be out-of-control (OC) or,
in terms of financial surveillance, whether a change in the stock price drift has
occurred. We present a concise formal framework for SPM closely following [21].

4.1 Taut String (TS) Fast Initial Response (FIR) Chart

Let X1,X2, . . . , Xn, . . . be independent random variables observed sequentially
at equispaced periods of time. Classical statistical process monitoring method-
ologies adopt the sequential testing framework

H0 : Xn
i.i.d.∼ N (μIC, σ2

IC) for all n ∈ N, vs. (8)

H1 : Xn
i.i.d.∼ N (μIC, σ2

IC) for n ≤ ϑ−1 and Xn
i.i.d.∼ N (μOC, σ2

IC) for n ≥ ϑ (9)

for some unknown change point ϑ < ∞. This corresponds to a sustained shift
in Gaussian location assuming a constant variance. Without loss of generality,
assume μIC = 0, σIC = 1 and μOC = δ. In practice, both upset time ϑ and upset
magnitude δ are unknown. We focus on two-sided control charts that monitor
shifts of size ±δ for δ > 0.

The upset time ϑ is assumed deterministic yet unknown. Under the null-
hypothesis H0, the process (Xn)n∈N is called stable or in-control (IC). The
alternative hypothesis H1 represents a sustained upset beginning at the ϑ-th
time period leading to an unstable or out-of-control (OC) process.
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Let τ be a non-randomized stopping time. Usually, τ is defined as the
first time a signal process (Sn)n∈N arising from the control chart methodol-
ogy employed exceeds some given control limit L > 0. If the limit L is never
exceeded, τ := ∞ is set.

The conventional IC average run length (ARL) and OC ARL (or average
detection delay) are given as

IC ARL = E∞[τ ] and OC ARLϑ = E∞[(τ − ϑ + 1)+]/Pϑ({τ ≥ ϑ})

where the expectations are taken with respect to probability measures P∞ and
Pϑ associated with the hypotheses in Eqs. (8) and (9), respectively. The number
(ϑ − 1) represents the steady-state size. In particular, for ϑ = 1, we obtain the
initial state. If the alternative hypothesis H1 holds, it is desirable that a chart
detects the upset as quickly as possible. Comparing two stopping rules with
equal IC ARLs, the chart with a smaller OC ARLϑ is preferred.

The CUSUM chart (if properly tuned) is known to be optimal in a certain
minimax sense described by [12] and [17]. For a given ICARL level, this optimal-
ity is attained assuming k = δ/2 (for a known shift size δ) over long steady states
ϑ → ∞. In practice, high intensity of upsets (short interarrival times between
two successive upsets) may prevent existence of long steady states. In this situ-
ation, it is recommendable to employ the Fast Initial Response (FIR) approach.
An FIR modification of the classical CUSUM chart was proposed in [13] by
giving the usual CUSUM signals a “head start” by initializing the upper and
lower signal processes as U0 = h/2 and L0 = h/2, where h > 0 is a control limit
computed to produce a desired ICARL.

Recently, a novel FIR chart based on nonparametric taut string estimation
was developed in [21]. In contrast to CUSUM FIR, this chart does not require
prior knowledge of the shift size δ but rather employs nonparametric regression
to estimate the latter. Nonparametric estimation makes the TS chart reference
free, i.e., capable of detecting non-sustained shifts such as linear drifting or period
cycling, etc.

Table 1. Characteristics of TS chart for an IC process (reproduced from [21]).

Taut string (TS) chart Nominal IC ARL

100 370 750

Run length std. dev. (sICRL) 447.99 1928.89 4078.65

Std. dev. of ̂IC ARL (s ̂ICARL
) 0.4480 1.9289 4.0786

ICARL + 3s ̂ICARL
101.3440 375.7867 762.2359

Estimated control limit for ICARL + 3s ̂ICARL
1.7706 2.1233 2.3261

Estimated control limit for ICARL 1.7673 2.1193 2.3214



A Fast Initial Response Approach to Sequential Financial Surveillance 27

Let x1, x2, . . . , xn, . . . be a realization of a univariate process (Xn)n∈N sam-
pled over an equispaced time grid {t1, t2, . . . , tn, . . . } such that

Xn = μ(tn) + σICεn for n ∈ N with μ(tn) = E[Xn], Var[Xn] ≡ σ2
IC

where εn
i.i.d.∼ N (0, 1). Let μ̂n(t) denote the TS estimator proposed in [21] applied

to the dataset (x1, . . . , xn). Choosing α = 3
5 as recommended in [21], the TS

signal statistic at the nth period reads as

TSn =
n3/5

σ0

(∣
∣μ̂n( 1

n ) − μ0

∣
∣ +

n∑

k=2

∣
∣μ̂n( k

n ) − μ̂n(k−1
n )

∣
∣
)
. (10)

The heuristic behind the choice α = 3
5 is that it appears to produce a reasonable

trade-off between chart performance and right-skewness of the IC run length dis-
tribution. The control limits for a selection of reference IC ARL values are given
in Table 1. A Matlab R© implementation of the TS chart is available at https://
github.com/mpokojovy/TS.chart.1D.

5 Example

Following the onset of the COVID-19 pandemic late 2019–early 2020, the situ-
ation started to get increasingly dramatic early-mid February 2020 [1,18]. On
February 3rd, 2020, the US government declared a public emergency due to the
COVID-19 outbreak. By February 10th, 2020, the number of COVID-19 deaths
in China surpassed that of SARS in 2002–2004. Given the repercussions of the
pandemic on the world economy, a crash on the stock market became imminent.

Fig. 1. Meta Platforms, Inc. (FB) daily closing prices. Source: https://www.
marketwatch.com/investing/stock/fb

https://github.com/mpokojovy/TS.chart.1D
https://github.com/mpokojovy/TS.chart.1D
https://www.marketwatch.com/investing/stock/fb
https://www.marketwatch.com/investing/stock/fb
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Fig. 2. Daily closing price log-differences.

To illustrate how the proposed methodology could have been applied for FIR
financial surveillance right before the crash of Spring 2020, we decided to analyze
the closing prices of the Facebook (FB) stock (Meta Platforms, Inc.) displayed
in Fig. 1. Assume the analyst began to expect an imminent crash early-mid
February. For simplicity, let us assume the monitoring began on February 10,
2020 – the second Monday of February 2020. Suppose the historic FB stock price
data from January 1st, 2019 (Wednesday) till February 7th, 2020 (Friday) were
used for calibration purposes. To account for missing data due to weekend and
holiday market closures, closing prices were linearly extrapolated on such dates.

Adopting the geometric random walk model with log-Student’s t increments
in Eq. (4), we formed the log-differences x(tk) = log

(
S(tk)

) − log
(
S(tk−1)

)

displayed in Fig. 2. The vertical line marks the log-difference on the first day
of monitoring February 10th, 2020. The historic log-differences before that date
(i.e., between January 1st, 2019 and February 9th, 2020) were used to calibrate
our geometric random walk model with log-Student’s t increments.

Figure 3 plots p-values from a one sample Student’s t Kolmogorov-Smirnov
test vs. degrees of freedom ν > 0. The global maximum is attained at ν̂ ≈ 2.7.

Fig. 3. p-values from a one sample Student’s t Kolmogorov-Smirnov test.
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Fig. 4. Robust Student’s t Q-Q plots.

This conclusion is consistent with robust Student’s Q-Q plots in Fig. 4 for various
degrees of freedom (ν = 1.0, 2.0, 2.7, 3.0, 4.0, 5.0). Respective intercept and slope
are calculated using robust location and scale estimates

m̂edian
({x(tk) | k = 1, 2, . . . , ntrain}

)
and

ÎQR
({x(tk) | k = 1, 2, . . . , ntrain}

)

tν,0.75 − tν,0.75
,

where ntrain = 402 days. Visual inspection confirms the best fit is produced by
ν̂ = 2.7. Thus, a (rather heavy-tailed) Student’s t distribution with ν̂ = 2.7
degrees of freedom was selected in lieu of the usual Gaussian distribution to
model the log-increments for our time series data.

The log-differences were then robustly gaussianized via

y(tk) = F−1
t∞

{

Ftν̂

(
tν̂,0.75 − tν̂,0.25

ÎQR
({x(tk) | k = 1, 2, . . . , ntrain}

)

× (
x(tk) − m̂edian

({x(tk) | k = 1, 2, . . . , ntrain}
))

)} (11)

with Ftν̂
(·) denoting the cdf of a tν=2.7-random variable. (Recall Ft∞(·) is the

Gaussian cdf.) To verify the gaussianized log-differences are i.i.d., i.e., the lag
size of 0 was adequate for our time series, we performed an ACF plot for the
historic gaussianized log-increments in the training set. Using asymptotic 99%-
confidence bands, Fig. 5 does not indicate any statistically significant autocorre-
lation beyond lag 0.
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Table 2. Estimated IC standards.

Estimator

Usual MCD MDPD

μ̂ 3.4169 · 10−6 0.0095222 −0.0019752

σ̂ 1.0617 1.1429 1.062

Fig. 5. Autocorrelation (ACF) plot for gaussianized training data log-differences.

Using the gaussianized training data, the in-control (IC) standards μIC and
σIC were estimated with three sets of estimators: the usual sample mean ȳ and
standard deviation

√
s2y, the MCD estimator pair μ̂y,MCD and σ̂y,MCD with the

nominal breakdown point of 10% and the MDPD estimator pair μ̂y,MDPD and
σ̂y,MDPD with α = 0.1183 [14] selected to asymptotically match the MCD’s
breakdown point of 10%. Estimated IC parameters are given in Table 2.

Fig. 6. Process monitoring using ȳ and
√

s2y as IC standards.
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Fig. 7. Process monitoring using μ̂y,MCD and σ̂y,MCD as IC standards.

Fig. 8. Process monitoring using μ̂y,MDPD and σ̂y,MDPD as IC standards.

Table 3. Crash detection dates.

Estimator

Usual MCD MDPD

TS 2/23 2/24 2/23

CUSUM 2/24 2/25 2/24

CUSUM FIR 2/24 2/25 2/24

Beginning process monitoring on Monday, February 10th, 2020, the sequen-
tially observed log-differences were gaussianized using Eq. (11) based on the
original location and scale estimators from the training data and subsequently
standardized using the IC standards to insure the IC distribution is (approxi-
mately) standard Gaussian. Selecting an IC ARL 370 (i.e., an annual average of
about one false alarm), the results are displayed in Figs. 6, 7 and 8, respectively.
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In all three cases, the TS chart flagged the upset one day sooner. CUSUM and
CUSUM FIR performed head-to-head. See Table 3. Also, neither chart issued a
false alarm. While MCD performed slightly suboptimally, MDPD and usual esti-
mators were head-to-head and lead to the earliest detection. As it is oftentimes
the case, gradual trending or a series of small discontinuous shifts cannot always
be clearly pinpointed to a single moment of time. Exceptions to this rule also
exist when the stock crashes overnight as it was recently the case with Facebook
(FB) stock in February 2022 and Netflix (NFLX) stock in April 2022. Nonethe-
less, given two process monitoring schemes, the one that flags a crash earlier
can a posteriori be declared a winner. The goal of financial surveillance is not
to predict a crash but flag the crash as soon as it starts to manifest itself, thus,
allowing investors to appropriately adjust their investment strategies as early as
possible.

Using robust IC estimates (such as the ones obtained with MDPD) is a
prudent statistical practice as it alleviates potential masking effects (which did
not seem to be severe in our situation) due to the presence of outliers in the
training dataset, e.g., due to (micro-)crashes or rallies over the training time
horizon. A Matlab R© implementation of the analyses presented in this Section is
available at https://github.com/mpokojovy/TS.FIR.finsurv.

6 Summary and Conclusions

To address the problems posed by financial surveillance of a geometric random
walk with log-Student’s t increments, we proposed a sequential process moni-
toring technique using the TS chart [21] with the FIR feature to consistently
detect early structural break in financial data. Unlike CUSUM FIR, the TS FIR
approach does not require prior knowledge about the type or magnitude of shift
in the process drift which categorizes the latter as a reference-free technique.
In turn, the FIR property of the TS chart reduces the average detection time.
An example involving an application of the proposed methodology to real-world
financial data from Meta Platforms, Inc. (FB) daily stock closing prices for
early detection of the February 2020 crash. The IC standards were estimated
with the usual non-robust approach and robust MCD and MDPD estimators.
The results were compared across the TS, CUSUM and CUSUM FIR charts.
Based on the empirical results presented, the TS chart of [21] was demonstrated
to offer advantage of the two prominent competitors. This is consistent with
the extensive simulation results reported in [21]. A set of Matlab R© codes to
reproduce the example from Sect. 5 is provided online.
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Abstract. The connotation and value evaluation of high-value patents are context-
dependent. In the context of reverse innovation of Chinese local enterprises,
the paper discusses the connotation and value evaluation methods of high-value
patents. The paper proposes a theoretical framework of high-value patents in the
context of reverse innovation of local enterprises, and analyzes the connotation
and value characteristics of high-value patents from three aspects of market con-
trol, legal stability and technological advancement. It uses the natural Data min-
ing methods to evaluate the value of high-value patents in this context and takes
BYD as an example to analyze and evaluate the high-value patents in its reverse
innovation, and discusses the characteristics of its value changes. The research
provides new theory and methodology to identify the connotation and characteris-
tics of high-value patents in reverse innovation of local enterprises in developing
countries, and assess their values as well.

Keywords: Reverse innovation · High-value patent · Evaluation of patent

1 Introduction

Since the beginning of the 21st century, a phenomenon that an innovative product or
technology originating from a developing country or emerging market spreads back to
developed countries has attracted theoretical and practical attention. For example, in
2002, the Chinese team of General Electric Company developed a portable ultrasonic
device which was very successful in the Chinese market. After that, this product orig-
inally designed for the backward market was also unexpectedly popular in the United
States. This is different from the traditional innovation model that originated in devel-
oped countries and then spread to developing countries. The direction of innovation
diffusion is “reverse”, so it is known as “Reverse Innovation” [1].

In recent years, with the rise of local companies in developing countries, reverse
innovation has increasingly occurred in local companies of developing countries, such
as BYD’s battery in China and Tata Motors in India [2, 3]. Although the number of
overseas patent applications of Chinese companies has increased significantly in recent
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years, the overall quality of overseas patents of Chinese companies is not high, and there
is still a large gap in the core patent layout compared with developed countries [4, 5].
This has also led to many local companies experiencing repeated setbacks in reverse
innovation, especially when new products or new technologies are traced back to the
markets of developed countries.

In practice, China has generated a strong need for the cultivation of high-value
patents from the government to the enterprise [6]. However, the current researches still
have different understandings of the concept of high-value patents, it also shows that the
concept of high-value patents is highly context dependent. Therefore, this paper intends
to explore the connotation and characteristics of high-value patents in the context of
reverse innovation by local companies, and discuss the evaluation methods of their
value based on the connotation characteristics, so as to provide theoretical and decision-
making references for the cultivation of high-value patents in reverse innovation by local
companies. The main contributions of this paper are:

(1) constructs a theoretical framework of high-value patents in the context of reverse
innovation of local enterprises, proposes the connotation and characteristics of high-
value patents in the context of reverse innovation of local enterprises, and provides
a new research perspective to promote the formation of high-value patent theories.

(2) proposes a new method of value evaluation of patents, that is, based on an open
patent document database, using natural language processing and other data mining
methods, objectively analyze and evaluate the high-value patents in the reverse
innovation of local enterprises.

2 Literature Review and Theoretical Foundation

2.1 Reverse Innovation of Local Companies

Reverse innovation is not only a strategy for multinational corporations to innovate
and internationalize, but also an inevitable evolution of the innovation model of local
enterprises in developing countries [7]. After the local enterprises accumulate certain
innovation ability, their innovation mode gradually changes from traditional imitation
innovation and low-cost innovation to independent development mainly reverse inno-
vation [8]. At present, the research based on the perspective of developing countries is
mostly carried out around the case of local enterprises, they discussed the conceptual
types and influencing factors of reverse innovation based on typical cases of successful
reverse innovation of local enterprises [9–13].

In addition, the research on reverse innovation basically focuses on the impact of
reverse innovation on corporate behavior [14]. Reverse innovation has a positive impact
on social effects such as local citizen behavior in developing countries and these effects
can promote the improvement of local enterprises’ innovation capabilities [15].

However, there is still a lack of in-depth discussion on how local enterprises form
intellectual property rights with control advantages in reverse innovation [16–18].
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2.2 High-Value Patents

In recent years, with the rapid growth of patent applications in China, the quality and
value of patents have attracted more and more attention from the whole society. The
evaluation of patent value has received unprecedented attention, and high-quality, high-
value patents have gradually become the basis for companies to maintain their core
competitiveness. However, the concept of high-value patents has not yet been uniformly
defined. High-value patents are different from traditional core patents and patent quality,
traditional core patents ignore the market value of patents, while high-value patents are
a comprehensive concept. Its value is mainly reflected in the high technical content
of patents, high legal stability and high market value [6, 19–21]. Although there is no
uniform definition of high-value patents, these researches believe that high-value patent
is a strategic concept and brings strong market control to competitors, and its value
is mainly reflected in three dimensions: high-level technical characteristics [6], legal
claims with high stability [20, 21], and market control with a high strategic position [22,
23].

2.3 Evaluation of Patent Value

The existing patent value evaluation research mainly focuses on the construction of the
evaluation index system and the selection of methods [24–26]. At present, there is a
relatively mature patent value evaluation system, and there are many types of evaluation
indicators for patent value, involving technology, economy, law, policy, organization,
etc. In terms of evaluation methods, the existing research generally follows the three
basic methods of asset evaluation: income method, cost method and market method, as
well as other methods derived and improved on this basis, such as real option method
[27], fuzzy evaluation method [28], neural network method [29] and reference network
method [30, 31], etc., but these methods and evaluation indicators have defects are
difficult to quantify.

At present, the evaluation of high-value patents mainly used the existing methods
[32, 33]. As the concept of high-value patents has strong situational dependence, the
value evaluation of high-value patents also needs to be analyzed from its connotation
and characteristics in a specific context. There is still a lack of research on the connotation
andvalue evaluation of high-value patents combinedwith the reverse innovation situation
of local enterprises.

2.4 The Connotation of High-Value Patent in the Reverse Innovation

In the reverse innovation of local enterprises, high-value patents have specific conno-
tations and value characteristics. First of all, in terms of market control, the high-value
patents in the reverse innovation of local enterprises should be reflected in the promo-
tion of the new products or new technologies of local enterprises to retroactively trace
back to the markets of developed countries. In the fierce domestic and overseas market
development, it plays a role of escort and gaining competitive advantage. Secondly, for
the high-value patents in the reverse innovation of local enterprises to play the role of
market control, theymust have certain technological leadership and strong legal stability.
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Based on this, this paper defines the connotation of high-value patents in reverse inno-
vation of local companies as follows: the high-value patents in the reverse innovation of
local enterprises refer to the patents which come from the local enterprises and can truly
promote the success of their new products or new technologies in the local market and
then retrospectively return to the developed country market. In the fierce domestic and
overseas market development, high-value patents play an important role of protecting
technologies and gaining competitive advantage. They significantly show the value in
three aspects, i.e., market control, technological advancement and legal stability, shown
in Fig. 1.

Fig. 1. The value embodiment of high-value patents in the reverse innovation.

3 The Methods of Selection and Evaluation of High-Value Patents

3.1 The Selection of High-Value Patents in the Reverse Innovation

First of all, according to the previous analysis of the connotation and value characteris-
tics of high-value patents in reverse innovation of local enterprises, this paper believes
that in reverse innovation of local enterprises, its high-value patents must be closely
related to its successful products (or technologies) of reverse innovation. Because the
reverse innovation products of local enterprises not only achieve success in the domestic
market, but also successfully explore the market of developed countries, and the patents
closely related to their products also reflect their high market control and technological
advantages. Therefore, firstly, patents closely related to successful reverse innovation
products of local enterprises are selected as high-value patents preliminarily shortlisted.
Among them, close correlation refers to that the technical field covered by the patent is
the core technology of the reverse innovation product.

Secondly, further select the patents with strong legal stability among these patents
Studies have pointed out that the difference in the number of patent rights requirements
can reflect the legal stability of patents to a large extent. It is generally believed that
the greater the number of claims in a patent, the greater the scope of protection of the
rights, and the stronger the legal stability of the patent [34–36]. Therefore, the value of
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a patent in the legal dimension can be characterized by the number of claims, and the
greater the number of claims, the higher the legal stability of the patent. This paper will
further screen out the number of legal claims above the average level of related fields as
high-value patents.

After the above two steps of screening, the selected patents already possess the
basic characteristics of market control and legal stability of the high-value patents in
the reverse innovation of local enterprises (as shown in Fig. 2). At this time, the value
of high-value patents is mainly reflected in the advanced nature of its technology. This
is also the main basis for this paper to evaluate the high-value patents in the reverse
innovation of local enterprises. As mentioned above, the technological advancement of
high-value patents in reverse innovation of local enterprises reflects their advantages
in certain specific technical fields. From the perspective of the strategic significance of
high-value patents, this technological advantage is reflected in its position in the indus-
try’s current technology and future technological development. That is, the foundation
and core position in the current technical field, as well as the strategic position occu-
pied by the future technological development trend. It is the value of this technological
advancement that local enterprises can continue to carry out reverse innovation in the
end. In this sense, the market control of high-value patents in reverse innovation of
local enterprises also mainly depends on their technological advancement. Therefore,
based on the three-dimensional value characteristics of market control, legal stability
and technological advancement, this paper selects and evaluates the high-value patents
in the reverse innovation of local enterprises.

Fig. 2. The selection process of high-value patents.

3.2 The Process of Evaluation of High-Value Patents

Based on the above analysis, this paper collects the “high-value” characteristics of high-
value patents of local enterprises in three dimensions of law, market and technology, and
proposes a three-dimension framework of the value characteristics of high-value patents.
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Under this framework, high-value patents are screened and evaluated in the context of
reverse innovation of local enterprises. After being screened by the characteristics of
market control and legal stability, the value of high-value patents is reflected in tech-
nological advantages. That is, the foundation and core position in the current technical
field, as well as the strategic position occupied in the future technological development
trend. Therefore, we evaluate the value of high-value patents in the reverse innovation
of local enterprises through the analysis of market control and legal stability, and con-
structs a value indicator that can reflect its technological advancement to quantify and
comprehensively evaluate its value.

The Technology Centrality Index (TCI) is based on the patent network analysis
model, which reflects the foundation and core position of the target patent in the field.
Based on the context of reverse innovation by local companies, this paper proposes
the use of Technology Centrality Index (TCI) to comprehensively measure the value of
high-value patents. We use Python to conduct data mining and text processing on patent
data. The calculation steps of the TCI index constructed in this paper are as follows:

Step 1: Establish a patent data vocabulary in key technical fields closely related to
the reverse innovation products of local enterprises.

Step 2: Calculate the word frequency matrix of the patent data based on the patent
thesaurus, and integrate the data into a keyword vector. The keyword vectors from patent
1 to patent m are as follows:

Patent  1 k11,  k12,  k13 ,  … ,  k1n

Patent  2 k21,  k22,  k23 ,  … ,  k2n

Patent  m km1, km2, km3 ,  … ,  kmn

For example, in the document of Patent 1, as described above, the first keyword
appears k11 times, the second keyword appears k12 times, and so on.

Step 3: Reduce the dimensionality, perform PCA processing on the matrix generated
in the second step, and select the principal components with a contribution greater than
80% to form a new principal component matrix.

Step 4: The principal component matrix is screened, and the principal components
that do not belong to the key technical fields are eliminated, and the retained principal
components form a new principal component matrix.

Step 5: According to the new principal component matrix, the Euclidean distance
formula is used to calculate the distance between patents and establish the relationship
between patents. If the principal component vectors of patent i and patent j are respec-
tively defined as (ki1, ki2, …, kin) and (kj1, kj2, …, kjn), the Euclidean distance between
the two vectors is calculated as follows:

Ed
ij =

√
(ki1 + kj1)

2 + (ki2 + kj2)
2 + · · · + (kin + kjn)

2 (1)

Step 6: The Euclidean distance matrix (Ed
ij matrix) is composed of all the Euclidean

distance values between all vectors. However, in order to draw the patent network dia-
gram, the Ed

ij matrix must be standardized. In this step, the real value of the Ed
ij matrix
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needs to be converted into a standardized value, the Ed
ij matrix is constructed, and then

the dichotomy is performed from 0 to1.

Es
ij =

Es
ij

Max(Ed
ij , i = 1 · · ·m, j = 1 · · ·m) (2)

Step 7: If the critical value p is to be exceeded, the connection between the two
patents is considered to be weak, and it is recorded as 0, otherwise it is recorded as 1,
and the unit of the Es

ij matrix is converted into a matrix Iij containing only 0 and 1:

Iij =
{
1,Es

ij < p

0,Es
ij > p

(3)

The Iij matrix only contains 0 and 1, where if patent i is strongly connected to patent
j, Iij is 1, and if patent i is weakly connected to patent j or not connected at all, Iij is 0.
The determination of the critical value p is a task of trial and error, and a reasonable
cut-off value must be selected so that the network structure becomes clearly visible (the
p value is selected as 0.5 in this paper).

Step 8: Calculation of TCI. TCI is an index for judging the location of the target
patent in the overall network. Through the above steps, this article uses it to finally
comprehensively evaluate the value of high-value patents. Its calculation formula is:

TCI = Ci

n− 1
,Ci =

∑j=1···n
i=1

Iij (4)

where n represents the number of patents. It measures the relative importance of the
target patent by calculating the correlation density between the target patent and other
patents. Ci is the connection between each patent and other patents. The higher the TCI,
the greater the impact on other patents, which means that the target patent is at the core
and occupies a leading position in the technical dimension.

The technology centrality index in the patent network model can be interpreted as
the connection between the target patent and other patents. Therefore, the higher the
technology centrality index, the greater the impact on other patents. The technology
centrality index takes the patent document as the initial input, conducts text analysis
on it, and integrates it into a keyword vector. Through the technical processing of the
vector matrix, with the aid of the patent network analysis model, objectively calculate
the position of the target patent in the patent network, and then evaluate the value of
the target patent. Compared with the previous high-value patent evaluation methods,
the biggest advantage of patent network model and technology centrality index lies in
its testability and objectivity, which can realize the evaluation of high-value patents
in different fields. To a certain extent, it makes up for the subjective shortcomings of
evaluating patent value by constructing amulti-dimensional index system in the past, and
solves the disadvantages that are difficult to quantify in the three evaluation methods of
incomemethod, cost method andmarket method. Furthermore, the technology centrality
index is quite different from the traditional citation analysis. The relationship between
the two patents in the technology centrality index is characterized by a keyword vector.
It explains the internal structure between patents and reflects the value of patent quality.
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4 Case Study

4.1 BYD Company and Its Reverse Innovation

BYD is a localmanufactural companyofChina andwas founded in 1995.Aftermore than
20 years of fast growth, BYD has established over 30 industrial parks and its products
involve four major industries: IT, automotive, new energy and rail transit [37, 38]. Since
BYD launched the F3 model successfully in 2005 at home and abroad, more and more
BYD products have successfully entered the markets of developed countries [39]. The
pure electric buses developed by BYD have spread to more than 50 countries including
the United States, the United Kingdom, and Australia, and have become typical products
of successful reverse innovation [39]. It can be seen that BYD’s reverse innovation
products aremainly pure electric buses. Pure electric bus refers to the new energy vehicle
with power battery as the only energy source. A pure electric bus is mainly composed of
an electric drive control system, a chassis, a body and various auxiliary equipment [38].
The specific structure is shown in Fig. 3.

Fig. 3. Structure diagram of pure electric bus.

Batteries, motors, and electronic control (three-electric technology) are the hotspots
of new energy vehicle technology. BYD’s mature three-electric technology gives BYD
a unique advantage in the development and production of new energy vehicles. As
a leading company in China’s new energy vehicles, BYD adheres to an independent
and controllable technological innovation strategy, while mastering core technologies
such as power batteries and IGBTs. In the battery field, the highly safe lithium battery
developed by BYD has solved the current global problems in the safety and battery
life of electric vehicle batteries [38]. The success of BYD pure electric bus indicates
the benchmarking position of BYD enterprise in power battery technology and quality,
intelligent manufacturing, promotion and application. As the heart of pure electric bus,
battery costs account for about 30 to 40% of the cost of the entire vehicle [38].
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4.2 Selection of High-Value Patents in BYD’S Reverse Innovation

First, we search the patents of BYD from the INCOPAT database and obtain a total
of 5927 patents as the sample. As mentioned above, the initial shortlisted patents are
selected based on the value characteristics of high-value patents with strong market
control. The high-value patents in BYD’s reverse innovation must be closely related to
the products (or technologies) that succeeded in reverse innovation. That is to choose a
patent closely related to BYD’s lithium-ion battery technology for pure electric buses.
In this paper, cluster analysis (as shown in Fig. 4) is used to select 426 patents of BYD
company in the field of lithium-ion battery as the research object.

Fig. 4. Patent data clustering results.

Secondly, based on the value characteristics of high-value patents in the legal dimen-
sion, this paper conducts further data processing on 426 patents related toBYD’s lithium-
ion battery field, leaving patents with claims larger than the industry average and calcu-
lating their value degree. According to the analysis of the global invention authorization
and patent application data in the field of lithium-ion batteries (as shown in Fig. 5), the
average number of patent legal claims in the field of lithium-ion batteries is 10. Based
on this, 187 high-value patents in BYD’s reverse innovation were selected.

Fig. 5. Distribution of patents in different countries.
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After the above two steps of filtering, as the research object of the article 187 of
the patent has the characteristics of market control and stability of law, the company
at this time of the high value of reverse innovation patent value embodies in technical
advantage, and the technology advantage is the company continued competitiveness in
domestic and foreign markets and the basis of market control. Therefore, 187 patents
of BYD company in the field of lithium battery are finally determined as high-value
patents in reverse innovation. This paper analyzes the strategic position of BYD’s patent
in the field of lithium battery by constructing patent network analysis model and using
technology centrality index.

4.3 Discussion

The calculation results of value degree are shown in Fig. 6.

Fig. 6. The value of BYD’s high-value patents.

The results show that the value degree of high value patents of BYD company
has obvious difference. Among them, CN109428053B is the patent with the highest
value of 0.98. Specifically, the patent relates to a lithium battery cathode plate and
its preparation method and all-solid-state lithium battery and pre-solid-state lithium
battery. The minimum value of BYD’s high-value patent is 0.02 (CN101783422B),
whichwas announced in 2012. From2008 to 2012,BYD’smain exporting countrieswere
developing countries, and its advantages in developed markets were not obvious. BYD’s
value was also low due to its early technological catch-up. In addition, the average value
of its high-value patents is 0.61. From the figure, the distribution of BYD’s high-value
patents gradually concentrates on the average.

The average value of BYD’s high-value patents is 0.61, and the value of high-value
patents at different stages of reverse innovation has significant differences. Meanwhile,
in order to better discover the time distribution of the value of these high-value patents,
we conduct a comparative analysis of the changes in the value of these patents by year,
as shown in Fig. 7.
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Fig. 7. Value distribution of BYD’s high-value patents.

From the Fig. 7, we find:

(1) The value of BYD’s high-value patents after reverse innovation has steadily
increased.

Before 2012, BYD was in the development stage of the local market, and the
value of its high-value patents was constantly fluctuating. In the early stage of
reverse innovation, BYD was in the early stage of technological catch-up, affected
by multiple complex factors such as technology, economy, law, policy, and orga-
nization, and its high-value patents were low in value and constantly changing. At
this stage, BYD has creatively tapped the needs of the local market and used its
own battery technology to meet the development of the domestic market, gradually
forming amonopolistic situation, gainingmarket development effects and sustained
competitive advantages. After 2012, BYD’s products and technologies have been
traced back to developed countries. In order to adapt to the fiercely competitive
overseas market, BYD’s core technology has been continuously improved, break-
ing through technical barriers in foreign markets and gaining continuous corporate
competitiveness. Therefore, in the developed market stage (after 2012), THE value
of BYD’s high-value patents has steadily increased.

(2) High-value patents are the basis for BYD to maintain its core competitiveness.
In the local market development stage, the number of high-value patents of

BYD enterprises is small, and the competition situation in the domestic market is
relatively relaxed. With its own leading technology in the battery field, BYD took
the lead in opening the domestic new energy vehicle market and became the leader
in the new energy field in the domestic market. In the market stage of developed
countries, BYD enterprises rely on overseas markets, reduce competition costs
through continuous technological innovation, and achieve technological catch-up.
At this stage, BYD’s high-value patents are still the foundation for the enterprise
to maintain its core competitiveness.

(3) The high value patents of BYD company have significant differences in different
stages of reverse innovation.

In the development stage of the local market, the quality of BYD’s high-value
patents is more polarized, and the minimum value rises rapidly after the reverse
to the developed countries. The reason is that BYD enterprises are more likely to
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open the domestic newenergymarket asmarket followerswhendeveloping the local
market, and constantly imitate foreign developed enterprises in terms of technology.
Therefore, its immature technology leads to low value of high-value patents. When
it comes to the market of developed countries, BYD is no longer simply imitating
and following, but constantly making up for its shortcomings in technology and
improving its research and development and management capabilities. Therefore,
the value degree of its high-value patents is improved, and theminimumvalue is also
developed with the success of reverse innovation. The development of high-value
patents promotes the improvement of BYD’s reverse innovation ability, and enables
BYD to establish a foothold in overseas markets, thus continuously expanding
market share.

Based on the above analysis, the method of evaluating high-value patents based on
the patent network analysis model proposed in this paper using technology centrality
index can not only evaluate the high-value patents of enterprises in a certain field, but also
on this basis, to conduct a more in-depth analysis of the evaluation results of high-value
patents, excavate high value at different stages of reverse innovation patent technol-
ogy value variation characteristics, formation and local companies reverse innovation
practice closely combining the basic theory of the high value of patent framework and
assessment methods.

5 Conclusions

This paper puts the research on high-value patents in the context of reverse innovation
of local companies, and constructs a theoretical analysis framework for the connotation
and characteristics of high-value patents in this context. On this basis, a new method of
patent valuation is proposed, and the case of BYD is analyzed. The main conclusions
are as follows:

(1) The connotation of high-value patents in reverse innovation of local enterprises
is reflected in the strategic patents that can promote the products (or technolo-
gies) of local enterprises to go back to developed countries and obtain sustainable
competitiveness for enterprises in the fierce overseas market through continuous
technological catch-up and innovation. The high-value patents in the reverse inno-
vation of local enterprises have the unified value characteristics of market control,
technological advancement and legal stability. These characteristics are the high-
value patents that can protect the trend of reverse innovation of local enterprises
and the key to sustained success.

(2) Based on the connotation and characteristics of high-value patents in reverse innova-
tion of local enterprises, this paper proposes a patent value evaluation method based
on original patent documents, using natural language processing and data mining
for text processing. This method makes up for the defect of evaluating patent value
by constructing multi-dimensional index evaluation system, and has good objectiv-
ity, accuracy and practicability. It can realize high-value patent valuation in reverse
innovation of local enterprises in different fields.
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(3) Through the evaluation of BYD’s high-value patents, it is found that BYD’s high-
value patents have different manifestations in different periods of reverse innova-
tion. The polarization of the value of BYD’s high-value patents has improved as
BYD’s products (or technologies) are traced back to themarkets of developed coun-
tries, and the value of its high-value patents has tended to rise steadily. By relying
on the technical barriers formed by high-value patents, BYD took the lead in open-
ing up the domestic new energy market, constantly making up for shortcomings,
quickly entering overseas markets, and finally achieving technological catch-up.
Therefore, high-value patents play an indispensable role in improving the ability
of local enterprises to reverse innovation. Through high-value patents, enterprises
build their own technical barriers and form core competitiveness, thus escorting
the development of reverse innovation and enabling local enterprises to obtain a
sustainable and stable development trend in overseas markets.

In the reverse innovation of local enterprises, the value of high-value patents contin-
ues to dynamically evolve as the stage of reverse innovation changes. This paper only
compares the value degree of high-value patents in different stages of reverse innovation,
but still lacks the dynamic evolution analysis of high-value patents. Therefore, follow-
up research can analyze the dynamic evolution characteristics and influencing factors of
high-value patents more deeply, and reveal the mechanism of the evolution of high-value
patents at a deeper level.
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Abstract. We consider a supply chain system consisting of a fair-neutral supplier
and a fair-minded retailer, and analyze the influence of three types of fair reference
points (supplier’s profit reference point, Nash bargaining solution reference point
and firm’s contribution reference point) on the retailer’s decisionwhen the supplier
sets wholesale price through wholesale price contract under stochastic demand.
The research finds that compared with the retailer’s fair-neutral situation, no mat-
ter which fair reference point the retailer chooses, it will reduce its order quantity
to retaliate against the unfair situation of the supplier. Compared with the selection
of the supplier’s profit reference point, under the same degree of fair preference,
when selecting Nash bargaining reference point and firm’s contribution reference
point, the retailerwill adjust the order quantity reduced by fair preference in reverse
according to its own power and contribution. Specifically, when the bargaining
power and contribution rate are large, the retailer will reduce the order quantity and
increase the degree of retaliation, conversely, the retailer will increase the order
quantity and reduce the degree of retaliation. Compared with the firm’s contri-
bution reference point, when bargaining power and contribution rate are equal to
each other in the same degree of fair preference, the retailer’s order quantity under
Nash bargaining solution reference point is lower, which means Nash bargaining
solution reference point has more influence on its decision than firm’s contribution
reference point. Finally, the conclusions are numerically analyzed by MATLAB.

Keywords: Fairness reference points · Profits · Power · Contribution

1 Introduction

Behavioral economics believes that, unlike the rational egoists of standard economics,
real people are limited rational individuals with morality and emotion. Due to the role
of morality and emotion, advocating fairness and reciprocity is the common attribute of
most people, and the sense of fairness may play a vital role in bilateral cooperation [1]. In
the practice of operation and management, there are many cases of cooperation rupture
due to the neglect of the fair demands of the partners. For example, in 2016, Volkswagen
shifted its contradictions to two key component suppliers, which made them feel unfair
and resisted, leading to the threat of production suspension in many factories including
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Volkswagen’s main plant in Germany1. In 2019, Apple supply chain executive Tony
Blevins said that Qualcomm had been Apple’s sole baseband supplier for the past few
years, but its unfair pricing eventually ended the partnership, so Apple chose MediaTek
and Samsung as 5G chip suppliers for iPhone 20192.To sum up, it can be seen from both
theory and practice that fairness has an important impact on the cooperation between
enterprises in the supply chain.

Experiments found that members of the supply chain would have fairness concern,
focusing not only on the maximization of their own interests, but also on the fairness of
profit distribution in the supply chain. If an equity outcome is achieved, the supply chain
may achieve a better performance; however, if an inequity outcome is attained, the supply
chain always performs worse [2]. Based on the important impact of fairness concern on
supply chain enterprise cooperation, since Fehr and Schmidt (2009) introduced fairness
concern into the field of supply chain management, more and more scholars have been
engaged in studying this topicwith fruitful results. In the study, the supply chainmembers
with fairness concern will choose a certain profit as a fairness reference point, and then
judge whether they are treated unfairly by comparing the size of their profits and fairness
reference point. In the utility function, their fairness concern is often expressed by using
the difference between their own profit and fairness reference point. Current research
on supply chain management under fairness concern can be roughly divided into three
categories according to the selected fairness reference points.

The first is choice the certain multiple of the supply chain members’ profits as the
fairness reference point. This reference point has the most fruitful research results, and
it can be divided into two situations. One is use the multiple of the trading party’s profit
as a fairness reference point, which is a vertical fairness concern, such as the retailer
(supplier) takes a multiple of the supplier’s (retailer) profit as the fairness reference point
(Cui et al. 2007), or the retailer directly takes the supplier’s profit as the reference point
(Nie andDu 2017).With themultiple of the transaction party profit as a fairness reference
point and linear demand conditions, Cui et al. (2007) found that when the retailer’s
fairness concern parameters meet certain conditions, the suppliers can also coordinate
the supply chain with a simple wholesale price contract. Caliskan-Demirag et al. (2010)
extended the demand function to nonlinear cases (2007) based on Cui et al. (2007), and
found that it was similar to the conclusion of Cui et al. (2007). Subsequently, Wu and
Niederhoff (2014) extended the study of Caliskan-Demirag et al. (2010) to the context of
random demand. Another situation is that a certain multiple of third-party profits in the
supply chain is used as a fair reference point, which is a horizontal fairness concern. For
example, retailers take a certain multiple of the profits of another retailer in the supply
chain as a fairness reference point (Ho et al. 2014). In this context, Shu et al. (2018) found
that the increase of fairness concern improves remanufacturers’ profits when recyclers
use the profits of another recycler as a reference point. There is also literature on both
vertical and horizontal fairness concern, such as Liu et al. (2018) studied the impact of
logistics service providers onorder distribution in both directions, andproposed incentive
contracts to optimize decisions during order allocation. Pu et al. (2019) studied the impact
of vertical and horizontal fairness concern of physical stores on manufacturers’ online

1 http://www.xinhuanet.com/world/2016-08/20/c_129243668.htm.
2 https://www.sohu.com/a/252535725_100110198.
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channel models. Liu et al. (2020) studied the impact of service level on the profits of
the members of the supply chain in the situations where manufacturers have vertical
fairness concern and horizontal fairness concern, and studied the optimal decisions of
the members of the supply chain in different situations. In addition, under the first type
of fair reference point, many scholars have studied the green supply chain (Huang et al.
2018; Zhou et al. 2020), low-carbon supply chain (Li and Zhao 2015; Zhou et al. 2017;
Wu et al. 2020), closed-loop supply chain (Li and Wang 2019; Ma and Hu 2019) and
other topics.

The second category is the Nash bargaining solution reference point. Du et al. (2014)
believed that the first kind of fair reference point fair preference parameter is an exoge-
nous parameters related to others, which cannot reflect the endogenous strength and
contribution of supply chain members and belongs to an absolute fairness, thus affect
members of the perception of fair, and put forward in the consideration enterprise respec-
tive strength and contribution of Nash bargaining solution as a fairness reference point.
Unlike the first type of fairness reference point, the Nash bargaining solutions have
equal-symmetry and Pareto-optimal qualities [21, 22], which is a kind of relative fair-
ness. On the basis of considering the fair preference behavior of supply chain members,
this fairness reference point can reasonably reflect the internal strength and contribution
of members, which is more convincing in practice and easier to be accepted bymembers.
Based on the fairness reference point of Nash bargaining solution, Chen et al. (2017)
constructed the utility function under the fairness concern of retailers and established a
two-level pricing and order game model. Du and Zhou (2019) established a model for
service quality defect guarantee decision in the logistics service supply chain with Nash
bargaining fairness concern and analyzed the impact of fairness concern on the optimal
strategies, profits and utilities. Jiang et al. (2019) found that under the Nash bargaining
solution fairness reference point, the fairness concern can impose an adverse influence
on firms’ profits and decrease the magnitude of their carbon emission reductions.

The third category is the firm’s contribution reference point. Li et al. (2018) argue that
the second type of fairness reference point to overcome the defects of absolute fairness
and can be more reasonable reflect the comparison of member strength, but in Du et al.
(2014), members of the Nash bargaining process is just a fairness concern based on the
inner psychological game of supply chain members, depicting the internal fair utility
model is not fully mature. Based on this, Li et al. (2018) proposed that the supply chain
profit share corresponding to the firm’s contribution was taken as a fairness reference
point, that is, the firm’s contribution reference point, to depict the impact of the strength
of supply chain members on fairness, and further enrich and improve the description and
characterization of the fairness concern of supply chain members. However, at present,
except for Li et al. (2018), few scholars carry out supply chain research based on the
third type of fairness reference points.

In conclusion, we found that most studies are based on a certain type of fairness
reference points, studying the influence of fair preferences of supply chain members on
supply chain decisions and benefits, but the choice of fairness reference points varies,
and the corresponding utility function and profit function vary differently [29], and the
basis on whichmembers make their decisions will also change. In this regard, people can
not help but ask the difference of different fairness reference points on the decision of fair
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preferences, which kind of fairness reference point ismore beneficial for fair preferences,
andwhichkindof fairness referencepoint ismore conducive to the coordinationof supply
chain. These issues are of great interest for policymakers in the supply chain, but the
literature lacks relevant research content. In addition, since the introduction of random
distribution function will make the problem complicated, difficult to solve, and difficult
to get the analytical solution of the problem. As a result, most of the existing studies are
carried out under the condition of deterministic demand, with few research results on fair
supply chain management under random market demand. Therefore, under the random
demand, when given the wholesale price of a supplier, we study the decision of retailers
under different fairness reference points, analyze the impact of the choice of different
fairness reference points on retailer’s decision, and explore what factors are related to
these impact, so as to provide the decision basis for the participants in the supply chain
to choose fairness reference points. Finally, the influence of different fairness reference
points on the profits of retailers and suppliers is analyzed by numerical examples, and
the obtained conclusions are verified.

2 Model Description

This paper considers a supply chain system consisting of a supplier and a retailer, then
the supplier produces the product at a certain cost and sells it to consumers through
the retailer. Suppliers are the leaders and retailers are the followers, and moreover, for
simplification purposes, this paper only considers the behaviors of fairness concern of
retailers. Themarket demand of the product is a random demand, and the sales price is an
exogenous variable. Before the demand is realized, the supplier first sets the wholesale
price through the wholesale price contract. The retailer either accepts or leaves. If the
retailer accepts, it needs to decide the quantity of the order, and after the demand is
fulfilled, the retailer sells the product at a fixed price. This paper considers three types
of fairness reference points: the supplier’s realized profit, Nash bargaining solution of
supplier and retailer’s Nash bargaining game, and supply chain profit corresponding to
retailer contribution as fair reference points, which are called supplier’s profit reference
point, Nash bargaining solution reference point and firm’s contribution reference point
respectively. It is assumed that the residual value and penalty cost of stock are not
considered during the sales period. The notations involved in this research are given in
Table 1.

The model when the supply chain members do not consider the fair preference as
the benchmark model (fairness neutral supply chain) is used to analyze the impact of
different fairness reference points on the supply chain. First, we consider the situation
of the fairness neutral supply chain under the wholesale price contract. The expected
profit functions of retailer, supplier and supply chain are:

⎧
⎨

⎩

πr = pS(q) − wq
πs = (w − c)q
πsc = pS(q) − cq

(1)
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Table 1. Variable definition

Notation Definition

D > 0 Random market demand for the sales season

q Order quantity by the retailer

c Unit cost of products

w Wholesale prices of the products

p Sales price of the products

S(q) Expected sales volume by retailers

λ (λ > 0) Retailer’s fairness concern coefficient

α (0 < α < 1) The retailer’s bargaining power

θ (0 < θ < 1) The proportion of profit that the retailer thinks its contribution corresponds to
the profit of the supply chain

πr , πs, πsc Retailer’s profit, supplier’s profit, supply chain’s profit

ur , us, u Retailer’s utility, supplier’s utility, and supply chain’s utility

q∗
1, q

∗
2, q

∗
3, q

∗
0 Retailer’s optimal order quantity under the condition of supplier’s profit

reference point, Nash bargaining solution reference point, firm’s contribution
reference point and fairness neutral

π∗
r1, π

∗
r2, π

∗
r3 Retailer’s expected profit under the above three fairness reference points

u∗
r1, u

∗
r2, u

∗
r3 Retailer’s expected utility under the above three fairness reference points

F(·) Cumulative distribution function of the demand

Referring to the study of Du et al. (2010), the optimal order quantity and wholesale
price of the products are, respectively,

q∗
0 = F−1[1 − w

p
],w(q∗

0) = pF(q∗
0).

Furthermore, the expected profit and utility of the retailer are, respectively,

π∗
r0 = u∗

r0 = pS(q∗
0) − w(q∗

0)q
∗
0.

Next, we consider the case where the retailer cares about fairness concern.

3 Decisions Under Different Fairness Reference Points

Based on the model developed by Fehr and Schmidt (1999), Cui et al. (2007) first
presented the fairness-minded retailer’s utility function as following

uFSr = πr − λmax(γ πs − πr, 0) − β max(πr − γπs, 0),

where πr is the retailer’s monetary payoff, πs is the supplier’s profit, the equitable
outcome for the retailer isγ times the supplier’s payoff,λ is the retailer’s disadvantageous
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inequality parameter, β is the retailer’s advantageous inequality parameters, and λ ≥ β,
0 < β < 1.

Note that the supplier has the dominance of the supply chain and allocates the channel
profit, while the retailer is a receiver of the supplier’s allocation profit. Therefore, it is
reasonable to consider that only the retailer is fairness concerned (Li et al. 2018). At same
time, some studies have shown that the retailer cares about the disadvantage inequity
instead of advantage inequity under supplier Stackelberg. Therefore, we set β = 0, and
for briefly we let γ = 1, this assumption is also adopted by Du et al. (2010). Further,
the utility of the fairness-concerned retailer is

uFSr = πr − λ(πs − πr).

Following, we will use this utility function to consider the fairness-minded retailer’s
decisions under different reference point.

3.1 SUpplier’s Profit Reference Point

When the retailer chooses to use the supplier’s profit as the fairness concern reference
point, given the supplier’s wholesale price, its utility function is

ur1 = πr − λ(πs − πr) = (1 + λ)[pS(q) − wq] − λ(w − c)q. (2)

Then, the optimal order quantity and wholesale price are

q∗
1 = F−1[1 − w

p
− λ(w − c)

(1 + λ)p
] w(q∗

1) = p(1 + λ)F(q∗
1) + λc

1 + 2λ
.

Furthermore, the retailer’s expected profit and utility are, respectively,

π∗
r1 = pS(q∗

1) − w(q∗
1)q

∗
1, u∗

r1 = (1 + λ)[pS(q∗
1) − w(q∗

1)q
∗
1] − λ[w(q∗

1) − c]q∗
1.

Property 1. The relationships with disadvantageous inequality parameter λ are as
follows:

(1) the optimal order quantity q∗
1 decreases with λ;

(2) the relationships between π∗
r1 and u∗

r1 and λ are non-monotonic, respectively.

Proof: See the Appendix.

3.2 Nash Bargaining Solution Reference Point

Du et al. (2014) introduced Nash bargaining solution [20–21] into the study of supply
chain management for the first time as a fairness reference point, and it is pointed out
that using the Nash bargaining solution as the reference point can capture the supply
chain members power and contribution, and overcomes the defect of only considering
absolute fairness in the past, which is more in line with the reality. Based on this, this
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paper draws on previous research and assumes that retailer’s Nash bargaining solution
fairness reference point is π r .

Given the supplier’s wholesale price, the retailer’s utility function under Nash
bargaining solution reference point is:

ur2 = πr + λ(πr − π r) = (1 + λ)πr − λπ r, (3)

where π r is the optimal solution of the following Nash bargaining problem:

max
π rπ s

( ur2)
α(us2)

1−α

s.t. π r + π s = πsc

π r, π s ∈ [0, πsc]
where α and 1− α are the supplier’s and retailer’s Nash bargaining power, respectively.
The solution process is similar to Du et al. (2014), and we can get that the retailer’s
Nash bargaining solution reference point is π r = α(1+λ)

1+αλ
πsc. Then, the retailer’s utility

function is

ur2 = (1 + λ)[pS(q) − wq] − λ
α(1 + λ)

1 + αλ
[pS(q) − cq].

Thus, we can get the optimal order quantity and wholesale price are, respectively,

q∗
2 = F−1[1 − w

p
− λα(w − c)

p
], w(q∗

2) = pF(q∗
2) + λαc

1 + λα
.

Furthermore, the retailer’s expected profit and utility are, respectively,

π∗
r2 = pS(q∗

2) − w(q∗
2)q

∗
2, u∗

r2 = (1 + λ)[pS(q∗
2) − w(q∗

2)q
∗
2] − λ[w(q∗

2) − c]q∗
2.

Property 2: The relationships with disadvantageous inequality parameter λ and Nash
bargaining power α are as follows:

(1) the optimal order quantity q∗
2 decreases with λ and α, respectively;

(2) the relationships between π∗
r2(u

∗
r2) and λ and α are non-monotonic, respectively.

The proof procedure is similar to Property 1.

3.3 FIrm’s Contribution Reference Point

According to Li et al. (2018), we use θ to denote the reference share of retailer’s profit in
channel profit according to his contribution to the supply chain. This means the retailer
regards θπsc as fair outcome and feels unfair when the percentage of channel profit he
occupied is less than θπsc. This reference point reflects how much the member should
gain from the total channel payoff.
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When the retailer chooses to use his contribution profit as the fairness concern
reference point, given the supplier wholesale price, his utility function is

ur3 = πr − λ(θπsc − πr) = (1 + λ)[pS(q) − wq] − λθ [pS(q) − cq]. (4)

Then, the optimal order quantity andwholesale price of the products are, respectively,

q∗
3 = F−1[1 − w

p
− λθ(w − c)

p(1 + λ − λθ)
], w(q∗

3) = (1 + λ − λθ)pF(q∗
3) + λθc

1 + λ
.

Furthermore, the retailer’s the expected profit and utility are, respectively,

π∗
r3 = pS(q∗

3) − w(q∗
3)q

∗
3, u∗

r3 = (1 + λ)[pS(q∗
3) − w(q∗

3)q
∗
3] − λ[w(q∗

3) − c]q∗
3.

Property 3: The relationships with disadvantageous inequality parameter λ and the
contribution share of retailer’s profit in channel profit θ are as follows:

(1) the optimal order quantity q∗
3 decreases with λ and θ , respectively;

(2) the relationships between π∗
r3(u

∗
r3) and λ and θ are non-monotonic, respectively.

4 Comparing the Optimal Order Quantities

Theorem: When supplier’swholesale pricew is given, under the three fairness reference
points, supplier’s profit reference point, Nash bargaining solution reference point and
firm’s contribution profit reference point and retailer’s fairness neutral condition, the
retailer’s optimal order quantity satisfies:

(1) when θ
1+λ−λθ

< α < 1
1+λ

, q∗
1 < q∗

2 < q∗
3 < q∗

0;

(2) when α < θ
1+λ−λθ

< 1
1+λ

, q∗
1 < q∗

3 < q∗
2 < q∗

0;

(3) when θ
1+λ−λθ

< 1
1+λ

< α, q∗
2 < q∗

1 < q∗
3 < q∗

0;

(4) when 1
1+λ

< θ
1+λ−λθ

< α, q∗
2 < q∗

3 < q∗
1 < q∗

0;

(5) when α < 1
1+λ

< θ
1+λ−λθ

, q∗
3 < q∗

1 < q∗
2 < q∗

0;

(6) when 1
1+λ

< α < θ
1+λ−λθ

, q∗
3 < q∗

2 < q∗
1 < q∗

0;

Proof: The retailer’s optimal order quantities in the four cases are, respectively,

q∗
1 = F−1[1 − w

p
− 1

1 + λ

λ(w − c)

p
], q∗

2 = F−1[1 − w

p
− α

λ(w − c)

p
],

q∗
3 = F−1[1 − w

p
− θ

1 + λ − λθ

λ(w − c)

p
], q∗

0 = F−1[1 − w

p
].

F is monotonically increasing, then F−1 is also monotonically increasing, and w −
c > 0. So, q∗

1, q
∗
2 and q∗

3 are all less than q∗
0. In order to determine the size of q∗

1,
q∗
2 and q∗

3, we just need to compare the sizes of 1
/

(1 + λ), α and θ
/

(1 + λ − λθ).
Thus, when α > 1

/
(1 + λ), q∗

1 > q∗
2; otherwise q∗

1 < q∗
2. When θ

/
(1 + λ − λθ) >
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1
/

(1 + λ), which means θ > (1 + λ)
/

(1 + 2λ), q∗
1 > q∗

3; otherwise q
∗
1 < q∗

3. When
α > θ

/
(1 + λ − λθ), q∗

3 > q∗
2; otherwise q

∗
3 < q∗

2. So, Theorem (1)–(6) are proved.
According to Theorem 1, given the same wholesale price, the fairness reference

points have different effects on retailer’s decisions under the different ranges of the
parameters λ, α and θ .

Firstly, relative to the fairness neutral situation, no matter retailer chooses which
kind of fairness reference point, the optimal order quantity under fairness concern is
less than that under fair neutral. And with the increase of λ, α and θ , the gap between
fairness-minded quantities and fair-neutral quantity will be bigger and bigger, namely
the stronger the retailer’s fair preference, bargaining power and contribution rate are,
the smaller the order quantity will be in the face of inequity profit distribution from
suppliers.

Secondly, compared with the supplier’s profit reference point, when the retailer
has both fair preference and considers its own power or contribution, under the same
degree of fair preference λ, if the bargaining power α > 1

/
(1 + λ) and contribution

rate θ > (1 + λ)
/

(1 + 2λ), q∗
2 and q∗

3 are both smaller than q∗
1, and increase with α

and θ , respectively; the bigger the parameters, the gap between q∗
2 and q∗

3 and q∗
1 is

the larger. Otherwise, if the bargaining power α < 1
/

(1 + λ) and contribution rate
θ < (1 + λ)

/
(1 + 2λ), q∗

2 and q∗
3 are both larger than q∗

1, and increase with α and θ ,
respectively; the bigger the parameters, the gap between q∗

2 and q
∗
3 and q

∗
1 is the smaller.

Further more, when the disadvantageous inequality coefficient λ is the same in the three
situations (the strength of disadvantageous inequality aversion is the same), compared
with only has the fairness concern situation, the retailer with large bargaining power and
contribution rate will further reduce his order quantity; otherwise, the retailer with small
bargaining power and contribution rate will increase his order quantity.

Finally, compared the case of the Nash bargaining solution reference point and the
firm’s contribution reference point. Because of θ > θ

/
(1 + λ − λθ), when α = θ , it

is obviously that α > θ
/

(1 + λ − λθ). Further more, we have q∗
3 > q∗

2. It shows that
under the same degree of fair preference, the bargaining power has a greater impact on
the retailer’s order decision than the firm’s contribution rate, that is, the Nash bargaining
solution reference point has a greater impact on the retailer’s order decision than the
firm’s contribution reference point.

To sumup, if the difference of the retailer’s orders under fairness concern and fairness
neutral is regarded as his punish to the supplier for the inequity profit allocation, then
the stronger of the retailer’s strength of the fairness concern is, the stronger of the
retailer’s retaliation is. But compared with only considering the fairness concern case
(i.e. the retailer chooses the supplier’s profit as fairness reference point), the fairness-
minded retailer also considers his bargaining power and contribution to the supply chain
at the same time, the retailer’s retaliation will be adjusted by his bargaining power and
contribution. Specifically, when his bargaining power and contribution rate are large, the
retailer will apply a more severe punishment to the supplier, and the penalty increases
with the his bargaining power and contribution rate; when his bargaining power and
contribution rate are small, the retailer will weaken his punishment due to his weakly
bargaining power and small contribution rate, but this degree of weakening will decrease
as his bargaining power and contribution rate increase; when retailer’s bargaining power
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and contribution rate parameter are the same, the retailer will generate greater retaliation
to the supplier under Nash bargaining solution reference point.

5 Numerical Analysis

In this section, to better illustrate the models proposed previously, we validate the the-
oretical framework by applying numerical analysis. To make numerical analysis prob-
lem tractable and realistic, we take a normal distribution to depict the market demand
D ∼ N (1000, 1002), the value of the other parameters of the supply chain are p = 100,
w = 60, c = 40. With the help of MATLAB18, We use these examples to illustrate
the impact of the parameters on retailer’s decision making, profit and utility at different
fairness reference points, and on the supplier’s profit and supply chain’s profit.

5.1 The Impact of Parameter λ

Fig. 1. The impact of the disadvantageous inequality coefficient λ on the retailer’s order quantity

As canbe seen fromFig. 1, given the parameters of bargaining power and contribution
rate, the order quantities under the supplier’s profit reference point, Nash bargaining solu-
tion reference point and firm’s contribution reference point are all lower than the fairness-
neutral situation, and decreases with λ. When α = 0.3 and θ = 0.2, the parameters
of bargaining power and contribution rate satisfy α, θ

/
(1 + λ − λθ) < 1

/
(1 + λ), the

retailer’s bargaining power and contribution rate are small. As a result, the retailer’s order
quantities under the Nash bargaining solution reference point and the firm’s contribution
reference point are higher than the order quantity under the supplier’s profit reference
point, that is q∗

1 < q∗
2, q

∗
3, as shown in Fig. 1(a).Whenα = 0.92 and θ = 0.88, the param-

eters of bargaining power and contribution rate satisfy 1
/

(1 + λ) < α, θ
/

(1 + λ − λθ),
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the retailer’s bargaining power and contribution rate are large. As a result, the retailer’s
order quantities under the Nash bargaining solution reference point and the firm’s con-
tribution reference point are lower than the order quantity under the supplier’s profit
reference point, that is q∗

2, q
∗
3 < q∗

1, as shown in Fig. 1(b). In addition, when α = 0.3
and θ = 0.2, by Fig. 2, the retailer’s profits under the three fairness reference points are
all lower than his profit under the fairness neutral situation, and the retailer’s maximum
order quantity under the three situations is p[1 − F(q∗

i )] = 99.61 > 60 = w (where
i = 1, 2, 3), therefore, his profits decrease with the disadvantageous inequality coeffi-
cient λ, which leads to thd supplier’s profit and supply chain’s profit both decrease. From
Fig. 2, although the retailer’s profits are declining, his utility is increasing (Fig. 3).

Fig. 2. The impact of the disadvantageous inequality coefficient λ on the retailer’s profit and
utility

Fig. 3. The impact of the disadvantageous inequality coefficient λ on the supplier’s and supply
chain’s profits
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5.2 The Impact of Parameters α and θ

When λ = 0.25, as is shown in Fig. 4, relative to the supplier’s profit reference point,
retailer will adjust their order volume according to their bargaining strength α and contri-
bution θ , and the adjustment trend keeps decreasing the order quantity with the increase
of α and θ , and when α and θ increase to a certain threshold, the order quantity changes
from greater than the supplier’s profit reference point to less than; when α = θ , the
retailer’s order volume under the firm’s contribution reference point is always greater
than its order volume under the Nash bargaining solution reference point, explain that,
relative to the contribution rate, retailers’ bargaining power makes their orders fall even
more likely, that is, it has a greater impact on its decisions.

FromFig. 4, p[1−F(q∗
2)] = 99.61 > 60 = w and p[1−F(q∗

3)]= 99.61 > 60=w are
established, when the retailer order quantity under Nash bargaining solution reference
point and firm’s contribution reference point is themaximum, therefore, with the increase
of retailers’ bargaining power α and contribution rate θ , his profits decrease, and the
impact of bargaining power on profits is greater than the contribution rate; but different
from the effect of fairness concern degree λ on utility, with the increase of the retailer’s

Fig. 4. The impact of the bargaining power α and contribution rate θ on retailer’s order, profit and
utility

Fig. 5. Impact of bargaining power α and contribution rate θ on supplier’s and supply chain’s
profits
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bargaining power α and contribution rate θ , its utility decrease. From Fig. 5, with the
increase of the bargaining strength α and the contribution rate θ , the supplier’s profits
decrease, which eventually leads to the supply chain’s profits declining.

6 Conclusion

This paper mainly studies the impact of the retailer’s different fairness reference points
on the supply chain under the wholesale price contract. We found that, relative to the
fair-neutral situation, fairness-minded retailer will retaliate against supplier by reducing
orders in the face of inequity profit allocation. If the retailer cares fairness and also has
bargaining power or contribute to the supply chain, retailer will adjust the degree of
retaliation to suppliers according to his power and contribution rate. Finally, we found
that theNash bargaining solution reference point hasmore effect on the retailer’s decision
than the firm’s contribution profit reference point under the same the disadvantageous
inequality coefficient.

The disadvantage of the paper is, limited by the complexity of the model and the
space, this paper only considers the impact of different fairness reference points on the
retailer’s decision, and the effects of different fairness reference points on supplier’s
decision should be further studied.
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Science Foundation of China (No. 71761004); China Humanities and Social Sciences Youth Fund
Project of theMinistry of Education (No. 17XJC630006); China Postdoctoral Science Foundation
(No. 2017M612868).

Appendix

Proof: (1) Let’s q∗
1 = F−1[1 − w

p − 1
1+λ

λ(w−c)
p ] = F−1[t1]. Since the first derivative

of function F−1 is monotonically increasing, and w − c is greater than zero, judging
the sign of the first partial derivative of q∗

1 with respect to λ is equivalent to judging the
sign of the first partial derivative of t1 with respect to λ. And ∂t1

∂λ
= − w−c

p(1+λ)2
< 0, so

∂q∗
1

∂λ
< 0.

Proof: (2) The first partial derivative of π∗
r1 with respect to λ can be obtained:

∂π∗
r1

∂λ
=

p
∂S(q∗

1)

∂λ
− w

∂q∗
1

∂λ
= ∂q∗

1
∂λ

{p[1 − F(q∗
1)] − w}. Since ∂q∗

1
∂λ

< 0, when p[1 − F(q∗
1)] > w,

∂π∗
r1

∂λ
< 0; otherwise, when p[1 − F(q∗

1)] < w,
∂π∗

r1
∂λ

> 0. Then the direction of π∗
r1 is

uncertain with respect to λ. The first partial derivative of u∗
r1 with respect to λ can be

obtained:

∂u∗
r1

∂λ
= [pS(q∗

1) − wq∗
1 − (w − c)q∗

1] + ∂q∗
1

∂λ
{(1 + λ){p[1 − F(q∗

1)] − w} − λ(w − c)},

Since the sign of
∂u∗

r1
∂λ

with respect to λ is uncertain, the direction of ur1 changing
with respect to λ is uncertain.
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Abstract. Advances in high-throughput experimental assays have enabled large-
scale studies of genome function, especially in the non-protein-coding regions of
the genome. These non-coding regions play important roles in the regulation of
gene expression, while genetic variation in these regions has been associated with
awide range of complex diseases. In order to annotate and characterize non-coding
regions, researchers must integrate data from multiple experimental assays. One
common analysis is to quantify the relationship between pairs of genomic regions
to determinewhether they are enriched for overlap.Wepresent EGRE (Enrichment
of Genome REgions), a Python tool to quantify enrichment between pairs of
genomic regions using permutation. Our method provides functions to account
for common confounders in genomic studies, such as GC-nucleotide content, and
calculate different types of overlap between intervals. We demonstrate that our
approach returns accurate results using simulated data and recapitulates known
relationships from the regulatory genomics literature. Overall, EGRE provides an
accurate, flexible, and accessible method to study genomic interval files.

Keywords: Genomics · Functional enrichment · Bioinformatics

1 Introduction

High-throughput experimental assays revolutionized the field of computational
genomics, enabling the functional characterization of many parts of the genome.
Large consortia, such as ENCODE and Roadmap Epigenomics, have compiled mas-
sive databases of functional genomics data across a diverse collection of human cell
types and tissues [1–3]. Complementary projects have begun the same process for com-
monly used model organisms, including worms and fruit flies [4]. Many of the genomics
assays used by these consortia produce sets of genomic intervals that require complex
data integration techniques in order to infer biological relationships between the annota-
tions. One common analysis compares pairs of genomic annotations. In these analyses,
the user is interested in quantifying whether there is overlap, or colocalization, between
two sets of regions. Significant overlap could indicate a relationship between the anno-
tated regions, which can inform biologists about the molecular function of the loci in
a particular context or generate new biological hypotheses. For example, specific pro-
teins, called transcription factors (TFs), can bind to DNA sequence elements to activate
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gene expression. YY1 is one such TF that is known to bind gene-regulatory sequences,
facilitate chromatin looping, and ultimately influence downstream gene expression [5].
Enrichment between experimentally-defined YY1 binding sites and a set of putative
gene-regulatory elements could implicate these regions in the transcriptional activation
of a particular cell type or condition.

Earlier methods, such as LOLA [6], calculate enrichment between region sets using
a Fisher’s exact test. A second class of methods, includingGAT, Bedshift, andGLANET,
relies on permutation-based approaches to simulate a null distribution and calculate an
empirical p-value [7–9]. Thesemethods providemore flexibility to define the appropriate
null hypothesis; however, many standalone programs provide limited customization
options. For example,GATcanmatchguanine/cytosine (GC)nucleotide content basedon
isochores, while GLANET supports isochore matching and exact GC content matching,
but neither implement customizable GC ranges [7, 9]. Some programming libraries and
packages exist, but are largely inaccessible to users without computational experience.
Graphical or web interfaces can bridge this gap [10], but are difficult to incorporate into
broader workflows and can be more challenging to reproduce.

Furthermore, in permutation-based enrichment approaches, it is vital to specify an
appropriate null model. Simple randomization approaches do not account for known
confounders in genomic data, such as uneven distribution across chromosomes or gua-
nine/cytosine (GC) nucleotide content [11]. Existing tools fail to give the user adequate
control over the composition of the null model by limiting the types of overlap calcu-
lated, or providing limited options to customize the null model. Additionally, current
approaches are largely tailored for the analysis of human samples. Users with data
from studies of model organisms are unable to use these approaches without substantial
editing.

Our approach,EGRE (Enrichment ofGenomeREgions), overcomes these challenges
by providing a simple command-line utility to calculate enrichment between pairs of
genomic regions. We support a range of model organisms and genome assemblies, and
provide options to control the composition of the null model to ensure the most accurate
results, including GC sequence content matching. EGRE is implemented in Python,
making it simple to execute on a range of personal or academic systems.We demonstrate
that EGRE corrects for common confounders and provides biologically relevant results,
without requiring any formal programming knowledge.

2 Results

2.1 EGRE is a Customizable Tool to Calculate Enrichment Between Pairs
of Genomic Interval Files

EGRE is available as a command line tool. The goal of EGRE is to determine the
significance of overlap between a pair of genome interval files. Input data is expected in
the standard BED format [12], with the first three columns representing the chromosome
name, start position, and end position of the interval, followed by optional metadata.
The statistical significance of overlap between these genomic intervals is quantified by
comparing the observed amount of overlap between the regions to an empirical null
model generated by a series of random permutations.
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When comparing two BED-formatted files, A and B, overlap is calculated by count-
ing the number of base pairs (bp) or elements that are covered by both of the files. Then
the intervals in A are held constant, while those from B are randomly shuffled throughout
the genome (B′). The shuffled regions maintain the same count and length distribution as
the original B regions and are not allowed to overlap after shuffling. From here, EGRE
quantifies the overlap between A and B′. Given a large number of random permuta-
tions (n > 1000; specified using --iters), EGRE generates an empirical null distribution
and compares the observed overlap to the expected amount of overlap, calculating an
empirical p-value (Fig. 1).

In addition to this default behavior, we have added a series of features that allow
this tool to analyze genome data from a wide range of species, generate customized null
distributions, and operate on both individual machines and high-performance computing
resources.

Fig. 1. Schematic showing the workflow of EGRE to compute enrichment between two sets of
genomic regions using permutation.

Selecting theDesiredGenomeAssembly andSpecies. EGRE’s ability to compare sets
of genomic regions is widely applicable to a range of biological processes and models.
We currently can perform enrichment analyses on human samples and a number of com-
monly studied model organisms, including mice, fruit flies (Drosophila melanogaster)
and yeast (Saccharomyces cerevisiae). Due to differences in data availability for differ-
ent reference genomes, we also support the use of multiple human genome assemblies.
When running EGRE, the user can choose the desired species and assembly version
using the --species argument.

Specifying a Custom Blacklist File. The accuracy of the results is dependent on the
ability to construct an accurate null distribution. To facilitate the customization of the
null distribution, users can provide a “blacklist” file to specify any genomic locations
that should be excluded from the shuffling procedure (--blacklist [file]).

For example, many genomic enrichment analyses use functional genomics data
derived from experimental assays such as chromatin immunoprecipitation followed by
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sequencing (ChIP-seq). In ChIP-seq, certain parts of the genome are prone to experimen-
tal bias or error; thus, such regions are filtered from the results andwill not be represented
in any interval files derived from these data [13]. Providing a list of such blacklisted
regions ensures that permutations do generate any random regions overlapping these
locations.

By default, EGRE will filter out the blacklisted regions defined by the ENCODE
consortium for functional genomics data for the human, mouse, and fly genomes [13].

Measuring Multiple Types of Overlap Between Files. There are multiple ways to
quantify overlap between a pair of genomic interval files. By default, EGRE calculates
the number of bp shared between the two files. However, in some analyses, the user may
want to define overlap differently. We also support element-wise overlap (--elem-
wise), where overlap between two intervals is considered a hit if they intersect by at
least 1 bp.

Due to linkage disequilibrium—the non-random association of alleles across the
genome—when using EGRE to compare a set of single-nucleotide variants (SNVs) to
another interval file, users may want to consider overlaps between haplotype blocks,
rather than individual variants. To facilitate this, we include a --by_hap_block
option to quantify overlaps at the level of haplotype blocks. To use this option, an
additional column is required in the file containing the genetic variants to designate the
haplotype block for each SNV. EGRE then counts the number of intersections between
each haplotype block and the intervals from B. Intersection between the region and any
SNV in the haplotype block is counted as a hit, but intersections with multiple SNVs
within the same haplotype block are only counted once.

Printing the Empirical Null Distribution. The --print_counts_to option
allows users to print both the observed overlap the number of expected overlaps per
iteration to a file. This provides users with the ability to visualize the null distribution
and compare both the summary statistics and the full distributions between different
parameter settings.

Parallelizing the Permutations. Depending on the size of the file and the complexity
of the parameters for the null distribution, it can be time consuming to complete the
appropriate number of permutations for each analysis. EGRE provides the ability to
multi-thread across a user-specified number of threads using the --num_threads
option. This parallelization can be used both on individual machines, or extended to a
user-specified number of CPUs on high-performance computing architectures.

2.2 GC Matched Permutations Improve the Accuracy of Enrichment Results

While the default version of EGRE returns biologically relevant results, we aimed to
improve the flexibility of the model to allow for increased customization of the null
distribution. It is well documented that certain portions of genome, including regulatory
elements such as promoters, have higher average GC nucleotide content than other
portions of the genome [14]. We observed that random shuffling, even when excluding
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blacklisted regions, would not be sufficient to account for systemic bias in GC content
between sets of genome intervals.

For example, transcription factor (TF) binding is a vital component of the gene
regulatory process, where TFs bind to regulatory DNA sequences (such as promoters
and enhancers) in order to activate or repress transcription of a particular gene [15].
These TFs bind to particular genomic patterns known as motifs, many of which are
GC-rich or located in GC-rich regions [16]. We hypothesized that some sets of genomic
intervals, such as TF binding sites, could overlap with other genomic intervals purely
because they shared similar levels of GC content, rather than because of a biological
association between the regions. Thus, we implemented a GC-matching option for the
EGRE framework to ensure that the null distribution could be matched not only for
number and length of regions, but also for overall GC content.

Matching Permutations Based on GC Content. The user can specify that the null
distribution matches to the GC content of the first interval file, A, by providing the -
-GC_option flag. If enabled, the option will set the valid range of GC content for
permuted regions to be within 10% of the median GC content of A (Fig. 2). To improve
flexibility, the upper and lower limits of the GC content range can be set by the user with
the --GC_max and --GC_min options.

Fig. 2. Schematic showing the filtering step for the GC option before the shuffling step in enrich-
ment calculation. This step filters the tiles created from the whole genome by checking if the tile
GC percent is within the valid range of values.

Experiment 1: Comparing Enrichment with GC Matching for TF ChIP-seq
and Simulated GC-rich Files. To test the effectiveness of our GC matching we calcu-
lated enrichment using EGRE between a series of TF ChIP-seq files (CTCF, YY1, and
FOS) and simulated files with similar GC content (Fig. 3).

Since the simulated fileswere randomly generated,we did not expect a true biological
relationship between the TF ChIP-seq and the simulated files. However, because we
matched the GC content distribution of the simulated files to that of the TF ChIP-seq, we
increased the probability of overlap between our files compared to a completely random
set of genomic regions, making these files good candidates for GC matching. Since GC
matching restricts the available regions for the null distribution, we hypothesized that
the expected amount of overlap would increase, reducing the fold change in the result.
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Fig. 3. Schematic showing the generation of simulated GC files for Experiment 1. Regions were
chosen from tiles in the genome that had GC content matching the middle 50% of the real file.
For example, the CTCF ChIP-seq (median 49%GC) in the right atrium was matched with random
regions from tiles with 41–59% GC content.

For each of the tested TF ChIP-seq files, the amount of overlap expected with the
permuted intervals increased after GCmatching. This resulted in a decreased fold change
between thedefault andmatched runs. ForCTCFChIP-seq in the right atrium,we initially
observed no significant enrichment, consistent with a lack of biological association
between the files; however, after GCmatching, we observed a slight depletion of overlap
compared to a matched background (Fig. 4A). For YY1 and FOS, the depletion for
overlap was reduced, and the fold change moved closer to 0, after we applied the GC
correction (Fig. 4B-C).

Fig. 4. GC correction applied to experiments with artificial data. The log2-transformed fold
change (y-axis) of the comparison between (A) CTCF ChIP-seq (Homo sapiens right atrium
auricular region tissue), (B) YY1 ChIP-seq (Homo sapiensK562 cells), (C) FOS ChIP-seq (Homo
sapiens K562 cells) and artificially generated genome regions that are similar to the TF ChIP-seq
files in GC content. The ‘*’ indicates the results is below the 0.05 p-value threshold while ‘NS’
indicates the result is above 0.05 p-value threshold and thus considered insignificant result.

Experiment 2: Comparing Enrichment with GC Matching Between TF ChIP-seq
and Experimentally-Derived Gene Regulatory Regions. After testing EGRE with
simulated data, we next wanted to apply the tool to real sets of genomic regions, where
we had clear expectations about the results based on prior literature. We chose TF
binding sites from ChIP-seq (for CTCF and YY1), and two other files that are associated
with regulatory activity: ChIP-seq for the histone modification H3K27ac, and the set
of candidate cis-regulatory elements (cCREs) defined by the ENCODE consortium. We
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also tested two different biological contexts: a primary tissue sample from the right
atrium auricular region and the K562 cell line.

We performed three separate comparisons in this experiment: (1) CTCF ChIP-seq
vs. cCREs in K562 cells, (2) YY1 ChIP-seq vs. cCREs in K562 cells, and (3) CTCF vs.
H3K27ac ChIP-seq in human right atrium. In all three cases, we expected enrichment
for TF binding within the putative gene regulatory regions [5]. Due to the composition
of the TF binding motifs and the bias towards higher GC-content in gene regulatory
regions overall, we also expected the GC matching to reduce the level of fold change
by increasing the expected amount of overlap in the null distribution. As expected, we
found a 6.4-fold enrichment for CTCF binding sites in cCREs in K562 cells (Fig. 5).
We retain the significant enrichment after adjusting for GC content, although the fold
change goes down (fold change = 5.6).

Fig. 5. CTCF binding is enriched in cCREs. (A) The log2 fold change for CTCF binding in
H3K27ac regions with and without the GC content correction.(B) The observed overlap is
15,657,762 bp, which is higher than the expected overlap. We observe a lower expected over-
lap in both cases. The expected overlap distribution shifts when the GC option is enabled in the
enrichment calculation. We observe an increase in the expected overlap. The ‘*’ indicates the
results is below the 0.05 p-value threshold while ‘NS’ indicates the result is above 0.05 p-value
threshold and thus considered insignificant result.

Similarly, we observe an enrichment of 6.6-fold for YY1 binding in K562 cCRES
with the default settings and a 3.6-fold enrichment with the GC option (Fig. 6). The
fold change drops more than the CTCF analysis after adjusting for GC content, possibly
because of the higher GC content of the YY1 binding sites compared to the CTCF sites
(YY1 median 64% v. CTCF median 49%).

Finally, we also observed a significant enrichment for CTCF binding in regions
with H3K27ac signal (Fig. 7). This enrichment increases slightly after adjusting for GC
content because the amount of expected overlap decreases.

2.3 Parallelization Using Multithreading Reduces the Elapsed Time for Analysis

Due to the number of iterations required to achieve reliable results from EGRE, we
wanted to understand the impact of customizations to the null model, such as GCmatch-
ing, on the amount of time it takes a user to complete the analysis. Users may need to run
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Fig. 6. YY1 binding is enriched in cCREs. (A) The log2 fold change for YY1 binding in cCREs
with andwithout theGC content correction. (B) The observed overlap is 1,115,490,which is higher
than the expected overlap.Weobserve a lower expected overlap in both cases. The expected overlap
distribution shifts when the GC option is enabled in the enrichment calculation. We observe an
increase in the expected overlap. The ‘*’ indicates the results is below the 0.05 p-value threshold
while ‘NS’ indicates the result is above 0.05 p-value threshold and thus considered insignificant
result.

Fig. 7. CTCF is enriched in regions with H3K27ac signal. (A) The log2 fold change for CTCF
binding in H3K27ac regions with andwithout the GC content correction. (B) The expected overlap
changes in when the GC option is enabled in the enrichment calculation. We observe a decrease
in expected overlap, suggesting that with the addition of GC content constraints in the enrichment
calculation. The ‘*’ indicates the results is below the 0.05 p-value threshold while ‘NS’ indicates
the result is above 0.05 p-value threshold and thus considered insignificant result.

the same analysis for multiple factors and different parameter settings; thus, the required
analysis time is an important consideration.

To benchmark the performance of the new tool with the GC option enabled, we
performed runs with varying numbers of iterations and threads to assess the elapsed
running time. We consider the elapsed time in terms of wall-clock seconds. From our
benchmarking analysis, we observed that the runtime decreases as number of threads
increases (Fig. 8A), and increases in polynomial time as iterations increases (Fig. 8B). It
takes less than 30 min to run at least 1000 iterations, regardless of the number of threads
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used. On average, it takes 10 min to run 1,000 iterations with 20 threads and 76 min
to run 10,000 iterations with 20 threads. On an individual machine, we observed only
marginally improvement after increasing to more than 20 threads.

Fig. 8. Performance of the new tool with the GC option enabled across different combinations
of threads and iterations. (A) Elapsed time decreases as the number of threads increases. Colored
lines designate different numbers of iterations. (B) Elapsed time increases with the number of
iterations. Colored lines designate different numbers of threads.

3 Methods

3.1 Implementation of EGRE

EGRE is implemented in Python (version 3) with a command line interface. To manip-
ulate BED-formatted files, we use pybedtools [17], a python wrapper for the command
line utility BEDTools [18].

EGRE expected input in BED format, where the first three columns are the chro-
mosome name, start position, and end position of the interval. Additional data can be
provided in the BED files, but will not be considered. The only exception is when using
the --by_hap_block option to quantify overlap by haplotype block. In this case, the
last columnof the file should be a number to designatewhich haplotype block each region
belongs to. Similar to the element-wise option, where any overlap between regions is
counted as a single “hit”, when the --by_hap_block option is enabled, EGRE uses
the haplotype ID column to count any overlap regions in the haplotype block as a single
hit.

Briefly, the tool calculates overlap between genomic regions by either counting the
number of base pairs (bp) or elements that are covered by intervals in both of the files.
To generate the null distribution of overlap, the intervals in the first file, A, are held
constant, while those from B are randomly shuffled throughout the genome (B′). The
number and length of the intervals in B are maintained in B′, and are not allowed to
overlap after shuffling. If two shuffled regions overlap during a random permutation,
one of the regions is randomly shuffled to a new location. The process of reshuffling to
avoid overlapping regions in the null distribution can be performed up to 1000 times for
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each random region. Additionally, the distribution of intervals across chromosomes is
maintained by only permuting regions within a single chromosome.

The universe of possible regions for the shuffle regions is dictated by the species and
reference genome assembly. We currently support two versions of the human genome
(hg19 and hg38), the mm10 assembly of the mouse genome, the dm3 assembly of the
Drosophila melanogaster genome, and the sacCer3 assembly of the Saccharomyces
cerevisiae genome. Providing the correct genome and assembly ensures that no regions
are randomly placed outside of the boundaries of each chromosome. In addition, a
blacklist file can be provided to excluded additional regions from the shuffles. For the
human, mouse, and fruit fly genomes, we use the ENCODE blacklist regions, which are
recommended for functional genomics data [13].

After the specified number of permutations is performed, EGRE calculates an empir-
ical p-value using that null distribution. The p-value is calculated using Eq. 1, following
the guidelines set by North et al. [19]. Here, p refers to the empirical p-value, r is the
number of permutations with an expected value greater than or equal to the observed
value, and n is the total number of permutations.

p = (r + 1)/(n + 1) (1)

EGRE reports the amount of observed overlap, the average amount of expected
overlap, the standard deviation of the expected distribution, the ratio of the observed to
expected overlap (fold change), and the empirical p-value. The full null distribution can
be printed to a separate file using the --print_counts_to option.

3.2 Implementation of GC Matching for Shuffled Genomic Regions

The GC content option is implemented using the pybedtools wrapper for BEDTools [17,
18]. The GC content option, when selected, creates fixed-size (100 bp), tiles across the
entire genome (overlapping at intervals of 50 bp), and calculates the GC content of each
tile (Fig. 9).

Fig. 9. Schematic showing the tile generation used in the GC option for enrichment calculation.
The tiles are 100 bp per window with 50 bp overlap, but the window size and overlap size can be
specified by the user to adjust to customized runs. The generated windows are then coupled with
genome build’s full genome FASTA file as parameters for the nucleotide_content function
in pybedtools to calculate the GC content of each tile. Darker shades of green indicate higher GC
content.

We also calculate the GC content of each entry in the annotation BED file provided
to the script. The GC content of each entry in the annotation file is calculated using the
nucleotide_function in pybedtools, and the median GC percent is found using
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the median function in NumPy. By default, the GC content range is set as 10% above
and 10% below the median of the input set for filtering the previously calculated genome
tiles. The genome tiles with GC content within the chosen range are selected as valid
regions for shuffling to create the null distribution.

The range used to filter genome tiles can also be changed to custom values by the
user to fit customized runs. The filtered regions are then combined with genome blacklist
regions as input into the shuffling step in the enrichment calculation.

3.3 Functional Genomics and Simulated Data Used for Experiments

We downloaded ChIP-seq peaks from ENCODE for CTCF, FOS, and YY1 transcrip-
tion factors, the H3K27ac histone modification (ENCFF233DXO, ENCSR668EVA,
ENCSR000EWF, ENCSR946WBN, ENCSR000EGM), and cCREs defined by the
SCREEN Registry of cCREs (v3) [20]. These were stored in a BED format, where
the first three columns represent the chromosome, start position, and end position for
the genomic interval. We confirmed that all ENCODE blacklisted regions were filtered
out of the files prior to analysis.

For the artificial datasets, we generated files of equal size, by randomly sampling
intervals from the genome with a similar GC content. To determine the range of GC
content for sampling, we matched the GC content distribution of the middle 50% of the
real data.

3.4 Benchmark Analysis

We used a Dell R740 server with 64 GB of RAM and two Xeon 12 Core, hyperthreaded
processors (2.2Ghz) for our benchmarking analysis. We ran no other processes during
the benchmarking. We tested EGREwith 16 different combinations of permutations and
threads and quantified the elapsed real time in seconds.

3.5 Code Availability

EGRE is licensed under BSD-3, and is available on GitHub: https://github.com/ben
tonml/genomic_enrichment.

4 Conclusions

In this work, we present EGRE as a tool to quantify enrichment between pairs of genomic
interval files. EGRE has a simple command-line interface that allows for flexibility to
generate an accurate null model using permutations, but does not require any program-
ming knowledge to use. In a series of experiments, we show that EGRE can account for
common confounders in genomic data, including matching for GC content. In exper-
iments with simulated data, EGRE is able to generate the expected results, and while
experiments with real experimental datasets recapitulate known relationships from prior
work. Our implementation supports multiple overlap styles and genome assemblies,
increasing utility for both human and model organism studies.

https://github.com/bentonml/genomic_enrichment
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EGRE is currently limited to a subset of commonly used species and a single res-
olution for GC content matching (100 bp). In the future, we plan to add support for
additional species and genome assemblies, as well as precomputed GC and blacklist
filess to speed up compute time and provide additional customization options for users.
Further optimization could include writing this tool in C++ or Cython to improve speed.
Ultimately, we believe EGRE is a valuable addition to any bioinformatics toolkit.
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Abstract. Single-cell RNA sequencing (scRNA-seq) technology furnishes us
with a certainly forceful tool for exploring biological mechanisms from the per-
spective of single-cell. By clustering scRNA-seq data, different types of cells can
be effectively distinguished, which is helpful for disease treatment and the discov-
ery of new cell types. Nevertheless, the existing clustering methods still cannot
achieve satisfactory results attributed to the complexity of high-dimensional noisy
scRNA-seq data. Therefore, we propose a clustering method called Hypergraph
regularization sparse low-rank representation with similarity constraint based on
tired random walk (THSLRR). Specifically, the sparse low-rank model rebuilds
spatial information from a suite of high-dimensional subspaces by mapping data
into subspaces, and removes superfluous information and errors in scRNA-seq
data. The hypergraph regularization explores the higher-order manifold structure
embedded in the scRNA-seq data. Meanwhile, the similarity constraint based
on tired random walk can farther upgrade the learning ability and interpretabil-
ity of the model. Then, the learned similarity matrix could be for spectral clus-
tering, visualization and identification of marker genes. Compared with other
advanced methods, the clustering results of the THSLRR method are more robust
and accurate.

Keywords: scRNA-seq · Single-cell type identification · Hypergraph
regularization · Similarity constraint

1 Introduction

In the past few years, advances in single-cell RNA sequencing (scRNA-seq) technology
have provided a new window of opportunity to learn about biological mechanisms at
the single-cell level, and guide scientists in exploring gene expression profiles at the
single-cell level [1, 2]. By mining and analyzing scRNA-seq data, we can research cell
heterogeneity and identify subgroups. The identification of cell types from scRNA-
seq data facilitates the extraction of meaningful biological information, as a matter of
unsupervised clustering. With the clustering model, cells that are highly similar will be
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grouped into the same cluster. Because of biological factors and technical limitations,
however, scRNA-seq data tend to be high-dimensional, sparse and noisy. Consequently,
classical clustering methods like K-means [3] and Spectral Clustering (SC) [4] are no
longer suitable for scRNA-seq data, and reliable clustering cannot always be used for
downstream analysis.

At present, in order to iron out the difficulties existing in scRNA-seq data clus-
tering research, scholars have put forward numerous clustering methods. For instance,
through the in-depth research of shared nearest neighbors, Xu and Su came up with a
quasi-cluster-based clustering method (SNN-Cliq), which shows greater superiority in
clustering high-dimensional single-cell data [5]. Based on the profound study of multi-
kernal learning, Wang et al. proposed the SIMLR method, working out dimensionality
reduction as well as clustering of data [6]. Park et al. proposed the MPSSC method,
in which the SC framework is modified by adding sparse structure constraint, and the
similarity matrix is constructed by using multiple double random affinity matrices [7].
Jiang et al. took into account paired cell differentiability correlation and variance, then
proposed the Corr model [8].

At the same time, researchers have also proposed a number of subspace clustering
methods and proved that the similarity obtained by the subspace clustering method
based on low-rank representation (LRR) is more robust than the pairwise similarity
involved in the methods mentioned above [9, 10]. For example, Liu et al. proposed
the LatLRR method, integrating feature extraction and subspace learning into a unified
framework to better cope with severely corrupted observation data [11]. Zheng et al.
presented the SinNLRR method, a low-rank based clustering method, that fully exploits
the global information of the data by imposing low-rank and non-negative constraints
on the similarity matrix [10]. In order to explore the local information of the data, Zhang
et al. proposed the SCCLRRmethod based onSinNLRRwith the addition of local feature
descriptions to capture both global and local information of the data [9]. Zheng et al.
proposed the AdaptiveSSC method based on subspace learning to figure out the matters
of noise and high dimensionality in single-cell data, achieving improved performance
on multiple experimental data sets [12].

In this paper, we propose a single-cell clustering method called Hypergraph regular-
ization sparse low-rank representation with similarity constraint based on tired random
walk (THSLRR), which aims to capture the global structure and local information of
scRNA-seq data simultaneously in subspace learning. Concretely, on the basis of the
sparse LRR model, the hypergraph regularization based on manifold learning is intro-
duced to mine the complex high-order relationship in scRNA-seq data. At the same
time, the similarity constraint based on tired random walk (TRW) further improves the
learning ability of model. The final sparse low-rank symmetric matrix Z∗ obtained by
THSLRR is further operated to learn the affinity matrix H , then H is used for single-
cell spectral clustering, t-distributed stochastic neighbor embedding (t-SNE) [13] visual
analysis of cells and genes prioritization. Figure 1 illustrates the specific process and
applications of THSLRR.
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Fig. 1. The framework of THSLRR for scRNA-seq data analysis.

2 Method

2.1 Sparse Low-Rank Representation

The LRR model is a progressive subspace clustering method, which is widely used in
data mining, machine learning and other fields. Finding the lowest rank representation
of data on the basis of the given data dictionary is the central objective of LRR [14].
Given the scRNA-seq data matrix X = [X1,X2, . . . ,Xn] ∈ Rm×n, where m represents
the number of genes and n is the number of cells, its LRR formula is expressed as follows:

min
Z,E

‖Z‖∗ + γ ‖E‖2,1 s.t. X = XZ + E. (1)

There, ‖ ∗ ‖∗ represents the kernel norm of the matrix, ‖ ∗ ‖2,1 is the l2,1 norm. E is the
error item and Z is the coefficient matrix that demands to be optimized to achieve the
lowest rank. γ > 0 is the parameter to coordinate the influence of errors.

The sparse representation model obtains the sparse coefficient matrix that unravels
the close relationship between the data points, what is equivalent to solving the following
optimization problem:

min
Z

‖Z‖1 s.t. X = XZ, (2)
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where ‖ ∗ ‖1 is the l1 norm. We further combine sparse and low-rank constraints for the
extraction of salient features and noise removal to obtain the sparse LRR of the matrix,
as follows:

min
Z,E

‖Z‖∗ + λ‖Z‖1 + γ ‖E‖2,1 s.t. X = XZ + E. (3)

Here, λ and γ are regularization parameters.

2.2 Hypergraph Regularization

Extracting local information from high-dimensional sparse noisy data is also a problem
worth considering. Therefore, we exploit the hypergraph to encode higher-order geo-
metric relationships among multiple sample points, which can more fully extract the
underlying local information of scRNA-seq data.

For a given hypergraph G = (V ,E,W ), V = {v1, v2, . . . , vn} is the collection of
vertexes,E = {e1, e2, . . . , er} is the collection of hyperedges,W is the hyperedgeweight
matrix. The incidence matrix R of the hypergraph G is calculated as follows:

R(v, e) =
{
1 if v ∈ e
0 others

(4)

The weight w(ei) of hyperedge ei is obtained by the following formula:

w(ei) =
∑

{vi,vj}∈ei
exp− ‖vi−vj‖22

δ2 , (5)

where δ = ∑
{vi,vj}∈ei ‖vi − vj‖22/k, and k represents the number of nearest neighbors

of each vertex. The degree d(v) of vertex v is as follows:

d(v) =
∑
e∈E

w(e)R(v, e). (6)

The degree g(e) of hyperedge e is as follows:

g(e) =
∑
v∈V

R(v, e). (7)

Then, we obtain the non-normalized hypergraph Laplacian matrix Lhyper , as shown
below:

Lhyper = Dv − RWH (DH )−1RT . (8)

where vertex degree matrix Dv, hyperedge degree matrix DH and hyperedge weight
matrix WH are diagonal matrices, and the elements on the diagonal are d(v), g(e) and
w(e) respectively.
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Under certain conditions of the mapping, zi and zj are the mapping representations
of the original data points xi and xj under the new basis, then the target formula of the
hypergraph regularization constraint is as follows:

min
Z

1

2

∑
e∈E

∑
(i,j)∈e

w(e)

g(e)
‖zi − zj‖2 = min

Z
tr

(
Z
(
Dv − RWH (DH )−1RT

)
ZT

)

= min
Z

tr
(
ZLhyperZ

T
)

(9)

2.3 Tired Random Walk

The TRW model was proposed in [15] and proved to be a practical measurement of
nonlinear manifold [16]. Therefore, the similarity constraint can not only improve the
learning ability of the model for the overall geometric information of the data, but also
ensure the symmetry of the similaritymatrix, so that themodel has better interpretability.

For an undirected weight graph with n vertexes, the transition probability matrix
of the random walk is P = D−1W , W represents the affinity matrix of the graph, D
represents the diagonal matrix with Dii = ∑n

j=1Wij. According to [17], the cumulative
transition probability matrix is PTRW = ∑∞

s=0 (τP)s for all vertices, where τ ∈ (0, 1)
and the eigenvalue of P is at [0, 1], so the TRW matrix is as follows:

PTRW =
∞∑
s=0

(τP)s = (1 − τP)−1. (10)

In order to weaken the effect of errors existing in the primary samples and ensure
that the paired sample points have consistent correlation weights, we further symmetrize
PTRW to obtain final TRW similarity matrix S ∈ Rn×n as follows:

S
(
xi, xj

) = (PTRW )ij + (PTRW )ji

2
. (11)

2.4 Objective Function of THSLRR

THSLRR learns the expression matrix Z ∈ Rn×n from the scRNA-seq data matrix
X = [X1,X2, . . . ,Xn] ∈ Rm×n with m genes and n cells by the following objective
function (12):

min
Z,E

‖Z‖∗ + λ1‖Z‖1 + λ2tr
(
ZLhyperZT

) + β‖Z − S‖2F + γ ‖E‖2,1
s.t. X = XZ + E,Z ≥ 0,

(12)

where Z is the coefficient matrix to be optimized, Lhyper ∈ Rn×n is the hypergraph
Laplacian matrix, S ∈ Rn×n is the symmetric cell similarity matrix generated by TRW,
E ∈ Rm×n represents the errors term, ‖ ∗ ‖F is the Frobenius norm of the matrix, λ1, λ2,
β and γ are the penalty parameters.
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2.5 Optimization Process and Spectral Clustering of THSLRR Method

The objective function that hasmultiple constraints of THSLRR is a convex optimization
problem. In order to effectively work out the problem (12), we adopt the Linearized
Adaptive Direction Method with Adaptive Penalty (LADMAP) [18].

Initially, to separate the objective function (12) by using an auxiliary variable J , and
then obtain formula (13):

min
Z,E,J

‖Z‖∗ + λ1‖J‖1 + λ2tr
(
ZLhyperZT

) + β‖Z − S‖2F + γ ‖E‖2,1
s.t. X = XZ + E,Z = J ,Z ≥ 0.

(13)

Then, the augmented lagrangian multiplier method is introduced to eliminate the
linear constraints existing in (13). Therefore, we get the following formula:

L(Z,E, J ,Y1,Y2) = ‖Z‖∗ + λ1‖J‖1 + λ2tr
(
ZLhyperZ

T
)

+ β‖Z − S‖2F + γ ‖E‖2,1
+ 〈Y1,X − XZ − E〉 + 〈Y2,Z − J 〉
+ μ

2

(
‖X − XZ − E‖2F + ‖Z − J‖2F

)
. (14)

Here, μ is a penalty parameter, Y1 and Y2 are lagrangian multipliers.
Finally, the optimization problem is ironed out by updating one of the variables by

turn while fixing the other variables. Therefore, the update rules of Z , E, and J are as
follows:

Zk+1 = θ 1
ημ

(
Zk − ∇Zq(Zk)

η

)
. (15)

Ek+1(i, :) =
{ ‖pi‖− γ

μk‖pi‖ pi
0, otherwise

,
γ

μk
< ‖pi‖. (16)

Jk+1 = max

{
θ λ

μk

(
Zk+1 + Y k

2 /μk

)
, 0

}
. (17)

The sparse low-rank symmetric matrix Z∗ is obtained with our THSLRR method,
and the elements on both sides of the main diagonal of the matrix Z∗ correspond to the
similarity weights of the data sample points. Inspired by [19], we use the main direction
angle information of matrix Z∗ to learn the affinity matrix H . Finally, we use learned
matrix H as the input of SC method to obtain the clustering results.

3 Results and Discussion

3.1 Evaluation Measurements

In the experiment, two commonly used indicators are used to assess the effectiveness of
THSLRR, namely adjusted rand index (ARI) [20] and normalized mutual information
(NMI) [21]. The value of ARI belongs to [−1, 1] while the value of NMI is [0, 1].
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Given the real cluster label T = {T1,T2, . . . ,TK } and the predicted cluster label
Y = {Y1,Y2, . . . ,YK } of n sample points. The formula of ARI is as follows:

ARI(T ,Y ) =
( n
2

)(
aty + a

) − [(
aty + at

)(
aty + ay

) + (at + a)
(
ay + a

)]
( n
2

) − [(
aty + at

)(
aty + ay

) + (at + a)
(
ay + a

)] . (18)

Here, aty denotes the number of data points put in the same class, whereas at denotes
the number of data points in the same class T but separate Y classes. ay represents the
number of data point pairs that are in the same cluster in Y but not in the same cluster
in T , whereas a is the number of data point pairs that are neither in the same cluster of
Y nor in the same cluster of T .

NMI is defined as follows:

NMI(T ,Y ) =

∑
t∈T

∑
y∈Y

p(t, y)ln
(

p(t,y)
p(t)p(y)

)
√
H (T ) · H (Y )

, (19)

Here, H (T ) and H (Y ) represent the information entropy of the tags T and Y , respec-
tively. p(t) and p(y) are the marginal distribution of t and y, p(t, y) represents the joint
distribution function of t and y.

3.2 scRNA-seq Datasets

In this paper, nine different scRNA-seq datasetswere used to do the relevant experimental
analysis. The datasets involved in the experiment includeTreutlein [22], Ting [23], Pollen
[24], Deng [25], Goolam [26], Kolod [27], mECS, Engel4 [28] and Darmanis [29]. The
detailed information of the nine scRNA-seq data sets are shown in Table 1.

3.3 Parameters Setting

In this part, we specifically discuss the influence of different parameterswith regard to the
effectiveness of THSLRR method. We make use of the grid search method to determine

Table 1. The scRNA-seq data sets used in experiments.

Data set Cells Genes Cell type Species

Treutlein 80 959 5 Homo sapiens

Ting 114 14405 5 Mus musculus

Deng 135 12548 7 Mus musculus

Pollen 249 14805 11 Homo sapiens

Goolam 124 40315 5 Mus musculus

Kolod 704 10685 3 Mus musculus

mECS 182 8989 3 Mus musculus

Engel4 203 23337 4 Homo sapiens

Darmanis 420 22085 8 Homo sapiens



THSLRR: A Low-Rank Subspace Clustering Method 87

Table 2. The optimal values of four parameters for scRNA-seq data sets.

Data sets λ1 λ2 β γ

Treutlein 100.5 101 10–1 101

Ting 101 101 10–4 101

Deng 100.7 101.1 10–2 10–2.3

Pollen 100 101 103 10–1.5

Goolam 100.1 101 10–2 10–1.1

Kolod 100.5 101 10–2 10–1.1

mECS 100.9 102 102 10–2.2

Engel4 100.8 10–1 102.6 10–1.2

Darmanis 100.2 101 10–1.9 10–0.2

Fig. 2. Sensitivity of different parameters to clustering performance of nine scRNA-seq data sets.
(a) λ1 varying. (b) λ2 varying. (c) β varying. (d) γ varying.

the optimal combination of parameters. The four parameters change in separate intervals
[10−5, 105], and when one of the parameters changes, the other parameters are fixed,
and then we get Fig. 2. In Fig. 2, the clustering results are insensitive to different λ1,
while λ2, β and γ have a greater impact on the model performance. Fortunately, within
a certain range, we can choose the appropriate combination of parameters to achieve
the optimal clustering result. Therefore, we obtain the optimal parameters of different
datasets, as shown in Table 2.
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3.4 Comparative Analysis of Clustering

We conduct experiments on nine scRNA-seq data sets recounted in Table 1 to discuss
the clustering performance of THSLRR. t-SNE, K-means, SIMLR, SC, Corr, MPSSC
and SinNLRR are selected as comparison methods. In order to ensure the fairness and
objectivity of the comparison, we furnish the real number of classes to THSLRR as well
as the other seven methods, and their parameters are all set to the optimal parameters.
The comparison results are shown in Fig. 3 and Table 3.

By observing Fig. 3 and Table 3, we can draw the following conclusions:

1) In Fig. 3(a), the median ARI for comparison methods in all datasets is below 0.7,
while the median value of THSLRR is greater than 0.9. Furthermore, it is the flattest
compared to the box plots of the other sevenmethods, indicating that the performance
of THSLRR is more stable. Similar results can be found in Fig. 3(b).

2) In Table 3, SinNLRR outperforms SIMLR, MPSSC, and Corr on most datasets, and
the average ARI for SinNLRR is approximately 11%, 6% and 20% higher, respec-
tively. THSLRR exceeds SIMLR, MPSSC and Corr on all datasets except mECS,
and outperforms SIMLR, MPSSC and Corr in terms of average ARI by about 27%,
22% and 36% respectively. As can be seen, the low-rank based clustering methods
SinNLRR and THSLRR achieve satisfactory clustering results on most of the data
sets, indicating the critical contribution of global information to improve the clus-
tering performance once again. In contrast, SIMLR,MPSSC and Corr only take into
consideration the local information between samples, their clustering performance
is not as impressive as SinNLRR and THSLRR on most of the datasets.

3) It can also be seen fromTable 3 that THSLRRexceeds theSinNLRRmethodby about
16% inARI score. There are twomain factors. First, theTHSLRRmethod utilizes the
hypergraph regularization to thoroughly mine the complex high-order relationships
of scRNA-seq data, while sinNLRR simply considers the overall information of the
data. Secondly, the similarity based on TRW captures the global manifold structure
information of the data and improves the learning ability of the model.

Fig. 3. Clustering results of eight clustering methods on nine scRNA-seq data sets. (a) ARI. (b)
NMI



THSLRR: A Low-Rank Subspace Clustering Method 89

In conclusion, THSLRR achieves the best results on most data sets. Moreover, the
average ARI and NMI of THSLRR increase by approximately 12% and 22% compared
with comparison methods. Therefore, the THSLRR method is rational and it has certain
advantages in cell type identification.

Table 3. The clustering performance on the scRNA-seq data

Method ARI

t-SNE K-means SIMLR SC Corr MPSSC SinNLRR THSLRR

Treutlein 0.5473 0.6172 0.5114 0.6191 0.5919 0.6117 0.6419 0.8722

Ting 0.6384 0.8567 0.9803 0.9592 0.6302 0.9784 0.8943 1.0000

Deng 0.5301 0.4914 0.4565 0.3917 0.4753 0.4783 0.4706 0.5553

Pollen 0.8055 0.8378 0.9415 0.9013 0.7553 0.9328 0.9051 0.9448

Goolam 0.5255 0.4182 0.2991 0.4445 0.3046 0.402 0.9097 0.9727

Kolod 0.7265 0.5462 0.2991 0.4974 0.6928 0.8306 0.7291 0.9727

mECS 0.2408 0.2824 0.9186 0.8028 0.2385 0.8347 0.6263 0.8857

Engel4 0.5725 0.3453 0.6682 0.5258 0.4377 0.4821 0.6533 0.8554

Darmnis 0.5725 0.3453 0.5069 0.5258 0.6183 0.4593 0.6057 0.9452

average 0.5732 0.5494 0.6202 0.6427 0.5269 0.6678 0.7288 0.8893

3.5 Visualize Cells Using t-SNE

According to [6], wemake use of the improved t-SNE tomap the learned matrixH to the
two-dimensional space to observe the structure representation performance of THSLRR
method. We only analyze the visualization results for the Ting and Darmanis datasets
because of space limitations.

As shown in Fig. 4(a), THSLRR does not distinguish class 1 from class 4 on the
Treutlein data, but the boundaries among other types of cells aremore obvious. SinNLRR
does not distinguish the three cell types 1, 3 and 4, the boundary between classes 2 and
5 is also very blurred. The distribution of t-SNE, SIMLR and MPSSC cells are also
scattered. In Fig. 4(b), the result of t-SNE is the worst, SIMLR divides cells belonging
to the same class into two clusters, SinNLRR and MPSSC fail to separate the two types
of cells and THSLRR can correctly separate five cell types. All methods do not show
promising results on the Pollen and Darmanis datasets in Fig. 4(c) and Fig. 4(d), while
THSLRR performed best overall because almost all cells belonging to the same cluster
are segregated into the same group and the boundaries between clusters were relatively
clear.

3.6 Gene Markers Prioritization

In this section, the affinity matrix H learned from THSLRR is used to prioritize genes.
First, the bootstrap Laplacian score that is proposed in [6] is used for identifying gene
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Fig. 4. Visualization results of the cells on (a) Treutlein, (b) Ting, (c) Pollen, and (d) Darmanis
datasets.

markers on the matrix H . Then, the genes are placed in descending order in the light
of their importance in distinguishing cell subpopulations. Finally, the top ten genes are
selected for visual analysis. We use Engel4 and Darmanis data sets for gene markers
analysis.

On Darmanis and Engel4 data sets, we select the top 10 gene markers as shown in
Fig. 5(a) and Fig. 5(b) respectively. The color of the ring indicates the mean expression
level of the gene, and the darker the color, the higher the average expression level of the
gene. The size of the ring means the percentage of gene expression in the cell.

Figure 5(a) shows the top ten genes of Darmanis data set. The genes SLC1A3,
SLC1A2, SPARCL1 and AQP4 have a high level of expression in astrocytes, and they
play an essential part in early development of astrocytes. In fetal quiescent, SOX4,
SOX11, TUBA1A and MAP1B have a high level of expression and have been proven to
be marker genes with specific roles [30–33]. MAP1B in neurons is also highly expressed
PLP12 and CLDND1 with high expression in oligodendrocytes can be regarded as gene
markers of oligodendrocytes [34]. In the Engel4 data, as shown in Fig. 5(b), Engel et al.
have been confirmed for Serpinb1a, Tmsb10, Hmgb2 and Malta1 [28]. The remaining
genes have also been selected as marker genes in related literature [35, 36].
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Fig. 5. The top ten gene markers. (a) Darmanis data set. (b) Engel4 data set.

4 Conclusion

In this paper, we propose a clustering method based on subspace learning, named
THSLRR. There are mainly two differences where our method differs from other sub-
space clustering methods. The first aspect is the introduction of hypergraph regulariza-
tion, which is used to encode higher-order geometric relationships among data and to
mine the internal information of data. Comparedwith other subspace clusteringmethods,
the complex relationships of data can be extracted by our method. Another aspect is the
similarity constraint based on TRW, it can mine the global nonlinear manifold structure
information of the data and improve the clustering performance and the interpretability
of the model. Comparative experiments prove the effectiveness of the THSLRRmethod.
Moreover, the THSLRR method can also provide guidance for data mining as well as
be employed in other related domains.

Now, we would like to discuss the limitations of our model. Primarily, although the
optimal combination of parameters can be searched by the grid search method, it would
be helpful if the optimal parameters could be determined automatically based on some
strategy. Second, we use the single similarity criterion in our model, which may not be
comprehensive for capturing similarity information from the data. So we can try to use
measurement fusion to capture more accurate prior information in the next work.

Funding. This work was supported in part by the National Science Foundation of China under
Grant Nos. 62172253 , 61972226 and 62172254.
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Abstract. High throughput sequencing was used to analyze the microbial com-
munity landscape of Chinese Feng-Flavour Daqu, and to study the specific con-
tribution of different environmental factors to Daqu microorganisms. Taking the
microbial population of the rawmaterials (wheat, pea and barley) and the environ-
mental samples (tools, indoor ground, outdoor ground and air) as the source, and
the microbial population of Feng-Flavour Daqu as the receiver, software Source-
Tracker was used to trace and analyze the microorganisms in Feng-Flavour Daqu.
94.7% of the fungi in the newly pressed Feng-Flavour Daqu come from rawmate-
rials, 1.8% from outdoor ground and 3.47% from unknown environment; 60.95%
of bacteria come from indoor ground, 20.44% from raw materials, 8.98% from
tools, and the rest from unknown environment. The source of main microorgan-
isms in Feng-Flavour Daqu and the influence of environmental factors on the
quality of Daqu were clarified, which provided a basis for improving the quality
of Feng-Flavour Daqu.

Keywords: Feng-Flavour Daqu ·Microorganism · Environment · Traceability

1 Introduction

The flavor is the style characteristics of liquor, which is used to distinguish the difference
of the characteristic liquor in China. At present, there are 12 liquor flavor types in China
and each one has its unique flavoring characteristics. Different flavor types are mainly
due to different production areas and processes. Feng-Flavour Liquor is one of the four
famous traditional liquors in China. It has the characteristics of elegant liquor flavor,
enjoyable liquor taste, harmonious liquor body and long liquor aftertaste.

Daqu, an undefined starter culture, is one kind of Jiuqu (a sort of equivalence of Koji)
[1]. Daqu is commonly known as “Bone of liquor”. Daqu contains a variety of microor-
ganisms used for the fermentation of Chinese liquor. Among them, fungi dominated by
molds and yeasts are an important functionalmicroorganism, which can secrete amylase,
cellulase and other enzymes [2]. The microbes of the Daqu are one of the determinants
of the style and taste of liquor. The production process of Feng-Flavour Daqu is divided
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into four stages: crushing of raw materials, pressing and forming of raw materials con-
taining certain moisture by machine, placing the formed Daqu into the culture room
for 30 days, and storing it in the warehouse for 3 months. The production of Daqu is
a spontaneous solid-state fermentation process with natural inoculation [3]. Raw mate-
rials without high-pressure sterilization will be exposed to many environments (such
as air, ground, etc.) during the stage from raw materials to mature Daqu [4]. Therefore,
microorganisms in the environment, especially in the liquor production area, are also one
of the important sources of Daqu flora [5]. Environmental microorganisms in specific
areas may be one of the reasons for the specific flavor and types of Chinese liquor in
different regions.

Microbial traceability originated in the last century and is mostly used in the study
of water pollution to identify pollution sources [6, 7]. At present, microbial traceability
analysis has also been widely used in the analysis of microorganisms in soil [8], air [9],
coral [10]. Further, the idea of microbial traceability analysis promotes themonitoring of
microbial sources in the field of food fermentation. For example, Stellato et al. detected
the distribution of microorganisms related to meat product corruption in the environ-
ment of meat products processing plant (knife, chopping board and workers’ hands)
through 16SrRNA amplicon sequencing technology, and detected more than 800 OTUs
in the food processing environment, indicating that the microbial composition of food
processing environment was complex, and most environmental microorganisms could
be detected in meat products [11]. Doyle et al. detected the microbial population distri-
bution in the indoor and outdoor environment of raw milk collection in different seasons
through amplicon sequencing technology, the results showed that the microorganisms
in the raw milk collected indoors and outdoors were related to the environment (grass,
feed, feces, soil and milker) [12]. At the same time, they believed that the milker was
the main source of microorganisms in the raw milk. The environmental microecology
test of cheese factory also found that the microorganisms on the surface of processing
equipment also participated in the fermentation process, due to the differences of cheese
types andmaturity, themicroorganisms on the surface of equipment also formed different
microecology [13]. Themicro ecology of food fermentation environment is also affected
by geographical factors, which have been reported in many foods production. Bokulich
et al. discovered that the microbial population in wine grape was related to grape vari-
eties, harvest areas and climate environment, and the microorganisms in grape planting
soil and grapes showed the same regional distribution, indicating that soil microorgan-
isms were an important source of wine grape microorganisms [14]. Therefore, different
grape planting areas formed different microbial groups in grapes, thus forming a unique
wine style in different regions. Knight et al. further proved that the landmark charac-
teristics of wine were related to microorganisms by using different characteristics of
Saccharomyces cerevisiae to ferment everlasting longing for each other grapes [15].
The landmark characteristics of this fermented food not only appear in wine. Bokulich
et al. found that the type of milk and the origin of milk would affect the microbial popu-
lation structure in fermented dairy products, while the traditional workshop production
method ensured that the microbial characteristics in different regions could be inherited
from generation to generation [16].



96 Y. Zhang et al.

SourceTracker is a tool for quantitative analysis of microbial sources based on
Bayesian reasoning [17]. Different from the traditional identification of indicator
microorganisms, SourceTracker finds out the source of target microorganisms by com-
paring the similarity of microbial community structure between samples and pollution
sources, and its accuracy is much higher than that of traditional random forest method
and Naive Bayes model. The migration direction of microorganisms or genes in the
environment can be monitored through SourceTracker, which is widely used in many
research areas. Bokulich et al. used SourceTracker to analyze the distribution and migra-
tion of microorganisms related to pollution in breweries [14]. Doyle et al. combined with
amplicon sequencing technology and source tracker analysis, showed that the microor-
ganisms in raw milk collected indoors and outdoors were related to the environment
(grass, feed, feces, soil and milker), and considered that milker was the main source of
microorganisms in raw milk [12]. Du et al. used SourceTracker to explore the impact of
raw materials and environment on the microbiota of Chinese Daqu, they found that the
fungal community in new Daqu mainly comes from the Daqu production environment
(mainly tools and indoor ground), most of the bacterial community in Daqu comes from
raw materials [18]. Zhou et al. analyzed the source of microorganisms in Gujing tribute
liquor Daqu through SourceTracker and found that the bacteria in Daqu at the begin-
ning of fermentation mainly came from raw materials and the fungi came from outdoor
ground [5].

This open fermentation of Chinese liquor has brought about beneficial microorgan-
isms fermented by the environment, but also enriched a number of useless or harmful
microorganisms. This brings challenges to the quality and safety in production. The
batch instability of traditional fermented food also comes from the uncontrollability of
environmental microorganisms. Therefore, the traceability of fermented food microor-
ganisms, especially the traceability of environmental microorganisms, is very important
to control and improve the quality of liquor.

Different raw materials and processes of Daqu not only affect the source of microor-
ganisms, but also create their unique styles and characteristics. Therefore, we took raw
materials (wheat, pea and barley) and environmental samples (tools, indoor ground,
outdoor ground, water and air) as the source of microorganisms in Feng-Flavour Daqu,
and analyzed them to understand their unique characteristics. In this study, we clarified
the influence of environmental factors on microbial changes during the maturation of
Feng-Flavour Daqu, which is the basis for further improving the quality of Daqu.

2 Materials and Methods

2.1 Sample Collection

Nine types of samples were collected, including Feng-Flavour Daqu, raw materials for
Daqu production (wheat, pea and barley) and environmental samples (tools for Daqu
production, indoor ground, outdoor ground and air), as follows (Table 1):
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Table 1. Samples in this study.

Sample Description

Newly pressed Daqu (NDaqu) Daqu that has just been pressed by machine and has not yet
been fermented in the room

Mature Daqu (Daqu) A Daqu which can be used for Feng-Flavour liquor production
after 3 months’ storage

Raw materials (RM) Raw materials from the raw material crushing workshop

Enhanced strains (EDS) The mixed fortified strains

Tools The machine for pressing Daqu, the cart for transporting Daqu,
the bamboo mat, bamboo and rice bran in contact with Daqu

Indoor ground (ING) The door, window and middle floor of the room where Daqu is
cultivated

Outdoor ground (OUTG) The sidewalk outside the room where Daqu is cultivated

Air Air in workshop

Water Water for Daqu production

For Newly pressed Daqu (NDaqu), Mature Daqu (Daqu), Raw materials (RM) and
Enhanced strains (EDS), randomly select three places, and take 50 g of each place as a
sample. For tools, Indoor ground (ING) and Outdoor ground (OUTG), randomly select
three points, wipe the surface with sterile cotton soaked in 0.1 mol·L−1 PBS buffer, and
put the sample into a sterile self-sealing bag. For Air, before sampling, the collector
and catheter are ultrasonically cleaned and dried, and then 20 mL of 0.1 mol·L−1 PBS
buffer is filled into the collector. Place the sampler 2 m above the ground and collect at
a speed of 10 L·min−1 for 2.5 h. The collected PBS solution was filtered with 0.22 µM
filter membrane to collect air microbial samples. For Water, take three portions of water
for Daqu production, 2000 mL each, and filter them with 0.22 µM filter membrane to
collect microbial samples in the water.

2.2 Microbial High-Throughput Sequencing Analysis of Traceable Samples

Extraction of total DNA from microbiota with DNA kit (Omega Bio-Tek, USA). Nan-
odrop were used to quantify DNA and the quality of DNA was determined by 1.2%
agarose gel electrophoresis. The extracted DNA from samples were stored at−80°C for
amplicon sequencing.

Amplicon sequencing: The fungal sequencing region was ITS_V1, using primers
ITS5F (GGAAGTAAAAGTCGTAACAAGG) and ITS2R (GCTGCGTTCTTCATC-
GATGC).

The bacterial sequencing region was 16S v3–v4, using primers F (ACTCC-
TACGGGAGGCAGCA) and R (GGACTACHVGGGTWTCTAAT). After amplifica-
tion, the purified 16S rRNA gene and ITS1 sequences were sequenced by Illlumina
MiSeq platform, respectively, at BioNovoGene Co., Ltd. (Suzhou, China).
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Sequence analysis: Microbiome bioinformatics were performed with QIIME2
2019.4 [19] with slight modification according to the official tutorials. Briefly, raw
sequence data were demultiplexed using the demux plugin following by primers cut-
ting with cutadapt plugin. Sequences were then quality filtered, denoised, merged and
chimera removed using the DADA2 plugin. Non-singleton amplicon sequence variants
(ASVs) were alignedwithmafft and used to construct a phylogenywith fasttree2. Alpha-
diversity metrics (Chao1, Observed species, Shannon, Simpson, Faith’s PD, Pielou’s
evenness and Good’s coverage), beta diversity metrics (weighted UniFrac, unweighted
UniFrac, Jaccard distance, andBray-Curtis dissimilarity) were estimated using the diver-
sity plugin with samples were rarefied to 16166 (bacterial) and 2018 (fungal) sequences
per sample. Taxonomy was assigned to ASVs using the classify-sklearn naïve Bayes
taxonomy classifier in feature-classifier plugin against the SILVA Release 132/UNITE
Release 8.0 Database.

Bioinformatics and statistical analysis: Sequence data analyses were mainly per-
formed using QIIME2 and R packages (v3.2.0). ASV-level alpha diversity indices, such
as Chao1 richness estimator, Observed species, Shannon diversity index, Simpson index,
Faith’s PD, Pielou’s evenness and Good’s coverage were calculated using the ASV table
in QIIME2, and visualized as box plots. ASV-level ranked abundance curves were gen-
erated to compare the richness and evenness of ASVs among samples. Beta diversity
analysis was performed to investigate the structural variation of microbial communities
across samples using Jaccard metrics, Bray-Curtis metrics and UniFrac distance metrics
and visualized via nonmetric multidimensional scaling (NMDS) and unweighted pair-
group method with arithmetic means (UPGMA) hierarchical clustering. The taxonomy
compositions and abundances were visualized using MEGAN [20] and GraPhlAn [21].

2.3 Traceability Analysis of Brewing Microorganisms

Venn diagram can directly reflect the common and unique microbial populations of
Daqu and the environment. Venn diagram was generated to visualize the shared and
unique ASVs among samples or groups using R package “VennDiagram”, based on the
occurrence of ASVs across samples/groups regardless of their relative abundance. In
this study, each type of sample contains three parallels. We only select the bacteria that
appear in all three parallels as valid data, and then conduct genus level Venn analysis
through the screened data.

Traceability analysis of fermentation microorganisms: according to the microbial
population structure of Daqu and fermentation environment, this study uses Source-
Tracker software to analyze the source ofmicroorganisms inDaqu, and sets themicrobial
population of Daqu raw materials (wheat, pea and barley) and environmental samples
(tools, indoor ground, outdoor ground and air) as the source, the microbial population
of Feng-Flavour Daqu as the receiving end, running 1000 times, and other parameters
are default.
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3 Results

3.1 Analysis of Fungal Community Diversity in Feng-Flavour Daqu and Its
Environment

The dilution curve shows that all samples have reached the platform stage, indicating
that this sequencing can cover the vast majority of fungal population information in the
samples (Fig. 1a). New pressed Daqu and raw materials share the highest ASV (194),
while mature Daqu and air share the highest ASV (31) (Fig. 1b). The Venn diagram
results of ASV of each sample show that the number of unique ASV in the air is the
most and themature Daqu is the least, there are 7ASVS common to all samples (Fig. 1c).

Fig. 1. (a) Dilution curve of fungal population. This sequencing can cover the vast majority of
fungal population information in the samples. (b)Amplicon sequence variants (ASVS) distribution
of fungi in each sample. NDaqu and RM share the highest ASV, while Daqu and air share the
highest ASV. (c) Venn diagram is used to represent the ASV shared by fungi in the experimental
sample, there are 7 ASVS common to all samples. (d) The fungal population diversities of Daqu,
RM and environment were evaluated by richness index (Chao1 and observed species), good’s
coverage index (good’s coverage) and diversity index (Shannon and Simpson). The richness and
diversity of fungi is the highest in the air and the lowest in Daqu. Note: For the sake of concise
expression, in to ground, out ground, new Daqu, raw materials and enhanced trains in this article
are abbreviated as ING, OUTG, NDaqu, RM and EDS respectively.



100 Y. Zhang et al.

Fig. 2. (a) Analysis of fungal population structure of each sample at phylum level, 9 fungal phyla
were detected, the dominant fungi phyla were Ascomycota and Basidiomycota. (b) Analysis of
fungal population structure of each sample at genus level, 301 fungal genera were detected, the
dominant fungi in different samples were vary greatly. (c) Nonmetric multidimensional scaling
analysis (NMDS) of fungal population suggests that NDaqu and RM are close, and Daqu and EDS
are close. (d) Hierarchical cluster analysis (HCA) of fungal population of different samples.
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In this study, the fungal population diversity of Daqu, rawmaterials and environment
was evaluated by richness index (Chao1 and observed species), good’s coverage index
(good’s coverage) and diversity index (Shannon and Simpson) (Fig. 1d). The results of
diversity analysis showed that the fungal richness of mature Daqu was lower than that
of newly pressed Daqu, and the fungal richness of mature Daqu was the lowest in all
samples. In environmental samples, the indoor ground soil fungal richnesswas the lowest
and the air was the highest. The sequencing depth of all samples in the figure is greater
than 0.9995, indicating that the sequencing depth has basically covered all species in
the samples. According to Shannon index and Simpson index, the fungal diversity of
mature Daqu is lower than that of newly pressed Daqu, and the fungal diversity of raw
materials is basically the same as that of newly pressed Daqu. In environmental samples,
the fungal diversity in air is the highest and in water is the lowest.

A total of 301 genera were detected at the genus level, of which 85 genera could be
detected in newly pressed Daqu, only 33 genera in mature Daqu, and 202 genera could
only be detected in raw materials or environmental samples (Fig. 2). The relative abun-
dances of three ASVs in the new pressed Daqu were> 1%, and the relative abundances
of the top two were 63.58 ± 6.11% and 31.51 ± 7.33% respectively, but the two ASVs
were not annotated to the genus level, and Pichia ranked third. The dominant genera in
mature Daqu are Pichia, Thermoascus and Aspergillus.

In order to further explain the relationship between Daqu rawmaterials, environment
and Daqumicroorganisms, the nonmetric multidimensional scaling (NMDS) and hierar-
chical clustering analysis (HCA) based on Jaccard distance were applied to analyze the
data. The analysis results of NMDS and HCA (Fig. 2c–d) show that the newly pressed
Daqu is closest to the raw materials, the mature Daqu is closest to the enhanced strains,
the water and other samples are far away, and the air, tools and ground samples are close.

3.2 Diversity Analysis of Bacteria and Environmental Communities
in Feng-Flavour Daqu

The dilution curve shows that all samples have reached the platform stage, indicating
that this sequencing can cover the vast majority of bacterial population information in
the samples (Fig. 3a). The number of new pressed Daqu and fortified strains was the
highest (283), followed by raw materials (200) and tools (214). The number of ASVs
shared by mature Daqu and tools is the highest (86), followed by indoor ground (75)
(Fig. 3b). The results of ASVWayne diagram of each sample show that the unique ASV
in the tool is the most (3127), and the unique ASV in the newly pressed Daqu is the
least, only 341, the number of ASV detected in all samples is 0 (Fig. 3C).

The results of bacterial diversity analysis showed that the bacterial richness ofmature
Daqu was higher than that of newly pressed Daqu, and the bacterial richness of raw
materials was the lowest in all tested samples; Except for tools, the sequencing depth
of other samples is greater than 0.99, indicating that the sequencing depth has basically
covered all species in the samples. The bacterial diversity in mature Daqu is higher
than that in newly pressed Daqu. Among all tested samples, the bacterial diversity in
raw materials is the lowest, that in tools is the highest, and that in indoor ground is the
second (Fig. 3d).



102 Y. Zhang et al.

Fig. 3. (a) Bacterial population density curve. This sequencing basically covers the majority of
fungal population information in the sample. (b) ASV distribution of bacterial in each sample
shows that NDaqu and EDS, Daqu and tools share the highest ASV respectively. (c)Venn diagram
is used to represent the AVS shared by bacteria in the experimental sample. Nine samples had no
shared ASV. (d) The bacterial population diversity of Daqu, RM and environment was evaluated
by richness index (Chao1 and observed species), good’s coverage index (good’s coverage) and
diversity index (Shannon and Simpson). The richness and diversity of fungi in the tools were the
highest, and the richness and diversity of fungi in Daqu were higher than those in NDaqu.

A total of 682 genera were detected at the genus level, of which 105 genera could be
detected in newly pressed Daqu, only 50 genera in mature Daqu, and 555 genera could
only be detected in other samples such as environment (Fig. 4a-b). The dominant bacte-
ria in the newly suppressed Daqu are Pantoea, Chloroplast, Leuconostoc and Erwinia.
The dominant genera in mature Daqu are Bacillus, Streptomyces, Saccharopolyspora,
Lactobacillus, Kroppenstedtia, Pseudonocardiaceae, Weissella, Staphylococcus and
Acetobacter.

The results of NMDS analysis and HCA analysis show that the microbial population
of newly pressed Daqu is closest to the raw material, while the mature Daqu is far
away from other samples (Fig. 4c–d). Therefore, we speculate that raw materials are
the main source of bacterial population in newly pressed Daqu. Through the process
of Daqu Culture and storage, the bacterial population in newly pressed Daqu gradually
succession to the bacterial population structure in mature Daqu.
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Fig. 4. (a) Analysis of bacterial population structure of each sample at phylum level. 27 bac-
terial phyla were detected and the dominant bacterial phyla were Firmicutes, Proteobacteria,
Actinobacteria, Bacteroidetes and Cyanobacteria. (b) Analysis of bacterial population structure
of each sample at genus level. 682 bacterial genera were detected, and the dominant bacteria in
different samples were vary greatly. (c) Nonmetric multidimensional scaling analysis (NMDS) of
bacterial population shows that NDaqu and RM, Daqu and ING shares the nearest distance. (d)
Hierarchical cluster analysis (HCA) of bacterial population suggests that NDaqu and RM shares
the nearest distance.
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3.3 Microbial Traceability Analysis of Feng-Flavour Daqu

In this study, SourceTracker software was used to track the sources of microorgan-
isms in Daqu with potential source microorganisms (raw materials and environment) of
Daqu as the source end and newly pressed Daqumicroorganisms as the receiver end. The
results showed that the fungi in the newly pressed Daqumainly came from rawmaterials
(94.7%), followed by outdoor ground (1.8%) and unknown environment (3.47%); Bac-
teria mainly came from indoor ground (60.95%), followed by raw materials (20.44%),
tools (8.98%) and unknown environment (9.63) (Fig. 5a).

Rawmaterials contributed most of the main fungi in the newly pressed Daqu, among
which the most contributing species were not classified to the genus level. In addition,

Fig. 5. (a) Microbial traceability analysis of NDaqu to determine the contribution rate of different
sources. 94.7% of fungi come from RM and 60.95% of bacteria come from ING. (b) Fungal
traceability shows that RM contribute to themost. (c) Bacterial traceability shows that Pantophytic
are the dominant bacteria, which mainly come from ING.
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they also contributed a small amount of Pichia, Alternaria, Aspergillus, Filobasidium,
Itersonia, etc., and the outdoor ground contributed1.34%ofPichia (Fig. 5b).Pantophytes
are the dominant bacteria in the newly pressed Daqu, with 60.02% coming from the
indoor ground (Fig. 5C).

4 Discussion and Conclusion

The main sources of fungi in the newly pressed Feng-Flavour Daqu were raw materials
(94.7%), and bacteria were mainly from indoor ground (60.95%) and raw materials
(20.44%).

This is different from the source of microorganisms in Fen-Flavour and Luzhou-
flavor Daqu. The main sources of fungi in Fen-Flavour new pressed Daqu are tools
(55.18%) and indoor ground (15.97%). At the beginning of Luzhou-Flavor Daqu fer-
mentation, 53.7%of fungi came fromoutdoor ground and indoor roof contributed 23.0%.
The main source of bacteria in Fen-Flavour and Luzhou-Flavor new pressed Daqu is raw
materials.

This may be related to the different sampling of new pressed Daqu. Feng-Flavour
Daqu is directly taken, just pressed and formed, and the new Daqu that has not entered
the room has relatively little contact with tools and environment. Fen-Flavour Daqu and
Luzhou-Flavor Daqu are taken from Daqu that has entered the room and has not yet
started cultivation, and have been fully contacted with transportation and cultivation
tools; The different sources of three kinds of Daqu fungi may also be caused by dif-
ferent raw materials. The raw materials of Fen-Flavour Daqu are barley and pea, the
raw materials of Feng-Flavour Daqu are barley, pea and wheat, and the raw materials
of Luzhou-Flavor Daqu are wheat. Different raw materials have selectivity for micro-
bial enrichment; Of course, the microbial community structure in different regions is
different, which may also lead to the differences of Daqu microorganisms.

The yeast in Daqu plays a role in saccharification, liquefaction and fermentation in
wine production, and also plays a certain role in the production of flavor substances,
while the bacteria in Daqu are mostly related to the production of flavor substances.
Different flavor types of Daqu have different microbial sources. Raw materials and
environment determine the quality of Daqu. Specific production areas have specific
microbial communities, forming a unique microbial structure in Daqu and giving Daqu
a specific flavor type. In addition to these natural factors, the quality of Feng-Flavour
Daqu also depends on our artificially cultured enhanced strains. In previous experiments,
we also tried to use non enhanced strains, but the quality is poor. Therefore, the quality
of enhanced strains is also one of the key factors affecting the quality of Feng-Flavour
Daqu.
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Abstract. Visualization is one of the important components of data science. This
paper presents amethod that utilizes the functional annotations of human genes for
identifying, analysing, and visualizing the most important and highly represented
biological process functions in disease mutations. The analysis and visualization
of human gene functions are important for understanding disease progression,
gene-disease associations, and disease-gene-mutation relationships. In the past
two decades, a number of research projects have been proposed for the analysis and
discovery of gene functions and gene functional annotations. However, little work
has been done for the functional analysis and annotation of mutations and genetic
variants. Effectively identifying significant genetic functions of disease mutations
can benefit medical applications related to genetic treatment of hard diseases
like some cancer types. We present experiments and results involving more than
25,000 human genes with more than 220,000 genetic mutations from two of the
most commonly used mutation databases. We used heat maps for visualization
of the clustered biological process functions from the Gene Ontology among the
disease mutations.

Keywords: Data visualization · Gene functional visualization · Disease and
gene mutation

1 Introduction

In Data Science, visualization of data and results is an important step to understand the
problem solution and the data attributes. Data Science is a discipline that relies mainly
on data to solve problems, extract knowledge from data, and find important patterns [23–
36]. In this paper, we use visualization as a tool to illustrate the importance of certain
(biological) functions in the context of disease mutations. We will explain the problem
and show how data visualization can help in understanding the task and the solution.
In genomics, one of the important areas of research, is the discovery and assignment
of gene functions; also called gene functional annotation [1–3]. In general, any change
in the DNA sequence (of a gene) is called a mutation or genetic variant [1–5]. Such a
change can cause one or more diseases or medical conditions and so it is important to
study and understand the mutations [3–5].
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Typically, the change in the DNA is called polymorphism if it is common in the pop-
ulation and appears frequently [6–8]. Moreover, each mutation can be roughly classified
into: benign or pathogenic; such that benign mutations, also called neutral, do not cause
diseases while pathogenic mutations are related to diseases. That is, if a mutation affects
the functionality of a gene in the negative way then it can cause a disease or medical
condition [6, 7, 9]. The most common type of genetic variation is the Single nucleotide
polymorphism (SNP) and is caused by only one change in one nucleotide in the DNA
sequence [6]. Diseases and medical conditions resulting from changes in the DNA are
collectively called genetic disorders [6, 7]. Among the most active genetic diseases are
sickle cell anemia, homeochromatosis, and cystic fibrosis [6]. In the context of gene
mutations and genetic variants, the most common research areas include: – classifying
mutations into pathogenic or neutral mutations [2, 4]; – mutation disease associations
[9]; – discovering new gene mutations [7, 10]; and – analysis of mutation functions
[2, 9, 11, 12]. This paper contributes into the general area of functional genomics and
data visualization. The functional genomics field is interested in analyzing and discov-
ering new functions of the various biological entities such as genes. In the general area
of functional genomics, we are focusing in this paper in the analysis, exploration, and
visualization of mutation functions. Specifically, we would like to identify, highlight
and visualize the most important and most highly represented functions among disease
mutations. The proposed technique relies primarily on the graphics and visualizations
of mutation functions from the Biological Process taxonomy in the Gene Ontology.
We employ the functional gene annotations (GOA) from the Gene Ontology (GO) to
identify important and significant Biological Process functions related to mutations. We
conducted experiments with large number of mutations obtained from two commonly
used mutation databases [1–3]. The main goal is to identify the most represented (most
prominent) biological process functional annotations from the GO related to disease
mutations. Then, we use data visualization to illustrate the identified (biological pro-
cess) functions that are important and highly represented, and will be illustrated with
heatmaps for effective and accurate visualization of these important functions.

2 Identification and Visualization of Biological Process Functions

In this work, we would like to identify the most important biological process functions
that can be associated with one or more mutations. Then, we utilize heatmap for visual-
ization and analysis of the most important functions in the context of mutations [16–22];
which will help in identifying the functional consequences of a givenmutation [2–5, 13].
A pathogenic mutation is typically associated with some malfunctionality at the gene
level in stopping the gene from performing its functions normally. Such a pathogenic
mutation may affect one of the gene functions which may include, for example, absence
of gene function [3]. Using the Biological Process (bp) taxonomy of the Gene Ontology
(GO) [5], we want to find which function is enriched more in the given target mutation,
or in the given target set of mutations. For functional annotation of genes and all genetic
data, the GO is the most widely used as it is the main and most comprehensive resource
of functions [12, 14, 15]. The gene ontology consists of three taxonomies: biological
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process, molecular function, and cellular component. Each one of these taxonomies is a
tree-like directed acyclic graph (DAG). In the biological process taxonomy, each func-
tion is a node in this tree. Our proposedmethod is based on identifying themost common
bp functions for the given mutation set and illustrate them visually with red, yellow, and
green in a heatmap.

For a given set of mutations M = {m1,m2, . . . .,mn}. , n ≥ 1, we would like
to explore and visualize the set of functions that are highly important for the given
mutations. Firstly, we retrieve all the genes associated with each mutation in the given
mutation set. Then, we extract all the bp functions from the pb aspect (taxonomy) of the
GO for all the genes associated with the mutations. That is, for each gene gi associated
with some mutation M = {m1,m2, in the set M., we obtain the pb annotations from
the gene ontology annotation database (GOA_human [14]). We illustrate the important
set of functions (bp function terms) using heatmap visualization. The most important
functions will be in (dark) red.

3 Data, Experiments, and Result

Themain goals and contributions of this work are: i- to identify the most represented and
most important biological process functions of disease mutations; and ii- to visualize
them proficiently and effectivelywith heatmaps to assist and simplify functional analysis
of mutations. For the first goal, we used two of the most commonly used mutation
databases.

3.1 Gene and Mutation Data

We utilize the following sources for mutation data and gene information in this work:

– We used the following two sources for mutation data: UniProt humsavar mutation
data; and Clinvar: which is part of NCBI [1–3].

– For annotations, we used the Gene Ontology (GO), which is widely used as the main
source of functional annotations of all genetic data [12, 14–16, 21].

– For human gene functional annotations, we relied on the GOA_human database [14]
{note: GOA_human contains ~ 600K annotations}.

The gene functional annotations from the gene ontology (GOA) for all human genes
(GOA_Human), using only the bp taxonomy, contains:

Goa_human total # of bp annotations 152396

Goa_human total # of bp annotated genes 17716
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3.2 Result with UniProt Humsavar Mutations Data

The Uniprot HumSavar data contains ~78K mutations as follows:

Disease mutations: 30485

Polymorphisms: 40032

Unclassified variants: 7934

Total: 78,451

We used 2450 genes from the humsavar disease mutations database.
For the first experiment, we analyzed the top 100 genes in humsavar that are highly

represented in the diseasemutations compared to the polymorphisms. Then,we extracted
all the bp functions of these genes. The genes and bp functions are illustrated in Fig. 1(a)
and Fig. 1(b) respectively. Figure 1(b) illustrates the heatmap visualization of the top
20 bp functions (from the GO) associated with the highest represented genes enriched
in the disease/pathogenic mutations in the humsavar database.

For the highest 50 represented genes in humsavar, we found 730 bp functions, with
a total of 1,171 gene-bp pairs. The top 50 bp functions associated with these 50 genes
are illustrated in Fig. 1(c). Then, we analyzed the top 100 represented genes: we found
1,364 bp functions, with a total of 2,396 gene-bp pairs. To identify the most common
bp functions associated with these 100 genes, we illustrated them in Fig. 1(d). Then, we
compiled and sorted all disease mutations based on diseases, for a total of 4,247 diseases
and 30,182 mutations (we found 303 mutations not assigned to specific diseases) with
the following details:

Top 10 diseases have 2253 mutations

Top 20 diseases 3513 mutations

Top 50 diseases 6398 mutations

Top 100 diseases 9625 mutations

By analyzing the top 100 diseases associated with 9625 mutations, we found 119
genes, which include 1,677 bp functions (for these 119 genes), and 3,104 bp-gene pairs.
The results are illustrated in Fig. 1(e). As shown in Fig. 1(e), the heatmap is a conve-
nient way to visualize and explore the most important and most common pb functions
associated with these highly mutation-populated diseases.
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Fig. 1. The top 100 enriched genes (disease-polymorphism), along with the top bp functions
associated with the genes in the Humsavar dataset

3.3 Results with the ClinVar Mutation Database

The ClinVar database contains more than 82,000 mutations divided into two classes,
benign and pathogenic as shown Table 1. We conducted experiments using the ClinVar
mutations to analyze and explore the most important and most represented bp functions
among the mutations.We are mainly interested in disease mutations.We used the benign
mutations as a control group for the analysis with the disease mutations to identify the
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highly represented bp functions. Table 2 shows a sample of threemutations fromClinVar.
These are pathogenic mutations associated with multiple genes as shown in the table.

Table 1. In ClinVar we studied 82 K mutations that are pathogenic with 9270 genes

Type # of mutations # of genes # of associated conditions

Pathogenic 82321 9270 7473

Benign 72070 9044 2572

Table 2. Sample of three mutations (from the ClinVar db) with their associated genes

Mutation # of genes Genes

GRCh37/hg19
17q12(chr17:34815551–36307189) × 1

12 ACACA, LHX1, TADA2A,
HNF1B, AATF, DHRS11,
GGNBP2, MRM1, MYO19,
TBC1D3F, PIGW, C17orf78

GRCh37/hg19
8p23.1(chr8:8093169–11935465) × 1

21 BLK, CTSB, FDFT1,
GATA4, MTMR9,
PPP1R3B, SOX7,
FAM167A, SLC35G5, ERI1,
RP1L1, CLDN23, PRSS55,
C8orf74, NEIL2, XKR6,
PRSS51, MIR124-1,
DEFB135, DEFB136,
DEFB134

GRCh37/hg19
1q21.1–21.2(chr1:144368497–148636756) × 1

31 BCL9, FMO5, GJA5, GJA8,
PEX11B, CHD1L,
PDE4DIP, RBM8A, PIAS3,
POLR3C, TXNIP, CD160,
RNF115, ACP6, GPR89B,
POLR3GL, LIX1L, HJV,
ANKRD35, NBPF12,
NBPF11, NUDT17,
NBPF15, ANKRD34A,
TCH2NLA, NBPF9,
PPIAL4D, GPR89A,
NBPF10, TRN-GTT9-1,
TRQ-CTG3-1
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We analyzed the top 10mutations having the highest number of genes inClinVar (see
Table 2). These 10 mutations are associated with a large number of bp functions ranging
from 2,810 bp functions to 4,607 bp functions per mutation. The top bp functions for
the first ten mutations are illustrated in Figure 2.

Fig. 2. A heatmap visualization of the bp functions of the top ten mutations in ClinVar
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4 Results and Discussion

Figure 3 and Fig. 4 illustrate the most represented bp functions among the top Clin-
Var disease mutations associated with the greatest number of genes. We identified
the following bp functions are highly represented among the top 10 mutations (Figs. 3
and 4):

GO Id bp function Total # of annotations

GO:0007186 G protein-coupled receptor signaling pathway 1073888 annotations

GO:0045944 Positive regulation of transcription by RNA
polymerase II

147360 annotations

GO:0006357 Regulation of transcription by RNA polymerase
II

639814 annotations

GO:0000122 Negative regulation of transcription by RNA
polymerase II

66037 annotations

We analysed all the genes associated withHumsavar mutations (see Sect. 3.2) which
includes ~ 30Kdiseasemutations and ~40Kneutral, and the results are in Table 3 and also
illustrated in Fig. 5. As shown in the table, the human genes: F8 coagulation factor VIII
(gene Id: 2157), SCN1A sodium voltage-gated channel alpha subunit 1 (gene Id: 6323),
and FBN1 fibrillin 1 (gene Id: 2200) are highly over-represented with the pathogenic
mutations, as compared to the control group (polymorphism). Table 4 lists the most
important biological process functions associatedwith the top 50most represented genes
in the disease mutations in Humsavar. For example, the bp function, G protein-coupled
receptor signalling pathway (GO:0007186, see Fig. 6), is the most common biological
process function among the top 50 genes associated with mutations the humsavar data.
In analysing the most represented 100 genes in the disease mutations, we identified
the top 20 biological processes as shown in Table 5. We verified these results from the
literature, and with theQuickGO.We found that GO:0007186 (Table 4) has more than 1
million annotations, whereas GO:0008543 (Table 5) has more than 11,000 annotations
(even though it is located at the 9th level, as shown in Fig. 6). These two functions are
shown in Fig. 6 respectively.
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Fig. 3. The most highly represented bp functions
of the top 5 ClinVar disease mutations with the
highest number of genes

Fig. 4. The most highly represented bp
functions of the second five disease
mutations in ClinVar
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Fig. 5. Illustration of the top 20 highest represented genes among the disease mutations

Fig. 6. Illustration of two of the most important biological process (bp) functions from the gene
ontology (bp taxonomy) from QuckGO
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Table 3. The top 20 genes that are highly represented in the disease mutations compared with
polymorphism in Humsavar

Gene name # of neutral mutations # of Disease mutations Diff: Disease -
Polymorphism

F8 7 472 465

SCN1A 12 405 393

FBN1 19 393 374

PAH 1 222 221

ABCA4 22 231 209

MYH7 9 203 194

GLA 6 180 174

AR 4 169 165

GBA 9 169 160

ATP7B 26 183 157

SCN5A 46 193 147

COL4A5 7 145 138

ABCD1 1 138 137

F9 4 139 135

CPS1 7 141 134

NPC1 16 150 134

GALT 1 134 133

KCNQ1 2 135 133

RET 9 139 130

VHL 4 134 130

Table 4. The top 20 bp functions for the top 50 most represented genes in Humsavar

Bp function Count

GO:0007186 G protein-coupled receptor signaling pathway 15

GO:0000050 Urea cycle 12

GO:0071805 Potassium ion transmembrane transport 12

GO:0035725 Sodium ion transmembrane transport 11

GO:0002027 Regulation of heart rate 10

GO:0007596 Blood coagulation 9

(continued)
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Table 4. (continued)

Bp function Count

GO:1902476 Chloride transmembrane transport 9

GO:0000122 Negative regulation of transcription by RNA polymerase II 8

GO:0001501 Skeletal system development 7

GO:0030198 Extracellular matrix organization 7

GO:0030199 Collagen fibril organization 7

GO:0043312 Neutrophil degranulation 7

GO:0045944 Positive regulation of transcription by RNA polymerase II 7

GO:0060048 Cardiac muscle contraction 7

GO:0006508 Proteolysis 6

GO:0045893 Positive regulation of transcription DNA-templated 6

GO:0071320 Cellular response to cAMP 6

GO:0086010 Membrane depolarization during action potential 6

GO:0086011 Membrane repolarization during action potential 6

GO:0097623 Potassium ion export across plasma membrane 6

Table 5. The top 20 bp functions for the top 100 most represented genes in Humsavar

Bp function Count

GO:0008543 Fibroblast growth factor receptor signaling pathway 32

GO:0045944 Positive regulation of transcription by RNA polymerase II 28

GO:0008284 Positive regulation of cell population proliferation 25

GO:0007186 G protein-coupled receptor signaling pathway 19

GO:0030198 Extracellular matrix organization 16

GO:0045893 Positive regulation of transcription, DNA-templated 16

GO:0,001,501 Skeletal system development 14

GO:0007596 Blood coagulation 14

GO:0035725 Sodium ion transmembrane transport 14

GO:0000122 Negative regulation of transcription by RNA polymerase II 13

GO:0000050 Urea cycle 12

GO:0007601 Visual perception 12

(continued)
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Table 5. (continued)

Bp function Count

GO:0030199 Collagen fibril organization 12

GO:0071805 Potassium ion transmembrane transport 12

GO:0043066 Negative regulation of apoptotic process 11

GO:0002027 Regulation of heart rate 10

GO:0042632 Cholesterol homeostasis 10

GO:0055114 Oxidation-reduction process 10

GO:1902476 Chloride transmembrane transport 10

GO:0008285 Negative regulation of cell population proliferation 9

5 Conclusions

We presented the results of our work in finding the most important biological process
functions that can be associated with disease mutations. We analysed the most com-
monly occurring biological process functions with disease mutations, as compared with
polymorphisms or benign mutations. We found that highly represented functions are
very informative and can be explored effectively with heatmap visualization. Identify-
ing the most important functions for a given disease mutation, or a set of mutations,
can lead to advances in other areas like gene-disease association analysis and mutation
pathogenicity analysis. We found that identifying some highly represented and enriched
genetic functions for disease mutations to be very helpful and informative for other
important tasks like drug discovery and genetic discovery for disease treatment. This
shall ultimately lead to advances in medical applications related to genetic treatment of
hard disease like certain types of cancers.
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Abstract. The Sun’s atmosphere is a hot, high pressure, partially ion-
ized gas, that overcomes the Sun’s gravity to create a flow of plasma that
expands out into the solar system: a phenomena that is called the solar
wind. The solar wind comprises the continuous and dynamic streams
of plasma released from the Sun. Some of the physical properties of
these plasma streams (composition, charge state, proton entropy) can
be determined in the solar corona and remain non-evolving as the solar
wind parcels expand into the heliosphere. These properties can be used
to connect in-situ measurements to their coronal origins. Determining
how solar wind parcels differ based their coronal origins will reveal the
nature of physical processes (such as heating and acceleration) involved
in their formation. Studies up to this point have largely relied upon statis-
tical methods, characterizing the wind into groups such as fast and slow
wind. Other methods have been used to detect signatures that represent
transient events, such as interplanetary coronal mass ejections (ICMEs).
The boundaries representing physical distinctions between the groups
usually have included an aspect of them that was subjective. In the past
few years, there has been a growing push to use machine learning in the
field of heliophysics, in the form of (including but not limited to) pre-
dicting conditions in the solar wind/time series regression, identifying
coronal features/events in solar images, and to serve as a tool to reduce
subjective bias when determining solar wind groups. Here, we examine
how machine learning, applied to several case studies of the solar wind,
has the potential to link the physical properties measured in-situ to the
origin of the wind at the Sun. We evaluate the robustness of the results of
two different methods, comparing their performance. We discuss caveats
that may arise when applying such techniques. Finally, we identify their
strengths and define what aspects would be beneficial in continuing to
develop machine learning approaches to this field.
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1 Introduction: The Solar Wind

Space plasma is a substance which consists of a partially or fully ionized gas,
created by the high temperature environment of a star. The solar plasma con-
sists of protons (ionized hydrogen), helium, and trace heavier elements. Solar
wind particles have varying degrees of ionization (here, their charge state). The
abundance elements or individual charge states are typically represented as a
ratio of densities (elemental abundance ratios and charge state ratios, respec-
tively). Some widely used examples of these are with oxygen: O7+/O6+ and
carbon: C6+/C5+ (the plus symbol indicates the number of positive charges in
the atom) [8]. These solar ions are heated, accelerated, and released from the Sun
in the form of a constant, dynamic stream known as the solar wind. The solar
wind expands nearly radially from the Sun as it overcomes its gravitational pull,
and flows out into the solar system to form the plasma bubble that is known
as the heliosphere. Periodically, disturbances on the Sun and in the solar wind,
such as interplanetary coronal mass ejections (hereafter: ICMEs), solar flares,
and high speed streams will propagate outward into the heliosphere, and these
disturbances can encounter and interact with planetary magnetospheres and
atmospheres. These ever-changing conditions influenced by the Sun are referred
to as space weather phenomena [14].

Space weather’s impact at Earth is a part of the fundamental processes that
operate in its magnetosphere. Energy, stored in the magnetotail, is released due
to the build up through interactions with space weather disturbances, and is
transmitted along the magnetic field lines, funnelling at Earth’s magnetic poles
[1]. Energized particles enter the upper atmosphere here, and they excite atmo-
spheric gases which manifests as a glow: the aurorae. Space weather events can
lead to major disruptions of Earth’s magnetosphere, which are referred to geo-
magnetic storms [1].

Geomagnetic storms pose a continual and significant risk to the technological
presence in the magnetosphere. The primary risk for technological systems is to
their onboard electronics and power systems [1]. Disturbances in the local space
environment can also affect spacecraft communications and ranging, and can
enhance drag on satellites. This can lead to premature de-orbiting and loss of
spacecraft [1,7,9].

Space Weather also can have a consequential impact to life on the surface.
FEMA’s 2019 Federal Operating Concept for Impending Space Weather Events
lists Space Weather as one of the top potentially catastrophic risks, explaining
that a solar storm can cause “systemic cascading impacts, destroying infrastruc-
ture critical to the national economy and security” [4]. One of the most famous
events is the long retold 1859 “Carrington Event”. Twice as large as any solar
storm in the past 500 years, it would lead to induced electrical currents in metal
water pipes, sparks leaping from telegraph operating stations, and an auroral
oval seen as low as Honolulu at (roughly) 21◦ N latitude [14]. It is predicted that
if a Carrington-class solar storm were to hit Earth today, it could cost between
1–2 trillion USD to the U.S. in damages (2008 estimate) [6]. Even today, space
weather greatly impacts high latitude nations in both atmospheric and surface
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effects–to the point that such considerations are integrated into their infrastruc-
ture funding [1,4,7]. It is without question that our reliance, utilization, and
exploration of the space environment will require a greater understanding of
real-time and predicted solar wind conditions. This work will focus on the for-
mer, although the latter represents one of the leading applications of machine
learning methods in heliophysics. Here, we will focus on solar wind characteriza-
tion as a means of better understanding connections to the solar corona, and to
qualify in-situ conditions in a set of “states” that allow for improved assessment
of geomagnetic impact.

Solar wind measurements are largely grouped into two categories: whether
the bulk proton speed is relatively slow or fast [2,12,17,18]. This allows for
an effective, simple separation of wind types [5]. Unfortunately, the two-group
solar wind classification scheme is not necessarily unique, and ultimately up to
subjective choice; there are considerable statistical differences between differ-
ent types of solar wind when other physical parameters are included (e.g. x-
ray emissions from coronal holes, elemental composition, and ion charge states)
[17,18]. Aside from a wind speed categorization being less adequate for distin-
guishing solar source regions, it also does not account for co-rotating interac-
tion regions (CIRs)–“compression regions when high speed streams meet slower
speed streams”. These CIRs, particularly in the ecliptic, can cause slow wind to
speed up and faster wind to slow down, muddying possible signatures to coro-
nal sources [2]. Because of the statistical complexity of solar wind data, and the
subjectivity introduced through standard procedures, machine learning has been
implemented as a tool to help solve the problem as to how in-situ solar wind
measurements could be objectively characterized.

2 K-Means: Spatially Separate Clusters

When introducing machine learning to this problem, it is important to note that
there are many different kinds of clustering methods that have been developed–
one such method that limits subjective choice is using the K-Means algorithm.
Because there is no label placed a-priori upon the training data, the algorithm
is considered unsupervised (supervised methods such as neural networks often
have “flags” in the training data that help them determine a weighting function.
The hyperparameter that is selected by the user in this algorithm is the value
‘K’, which is the number of clusters that will be in the output of K-Means. From
this, there will be ‘K’ cluster centers, referred to as centroids, that represent all
of the nearest points. The K-Means algorithm originates from the 1957 work by
Hugo Steinhaus [13]. A pseudocode can be found in Algorithm 1. K-Means starts
by randomly1 assigning a “k” amount of cluster centroids onto the high dimen-
sional data. Then, the distance from each point to the centroid is calculated.
The clusters are formed by labeling data samples with the centroid has the least
distance to that sample (e.g. each cluster has points that are “closest” to the
1 This initialization can be made with the partial help of an algorithm, in order to

improve the quality of the results.
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each centroid). At this point, there are k-number of groups of data, each with
a label corresponding to the cluster which that data belongs. Now, the average
value of each dimension in each cluster is taken, and that average becomes the
new centroid position for that cluster. With the centroid reassigned, the clos-
est points are taken once again (possibly being a list somewhat different from
before), and the process repeats–until the centroid positions cease “shifting”
very much (or after a certain number of repititions). At this point, the clusters
are considered “stable”, and the resulting clusters are the final output of the
k-means algorithm. Strengths of this algorithm relate to how the boundaries
between characterized groups are determined autonomously by the data (e.g.
the method is data driven). The approach is also very simple in terms of how
machine learning algorithms operate: it is both transparent and easily re-created.

Algorithm 1: K-Means (X, k)

1 Input:
2 X = [x1, x2, . . . xN ]: input data.
3 k: the number of clusters in which to organize the data.

4 Output:
5 C = {c1, c2, . . . , ck}: cluster centers.

6 Begin.

7 Randomly select k data points as initial cluster centers.

8 Repeat.
9 Reinitialize all partition subsets as empty.

10 S1 = S2 = . . . = Sk ={}.
11 Assign each data to the closest cluster center.
12 For i ∈{1, 2, . . . .N} do:

13 l =argmin{j∈1,2,...,k}‖xi − cj‖2;

14 Sl = Sl ∪ {xi};
15 End

16 Update cluster centers.

17 For j ∈{1, 2, . . . , k} do:

18 cj =
∑

i∈{1,2,...,N}xi∈Sj
xj/|Sj |;

19 End
20 Until the cluster assignment converges;

21 End

In the context of heliophysics, this algorithm was applied in a study by
Roberts et al. (2020) [12]. The goal of this paper was to explore how an objective
classification scheme could identify different states of solar wind and explore how
those ML identified solar wind states compared to the more subjectively classi-
fied solar wind types that have been the typical standard in heliophysics. Aside
from the measured physical parameters, non-local variables to quantify solar
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wind turbulence such as cross helicity and residual energy were introduced. The
cross helicity is a “measure of how purely the mode of the wind fluctuations is
that of an Alfvén wave (σC = ±1)”. Such waves tend to propagate outward from
the Sun, and the sign is determined by the direction of the mean magnetic field
[12]. They initially started with a K = 8 category scheme (including the cross
helicity and residual energy), and then a K = 4 scheme, based on the Xu &
Borovsky 2015 variables (to see how their groups would compare to those found
by this method). In this case, Euclidean distance metric was used as a starting
point for this data. Ultimately, they were able to attribute solar source features
to the output of their K-Means, and even were able to isolate a group which they
believed aligned closely with ICMEs. This work shows the utility of K-Means
in classifying solar wind states and the potential for future application as an
automated “scientist in the loop” when more traditional identification is not
feasible (or when to determine when is best for a satellite to use a certain mode
of operation) [12]. In our work, we will examine the stability and consistency
this approach, and consider the best practice when the applications of K-Means
is concerned.

K-means serves as a great starting point because of its ease of use and its
suitability for solar wind data behavior [5]. Additionally, it is a fairly intuitive
unsupervised learning algorithm, making it somewhat feasible to trace and diag-
nose. The algorithm is run using the magnetic field strength, plasma density, pro-
ton speed, O7+/O6+ charge state ratio, the relative abundance of iron (Fe/O),
the average charge state of iron, as well as the time correlations known as cross
helicity and residual energy, with measurements taken by the Advanced Com-
position Explorer (ACE) in a time span that featured a high amount of ICME’s,
dating from November of 2002 to May of 2004. The data was pre-processed
(normalizing from 0 to 1, associated with the minimum and maximum of each
physical parameter, respectively), and the non-local variables cross helicity and
residual energy were calculated to form a time series. There are several options
for choice of distance metric, so Euclidean was selected as (quite literally) the
most straightforward; although there may be merit to using k-medians, accord-
ing to a few atmospheric in-situ particle studies. Because this is left to the user’s
choice, it is considered subjective, although the choice of a straight-line distance
between points is standard practice when exploratory work like this is being
done.

Once this is done, the delineation of groups shouldn’t be along any single
parameter (which would imply that all the other parameter spaces were uniform).
This can be used to assess the quality of the clusters. To verify the validity of
this demonstration, the results were compared and visualized in a subset of the
data ranging from May to September of 2003. The differences in trials will serve
to give a rough evaluation at how strong the groups identified by K-Means are
(their stability), and demonstrate how well K-Means can classify solar wind.

Starting multiple trials of K-Means describes a larger story about the con-
siderations that should be taken when using techniques such as this, shown in
Fig. 1. It is seen that individually, they show some distinctions between the solar
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wind types (labelled by numeric value and colored to distinguish types). We
see overlap, which is important, because it shows for instance that the training
using the nonlocal variables didn’t control the behavior of the data-if we only
saw clean, straight-line boundaries in these projections, it would imply that
the other parameters were not affecting the result; however, over various trials
with the same starting inputs, the resulting outputs differ quite a lot. The col-
oration is done to approximate the general “type” of cluster that it is associated
with, as the numeric labels are un-connected to the characteristics of the groups
(although, the cyan colored cluster is used to highlight an overlap that previ-
ously didn’t exist (Fig. 1)). What this demonstrates is that the positions of the
central values in this space, and the resulting qualities of the clusters can have
inconsistencies-the algorithm on this data doesn’t behave the same way every
time.

Fig. 1. Three trials of K-Means (k = 8) on ACE data. The data is projected onto two
of the training variables: cross helicity σC and residual energy σR

For K-Means, the clusters display similarities (in general) to the ones listed
before (and the variations over the trials still persist). As a result, groups of
data which accounts for different characteristics of solar wind can be formed.
When projected onto physical variables, these groups can show distinctions from
one another and–when examining properties of the centroid positions–exhibit
“typical” characteristics of the group they have been clustered into. The method
is simple, and quick to run which makes subsequent trials easily attained. There
are a couple trends to note when using k-means to perform cluster analysis to
the goal of understanding solar wind origins. The first is that the coronal feature
in which a group belongs is dependent on the user’s interpretation of parameter
values. As discussed later, there are a few ways this can be analyzed, like in
the case of ICME’s. They can also be compared to classically attained solar
wind groups to search for how well a data driven feature compares. Future work
would require a potential statistical analysis to understand how much of the
data controls each group, and why a certain k value should be chosen to seek
said groups; Heidrich-Meisner & Wimmer-Schweingruber (2018) demonstrated
by justifying their choice heuristically. The choice of k value remains subjective,
but there could be further steps explaining why we constrain to a certain number
of groups. Lastly, there is the fact that these clusters appear to be sensitive to
the initial centroid starting positions, which are random. As multiple trials are
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run, the boundaries of the groups appear to shift, indicating that the stability
of these clusters is not as strong as previously considered. This is possibly due
to the behavior of solar wind data making classification in this exact parameter
space difficult, or suggests the notion that the k-value may be too high (Xu &
Borovsky parameters showing much more stability than the selected raw ACE
set).

2.1 ICME Characterization

There is a unique ability demonstrated when applying machine learning tech-
niques to capture behavior of ICME activity, in a way that is registered in the
time series analysis. Here, the potential for how ICME’s could be captured using
unsupervised techniques is demonstrated, and new ways solar wind observations
could be characterized (and how ICME’s would potentially perform with that
metric) are proposed.

The first step was to revisit k-means clustering. Using expected temperature,
Alfven Speed, and Proton Entropy (taking the log base 10 of these values), the
Xu and Borovsky variables [17] are applied, in the same date ranges as before.
Information regarding ICMEs came from the 2010 Richardson and Cane study
which catalogues and summarizes the denoted average values [11]. Instead of 8,
4 clusters were used when originally making separations in clusters in a three-
dimensional parameter space.

Using the centroid positions, the result is projected onto the wind speed and
O7+/O6+ ratio time series (Fig. 2). Of note, there was a remarkable isolation of
ICME periods evidenced in the proton speed time series and the charge state
ratio of oxygen. In Fig. 2, normalized components of the magnetic field indicate
magnetic polarity, and in the O7+/O6+ charge state ratio time series, the blue
horizontal line is a threshold that indicates enhanced heavy ion phases from a
2009 paper by Zhao et al. [19]. There are complementary interpretations of these
results afforded by how strongly these clusters have separated; for example, the
violet group tends to have high wind speeds and very low O7+/O6+, making it a
good candidate for the coronal hole wind. The lime green cluster is the proposed
ICME group, and what is seen in Fig. 2 is a general trend where each published
Richardson ICME is in close proximity to this cluster. This corresponds well
with the heavy ion ratio plot, where large peaks are also greatly aligned to the
listed ICME events. This isn’t perfect, and there are instances where the lime
green group is absent of the ICME series, but this overlap was determined in a
hands-off approach (nothing told k-means to look for ICME events, but rather
the training set was supplied with a time frame of a relatively large amount of
ICME’s). In all, this motivates future work into closely examining how ICME
groups may be extracted, and testing different scenarios that might improve our
ability to identify and characterize ICME’s.
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Fig. 2. Clusters from K-Means (K = 4) trained off Xu & Borovsky 2015 variables [17],
projected onto solar wind speed (top) and O7+/O6+ charge state ratio (bottom). Blue
bars on the top series are averages and durations from the Richardson and Cane ICME
list [11]. (Color figure online)

3 UMAP: Latent Features

In Uniform Manifold and Projection (UMAP), like K-Means, the physical
parameters behave like spatial dimensions [2]. The practice of forming a lower-
dimensional manifold on the higher dimensional dataset is the design philosophy
behind the UMAP algorithm: to learn the topological structure of the manifold
and to find a lower dimensional representation of the data that has “an equiv-
alent topological structure”. The result is the transformation of the input data
into a “much simpler [representation] that still [captures] meaningful structural
features of the original dataset” [2]. A manifold and projection scheme expresses
that multidimensional dataset and its behavior in “a much smaller number of
latent features” [2]. In this new representation of the data, called the reduction,
the groups can be clustered using unsupervised learning techniques. The con-
sequence of trying to do this on a high dimensional and non-uniform dataset
is that the manifold isn’t exact; rather, it is a “fuzzy” simplification that uses
stochastic gradient descent to form an approximation that is close to the true
topological structure. The concept for UMAP originally came from the formu-
lation by McInnes, Healy, and Melville [10]. Once a reduction is created to rep-
resent the input set, the data points must be assigned according to which group
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they belong to; UMAP does not do this by itself. Rather, it organizes the data
to a lower dimensionality to primarily represent the structure of the data. To
attain the clusters in this reduction the Hierarchical Density Based Spatial Clus-
tering for Applications with Noise (HDBSCAN) algorithm will more objectively
determine the boundaries–and even the total number–of clusters.

The HDBSCAN algorithm finds “dense” clusters, and “constructs a hierar-
chical tree of contiguous regions of density”. Once all of the points fall into this
hierarchical tree, it is simplified to yield a “single flat clustering” that labels
each point as a “cluster identity, or as noise” [2]. This noise group is what
HDBSCAN determines to be un-classifiable, as it doesn’t quite fit well into the
cluster identities it uses to form the hierarchy for the other groups. In an ideal
case, K-Means and HDBSCAN can produce similar results; however, HDBSCAN
can form non-linear boundaries for more complex cluster shapes such as rings,
and crescents [3]. HDBSCAN does not have the number of clusters specified a-
priori–this means that the algorithm is agnostic to the number of groups (of solar
wind, in this case) that exist in the data. This improves the ability of provide
exploratory work without biasing the approach with the number of groups that
could be “sought out”. For all of these reasons, HDBSCAN is ideal for handling
the various topologies that arise from the reduction output of UMAP.

These algorithms were used in unison by Bloch et al. (2020) in order to
apply them to the problem of characterizing in-situ solar wind data. In this
study, they used the advantages of the Ulysses mission, which orbited in an
inclined plane that took it to ±80◦ in heliolatitude, allowing direct sampling
of polar coronal hole wind [16]. This is important, as most satellites lie close
to the ecliptic, where they receive more slow and equatorial coronal hole wind–
using the Ulysses mission (in particular when it crossed a relatively wide latitude
range in a brief period of time) allowed for the sampling of a more diverse set of
wind data in which to classify. In Bloch et al. (2020), they applied two different
methods: Bayesian Gaussian Mixture (BGM) scheme, and then a combination-
approach of the UMAP & HDBSCAN. Their results were impressive, as the
process yielded a representation of the data in a feature-space, and uniquely
derived solar wind types that were well aligned with coronal features. There was
a particular focus on making each step as objective as possible, even when it
came to deciding the number of groups themselves (where K-Means is determined
by the user). They found significant overlap in the identified solar wind types
with the more traditional solar wind speed separation scheme, but disparities
revealed morphological differences between coronal hole wind structure observed
at high latitude and in the ecliptic, particularly when identified via the UMAP
scheme. In our work, we examine more closely this UMAP scheme, because
it was presented as a response their BGM scheme’s drawbacks (so that the
distribution of parameters would not be assumed, and to further remove points
of subjectivity) [2].

By using data from the Ulysses mission, a wide latitudinal range was rep-
resented, as well as the selection in solar wind parameters that are considered
non-evolving past the corona (e.g. average iron charge state, iron to oxygen ratio,
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alpha to proton ratio, etc.) [2]). Here, we test the robustness to input config-
uration of their results when applied to the Ulysses data, and we discuss the
potential implications of the hyperparameter selection.

The relatively wide range of solar latitudes that Ulysses covered can be
examined directly in periods known as the fast latitudinal scans. This ran
from the approximate dates of 15/08/94–20/08/95, 01/11/2000–01/11/2001, and
01/02/07–01/02/08. Classification could then be made with parameters that are
considered non-evolving as the solar wind traveled to the distance of the Ulysses
orbit. Namely, these are the O7+/O6+ ratio, the proton entropy, the C6+/C5+
ratio, the average iron charge state, the iron to oxygen ratio, and the alpha
to proton ratio. The observations were once again min-max normalized from 0
to 1, and UMAP was applied to uncover the underlying structure of a dataset
by reducing its dimensionality to a small number of latent features. In effect,
the machine learning algorithm “learned” the topological structure of the man-
ifold. In training the UMAP algorithm, the hyperparameters used are shown in
Table 1. According to Bloch et al., they chose their neighbourhood value in order
of have a “balance between hyper-localised structure and totally-global struc-
ture”. They chose their minimum distance in order “[give] the algorithm the
most freedom to accurately represent the data in the lower-dimensional space”.
The spread was chosen to ”ensure that there is enough distance between clusters
for the clustering algorithm to appropriately capture the results” [2]. Here, we
vary the distance metric to test the robustness of the results.

It is here that should be noted that the rigorous testing of this algorithm
in this context is incomplete–in a more ideal implementation, a score would be
prescribed to the approach and hyperparameters would be more varied to more
exhaustively determine the configuration for the machine learning algorithm. For
example, the Normalized Mutual Information (NMI) score, upon iterating over
combinations of inputs (which can be done programatically by using gridsearch),
can provide more solid justification for these choices. With that said, part of the
sensitivity of this approach to these changes can be seen by adjusting just one
of the hyperparameters; here, the distance metric.

Shown in Fig. 3a, the correlation distance metric was used to obtain clean,
easily identifiable clusters. How this metric operates is by taking the linear cor-
relation between subsequent samples. To see how this affected the clustering,
the classes were projected onto physical data was examined to test the robust-
ness of the topological behavior of the data (as with the multiple trials of the
k-means scheme). As a reminder, this is being done to use the data to make
a division in the distributions of physical solar wind values-nothing about the
choice in hyper-parameters is informed by this; however, this means that the way
the unsupervised learning methods make that cut needs to be examined. This is
done here by changing the distance metric parameter and comparing both the
reductions and projections of cluster indices onto the physical parameters. What
follows is an example of visualizing the method’s robustness to hyperparameter
input.
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Table 1. Hyperparameters used in training UMAP.

Hyperparameter Value

Number of neighbors 40

Metric ‘Correlation’, ‘euclidean’

Number of components 2

Minimum distance 0

Spread 0.5

As seen in Fig. 3, the method formulated by Bloch et al. [2] is able to separate
solar wind observations of the Ulysses fast latitude scans into two main groups (or
clusters) of solar wind, and an additional “unclassifiable” group mixed between
the two–all without a physical model or constraint being placed on the input
information. Rather, these represent what behavior can be attributed to the data
set as a whole, and then identified automatically using a clustering algorithm.
In the reduction of the data, there is a very significant difference depending on
which distance metric hyper-parameter is selected (comparing Fig. 3a to Fig. 3b).
The result from applying Euclidean distance (which was done before) does not
lend itself to an easily identifiable 2 cluster scheme, which is evidenced by the
unclassifiable cluster being skewed, in this case towards the “fast” wind speed
group (Fig. 3e vs 3f). These shapes bring up a lot of questions regarding the
consequences of different reductions, which can at least be in part answered by
applying the clustering algorithm, and seeing how the points attributed to each
cluster behave when projected onto physical values.

What we can see when projecting the indices onto the physical parameter
space in the form of contours is quite a lot of similarity-the blue group (cluster
1 in the Fig. 3(a,c,e) and (b,d,f)), when examining its general wind speed and
proton entropy aligns well with what is expected of coronal hole features, and
is fairly consistent in the points that are classified as such, despite how much
the reduction changes between distance metrics. The story for the other, orange
cluster (cluster 2), is mostly similar. As a reminder, this can be lumped into
the “slower” wind-the exact boundaries of which are contested. There is a large
overlap between the two distance metrics, with the only difference being a higher
density of points for low O7+/O6+ values, where the proton entropy is close to
1 (Fig. 3c, d). The inclusion of a correlation distance metric in the formation of
the manifold slightly, but directly, changes how slower wind gets characterized.
It generally represents what is expected for streamer belt wind, but its exact
identity is more tenuous. This point is vital in the philosophy of trying to create a
purely objective data science (ideally), and configuring how we want our machine
learning algorithm to make that cut. There is more work to be done to try to
rule out these variances, and to try and reinforce strong, consistent boundaries
between wind modes that are replicable and invariant.
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Fig. 3. UMAP and HDBSCAN on Ulysses Fast-Latitude Scan non-evolving parame-
ters. The configurations are equivelant excepting the distance metric applied. The top
row (a, c, e) uses correlation distance, and the bottom row uses Euclidean (b, d, f).
The first column (a, b) are the reductions from UMAP, colored to the clusters detected
by HDBSCAN. The middle column (c, d) is the projection of the clusters into contours
on the training parameters O7+/O6+ ratio, and proton entropy. The right column (e,
f) are the normalized histogram distributions of the wind speed associated with each
of the clusters

4 Conclusion

In this paper we examined the stability and consistency of using K-Means in the
application of characterizing the solar wind, and we consider the best practice
when the applications of K-Means is concerned. We also examined how UMAP
and HBSCAN can identify solar wind features with limited subjectivity. We find
that this type of feature selection process is a step in the right direction, but
there is some room for improvement in terms of transparency and interpretation
of results.

Machine learning algorithms still contain instances of subjectivity in the
determination of solar wind states. In order to account for these, methodical rea-
soning must be given for each choice in hyperparameters-especially when inter-
preting the results. ICMEs can be captured via unsupervised learning methods,
and they could potentially be formed as their own unique group when trying
to classify solar wind. The machine learning methods covered here have unique
strengths and weaknesses-all serving as a demonstration for the applications of
machine learning to solar wind data. They serve as inspiration for developing
novel techniques in which to improve upon; this has led to the schematic to
apply in the future. This work, UMAP was used as a dimension reduction tool
to aid clustering. UMAP is very stable (giving consistent results between trials),
and is rather explainable (a very desirable aspect to machine learning algorithm,
especially in the context of scientific applications. As shown, UMAP serves as a
viable tool to approach this problem; however, UMAP is not the only type of
algorithm that can return a reduction.
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T-Distributed Stochastic Neighbor Embedding (t-SNE) is a means of accom-
plishing dimensionality reduction that has shown promise–matching even newer
dimensional reduction algorithms which perform similar tasks when it comes
to the local behavior of the groups we want to find. T-SNE is a variation of
the previously established “Stochastic Neighbor Embedding” which “visualizes
high-dimensional data by giving each datapoint a location in a two or three-
dimensional map.” This technique is “much easier to optimize [than Stochastic
Neighbor Embedding], and produces significantly better visualizations by reduc-
ing the tendency to crowd points together in the center of the map. T-SNE is
better than existing techniques at creating a single map that reveals structure
at many different scales. This is particularly important for high-dimensional
data that lie on several different, but related, low-dimensional manifolds, such
as images of objects from multiple classes seen from multiple viewpoints” [15].
For our purposes, t-SNE will perform exceptionally, as we connect its output
back to solar features.

This work has a wide scope in terms of methodologies and techniques applied
to experimental analysis of solar wind properties, yet is focused in its goal to
help answer how solar wind samples differ—what common properties can be
ascertained by utilizing a larger range of input parameters. Solar wind has been
classified into fast wind and slow wind most commonly by wind speed alone,
but there is reason—especially in regards to slower wind—to explore what (in
addition to the wind speed) also comprises the observations we see at 1 AU. Here,
we have merely scratched the surface of what can be done, and the process can
still be optimized and improved upon: machine learning shows promise as a
tool in order to help answer outstanding questions in heliophysics such as what
can be learned about the conditions where the wind originated from a parcel
of solar wind plasma observed in the heliosphere. By relating groups of these
observations to features in the corona (similarly to studies that had not used
machine learning), a better understanding is gained about how one solar wind
sample can differ from another.
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Abstract. Speech Emotion Recognition (SER) is an important research content
in the field of speech recognition, and it can make Human-Computer Interaction
(HCI) more natural and harmonious. At present, the research of SER faces such
problems as data scarcity and overfitting. To tackle these problems, an Improve
Capsule Network (I-CapsNet) using Data Augmentation (DA) technique is pro-
posed for efficient SER task. Firstly, the model I-CapsNet is used to reduce the
number of parameters and retain more texture and background information. It can
also retain the angle and discriminative information of the entity, thereby to relieve
the overfiting. Secondly, noise is used to augment the baseline datasets (EMODB,
CASIA, and SAVEE) under five Signal-to-Noise Ratios (SNR), to solve the prob-
lemof data scarcity. Finally, an evaluation indexEAI is defined to comprehensively
analyze the performance of the model under different data division namely EIRD,
EDRD, EICV, and EDCV. Compared to the previous research results, the model
I-CapsNet has competitive performance on the corresponding augmented datasets.

Keywords: Speech emotion recognition · Feature extraction · Capsule network ·
Data augmentation · Data scarcity

1 Introduction

As the fundamental research of affective computing, SER has become an active research
area, and it provides users with a smoother interface and gives them reasonable feed-
back [1]. Dataset construction, feature extraction, and acoustic models are important
research contents of SER. Therefore, building high-quality datasets, extracting the most
representative features, and constructing robust and generalized models are the key to
the success of SER [2].

The traditional models are Hidden Markov Models (HMM) [3], Gaussian Mixture
Models (GMM) [4], Support VectorMachine (SVM) [5], and so on. HMM is a statistical
probability model that can process time series. It is used to represent an observation
sequence [6]. GMMcan be regarded as amulti-dimensionalGaussian probability density
function. It has been used in machine learning and other fields [7]. SVM first uses kernel
to map feature vectors from input space to high-dimensional Hilbert space, and finds the
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optimal hyperplane to classify samples. However, it cannot solve the problem that the
kernel matrix is too large due to large-scale training samples [8].

With the rise of deep learning, various Artificial Neural Networks (ANN) [9] have
been introduced into acoustic modeling. Compared with traditional methods, these neu-
ral networks have better learning ability when dealing with large-scale data. However,
different models have their own advantages and disadvantages. For example, Recur-
rent Neural Network (RNN) is good at processing time series information [10], and
Convolutional Neural Network (CNN) is good at capturing spatial information [11].

Among the most advanced deep learning models, CNN-based models show strong
performance. The structure of CNN is usually composed of the convolutional layer and
the pooling layer. In which, Max-pooling layer, drops out the not ‘max-information’
inevitably. It also considers the information in its receptive field and extracts features in
this local region. However, it ignores spatial relationships and orientation information in
global region [11, 12]. To overcome these disadvantages, Sabour et al. [13] propose the
CapsuleNetwork (CapsNet), and it is introduced to different fields [14–16].However, the
complexity of CapsNet is high. Therefore, I-CapsNet, an ImprovedCapsNet (I-CapsNet)
is proposed for the SER.

The model I-CapsNet needs a large amount of training data when carrying out emo-
tion recognition tasks. However, most of the existing speech emotion datasets, such as
CASIA [17], EMODB [18], and SAVEE [19], are relatively small. Therefore, these SER
systems face the problem of data scarcity. The data scarcity problem may cause the
deep learning models prone to overfitting, i.e., the model may only perform well on
a few specific datasets, and it has poor generalization capability on other unseen data.
Therefore, a Data Augmentation (DA) technique is used to augment datasets.

Specifically, the major contributions of this paper are summarized as: (1) The model
I-CapsNet is proposed to detect emotions and decrease the overfitting risk. (2) The DA
method is proposed to augment baseline datasets (EMODB, CASIA, and SAVEE) and
to further decrease the overfitting.

2 The Proposed Methods

The scalars are transferred from lower-level neurons to upper-level neurons in CNN.
Scalar has no direction and cannot represent the pose relationship between high-level fea-
tures and low-level features. CNN has great limitations in identifying spatial relationship
[11, 20, 21]. Therefore, Hinton et al. proposed the concept of CapsNet [13].

Compared with CNNs, the CapsNet uses a group of neurons instead of a unique
neuron whose activity vector represents the instantiation parameters of a specific type
of entity such as an object or object part. The CapsNet outputs a vector instead of a
single scalar, which makes it can model the global spatial information and replace the
pooling layers with dynamic routing algorithm to avoid losing the valuable information.
The dynamic routing is an information selection mechanism to ensure that the outputs
of child capsules are sent to proper parent capsules [22, 23].
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To further improve the performance of the CapsNet, this study constructs an Improve
Capsule Network, abbreviated as I-CapsNet, as shown in Fig. 1. The proposed model
I-CapsNet consists of six modules. The first module is an input layer, the second module
and the third module are composed of convolutional layer and maxpooling layer. The
fourth module is composed of convolutional layer, the fifth module is composed of
primary capsule layer, and the last module is digital capsule layer.

In the I-CapsNetmodel, 128 filters are used in the convolution layers, the convolution
kernel size is set to 3*3, the poolingwindow size is set to 2*2, the primary capsulemodule
is composed of 128 capsules, and each of which is a 8D vector. The number of digital
capsule layer denotes the number of categories of emotion. The length of each digital
capsule is 16 dimensions.

Each module in I-CapsNet has their own unique functionalities. The convolutional
layer is adopted to ensure the sparsity of the network. The max-pooling layer is adopted
to reduce the deviation of the estimated mean caused by the parameter error of the
convolution layer and retain more texture information. The primary capsule layer is
adopted to transform the feature maps extracted from the convolutional layer into vector
capsules, and the digital capsule layer is used to classify emotions. There is a dynamic
routing algorithm between the primary capsule layer and the digital capsule layer is used
to carving out the most important part of the model. This makes the model more robust
to the changes of target position and angle.

Fig. 1. The structure of the proposed model I-CapsNet

Figure 2 shows the dynamic routing procedure. In the previous section, the prediction
vector u is computed through a weight matrix w. The dynamic routing determines the
relationship between each parent capsule and its corresponding prediction vector. In this
study, there are two iterative routing processes. The cij are the coupling coefficients,
which is determined by a Softmax(·) function as shown in Eq. (1).

cij = exp
(
bij

)

∑

j
exp(bij)

(1)

where the bij is the log prior probability that capsule i should be coupled to capsule j
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ûj|i=Wijui (2)

sj=
∑

cijûj|i (3)

In Eq. (2) and Eq. (3), the prediction vectors, ûj|i is produced bymultiplying a weight
matrix Wij by ui which is the i-th output of a capsule in the l − 1 layer. The total input
to a capsule sj is a weighted sum over all ûj|i . In Eq. (4), the vj is the vector output of
capsule j in layer l, and sj is its total input.

vj =
∥∥sj

∥∥

1+ ∥∥sj
∥∥

sj∥∥sj
∥∥ (4)

In the I-CapsNet, cij, sj, and vj are updated according to Eq. (1)–(4). To make bij
more accurate, it is updated in multiple iterations according to Eq. (5).

bij = bij + ûj|i · vj (5)

Fig. 2. The dynamic routing process employed in the model I-CapsNet. The routing algorithm
determines the relationship between each parent capsule and its corresponding prediction vector.

3 Datasets and Feature Extraction

This section mainly describes the baseline datasets (EMODB, CASIA, and SAVEE),
augmented datasets (single SNR noisy datasets (SSNDs), multiple SNRs noisy datasets
(MSNDs)), and feature extraction procedure.

3.1 Baseline Datasets

To validate the effectiveness of the proposed model in SER, it has been tested on the
three classic speech emotion datasets CASIA [17], EMODB [18], and SAVEE [19].

EMODB is a German dataset including 10 speakers and 7 emotions, i.e., boredom
(B), anger (A), fear (F), sadness (Sa), disgust (D), happiness (H), and neutral (N), and it
contains 535 emotional sentences in total.
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CASIA is a Chinese dataset. The publicly CASIA speech emotion dataset contains
1200 utterances. There are 4 speakers and each speaker records 300 sentences in the
same text. There are 6 emotions, i.e., anger (A), fear (F), happiness (H), neutral (N),
sadness (Sa), surprise (Su).

SAVEE is an English dataset containing 4 speakers and 7 emotions, i.e., anger (A),
disgust (D), fear (F), happiness (H), sadness (Sa), surprise (Su), and neutral (N). The
sample number of neutral is 120 while that of each remainder class is 60. Totally, there
are 480 utterances.

3.2 Augmented Datasets

To fully train the model I-CapsNet, the above baseline datasets are augmented by select-
ing 15 types of noises from Noisy dataset Noisex-92 [24] under 5 SNRs (−10, −5, 0,
5, and 10). The 15 kinds of noise are babble, buccaneer1, buccaneer2, volvo, f16, ml09,
destroyerengine, destroyerops, factory1, factory2, hfchannel, leopard, pink,machinegun,
and white. Therefore, to each baseline dataset, six augmented datasets are constructed,
namely, five single SNR noisy datasets (SSND) and a multiple SNRs noisy datasets
(MSND), as shown in Table 1. Where the MSND is constructed by merging five SSND.
Thus, the number of samples in MSND is five times of that in SSND under the same
baseline dataset.

Taking dataset CASIA as an example, 15 different types of noise are added under the
five SNRs to obtain five augmented single-SNR noisy datasets, CASIA-10, CASIA-5,
CASIA0, CASIA5, and CASIA10. Each single SNR dataset contains 18000 emotion
samples. They are further merged to obtain a new multiple SNRs dataset CASIAM
with 90000 samples. The other two baseline datasets, namely EMODB and SAVEE, are
augmented and merged exactly in the same way.

3.3 Feature Extraction

The input of the proposedmodel I-CapsNet consists of 21D LLD (Low-level Descriptor)
features [25]. Each speech is segmented into frames with a 25 ms window and 10 ms
shifting step. To each frame, LLD features, including 1D ZCR and 20D MFCC. Some
features of the samples are quite different. When the samples are directly input into the
training, the contour of the loss function will be flat and long. Before finding the optimal
solution, the gradient descent process is not only tortuous but very time-consuming.
Therefore, it is necessary to quantify each feature into a unified interval.

After data standardization, all indicators are in the same order of magnitude, and
they are suitable for comprehensive evaluation. After feature normalization, the contour
of the loss function will be partial circle, the gradient descent process will be flatter
[26]. Furthermore, the convergence will be faster, and therefore, the performance will
be improved. We normalized the dataset so that the new dataset has a zero mean and unit
variance [27]. It should be noted that the normalization procedure should be applied to
each feature rather than each sample.
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4 Experiments and Analysis

This section mainly includes the experimental setup, model parameter configuration,
data division methods, and results analysis.

4.1 Experimental Setup

All experiments are performed on a powerful PCwith 64GRAMrunning underWindows
10. CPU speed is 2.10 GHz, core is 40, and logic processor is 80. 2 RTX 2080 Ti GPUs
are used to accelerate the speed of computation. All models are implemented with
TensorFlow toolkit [28].

4.2 Model Parameter Configuration

The parameter configurations of the model I-CapsNet are as follows: 128 filters are used
in convolution layers, the convolution kernel size is set to 3*3, and the step size is 1, the
pooling window size is set to 2*2, the activation function is LeakyReLU [29], and the
optimizer is Adam [30]. When the emotion category is 7, the number of parameters of
the model is 310784.

4.3 Data Division Methods

Data division methods, namely Emotion-Independent Random-Division
(EIRD), Emotion-Dependent Random-Division (EDRD), Emotion-Independent Cross-
Validation (EICV), and Emotion-Dependent Cross-Validation (EDCV), are adopted to
evaluate the performance of the model I-CapsNet.

In the EIRDmethod, all samples are randomly divided into five equal parts, and four
parts are selected as the training data while the remaining one part as the test data. In the
EDRD method, all samples of each emotion category are divided into five equal parts.
To each part, each part is randomly selected as the test data, and the remaining samples
are used as training data. In the EICV method, all samples are randomly divided into
five parts, and each part is used as the test data in turn while the remaining four parts
are used as the training data. In the EDCV method, samples of each emotion category
are randomly divided into five parts. Each part is used as the test data in turn while the
remaining four parts are used as the training data. The EICV and EDCV can ensure that
all samples are used in both the training and test.

To evaluate the robustness and generalization of the model more comprehensively,
a new evaluation index Expected Accuracy Index (EAI) is introduced, and it is defined
as the expected accuracy from different training and test data partitions.

EAI =
1

N
(accEIRD + accEDRD + accEICV5 + accEDCV5)

where accEIRD, accEDRD, accEDRD, and accEDRD denote the accuracy of the model
I-CapsNet under the data divisionmethodsEIRD,EDRD,EICV, andEDCV, respectively.
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4.4 Experimental Results and Analysis

Weuse four data divisionmethods to verify the performance of themodel on the baseline
datasets, SSND, and MSND, respectively.

4.4.1 Results on the Baseline Datasets

The robustness and generalization of the model I-CapsNet are verified on the baseline
datasets, as shown in Table 2. It can be seen from Table 2:

Table 2. The results of the model I-CapsNet on the baseline datasets under four data division
methods, namely, EDCV, EICV, EDRD, and EIRD

Data division Folds CASIA

1 2 3 4 5 Avg ± Var

EDCV K_folds = 5 76.67 72.50 73.33 72.92 75.00 74.08 ± 2.39

EICV K_folds = 5 76.25 75.83 77.50 71.25 77.08 75.58 ± 5.04

EDRD 5 times 74.58 79.17 77.50 72.50 75.83 75.92 ± 5.31

EIRD 5 times 75.83 72.50 73.33 72.08 74.17 73.58 ± 1.78

Data division Folds EMODB

1 2 3 4 5 Avg ± Var

EDCV K_folds = 5 78.50 80.37 85.98 77.57 77.57 80.00 ± 9.99

EICV K_folds = 5 79.44 81.31 83.18 71.96 77.57 78.69 ± 14.83

EDRD 5 times 80.37 73.83 77.57 79.44 77.57 77.76 ± 5.03

EIRD 5 times 73.83 72.90 73.83 75.70 71.96 73.64 ± 1.54

Data division Folds SAVEE

1 2 3 4 5 Avg ± Var

EDCV K_folds = 5 65.62 62.50 62.50 55.21 55.21 60.21 ± 17.95

EICV K_folds = 5 63.54 66.67 58.33 59.38 56.25 60.83 ± 14.16

EDRD 5 times 55.21 60.42 58.33 58.33 58.33 58.12 ± 2.78

EIRD 5 times 54.17 55.21 53.12 59.38 57.29 55.83 ± 5.04

(1) The performance of themodel is easily affected by the data divisionmethods, which
is mainly reflected in two aspects. First, the performance of the model is sensitive
to the data division. Second, the results of each experiment are quite different under
the same data division.

(2) There is no absolute differencebetween the four data divisionmethods. For example,
the performance of the model reaches the highest (75.92%) on the CASIA dataset
with EDRD. However, the performance of the model reaches the highest on the
EMODB dataset with EDCV and on the SAVEE dataset with EICV.
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Tomore intuitively show the overall performance of themodel under the data division
methods EDCV, EICV, EDRD, and EIRD. Figure 3 illustrates the violin diagrams to
represent the results of the model. In the violin diagram, the blue five-pointed star
represents the median. The following conclusions can be drawn:

Fig. 3. The performance of model I-CapsNet on the datasets CASIA, EMODB, and SAVEE

It can be seen that the results of the model I-CapsNet on dataset EMODB is the
best, and that on dataset SAVEE is the worst. The main reason is that the SAVEE
contains seven types of emotions and fewer samples. The model parameters better fit
the data distribution on the dataset EMODB. In addition, the robustness of the model
on the dataset CASIA is appreciable, mainly because the number of samples on the
dataset CASIA is larger. Comparatively speaking, and the model can be fully trained
and captured emotion related features.

4.4.2 Results on the SSND and MSND

Due to the small number of samples on the baseline datasets, the model cannot be
fully trained. For this reason, we have verified the effectiveness of the I-CapsNet on the
augmented datasets. Tables 3, 4 and 5 show the results of the model on the SSNDs and
MSNDs. The following conclusions can be drawn:

(1) The results of the I-CapsNet model on the SSND and MSND are affected by the
different data division. It shows the same change trend as that on the correspond-
ing datasets. The stability on the SSND and MSND is higher than that on the
baseline datasets under the different data division methods. However, no data divi-
sion method has the best performance on all datasets, as shown in Fig. 4(a). The
model achieves high performance on the CASIA and EMODB datasets with EDCV
method under the SNR = 0. The model achieves high performance with EICV on
the SAVEE dataset.

(2) The performance of the model is positively correlated with SNRs, namely, the
performance of the model will improve linearly as the SNR increases from −10
to 10. For example, when the EDCV method is used, the accuracy of the model is
56.89% with SNR = −10, and 99.26% with SNR = 10 on the EMODB dataset.

(3) The results on the MSNDs (EMODBM, CASIAM, and SAVEEM) can more com-
prehensively and objectively represent the impact of SNR on the model perfor-
mance, as shown in Fig. 4(b). First, the accuracy of the model are greater than
80.44% (SAVEEM with EDRD) on all MSNDs, which is greatly improved from
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Fig. 4. The results of the model I-CapsNet. (a) The performance of the model using EDCV,
EICV, EDRD, and EIRD methods under the SNR = 0. (b) The performance of the model on the
EMODBM, CASIAM, and SAVEEM

that on the baseline datasets. It indicates that the MSNDs are very profound sig-
nificance. Second, the result on the dataset EMODBM is the best, mainly because
it is trained fully on the dataset EMODBM, and the parameters fit better the data
distribution on the dataset EMODBM.

(4) The I-CapsNetmodel has a good accuracy of all emotions on the dataset EMODB10,
CASIA10, and SAVEE10, but there are still some differences in the recall of vari-
ous emotions, as shown in Fig. 5. Specifically, the recall of the model on datasets
EMODB10, CASIA10, and SAVEE10 are 99.29%, 96.14%, and 94.84%, respec-
tively. Among them, on the EMODB10 dataset, the recall of ‘boredom’ emotion is
relatively low, because there are relatively few samples. On the CASIA10 and
SAVEE10 dataset, the recall of ‘anger’ emotion is the highest. This is mainly
because its samples have higher energy in arousal, valence, and dominance
dimension, and therefore they are easier to distinguish.

Fig. 5. Confusion matrices of the proposed model I-CapsNet on the EMODB10, CASIA10, and
SAVEE10 datasets

(5) In t-SNE visualizations, the distinctiveness between the same emotions is small,
and the distinctiveness between different emotions is large, as shown in Fig. 6.
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Fig. 6. The t-SNE visualizations of the model I-CapsNet on the SSNDs (EMODB10, CASIA10,
SAVEE10, EMODB0, CASIA0, SAVEE0, EMODB-10, CASIA-10, and SAVEE-10)

Among them, the separability of EMODB10 dataset is the best. Except that boredom
and sadness are confusedwith other emotions to varying degrees, the remaining emotions
are well distinguished, mainly because the number of samples of boredom and sadness
is less than that of other emotions. On the CASIA dataset, fear and other emotions
are confused to varying degrees. In CASIA dataset, sadness and disgust are highly
confused with other emotions. In addition, comparing (a)(d)(g), (b)(e)(h), and (c)(f)(i)
respectively, when the SNR is 10, the separability of the model is very good, and the
all kinds of emotions can be well distinguished; When the SNR is 0, although there is a
certain degree of confusion among the different emotions, they are still separable. When
the SNR=−10, almost all emotion categories are confused, and the separability is poor.
It indicates that the positive SNR can promote emotion classification, while the negative
SNR will inhibit emotion classification.
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4.4.3 Compared with the Previous Results

Table 6 shows the performance of the proposedmodel on the baseline datasets (EMODB,
CASIA, and SAVEE) and its correspondingMSNDs, namely CASIAM, EMODBM, and
SAVEEM, under four data division methods EIRD, EDRD, EICV, and EDCV, as can be
seen from Table 6:

Table 6. Performance of the model I-CapsNet on baseline datasets and MSND. The EAI is used
to comprehensively measure the performance of the model

Datasets EIRD EDRD EICV EDCV EAI + Std

Baseline
datasets

CASIA 73.58 75.92 75.58 74.08 74.79 + 0.97

EMODB 73.64 77.76 78.69 80.00 77.52 + 5.66

SAVEE 55.83 58.12 60.83 60.21 58.75 + 3.85

MSND CASIAM 86.93 86.82 86.83 87.16 86.94 + 0.02

EMODBM 89.45 89.45 89.30 89.01 89.30 + 0.03

SAVEEM 81.22 80.44 80.77 81.17 80.90 + 0.10

Compared with the baseline datasets, no matter which data division is used, the I-
CapsNet has achieved considerable recognition results on the corresponding MSNDs,
and it shows that it is feasible to carry out SER researches by augmenting datasets.

Among three MSNDs, the model I-CapsNet has the best performance on the dataset
EMODBM, with the EAI reached 89.30%. The performance on the dataset SAVEEM is
the lowest, with the EAI is 80.90%. The main reasons are the small number of samples
contained on the dataset SAVEEM and the large number of emotion categories.

The stability of the model on the MSNDs are much higher than that on the corre-
sponding baseline datasets. The main reason is that the MSNDs have more samples,
therefore, the model is more fully trained and the robustness is also improved.

Finally, we validate the effect of different SNRs on the model performance. Figure 7
shows the performance of the model I-CapsNet under different SNRs on the datasets
CASIA, EMODB, and SAVEE. Among them, baseline refers to the results of the model
without DA. Multi-SNR-5 refers to the performance of the model on the MSNDs.

As can be seen from Fig. 7 no matter on which dataset, the performance of the model
I-CapsNet is the worst when the SNR is -10. As the SNR gradually changes from −
10 to 10, the performance of the model increases linearly, that is, when the SNR is
10, the performance of the model reaches the maximum. In addition, the augmentation
datasets with positive SNRs (SNR > = 0) can promote the model performance, while
the augmentation datasets with negative SNR data will inhibit the model performance.
When the baseline datasets are augmented with five SNRs, more objective performance
of the model I-CapsNet is achieved.

To further highlight the advantages of the proposed model. Table 7 summarizes the
performance improvement of the proposed model I-CapsNet to the related peer methods
on baseline datasets CASIA, EMODB, and SAVEE.
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Fig. 7. The performance comparison of the model I-CapsNet under the different SNRs

Table 7. The performance of the model I-CapsNet to those of the peers in literature on baseline
datasets CASIA, EMODB, and SAVEE

Datasets Model UAR Datasets Model UAR Datasets Model UAR

CASIA CapCNN
[31]

81.90 EMODB ACRNN
[34]

82.82 SAVEE FFBPANN
[36]

71.70

FDNNSA
[32]

82.08 AFSS
[18]

83.00 RBFNN
[37]

72.96

LSTM-TF-at
[33]

92.80 WADAN
[35]

83.31 SVM [36] 77.32

I-CapsNet
(Ours)

86.94 I-CapsNet
(Ours)

89.30 I-CapsNet
(Ours)

80.90

For dataset CASIA, Wen et al. proposed a CapCNN model that combines CNN and
CapsNet, which achieves an accuracy of 81.90% [31]. Based on human emotions and
identification information, Chen et al. proposed a FDNNSA (Fuzzy Deep Neural Net-
work with Sparse Autoencoder) for intention understanding and it achieves an accuracy
of 82.08% [32]. Xie et al. proposed a LSTM-TF-Att (Attention-based LSTM model on
Time and Frequency dimensional), and it achieves an accuracy of 92.80% [33].

For dataset EMODB, Chen et al. proposed a 3DACRNN (Attention-based Convolu-
tion Recurrent Neural Networks) to learn discriminative features for SER. It achieves an
accuracy of 82.82% [34]. Cirakman et al. introduced an AFSS (Active Field State Space)
methodwhich incorporates particle filter tracking for switching observationmodels with
emotion classification, and it achieves an accuracy of 83.00% [18]. Yi et al. proposed a
newWADAN (Adversarial Data Augmentation Network with Wasserstein Divergence),
which consists of a GAN, an autoencoder, and an auxiliary classifier. The proposed
model achieves an accuracy of 83.31%, and it is competitive with state-of-the-art SER
systems [35].

For dataset SAVEE, Sugan et al. utilized the FF-BP-ANN (Feedforward Backpropa-
gation Artificial Neural Network) and SVM to recognize emotions and their accuracies
are 71.70% and 77.32%, respectively [36]. Panigrahi et al. proposed a RBFNN (Radial
Basis Function Neural Network), and it achieves an accuracy of 72.96% [37].
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It can be seen from Table 7 that, except on dataset CASIA, the performances of the
I-CapsNet model on EMODB and SAVEE are better than the previous results, therefore,
it is safe to say that the model I-CapsNet is more effective. In addition, the feature
dimension is low, the model parameters are less, and the model training speed is fast.
Therefore, it meets the requirements of real-time system.

5 Conclusion

In this work, I-CapsNet with DA technique, is proposed to tackle the data scarcity and
decrease the overfitting problems. The I-CapsNet model consists of input layer, convo-
lutional layer, maxpooling layer, primary capsule layer, and digital capsule layer. The
convolutional layer is used to extract different input features. The lower convolutional
layer can only extract some low-level features, such as edges, lines, and angles. The
higher convolutional layer can iteratively extract more complex features from the low-
level features. The max-pooling layer is used to reduce the number of parameters and
retain more texture and background information. The primary capsule layer is adopted
to transform the feature maps extracted from the convolution layer into vector capsules,
and the digital capsule layer is used to classify emotions. The dynamic routing algorithm
is used to carve out the most important information. Besides, we used 15 types of noise
to augment the baseline datasets. DA technique is developed to augment the number of
samples and make the model more fully trained. Compared to the existing approaches,
the I-CapsNet achieves more competitive performance.

The directions that can be further explored in the future are as follows: (1) Try
to apply the I-CapsNet to conduct cross-domain SER research. (2) Try to extract the
different speech emotion features and seek the optimal feature.
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Abstract. The enormous amount of structured and unstructured data on the web
and the need to extract and derive useful knowledge from this big data make
Semantic Web and Big Data Technology explorations of paramount importance.
Open semantic web data created using standard protocols (RDF, RDFS, OWL)
consists of billions of records in the form of data collections called “linked data”.
With the ever-increasing linked big data on the Web, it is imperative to process
this data with powerful and scalable techniques in distributed processing environ-
ments such asMapReduce. There are several distributed RDF processing systems,
including SemaGrow, FedX, SPLENDID, PigSPARQL, SHARD, SPARQLGX,
that are developed over the years. However, there is a need for computational
and qualitative comparison of the differences and similarities among these sys-
tems. In this paper, we extend a previous comparative analysis to a diverse study
with respect to qualitative and quantitative analysis views, through an experimen-
tal approach for these distributed RDF systems. We examine each of the selected
RDF query systems with respect to the implementation setup, system architecture,
underlying framework, and data storage.We use twowidely used RDF benchmark
datasets, FedBench and LUBM. Furthermore, we evaluate and examine their per-
formances in terms of query execution time, thus, analyzing how those different
types of large-scale distributed query engines, support long-running queries over
federated data sources and the query processing times for different queries. The
results of the experiments in this study show that SemaGrow distributed system
performsmore efficiently compared to FedX and Splendid, even though in smaller
queries the former performs slower.

Keywords: Linked Data · Big Data · Semantic Web · Resource Description
Framework (RDF) · SPARQL Protocol and RDF Query Language · Distributed
RDF Query Processing · Triple Pattern (TP)

1 Introduction

Semantic Web is the next-generation web that provides a standard method for struc-
turing data with a set of protocols for querying, processing, and extracting meaningful
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information using reasoning and description logic based on a specific data model. It is
not an independent web from the current web, but rather an extension of it with varying
capabilities [1]. Semantic Web framework provides a number of standard protocols to
define and structure data, and they are RDF,1 RDFS,2 and OWL.3 Resource Description
Framework (RDF) is a World Wide Web Consortium (W3C) standard for defining data
nodes and the relationships between them in a triple form of subject-predicate-object
entities that codifies a statement for semantic web data. It is also an exchange model
that represents data as a graph, as illustrated in Fig. 1. RDF graph nodes and edges have
no internal structure, rather a subject is a resource or node in the graph representing a
real-world object or concept. A predicate represents a relationship edge between two
nodes, and an object is the other node in this relationship, it can be another resource or
a literal value. Resource Description Framework Schema (RDFS) is a general-purpose
language for representing RDF data vocabularies and semantic extensions. It describes
related resource groups with the relationships among them, and the characteristics of
other resources, as well as the domain links with the range of properties [1]. However,
there exist expression limitations with RDF Schema. To solve this, W3C extended the
previous RDFSchema framework to amore three-layered architecture standard regarded
as Web Ontology Language (OWL) [2, 3].

Fig. 1. RDF graph.

Moreover, W3C sets the syntax and semantics of a standard query language for RDF
specification called SPARQL,4 short for (SPARQLProtocol And RDFQuery Language).
It is based on graph pattern specifications that provide conjunction, disjunction, aggre-
gation, negation, and sub-query functionalities to mention a few. Over the years, many
SPARQL Endpoints5 are provided to enable a point of reference on an HTTP network
that is capable of receiving and processing SPARQL query requests against semantic
web data stores. A SPARQL endpoint is identified by a URL commonly referred to as a
SPARQL Endpoint URL. This endpoint enables access to RDF statements or sentences
(data) by, for example, federated SPARQL queries remotely.

The common query standard of SPARQL can be described as follows:

QUERY : = {select RD where GP}

1 RDF: https://www.w3.org/TR/rdf-primer/.
2 RDFS: https://www.w3.org/TR/rdf-schema/.
3 OWL: https://www.w3.org/TR/owl-features/.
4 SPARQL: https://www.w3.org/TR/sparql11-query/.
5 DBpedia SPARQL endpoint: http://dbpedia.org/sparql.

https://www.w3.org/TR/rdf-primer/
https://www.w3.org/TR/rdf-schema/
https://www.w3.org/TR/owl-features/
https://www.w3.org/TR/sparql11-query/
http://dbpedia.org/sparql
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where GP are triple patterns and RD is the result description.
Furthermore, Table 1 illustrates examples of the standard form of a triple in an RDF

database that represents a relationship, indicated by the triple pattern predicate, between
the subject and the object, a directed relationship from subject to object. In addition to
that, Fig. 2 shows the graph representation of the same RDF data, in which subjects and
objects are the nodes in the graph, and each edge connects two nodes as a predicate.
On the other hand, an example of a SPARQL query of finding an experienced person in
‘Hims’ (Health Information Management System) is shown in the Listing 1.

RDF is the common data model for almost all semantic data sources and online
public datasets such as online bioinformatics resources. Many open-source RDF linked
data can be found over the web, for example in Linked Open Data Cloud6 project, listing
datasets such as DBPedia,7 Uniprot,8 Bio2RDF,9 OrthoDB,10 Rhea Reaction Data,11

and many more.

Fig. 2. RDF graph example.

Table 1. Sample RDF statements.

ID Subject Predicate Object

1 <Developer> <hasName> “Hamza”

2 <Developer> <receive> <Support>

3 <Support> <hasName> “Erdogan”

4 <Support> <hasExperience> <Hims>

6 https://lod-cloud.net/.
7 https://wiki.dbpedia.org.
8 https://www.uniprot.org/.
9 https://bio2rdf.org/.

10 https://www.orthodb.org/.
11 https://www.rhea-db.org/.

https://lod-cloud.net/
https://wiki.dbpedia.org
https://www.uniprot.org/
https://bio2rdf.org/
https://www.orthodb.org/
https://www.rhea-db.org/
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PREFIX:<http://www.semanticweb.org/hamza.mohammed/2020/3/Company#>
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
PREFIX owl: <http://www.w3.ord/2002/01/owl#>
SELECT ?p ?name
WHERE {
   ?p <hasName> ?name .
   ?p <hasExperience> <Hims>
}

Listing 1. Sample SPARQL query  

Traditionally, RDF stores are designed as centralized systems, like in RDF-3X [4],
and SW-Store [5]. However, recent rapid increases in the volume of RDF datasets and the
complexity of query operations require most RDF systems to perform with low latency
and high throughput, especially regarding concurrent queries. Therefore, distributed
data stores are designed to improve efficiency for querying RDF data, and at the same
time achieve high throughput. For example, SHARD [6], DREAM [7], and TriAD [8]
implemented their systems in a distributed architectural design. More recently, big data
interest keeps gaining attraction due to the high volume of RDF data and an exponential
increase in web content and other digital platforms. In response to this, other distributed
systems were introduced, such as SPARQLGX [9], SemaGrow [10], and Wukong [11].
In this study, we selected some of these popular distributed systems and highlighted
their underlying design features and their responsiveness to SPARQL queries on RDF
datasets.

We present the related studies in Sect. 1 We describe our methodology in Sect. 2 and
present the evaluation results in Sect. 3, and finally conclude in Sect. 4.

2 Related Work

Many studies have been conducted related to distributed RDF systems, such as an
overview of centralized and distributed RDF systems along with their respective query
processing technique utilized on linked data [12]. Ghaleb et al. [13] also provided a study
for representing RDF as a graph or hyper-graph data model. They provided two ways to
convert relational database into RDFmodel while addressing some database features like
function dependency, information preservation, query preservation, integrity, normaliza-
tion, re-usability, and semantics preservation. Another survey [14] provided techniques
for using relational and NoSQL databases to store RDF data. Furthermore, Azzam et al.
[15] proposed a new system called FLINKer, to provide an RDF query and processing
via Flink12 native streaming and processing framework. They provide ways to integrate
and extend Flink’s graph processor architecture with centered distributed graph process-
ing to achieve SPARQL queries over RDF data. They also highlighted some challenges
and potential optimization problems while adopting their methodologies.

12 https://flink.apache.org/.

https://flink.apache.org/
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In [16] Ozsu presents a survey of state-of-the-art parallel and distributed RDF data
management systems designed and deployable in the cloud that consist of complex
architectures with different data storage, query processing, and reasoning capabilities.
It also emphasizes the need for future distributed and parallel RDF systems that have
parallel RDF data management capabilities and some optimization techniques in query
decomposition and join order in order to keep up with the other distributed database
systems [17]. Lastly, [18] provides a general overviewof indexingmethods on linked data
and presents new indexing techniques with a prototype implementation that possesses
efficient and scalable data distribution methods.

Nevertheless, none of the previously stated studies provide an extensive overview
of the distinctive comparative features of these systems on the performance and the
underlying architectural design. In this paper, we provide an explicit study based on
experimental analysis and architectural assessmentwith respect to differentRDFqueries.
We used large benchmark datasets consisting ofmillions of triples to evaluate the systems
with various queries.

3 Method

Distributed RDF systems partition RDF graph data across multiple nodes as sub-graphs.
Then individual SPARQL queries are broken down into sub-queries and evaluated
in parallel on sub-graphs. A continuous exchange of communication between nodes
throughout the distributed query evaluation takes place in this system.

3.1 Data Storage Format, Query Planning, Evaluation, and Optimization

ProcessingRDFdata requires a certain suitable data storage format to performoperations
on them, especially when it comes to distributed query processing. The systems we use
in this study use different architectures. Here we review each briefly:

FedX13: This is a widely known, effective distributed query processing system over
linked data [19]. The system architecture implementation of FedX combines previous
optimization techniques based on Sesame14 in a distributed setting. The system inte-
grated Sesame’s Storage and Inference Layer (SAIL) to allow the incorporation of stan-
dard and customized RDF repositories mechanism. It also adopts a heuristic approach in
order to optimize the queryplanwithout relyingonmetadata. The systemuses suboptimal
algorithms in order to avoid having exponential query processing times. Nevertheless,
a vast amount of storage and modeling overhead problem exists in this system. This’s
due to caching query results. They proposed the usage of Semantic Web Rule Language
(SWRL), which reduces the modeling overhead. This allows state compatibility on the
class level [20]. However, the efficient query execution engine makes little overhead,
affecting the speed of execution drastically. Thus, FedX offers fast distributed execution
of RDF query processing and evaluation.

13 https://github.com/VeritasOS/fedx.
14 https://www.w3.org/2001/sw/wiki/Sesame.

https://github.com/VeritasOS/fedx
https://www.w3.org/2001/sw/wiki/Sesame
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SemaGrow15,16: SemaGrow [10] aims to optimize query processing time due to high
computational complexity and complex query planning of distributed queries. The sys-
tem architecture adopts an asynchronous stream processing mechanism for the query
execution engine and a non-blocking communicationmechanismbetween the query opti-
mizer and the query planner. These different features and the novel design mechanism
in the system result in robust and efficient querying of distributed RDF data compared
to the other systems. Nonetheless, high overhead exits in SemaGrow as per the absence
of metadata, even though the system achieves the best optimal query plan compared to
FedX and Splendid [10]. Furthermore, there are also no client privileges for data storage
organization among the nodes.

Implemented design in SemaGrow system is similar to FedX and SPLENDID, for
example, ignoring the join operation in the optimization plan. However, this system
adopted a naive approach during query operation compared to those of the other two
systems mentioned. First, source selection is made on the query to shrink the query
execution scope, and then it applies the query operation on the data at the next step.
The system adopts a generic dynamic algorithm for join ordering in queries with join
operations. It selects the query part with a minimum cost of n number of triple patterns
and builds up in a bottom-upway.Despite the algorithm trackingminimal space possible,
the enumeration of all possible plans is exponential in this system.

SPLENDID17: This is another Federated SPARQL query system that optimizes query
execution on RDF-linked data [21]. The SPLENDID system makes use of metadata of
the RDF data to optimize the query execution time, and it does not leverage non-blocking
and asynchronous stream processing techniques to achieve flexibility and robustness in
the query execution compared to the Semagrow system. However, SPLENDID relies on
VoIDmetadata of federated data sources to perform a query. It provides the resources and
tools required to retrieve themetadata that it needs automatically, nonetheless using those
tools or resources requires access to data dumps. The system uses open semantic web
standards, such as VoID and SPARQL endpoints, which allow for efficient integration or
incorporation of various distributed and related RDF data sources. Although both hash
join and bind join considerably reduce the processing time of complex query types, this
system does not yet optimize the actual query execution.

Wukong18: Wukong [11, 22] is a distributed in-memory RDF store that leverages
RDMA-based graph exploration to support fast and concurrent RDF queries. Wukong
termoriginated from aSunWukong character known for his breakneck speed (21,675 km
in one somersault) and the ability to fork himself to domassivemultitasking. This system
stores the RDF data in a directed graph in the same context as the sketch illustrated in
Fig. 1, using two indexing techniques. One is predicate indexing, in which the indexing
vertex serves as an opposite vertex to the subjects or objects, And the second type
of indexing is to group a set of subjects. The storage type, indexing techniques, and
allocating strategy features differentiate this system from other graph-based systems.

15 http://semagrow.github.io/deployment-instructions/.
16 https://github.com/semagrow/semagrow.
17 https://github.com/goerlitz/rdffederator.
18 http://ipads.se.sjtu.edu.cn/projects/wukong.

http://semagrow.github.io/deployment-instructions/
https://github.com/semagrow/semagrow
https://github.com/goerlitz/rdffederator
http://ipads.se.sjtu.edu.cn/projects/wukong
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The designers of this system claim to achieve orders-of-magnitude lower latency and
high throughput than prior state-of-the-art systems.

Wukong+G19: This is an extension of the original Wukong [11] distributed RDF store
with a distributed GPU support capability [22, 23]. This is also a graph-based distributed
RDF query processing system that efficiently exploits the hybrid parallelism of CPU and
GPU. Wukong+G is a fast and concurrent system with three key design features. First,
Wukong+G utilizes GPU to tame random memory accesses in graph exploration by
efficiently mapping data between CPU and GPU for latency hiding, including a set of
techniques such as query-aware pre-fetching, pattern-aware pipeline, and fine-grained
swapping. Second, Wukong+G scales up by introducing a GPU-friendly RDF store to
support RDF graphs exceedingGPUmemory size, using techniques like predicate-based
grouping, pairwise caching and look-ahead replacing to narrow the gap between host
and device memory scale. And lastly, it scales out by adopting a communication layer in
order to decouple the transfer process for query metadata and intermediate results and
leverages both native and GPU Direct RDMA to enable efficient communication on a
CPU/GPU cluster.

TriAD [8]: is another distributed RDF system that scales. The architecture of this system
applies traditional RDF graph summary to the RDF query and then combines horizontal
partitioning of the RDF data so that the triples transform into a grid distributed index
structure. Triad joins operations are executed in a multithreaded, distributed form. It
is enabled by the message passing protocol in asynchronous ways to run multiple join
operators completely in parallel, along with a request schedule. The designers believe
that the architecture of this system offers a unique approach to join-ahead pruning in
a distributed environment, as the more conventional or traditional method of sideways
passing information does not allow distributed joins to be performed in an asynchronous
manner.

SPARQLGX20: SPARLQLGX [9] is an Apache Spark21 implementation based on ver-
tical partitioning methodology for providing SPARQL query processing on RDF data
similar to the to the recently introduced method by Damien et al. [24]. The rampant
increase in RDF data resulted in the implementation of the so-called SPARQLGX - a
distributed RDF data store. They designed this system in such a way it directly translates
SPARQL queries into an executable Apache Spark plane code that composes evaluation
mechanisms in terms of storage method and statistical data. With the storage type, the
system utilizes the HDFS22 storage file system so that a triple file (subject, predicate,
object) is stored in a file named after the predicate, and it contains only similar subject
and objects entries. This storage mechanism results in less space usage in a file system,
given that data is compressed as the predicate elements column is eliminated. This also
leads to a shorter response time and, more importantly, a fast conversion rate, given that
only one dataset traversal is required for a particular query on RDF data. Moreover,

19 https://github.com/WukongGPU/WukongGPU.
20 https://github.com/tyrex-team/sparqlgx.
21 https://spark.apache.org/.
22 https://hadoop.apache.org/docs/r1.2.1/hdfs_design.html.
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SPARQLGX translates triple patterns directly to Apache Spark syntax primitive defini-
tions, after which common variables will be joined together in the compilation process
with a list of filters. The query order of SPARQL affects query performance, especially
when dealing with complex queries on large datasets.With the Spark evaluation process,
first triple patterns are evaluated and then it is followed by subset joins with respect to
common variables. This in turn resulted in shorter evaluation times because communi-
cation between the worker nodes is faster. It also optimizes join operation using minimal
selection criteria. This system concept can be denoted as:

Given RDF dataset D with T number of triples, and a place in the RDF k ∈ {subject,
predict, object}, with tuple {subject, predict, object} over the D dataset can describe as
follows:

selD(x,y,z) = min(selDsubject(x), selDpredict(y), selDobject(z)).

The formula above defines the selectivity inD of an element e located at k (selDk(e))
by SPARQLGX as:

– the occurrence number of e as k in D if e is a constant
– T if e is a variable

Likewise, the formula define the selectivity of triple pattern TP(x,y,z) over an RDF
dataset (D). Thus, calculates statistics about the number of data records (datasets) across
all distinct subjects, predicates, and objects. This is implemented in a compile-time
module that sorts triple patterns (tps) in ascending order of selectivity before compilation
(translated).

The system also has a direct evaluator based on the same SPARQL translation mech-
anism, called SDE, for circumstances where pre-processing time is as important as query
evaluation time. Furthermore, the execution order of the query can also have an impact on
performance. As described previously, the evaluation process (using Spark) first evalu-
ates triple patterns (tps) and then joins these subsets according to their common variables.
Thus, minimizing the intermediate set sizes involved in the join process reduces evalu-
ation time (since communication between workers is then faster). Thereby, statistics on
data and information on intermediate results sizes provide useful information that they
exploit for optimization purposes.
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4 Evaluation

We examine and evaluate the performance of different distributed RDF systems. These
include SemaGrow, stacked together with FedX, SPLENDID (stacked version) using
the experimental setup23 provided, and then SPARQLGX, Triad, Wukong, and its
subsequent version Wukong+G.

4.1 System Setup

The experiments are carried out on Ubuntu Linux 64-bit 20.04.4 LTS running on an
Intel Core i7-4712 processor. In order to utilize memory efficiently and deal with the
complexity of the configuration of system tools, libraries, and settings, we used the
Docker container tool.24

4.2 Dataset

In the experiments, thanks to the stack version of Federated Semagrow [10] RDF query
processing system implementation, comprising both SPLENDID and FedX implemen-
tations composed together, we did not need too much configuration. With that, we used
directly the FedBench benchmark of millions of triples to evaluate the three federated
systems provided in the repository.25 FedBench consists of different forms of queries,
from simple to complex queries. The queries are labeled based on star type, chain-star,
and complex, in accordance with the query formulation, and with respect to complexity
anduse ofUNIONand JOINoperations. The datasets andqueries are available in theFed-
Bench repository.26 The datasets and the corresponding queries listed in Table 3 consist
of Cross-Domain (CD) and Life Sciences (LS) datasets. CrossDomain dataset comprises
a subset of DBpedia,27 NY Times, LinkedMDB, Jamendo, GeoNames, and SW Dog-
Food, while Life Science dataset includes a subset of DBpedia, KEGG, Drugbank, and
ChEBI benchmarks. Some queries are cross-dataset queries on the above benchmark
datasets, and the construct structure queries are of various range types. Some are simple
forms, and the others are chain queries with complex query plans as described earlier.
Moreover,we perform a second experiment for the SPARQLGXsystem separately. In the
experiment, we use LUBM [22] benchmark of almost 1.36 billion triples of universities
(Table 2).

23 https://github.com/semagrow/kobe.
24 https://www.docker.com/.
25 https://code.google.com/archive/p/fbench/.
26 https://code.google.com/archive/p/fbench/downloads.
27 http://ontotext.com/factforge/.
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Table 2. Dataset characteristics.

Collection Dataset Triples (millions) File size on
HDFS (GB)

Lehigh University
Benchmark

LUBM LUBM 109 46.8 GB

FedBench Cross Domain
(CD)

DBpedia subset 43.6 –

NY Times 0.335 –

LinkedMDB 6.15 –

Jamendo 1.05 –

GeoNames 108 –

SW Dog Food 0.104 –

Life Science
(LS)

DBpedia subset 43.6 –

KEGG 1.09 –

Drugbank 0.767 –

ChEBI 7.33 –

4.3 Results

The results in Table 3 show the query processing times for FedBench queries CD1-
7 and LS1-7. The results show that FedX and SemaGrow always perform better than
SPLENDID in terms of processing times of queries. We also conclude that among
the three RDF systems, Semagrow is more efficient in query processing times when
compared to the others. There are some huge differences in processing some queries,
i.e., for query LS6, FedX processes in 22321 ms whereas SemaGrow processes the same
query in just 98 ms.

On the other hand, in Table 4 we present query processing times for SPARQLGX,
Wukong, Wukong+G, and TriAD systems on LUBM dataset. The results show the total
processing time of the queries for the system. The direct query assessment and evaluation
of the selected large queries of LUBM as the statistical characteristic with respect to
their respective complexities. Q1-Q3 and Q7 are large queries that involve a large subset
of the RDF graph, while Q4-Q6 consists of small queries with simple queries on a
small subset graph. According to the results, the queries Q1, Q2, and Q7 show speedup
between 1.51–4.3 between Sparqlgx versus its adjacent system Wukong+G in terms of
query performance. Likewise, the geometric values in the table indicate that Sparqlgx
outperforms the other systems. The result shows a query latency reduction of 1.27
compared to the Wukong+G system with regards to both respective geometric mean
values.
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Table 3. FedBench Benchmark: Query processing time (msec).

Query Query processing system

SemaGrow FedX SPLENDID

CD1 20 28 75

CD2 13 19 43

CD3 45 57 73

CD4 49 38 51

CD5 96 39 46

CD6 402 429 10735

CD7 503 523 2453

LS1 72 42 54

LS2 43 34 193

LS3 3042 3952 44233

LS4 89 31 74

LS5 2010 98,728 297484

LS6 98 22,321 18634

LS7 1203 20,135| 19321

Geometric Mean 147.05 310.74 810.88

Table 4. Lehigh University Benchmark: Query processing time (msec).

Dataset Query processing system

Query Sparqlgx Wukong+G Wukong Triad

LUBM Q1 109 165 992 851

Q2 100 31 138 211

Q3 – 63 340 424

Q7 23 100 828 2194

Q9 18 – – –

Q13 21 – – –

Q14 17 – – –

Geometric Mean (Q1, Q2
and Q7)

63.05 79.97 653.60 730.19

5 Conclusion

In this paper, we presented an overview of the selected RDF distributed systems. We
introduced each system briefly and then discussed the similarities and differences. We
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highlight some optimization techniques in use for join operations in these systems as
well. Almost all the systems experimented with in this paper are open-source projects,
therefore they can be accessed through the references for future work.

Despite OWL, Linked Data, and triples-based RDF standard models having been
around for some time in the research community and are considered to be successful in
many domains, especially in healthcare, there is still a lack of expanded analysis of these
systems. Therefore, we plan to expand this research to further research and perform an
advanced comparative analysis of these systems, including federated SPARQL engines
[25–29]. In particular, more recent federated engines, such as CostFed and Odyssey.
Similarly, a recent survey [22, 30] on SPARQL query processing engines highlighted
new recent distributed systems, e.g. SANSA, DISE, WISE, Triag, gSmart, which we
plan to include and evaluate as well. There also exist more recent benchmarks for fed-
erated SPARQL query processing, e.g. LargeRDFBench. Similarly, for the triple store
evaluation, we plan to use a feasible real-world SPARQL benchmark along withWatDiv
[23] to complement both real-world and synthetic state-of-the-art benchmarks.
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Abstract. We report results of a numerical algorithm to examine coupling of two
logistic maps where the mixing is chosen to maintain the stability of one map at
the loss of the other. The long-term behavior of the coupling is found to contain
windows in which the mixing results in Gaussian fluctuations about a fixed point
for the stabilized map. This deterministic behavior is the result of the destabilized
map simultaneously being driven into a chaotic regime and not noise. The results
are applicable to both chaotic encryption of data and recapturing equilibrium
behavior in a non-equilibrium system.

Keywords: Encryption · Nonlinear dynamics · Logistic maps

1 Introduction

Chaotic maps can be thought of as simple systems that demonstrate non-equilibrium
behavior: deterministic systems that nonetheless take an essentially infinite amount of
time to repeat themselves. Chaotic behavior can thus be classified as a certain type of
steady-state dynamics that is the result of a small number of inputs. This picture is
particularly beneficial in using the logistic map

Zn + 1 = μzn(1 − zn) (1)

as a simple system that at low values of the parameter μ demonstrates equilibrium
behavior in the long-term mapping to a single point and demonstrates a period doubling
path to chaos as μ is increased [1]. Studying non-equilibrium systems contributes to
a better physical description of their poorly understood thermostatistics. While it has
been demonstrated that a proper selection of coarse graining [2] or particular control of
the type of non-equilibrium balance between energy injection and dissipation [3] can
result in a recapturing of equilibrium-like behavior and Maxwell-Boltzmann statisti-
cal fluctuations, a fundamental picture of the laws of non-equilibrium thermodynamics
remains elusive. Chaotic maps, which themselves may be thought of as a subset of
non-equilibrium systems [4], can also potentially aid in the encryption of information
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for security purposes [5]. A set of coupled chaotic maps demonstrating an underlying
Gaussian dynamic would also be beneficial for use as a deterministic manner in which
to hide information in a signal that appears random [6].

Motivated by recent observations of a granular dimer on a vertically shaken plate
[7], a set of coupled logistic maps were proposed as a potentially simple model of a
two-component system with both a stable and unstable dynamic. This choice is because
a single particle on an oscillating plate demonstrates a period doubling path to chaotic
behavior. The shaken dimer demonstrates a breaking of symmetry where one sphere of
the dimer appears to remain nearly stable with the shaken plate while the other chatters
with a phase coherence that may demonstrate chaotic instability [8]. To model this
dynamic, we proposed a specific pair of coupled logistic maps:

xn+1 = μxxn(1 − xn) + εxnyn (2)

yn+1=μyn(1−yn)−εxnyn (3)

where the ± ε xn yn term provides the mixing between the two maps, x and y, via the
small positive parameter, ε. Since the two uncoupled maps are independent and exist in
a regime of [0,1], the positive mixing term effectively increases the value of μX in Eq. 2
and destabilizes the x map by driving it further along the period doubling path to chaos
while at the same time effectively decreases μY in Eq. 3 and stabilizes the y map for
small values of ε. This is an example of a “master-slave” system [9, 10].

While the results will demonstrate a more immediate application to the encryption
of data, initially this mixing was developed as a potential model of the effective cross
term responsible for the anisotropic behavior observed in a dimer on a vertically shaken
plate [11]. Because of this motivation, the μY values studied here were limited to a
range over which the logistic map demonstrates a single stable fixed point, and μX was
allowed to vary over a wider range of values. However, because the logistic map is only
properly defined on the range of [0, 1], the mixing parameter εwas purposely kept small
in this study and limited to values in the range of [0, 0.075]. In this regime, the x map is
destabilizedwhile the net effect on the ymap is tomaintain the stability in awindowabout
the fixed point. These choices also avoided errors with the double-precision calculation
of the trajectories [12].

For ε = 0, the two maps are uncoupled and the typical logistic map behavior is of
course recovered for each of x(ε = 0) = y(ε = 0) = z as shown in Fig. 1. The squares
in the range of 2.8 ≤ μ ≤ 3.05 denote the values for μY used in this study and the blue
region centered about μ ~ 3.8 the values of interest for μX that will be discussed later
along with specific values of μX and μY indicated by the arrows. For comparison, when
the mixing is turned on by allowing ε > 0, the behavior is quite different as demonstrated
in Fig. 2(a) and (b) for the long-term trajectories of x and y, respectively, as a function
of μX. (For the rest of this letter, the prescription was to select a value of μY that kept
y at or near a stable fixed point, as shown as boxes in Fig. 1 for the uncoupled logistic
map, and then to examine the coupled equations as a function of the parameter μX.) In
Fig. 2, the value of μY is 2.95 and ε is 0.05. Careful examination of Fig. 2(a) for the
coupled x map compared to the uncoupled z map of Fig. 1 confirms the general behavior
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of ε for the x map is to effectively increase the value of μX. Note that the bifurcation
to period 2 behavior that occurs in the uncoupled map for μ = 3.0 in Fig. 1 occurs for
the coupled x map in Fig. 2(a) at a slightly lower value of μX ~ 2.975. In nearly every
regard, the bifurcation diagram of x is simply the same as the uncoupled logistic map
shifted slightly lower in μX (made more unstable) by the addition of the mixing term.
(As an additional guide to the eye, the vertical arrow to the right side of Fig. 1 is at the
same μ value as the vertical arrow in Fig. 2(a).) In Fig. 2(a) and 2(b), the long-term
behavior of each trajectory at each μX is demonstrated by iterating the maps for 30,000
steps and plotting the last 20,000 iterations of each trajectory.

Fig. 1. The long-term behavior of the logistic map as a function of the parameter μ. The boxes
on the left denote the μY values used for the coupled y-map, while the shaded region on the right
denotes the parameter space of interest for μX of the coupled x-map.

Far more interesting is the effect the mixing term has on the behavior of the y map.
Even though μY for the y map is held fixed at 2.95, and the lowest order effect of
the – ε xn yn term is to maintain that stability by effectively reducing μY, the coupling
adds fluctuations (from the x map) about what would be a stable fixed point without
the coupling. In the periodic regions, these fluctuations simply behave as a self-similar
version of the logistic map superimposed upon the stable fixed point of the uncoupled
y map for μY = 2.95. One will also note that while the value of the fixed point moves
for μ values in the range between 2.6 and 2.9 in Figs. 1 and 2 (a), the fixed point in the
y map is stationary in Fig. 2(b). Yet, in the chaotic regions of the x map, the mixing
term produces fluctuations that are different from the uncoupled logistic map in that they
remain in a small window (of approximate size ± 0.05) about the stable fixed point for
the uncoupled y map. The width of this window is determined by the value of ε.
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Fig. 2. The long-term behavior for the coupled maps (a) xn and (b) yn as a function of μX with
μY = 2.95 and ε = 0.050. The arrows denote the value of μX of interest discussed in Figs. 3 and
4.

2 Discussion

To characterize the fluctuations of the coupled y map about the fixed point from its
uncoupled counterpart, one can examine the flatness of the distribution. The flatness of
a set of values, v, is defined as the ratio of the fourth moment of the fluctuations from
the mean of v to the square of the variance, or second moment, of the fluctuations of v:

F = <v4> / <v2>2 (4)
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where a flatness F = 3 is the result for a Gaussian (normal) distribution [13]. Figure 3
is a plot of the flatness as determined by the second and fourth moments of the last
20,000 iterations of the long-term behavior of the coupled maps. (Note: The value of
F – 3, demonstrating the deviation from Gaussian or the kurtosis, is what is plotted.)
The lighter (blue) line is the result for the coupled x map, which is simply a shifted
version of the uncoupled logistic map, while the darker (black) line is the result for the
coupled y map. For both the x and y maps, in regions where the maps are single valued,
the fourth and second moments are equal, resulting in a flatness of unity, so F – 3 = –2.
The relative behavior of the flatness for the x and y maps in the range of 3.4 < μX <

3.7 also underscores that the y map is more stable than the x map by introduction of the
mixing term.

Fig. 3. The flatness of the distribution of xn (blue) and yn (black) points from the long-term
behavior of the maps. The box and arrow denotes a situation where the yn points form a Gaussian
distribution.

Yet, in the regime of μX where the coupled y map exhibits period doubling, the
flatness of the y map is generally closer to Gaussian than that for either the coupled x
map or the uncoupled logistic map (not shown). Indeed, at just above μX = 3.8, the
plot of F – 3 of the fluctuations about the mean value for the y map rises above zero,
before passing back through zero and becoming negative. The point where this occurs
is denoted by the box and arrow in Fig. 3 as well as the vertical arrow in Fig. 2(b). This
is a dynamic result of the mixing that occurs for a particular value of the parameters and
is not due to additive noise [14] or computational imprecision [12].

AtμX = 3.832, the flatness of the fluctuations for the y map about its mean indicates
that the tails of the distribution are nearly Gaussian. Further work was done to investigate
whether this was a simple happenstance or if there were other parameter values for which
the deterministic fluctuations about the mean value of the y map were Gaussian. Table 1
lists several values of the parameters μX, μY, and for which Gaussian fluctuations about
the mean of the long-term behavior of the y map were obtained.
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Fig. 4. The behavior (represented as a pdf) of the (a) uncoupled and (b) coupled xn (blue/grey)
and yn (black) maps at their values of μX = 3.832 and μY = 2.95 respectively, for an ε = 0.050.

The effect of the mixing trajectories for one set of parameters is demonstrated in
Fig. 4. Part (a) of Fig. 4 shows the long term behavior of the uncoupled (ε = 0) x and y
maps for μX = 3.832 and μY = 2.95 by plotting the long term behavior of the z map at
values of μ = μX and μ = μY, respectively, as a probability distribution function (pdf).
Once the uncoupled y map (z for μ = 2.95) reaches its equilibrium value (dark/black
line), there is a 100% chance of finding it at the fixed point. Likewise, the uncoupled x
map (z for μ = 3.832) has reached its period-3 orbit after a few iterations and so there
is a 1/3 probability of finding it at any of the three locations (light/blue lines) in its long
term behavior when the maps are uncoupled (ε = 0). Part (b) of Fig. 4 demonstrates the
pdf behavior in terms of P(x) and P(y) when ε = 0.050. The consequence of mixing for
the x map is to effectively push μX higher and into the nearby chaotic behavior. While
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Table 1. Values of μX, μY, and ε

Set μX μY ε

1 3.840 3.00 0.025

2 3.830 3.00 0.050

3 3.808 3.00 0.075

4 3.810 2.95 0.025

5 3.832 2.95 0.050

6 3.826 2.90 0.025

Fig. 5. The normalized values of the long-term behavior of the coupled yn map relative to the
mean as a pdf. The fluctuations from the deterministic map form a nearly Gaussian distribution
(solid black line). The symbol legend conforms to the data in Table 1.

the couplingmaintains the stability of the ymap and pushes the fixed point slightly lower
(the mean of y ~ 0.649 for P(y) in Fig. 4(b) is slightly smaller than the fixed point of y =
0.66 in Fig. 4(a)), the coupling introduces fluctuations about the mean even in the long
term behavior of the map.

The flatness of these fluctuations about the mean value for P(y) is F= 3 as shown by
the box in the plot of Fig. 3, indicating the fluctuations in the tails are nearly Gaussian.
While there are examples of large fluctuations elsewhere in the graph, it should be noted
that the box highlights an occurrence where the flatness is gently changing and is not
discontinuous. To observe this Gaussian more clearly, Fig. 5 is a log plot of P(�y /y0)
where �y = y – ymean and y0 is the variance of the fluctuations about the mean value.
A Gaussian curve is shown for comparison. The fluctuations for all values of μX, μY,
and ε as listed in Table 1 are plotted. Each histogram in the plot is composed of 20,000
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iterations of the coupled y map. A general trend was that for larger values of μY the
larger the window in ε that could produce an occurrence of Gaussian statistics for some
value of μX.

3 Conclusions

We have reported on the results of a pair of coupled logistic maps that produce Gaussian
fluctuations about the mean of the stable map due to the unstable map’s chaotic behavior.
The results give an example of a pair of deterministic equations that together produce
a set of equilibrium-like fluctuations in one of the two maps and are applicable to
the chaotic encryption of data to hide information within an apparently random, but
deterministically generated signal. It is an interesting question for further study if this
map is an example of a broader class of coupled maps that will demonstrate this general
behavior. Additionally, the results demonstrate a new low dimensional example of a
system for which equilibrium thermostatistics can be recaptured in a system driven
out of equilibrium, rather than a more complicated system of higher dimensionality.
In the former, the apparently random fluctuations produced from a deterministic set
of equations can be used to encrypt a signal or an image for security purposes, with
multiple sets of different parameters that all demonstrate noise-likeGaussian fluctuations
from deterministic equations. In the latter, the mixing improves the stability of one
trajectory while increasing the instability of the other and may shed new light on the
non-equilibrium behavior of low-dimensional experiments such as a dimer on a shaken
plate. In subsequent papers, we will demonstrate a simple technique for using these
coupled logistic maps at these parameters for the purposes of image encryption, similar
to recent work, as well as an application to the low-dimensional granular system to build
a simple picture of non-equilibrium thermodynamics. Such cross-disciplinary results are
one of the hallmarks and strengths of research in nonlinear dynamics.

The authors acknowledge the support in part by funds from the Vice Provost for
Research and the NSF REU Program at Baylor University.
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Abstract. Microservice analysis has seen a surge of interest in recent years
due to the challenges and rewards inherent in analyzing large distributed sys-
tems. Microservices are highly decentralized, providing many benefits, includ-
ing improved performance, shorter development cycles, and enhanced scalability.
However, these benefits come at the cost of hiding knowledge about system oper-
ation. Business logic, domain models, and other architectural aspects of microser-
vices are fractured and hidden in the code of individual microservices. To address
this challenge, we developed the Relative Static Structure Analyzer (ReSSA), a
language-agnostic analysis tool driven by small parsers that extract information
from code upon matching user-defined patterns. This paper presents our work in
developing the underlying parsers that power ReSSAdefinitions for three common
languages used in microservices, NodeJS, Go, and Python. We detail the process
and challenges of parsing the languages into our intermediate format and describe
the benchmark systems we will use as testbeds for our parsers.

Keywords: Code analysis · Parsing ·Microservices Abstract Syntax Tree

1 Introduction

Microservice architecture has become the standard approach for new enterprise devel-
opment of distributed systems. Microservices are an extremely decentralized approach
to software development, resulting in a collection of loosely coupled, independent ser-
vices that coordinate themselves. Each of these services is independently developed,
deployed, and scaled, resulting in numerous benefits, especially in a distributed cloud
environment.

These benefits come at a cost; since each service is responsible for defining its own
business logic and data model, there is no centralized view of how the system operates at
a high level. Put another way, the system architecture is fragmented and hidden among
the services. To counter this, various methods of Software Architecture Reconstruc-
tion (SAR) have been applied to microservices to recover this missing information [4].

This material is based upon work supported by the National Science Foundationunder Grant No.
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However, these solutions have been specific to a single language or framework; a single
solution that covers multiple platforms has not yet been produced.

To fill this gap, we have produced a method of microservice analysis across plat-
forms, Relative Static Structure Analyzers (ReSSA) [5]. The ReSSAmethod depends on
multiple language parsers to transform code into a Language-Agnostic AST (LAAST),
which can then be analyzed by user-defined ReSSAs to extract relevant information.
The ReSSA definitions allow users to target specific nodes in the LAAST that contain
information pertinent to their specific project.

This paper presents our progress in developing LAAST parsers for three languages
commonly used in microservices: NodeJS, Go, and Python. Section 2 details ReSSA
and how it can be used to identify relevant portions of microservice definitions. Section 3
describes the development process of individual language parsers and the systems we
plan to use as benchmarks for testing the parsers.

2 ReSSA

The ReSSA concept consists of two components: a LAAST and the ReSSA definitions
themselves. The goal of the LAAST is to provide a common format for parsing and
analysis across languages. This separates the concerns of parsing the individual language
and performing pattern matching on the resultant AST. To accomplish this, the LAAST
must contain enough relevant information to provide meaningful analysis results while
retaining a format relevant to multiple languages. Our goal is to minimize language-
specific details that must be addressed within ReSSA definitions.

The LAAST includes classes and their fields and methods, functions, parameters,
variable declarations, and various expressions inside function bodies, including call
expressions and their arguments and variable usage. Once these elements are parsed into
the LAAST, the user defined ReSSAs can perform pattern matching on them to identify
important features of, e.g., a microservice, such as endpoint definitions, entity definition,
and inter-service calls.

The ReSSA definitions are the second component of the ReSSA ecosystem. These
definitions consist of a series of individual pattern matchers for certain node types in
the LAAST. End users define the patterns to match using regular expressions, with the
ability to extract certain snippets from the code in matched patterns. The extracted infor-
mation can then be operated on in script callbacks, which perform the logic necessary
to transform the raw data into meaningful analysis results.

ReSSA definitions can be nested into tree structures; this allows the user to build a
more specific matcher out of the individual node matchers. This feature is natural as the
LAAST is also a tree structure that must be traversed and determining whether or not
a specific LAAST node is relevant to the user or not often depends on its relationships
with other nodes in its subtree.

3 Parser Construction

Python: For parsing through Python, we used the benchmark [1]. This benchmark
was mildly complex, as it was structured as a system of general microservices that
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accessed an array of smaller, more specialized microservices, referred to in the code as
“children.” These children are what accesses the application’s data layer. The purpose
of this benchmark is to create a sample microservicebased application in Python other
users could use.

Due to themajor differences between Python and other object-oriented programming
languages, developing a parser for Python proved rather difficult. For one, there is no
form of built-in modifiers or annotations in the Python AST that are present in Java AST.
Also, while Java requires variable declarations, which the AST could parse, the Python
AST does not recognize variable declarations. In order to work around this, we had to
figure out what needed to be removed from the Java parser to remove the annotation and
modifier functionality without removing any key functionality of the parser. As for the
modification with the variable declaration, we modified the parser source code so that
it would treat a variable assignment as a declaration, as this would most often be where
new variables were introduced or given important new values.

Go: For Go, we used the benchmark [2]. This benchmark consists of 2 services, a
movie-microservice, and a user-microservice. The service consists of 21 Go files and
1433 lines of code. This benchmark was designed to show how a microservicebased
architecture can be made using Go. In both services, endpoints are called entirely using
HTTP methods. The benchmark also utilizes Gin-Gonic, Traefik, and MongoDB, but it
is very basic as it serves as an example of a microservice architecture.

Developing the parser proved to be more difficult than initially thought. This is
because the Go language’s AST was vastly different from any of the others we had seen
before. The largest hurdle was that structs were stored in a different subtree of the AST
than their member functions. It was even more difficult to determine which struct each
member function actually belonged to because that information is stored in a second
parameter list.

Our solution was to parse the structs and member functions at different times. First,
we began by parsing the structs, leaving their member functions empty, and added them
into a HashMap, which mapped the name of each struct to the actual ClassComponent.
After parsing all other nodes, we began to parse the member functions of every struct
and adding them to a vector. Then we began matching each function’s second parameter
list to a ClassComponent. After creating a new instance of the ClassComponent and
adding the parameter list to it (due to some quirks with Rust), we added it to the vector
of components.

NodeJS: To develop a parser for NodeJS, we used the benchmark [3]. This benchmark
was not exceedingly complex; however, it proved to be effective in developing the first
iterationof the parser. Its simplistic design is effective in achieving the goal the developers
intended, which is to introduce microservices in NodeJS. The benchmark comprises 3
services (OrderService, ProductService, and UserService) that span 36 files and consist
of 7427 lines of code. The only purpose of these services is to show the architecture of
a distributed system in NodeJS. Due to this, the functionality is limited to basic method
calls that are used to show the interconnectivity of the services.

In developing the NodeJS parser, we followed an organized path to uncover each
individual part of these services. We started by identifying classes described in the
benchmark. After these classes were discovered, the methods used in these classes were
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uncovered. Following the methods, we parsed the bodies of these methods. Finally, the
parameters and variables used in the classes and methods were discovered.

The first step we took in developing the NodeJS parser was recognizing classes
defined in a service. To find these classes’ names, the parser looks for the type “class
declaration.” It then finds the name of the specific class by looking at the next node in
the AST and finding the value with the type “identifier.” Once the class name has been
discovered, the parser is ready to parse the body of the class. The body of the class is
discovered by looking at the sub-tree of the node with the type “class body,” specified
in the node preceding the declaration of the class. After we have found the class body,
we can now investigate the class and discover the methods described in these classes.

To discover the methods and parameters found in these classes, we looked at the sub-
trees associated with said classes. The parameters of a class are found by looking for the
types “formal parameters” and “parameters” specified in the nodes directly after class
declaration and method declaration. The methods defined in these classes are labeled in
the AST by the type “method definition,” we can then find the name of these methods by
looking at the type “property identifier” associated with this node in the AST. The bodies
of these classes are labeled by examining the sub-tree of the method and finding the type
“statement block,” and the remainder of information about the method in question can
be found in this sub-tree.

4 Conclusion

We have created parsers for three languages popular for microservice development,
NodeJS, Go, and Python. These parsers work with our ReSSA structures to allow users
to perform pattern matching for major structural components in microservice systems
across languages.We have detailed the challenges associatedwith each language and our
solutions, and we have identified three benchmark systems that will serve as a testbed
for future testing.

Our future plans involve crafting ReSSA definitions to extract endpoints, inter-
service calls, and entities from each of these benchmark systems to demonstrate the
ReSSA’s feasibility in performing cross-platform, automated SAR of microservice sys-
tems.Another future plan is to develop a case study over amulti-language project in order
to show the actual accuracy and applications of ReSSA and the parsers we developed.

Acknowledgement. This material is based upon work supported by the National Science
Foundation under Grant No. 1854049 and a grant from Red Hat Research.
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Abstract. Extremely large datasets can be efficiently processed by par-
allel, distributed computation. However, humans are not adept at parallel
programming. One solution to this impedance has been the development
of APIs which hide the parallelism [6,15,17]. Another is to synthesize par-
allel programs from sequential ones [2,8,14]. Our approach is to develop
a code analysis framework and an execution model which identify the
potential components for synthesizing a parallel, distributed program in
a high-level API that is equivalent to a given sequential program. Sequen-
tial programs which can be translated are called partitionizable and the
code analysis tool is called Tyro V2.

Keywords: Program synthesis · Dataflow programs · Graphs

1 Introduction

Data-Intensive Scalable Computing (DISC) frameworks such as MapReduce [6],
Apache Spark [17], and Dask [15] are popular tools for processing large volumes
of data. By dividing the input data between many computers, these frameworks
gain by both processing the data in parallel and by having a greater percentage
of the data fits into memory [5]. However, the underlying architecture of each
frameworks is different, potentially requiring substantially greater time and effort
to develop these programs compared to sequential programs in languages like
Java or Python. As a result, automatically converting a sequential program into
a parallel program in the appropriate framework would provide a significant
improvement to productivity. In fact, even generating partial solutions can be
beneficial.

We previously showed how to use a tool called Tyro to convert some sequen-
tial Python programs into semantically equivalent PySpark programs [16]. Tyro
translates selected code fragments using Abstract Syntax Tree (AST) fragment
detection and the GRASSP method [7]. Tyro also checks the generated code
using test cases to demonstrate that the input and generated code are equiv-
alent. Tyro is able to extract a loop fragment and convert the loop body to a
PySpark processes. However, when the loop body accesses a global variable such
as an accumulator, Tyro did not always generate an equivalent program (it failed
the test case). This is because Tyro failed to capture the interaction between a
loop and variables used outside the loop body.
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In order to capture such interaction and provide a better translation, we
present Tyro V2. Tyro V2 uses graph-based loop extraction as a significant
improvement for detecting access outside the loop body. We employ graph based
flow diagrams to extract the sequential components and transfer them to par-
allel operations using gradual synthesis, rather than using JSON like Meta-
information for component detection and extraction. Tyro V2 can also detect
the interaction between the components before moving on to the program syn-
thesis step. Early detection not only saves time, but also provides a valid reason
why a sequential component cannot be translated using only map operations.

With the improved component detection in Tyro V2, we can now model
sequential programs which are excellent candidates for translation. The model
identifies partitionable programs as ones which can be run in parallel with no
modification and partitionizable programs which require a reconciliation func-
tion. Tyro V2 takes advantage of this concept while attempting to create a DISC
application from a sequential program with a reconciliation function. Our app-
roach outlines partitionable and partitionizable programs and how it benefits
the program synthesis process.

As such, our paper makes two main contributions:

1. A graph-based tool for program synthesis
2. A computation model as a goal for the synthesis process.

The remainder of the paper is arranged as follows. The second section covers
a brief history of our earlier work and DISC application. The new and enhanced
Tyro V2 is discussed in Sect. 3. In Sect. 4, we go through our model in terms
of DISC applications. Section 5 presents the formal model for partitionizable
programs. The paper is concluded in Sect. 6.

2 Related Work

2.1 Tyro

In our first version of Tyro, sequential Python programs are scanned for paral-
lelizable code segments which are converted into equivalent PySpark operations.
With the help of an AST, Tyro exacts the program information and stores it in
a JSON metadata repository. It then utilizes the Gradual Synthesis for Static
Parallelization (GRASSP) [7] approach to convert selected fragments. The key
idea behind GRASSP is to gradually grow the translation process i.e. move from
simple conversions to complex conversions on subsequent iterations.

Once a program has been converted, the next step is to verify that the PyS-
park program is equivalent to the original. However, since deciding if two pro-
grams are operationally equivalent is undecidable [4], Tyro uses software testing
[10] using multiple test cases provided by the user. The verification process is
successful if the parallel program passes all of the test cases. If any of the test
cases fails, the whole verification fails, and Tyro moves to the next stage of
gradual synthesis.
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One of the main motivations for graph-based extraction and translation was
Tyro’s failure of translating interaction between a loop and variables declared
outside the loop. Tyro V2 follows the same methodology as its predecessors but
with an updated version of the metadata store which includes a dataflow graph.
The addition of graph-based extraction and interaction leads to the partitionable
model defined in Sect. 5.

2.2 Similar Tools

Casper [2] automatically translates sequential Java code into the MapReduce
paradigm. Casper uses two major steps: Program Synthesis where it searches
for a program summary of each code fragment; and Code Generation which
generates executable MapReduce code from the program summary. Casper’s
generated code significantly outperformed the original sequential code.

Tyro shares several aspects with Casper. The initial static code analysis of
Casper is similar to the code analysis of Tyro. For example, both tools use ASTs
for code analysis. On the other hand, Casper’s uses an intermediate representa-
tion (IR) of the parsed code for code generations while Tyro V2 uses a graph
model of executions. The partitionable model for Tyro V2 is also unique.

One of the first attempts to generate parallel code from sequential programs
was MOLD [14]. Similar to Casper, Mold accepts sequential Java programs as
input, but MOLD uses a fold operation to identify the candidate loops. The
output is a Scala program which can be executed in the Spark environment. The
rules for the translation are sound, so the resulting parallel program is equiv-
alent to the original sequential program. However, there are limitations to the
complexity of the sequential program. Tyro uses software testing for verification,
which allows for more complex programs to be generated.

DIABLO, a process for generating parallel code in [8], also begins with anal-
ysis of the AST of a sequential program. Likewise, the framework targets loops
as the most likely candidates for parallelization. However, the end result is a
monoid comprehension, a computational model which includes standard SQL
queries. DIABLO works within a set of restrictions such that for all programs
obeying those restrictions, DIABLO generates an equivalent parallel program.
Tyro V2 takes a different approach for equivalence (program testing) that allows
the possibility of parallelization of programs which do not meet the restrictions.
However, Tyro V2 currently does not support programs beyond those covered
by DIABLO.

2.3 Graphical Program Representations

Data flow analysis is a method of extracting meaningful data from programs
without having to run them. It creates a static summary of information that
reflects a program’s run-time behavior [12]. Authors in [3] use data flow diagrams
similar to an AST to learn different rule-sets for static analyses. Data flow graphs
provide a number of advantages over other methods, the most notable of which
is their compactness and general direct interpretability [11]. For intermediate
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representation (IR) of code during program synthesis, the graphical represen-
tation is superior to other models for both visual representation and capturing
intricate structures.

For example, the Tyro Meta-information was unable to detect interactions
between multiple components, while within the graphical representation, each
component is a node and edges indicate the interactions. Of course, the more
interactions, the more complicated the translation. Thus, the graphical repre-
sentation identifies both opportunities for parallel code and challenges to the
process. Tyro V2 uses the graphical representation described in Sect. 4 to cap-
ture these interactions as early as possible.

On the other hand, TensorFlow [1] generates data flow (directed, multi)
graphs, which are device-independent intermediate program representations. The
Grappler [13], TensorFlow’s default graph optimizer, utilizes the created graphs
to speed up TensorFlow calculations. The Grappler automatically improves
speed by simplifying graphs and performing high-level optimizations that help
the majority of target architectures. By improving the mapping of graph nodes
to computational resources, such optimization minimizes device peak memory
demand and enhances hardware performance. Tyro V2 does not presently lever-
age graph-based optimization, like TensorFlow does, because the primary objec-
tive of such graphical representation in Tyro V2 is to capture component inter-
actions. Enhancing our graph analysis for optimization is ongoing research.

3 Tyro V2

Tyro V2 is built similar to its predecessor. The three major stages for creating
a DISC application from a sequential program are shown in Fig. 1. The different
stages of Tyro V2 are

1. Program Analyzer which accepts the sequential program as input and gener-
ates the data flow graph;

2. Operation Translator which uses the data flow graph to modify the AST
representation of the sequential program;

3. Code Generator and Verifier which generates the DISC application and
applies the tests.

The rest of this section provides additional details on each stage.

3.1 Program Analyzer

Some information about the input program is required to begin the translation
process. Tyro V2 assumes the program is written in python with a restricted
set of modules (e.g., numpy is not supported). The Program Analyzer accepts
the python program as input and proceeds with three main tasks: parsing source
code into an AST, generating a graph of the input program, and static analysis of
the program for meta-information. The AST parser for the source code and the
static analyzer are unchanged from Tyro [16]. The graph generator is described
in detail in Sect. 4.
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Fig. 1. Tyro V2’s system architecture consists of three main components. The first com-
ponent parses an input Python program into a data flow graph and a JSON description
of the operators. The second component translates the operators into the target DISC
architecture statement. The third component constructs the DISC program and veri-
fies the results using provided tests. If the verification succeeds, the DISC program is
output. If the verification fails, the target DISC architecture is modified and the last
two components are executed again.

3.2 Operation Translator

Tyro uses language dependent construction to exchange portions of the original
python code with the specific constructs within the target language. For exam-
ple, PySpark contains a sum() function which can sum values in a dataframe.
By analyzing the AST generated in the Program Analyzer, specific transforma-
tions can be detected. While the goal of Tyro V2 is to generalize these kind
of constructions, the system currently maintains the language dependent oper-
ation translator. Future versions of Tyro will replace this component with a
graph-based analyzer capable of more general operations.

3.3 Code Generator and Verifier

Tyro generates DISC programs in two steps. The first is a static process which is
consistent for all synthesis iterations (e.g., importing the pyspark modules) and
the second is the dynamic component which changes as the synthesis process
attempts to find more complex solutions. The static process also turns sequential
datasets into distributed datasets (e.g., RDDs, Bags). Tyro converts the datasets
using the DISC framework’s methods (e.g., parallelize() in PySpark). Tyro ini-
tially attempts to find a mapper only solution, then proceeds to a map-reduce
solution then to alternative attempts (such as implementing join operations).

Tyro V2 begins the verification procedure after each synthesis stage is com-
plete. Tyro V2 runs all of the test cases using the testing suite PyTest. If the
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program passes the test cases, the resulting executable program returns as an
output. If any test case fails, the gradual synthesis proceeds to the next level,
repeating the procedure. If all synthesis paths fail, Tyro V2 fails.

3.4 Example Translated Program

Tyro V2 takes Python code containing a loop that iterates over data and converts
it into an equivalent DISC program, as shown in Fig. 2. The sequential code
passes through all of the previously mentioned steps. Figure 2a is a sequential K-
Nearest Neighbors (k-NN) program that uses a user defined function to calculate
the distances between neighbors. The get neighbors() method iterates over all of
the data points and computes the distance between the point and the input point
(x ). Tyro identifies this loop as work that can be done in parallel on distributed
machines, and generates the PySpark method, get neighbors(). In this method,
a SparkContext is created and the training data is converted into an RDD. The
RDD.map() method is used to apply the user defined function, dis cal(), to every
element in the RDD.

4 Graph Based Extraction

Tyro’s inability to recognize a global variable or accumulator is the primary
motivation for graph-based extraction in Tyro V2. The interactions between
a loop fragment and the outside variable, e.g., the accumulator, is a common
situation in DISC programs. Tyro V2 utilizes a graph-based extraction method
to capture these interactions. The graph-based extraction produces a data flow
diagram corresponding to the partitionizable model in Sect. 5. In addition, graph-
based extraction is better at visualizing the program’s data flow and extracting
loops or data-intensive code segments.

Tyro V2 holds a graph G for a program in which a node represents an exe-
cutable statement. Figure 3b shows an example of a data flow diagram generated
by Tyro V2 for the code example in Fig. 3a. Each node is a component that is
later grouped together to form the components in the model. An edge between
two nodes captures the interaction between these components. Tyro V2 imple-
ments three distinct edge lists in the graph: a) program flow, b) loop interaction,
and c) global interaction. Figures 3b and 4 depict these three distinct interactions
from the three different arrow heads colored: black, green, and red.

The program flow edge-list stores the flow of the given sequential program,
represented as black edges in the graph. This program flow edge list form cycles
which are potential loop components in the model. The loop interaction are the
green arrows in the diagrams. Loop interaction indicates a nested loop structure
with dependencies between the inner and outer loops.

Two-loop components interact in Fig. 4, where an inner loop demands more
information or data from an outer loop. Because the inner loop is totally depen-
dent on the state of the outer loop, such interaction cannot be removed from the
parallel processing. In a distributed context, one possible solution is to introduce
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Fig. 2. Using Tyro V2 to translate a sequential kNN program into a PySpark imple-
mentation. The highlighted section from the input program is translated into the high-
lighted section in the resulting program. Note that a RDD is created from the list of
data, but this could easily be a file for larger data sets. The PySpark program com-
putes the distances between the input point and all other points in parallel. (Color
figure online)
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Fig. 3. A user defined function translated into a data flow graph. The loop is rep-
resented by the cycle between the two nodes for i in nums: and s += add(s,i). The
red line indicates interaction between a node inside of a loop with a node outside of
a loop. Within the original Tyro, this could only be handled when the loop body is a
user-defined function, as demonstrated here. (Color figure online)

a reconciliation function between two components so that they can operate in
parallel. The reconciliation function should combine the resulting output from
the inner loops executing in parallel to generate the correct result.

Tyro V2 detects any statement within a loop component that interacts with
another statement or component outside the loop using the global interaction
edge list. The red arrows in Fig. 4 show global interaction. The two separate loop
components interact with the state component a = 1 in the diagram. Converting
all such components is important since the order in which they are executed may
affect the final output.

Next, Tyro V2 determines whether or not the interaction can be translated.
For simple cases, such as those handled by Tyro, the translation is straightfor-
ward. However, for complex interactions, Tyro V2’s next step is to generate a
reconciliation function that can encapsulate such multi-component interactions.
This portion of Tyro V2 is still in progress.

This method of creating a data flow diagram or a graph of a given sequential
program not only aids in capturing the interaction of different variables, but
it also aids in the extraction of cyclic nodes. Furthermore, with the use of a
graph, Tyro V2 can easily separate various components such as state components
and loop components that correspond to the concept of partitionable program
discussed in Sect. 5.
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Fig. 4. Tyro models complex interactions between components in a graphical format.
The natural flow of the program follows the black edges in the graph. A red edge indi-
cates an interaction between a loop and a variable outside of the loop. The target of
the edge is the statement declaring the variable. Whenever a loop interacts with data
outside of its scope, simple map processes are not sufficient to represent the compu-
tation. A green edge indicates interaction between two loop components – typically
a nested loop. Currently, Tyro assumes all nested loops are JOIN operations. If that
is incorrect, Tyro fails to find a translation. Handling additional loop interactions are
part of our ongoing work. (Color figure online)

5 The Model

Consider a sequential program P over a data set X with parameters Y such
that the execution of P on X and Y , denoted P (X,Y ) = Z, where Z is another
data set. Our goal is to partition the input set X into k disjoint sets labeled
X0,X1, . . . Xk−1 such that we can execute a copy of P on each Xi. We represent
the partition as X̂ and use the notation P (X̂, Y ) to represent the execution of
P on each element in X̂ with parameters Y . The result of this computation is a
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corresponding set of output data sets, Z0, Z1, . . . Zk−1. The union of the output
data sets is Ẑ. This yields a second computation P (X̂, Y ) = Ẑ. If Z = Ẑ for
all partitions X̂, then P is partitionable. An example, consider a filter operation
such as the σ operator in relational algebra. The operation σθR returns all rows
in R that satisfy the predicate θ. In this case, R is the data set and θ is the
parameter with σ serving as the program P . Since θ is applied individually to
each row, we can partition R into disjoint sets R0, R1, . . . Rk−1 and perform
σθ(Ri) on each subset. The union of the results is the final output.

Fig. 5. A Python program that calculates PI and its component diagram produced by
Tyro V2, which illustrates a loop component interacting with external components.
The program is not partitionable and not partitionizable without restructuring.

Unfortunately, while partitionable programs are perfect candidates for large
scale parallelism such as DISC, relatively few programs are partitionable. For
example, consider the kNN program in Fig. 2a. Partitioning the work between
two machines results in two sets of neighbors, not one, which will fail the verifi-
cation tests.

As a result, we consider the set of programs which can be executed on a par-
titioned data set and then use a reconciliation function, ρ, which can be applied
to Ẑ such that ρ(Ẑ) = Z. We call such programs partitionizable. While the abil-
ity of partitionizable programs to take advantage of DISC depends somewhat
on ρ, being able to execute the initial program in parallel is clearly desirable.
For example, the kNN program of Fig. 2a is partitionizable, since the reconcilia-
tion function can merge the two sets of neighbors taking the k lowest distances
between the sets.

In order to enhance synthesis of the reconciliation function, we break P down
into independent components. Figure 6 shows the basic structure. The input com-
ponent holds the input data (X) while the output component holds the results
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(Z). The loop component iterates over the data, modifying the state compo-
nent values as needed. The termination component completes the execution and
generates the output.

Fig. 6. The sequential computation model for Tyro v2. We assume candidates for DISC
translation fit this model. However, we do allow for each of the components themselves
to have loop components that can be translated, yielding more complex programs.

As an example, consider the canonical MapReduce program WordCount,
which counts the occurrences of each distinct word in a data set. The data set
X is a text file and there are no parameters Y . For sequential execution, the
näıve implementation has a state component with an empty dictionary. The
loop component reads a line from the data file, breaks the input into words and
for each word, sends an update request with the word to the dictionary. On an
update, if the word is in the dictionary, the value is increased by one. If the word
is not in the dictionary, it is inserted and given a value of 1. The termination
component dumps the dictionary to a file.

We can now extend the model to represent partitionizable executions. We
call the model in Fig. 7 the distributed model, as it captures the distributed
nature of the computation, but does not fully partition the program. First, the
input component is divided into k units, each of which are read by a distinct
loop component. The state component is fundamentally unchanged, except that
it atomically accepts requests from the set of loop components. The direction
of the dashed lines indicates the data flow. Read requests are represented as
dashed arrows going from the state component to the loop component and write
requests are dashed arrows in the opposite direction. A new component, the
reconciliation component is added to the model. The reconciliation component
reads the data from the state component, applies ρ if needed, and sends the
output to the termination component. The termination component is unchanged.
For partitionable programs, ρ is the identity function. The distributed model is
Fig. 7.
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Fig. 7. In the distributed computation model for Tyro v2, the input components are
processed in parallel over a distributed set of loop components (identical to the loop
components in Fig. 6. Each loop component interacts with a centralized state compo-
nent. A new Reconciliation Component is added to the sequential model. Note that
the reconciliation Component may also be translated to a DISC program.

Under this model, the WordCount program does not change much. The loop
components each read a line of data, then atomically send the update request to
the state component. No reconciliation is needed, so the termination component
dumps this dictionary as before. Clearly, while this model allows some parallel
activity, the centralized dictionary is a bottleneck and would need to be removed.

While the distributed model represents distributed computation, the goal for
partitionable programs is to eliminate the centralized elements. Thus, the state
component should also be distributed with each loop component and each loop
component should only communicate with its own local state component. We
aggregate these two components into one execution component. Now the output
of each execution component can be sent to the reconciliation component which
generates the final result to be sent to the termination component. This leads
to our model for partitionizable computations in Fig. 8.

For program synthesis, the partitionizable model is relatively easy to derive
from a sequential program. The termination component is everything after the
loop, while the execution program is the remainder of the program. Likewise, it
is relatively easy to determine the input to the reconciliation component, as it
is the state of the computation after the loop terminates.

Completing our WordCount example, each execution component creates a
dictionary over its portion of the input and sends the dictionary to the reconcil-
iation component. In a näıve implementation, all of the dictionaries would go to
the same reconciliation component. It would be straightforward for the reconcil-
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iation component to merge two dictionaries by applying the update function of
one dictionary over the set of entries in the other. A basic aspect of Tyro V2 is
to identify and implement merge operations like this.

However, an optimization can also be identified. Since the updates of each
dictionary element are independent of the others, we can divide the dictionary
into smaller elements and compute the merger in parallel. The smallest point
is each entry in each dictionary can be sent to its own ρ function and executed
in parallel. Note that this in fact synthesizes the canonical WordCount program
for MapReduce. A key future work of Tyro V2 is identifying when optimizations
can occur and how to implement them.

Finally, there are programs which are difficult to parallelize even with a
reconciliation function. Consider the Pi program in Fig. 5. Clearly, the program
is not partitionable since executing multiple instances would generate multiple
values for pi, which is incorrect. However, the data to be divided is the number of
loop iterations. In this case, dividing the data set into equal sizes yields identical
values of pi. Thus, the reconciliation function would have no more information
than if the program executed once. A common property of loops in this category
is the use of the loop control variable within the computation, which is identified
by the Tyro V2 graph.

Fig. 8. The most general model for partitionizable computation in Tyro v2 combines
the Loop components with their own State Components. Thus, there is no centralized
component to handle interactions between the distributed executions. The generated
Reconciliation Component must determine the appropriate algorithm to pass the ver-
ification tests.
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6 Conclusion and Future Work

Efficient and effective program synthesis of a DISC application from a sequential
program is still in the early stages of development. In this paper, the original
synthesis tool Tyro is extended to include dataflow graphs in order to generate
components for a new model of partitionizable executions. The new novel tool
Tyro V2 accepts a sequential program and test cases as input and generates a
graphical representation that leads to a partitionizable program.

Tyro V2’s approach to graphical extraction and representation addressed
the issue of interaction between the data processing loop and the remainder of
the program. While Tyro recognized and translated specific instances, Tyro V2
models the interaction as a general construct with the goal of synthesizing a
reconciliation function to complete the synthesis.

There are several pieces of Tyro V2 that remain to be implemented. First,
the synthesis of the reconciliation function is very basic. Significant work on
how to extend the current implementation is underway, including examination
of machine learning techniques such as programming by example [9]. Second,
testing for sequential programs is not always sufficient for testing distributed
programs. As a result, synthesis of test cases is also needed. Third, optimiza-
tion of both the generated code and the synthesis process should be considered.
Finally, theoretical properties possible for the computation models need to be
addressed. Fourth, common python libraries such as pandas and numpy are not
translated. By extending our target model to Dask, we believe these translations
will be more straightforward.
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Abstract. Poor coding practices, bad design decisions, and expedited software
delivery can introduce technical debt. As software grows, manual detection and
management of technical debt become increasingly difficult. To address these
problems, recent research offers a variety of approaches for automating the pro-
cess of recognizing andmanaging technical debt. Unfortunately, current strategies
for measuring technical debt depend on static standards that fail to acknowledge
software usage patterns in production. In this paper, we utilized existing tools to
identify technical debt using static code analysis and then employed production
log analysis to rank these debts dynamically.
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1 Introduction

In today’s software business, intense rivalry pushes companies to create their prod-
ucts and deploy new versions under tight time restrictions. Companies frequently use
shortcuts in software development and maintenance to achieve these deadlines. These
shortcuts, as well as the resulting low software quality, are referred to as technical debt
[41]. It employs a financialmetaphor to explain the choices between short-term gains and
long-term costs in the Software Development Life Cycle (SDLC) [3, 33]. Technical debt
can arise as a result of inadequate design decisions and poor coding practices [13, 38].
According to studies, technical debt is largely the outcome of purposeful actions taken
to satisfy consumers [41]. It can be a beneficial investment if the project team is aware
of its presence and the increased risks it implies [30]. If handled properly, technical debt
can help a project achieve its goals sooner or more cheaply [30].

Efficient management of technical debt involves both detection and ranking the
issues. Ranking allows the developers to prioritize one task over another while resolving
the issues. Several tools can identify technical debt both at the code and design level.
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Current approaches of ranking issues use static knowledge such as line of codes, severity,
etc. However, software in production shows dynamic behaviors based on the usage
pattern. To properly manage technical debt, we need to acknowledge these dynamic
behaviors. For example, one part of the code might have a critical issue, but it is merely
used in production. In such a scenario, developers should focus on resolving issues that
are actively used in production. In this paper, we used existing tools to detect technical
debts. Then we utilized both static and dynamic knowledge to properly rank the issues
that caused technical debts. Finally, we analyzed the production logs to acknowledge
the dynamic usage pattern of the software.

The rest of the paper is organized as follows. Section 2 discusses background and
related works. Section 3 describes our proposed method. In Sect. 4, we demonstrate a
case study to verify our proposed method. Finally, we conclude the paper in Sect. 5 with
a general summary of our contributions along with future works.

2 Background and Related Work

In this section, we describe a general background and related works on technical debt,
code smells, architectural degradation, code analysis, and log analysis. In addition, we
enumerate through some commonly used tools for detecting technical debt.

2.1 Technical Debt

Technical debt is a future cost attribute that occurs as a result of code smells, architectural
flaws, or any other issue in production-level code that needs to be corrected [4, 11,
17, 20–22, 25, 36, 37]. Technical debt can occur for a variety of reasons, the most
common of which is the accelerated process of software development [4, 17, 20, 22, 36,
37]. Developers frequently overlook minor needs to complete the project on time and
postpone them for future work. It is a common practice in the software development
process since clients expect updates in every assessment and a completed product by
the deadline. Furthermore, certain accidental and unforeseen defects can only be found
when the project is executed on the production platform [22].

Ward Cunningham first introduced the metaphorical term “technical debt” to char-
acterize a specific type of issue that deteriorates software over time [11, 20, 22]. He
defined technical debt as follows in his experience report for the OOPSLA conference
in 1992:

“Shipping first time code is like going into debt. A little debt speeds development so
long as it is paid back promptly with a rewrite… The danger occurs when the debt
is not repaid. Every minute spent on not-quite-right code counts as interest on that
debt. Entire engineering organizations can be brought to a stand-still under the
debt load of an unconsolidated implementation, object-oriented or otherwise.”

Technical debt is regarded in the sameway as financial debt [14]. In financial debt, we
must refund some extra monetary credit as interest in addition to the capital. Similarly,
while attempting to recoup the technical debt, we must spend some extra labor on code,
or design refactoring [22].
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Martini and Stray [26] identified five common types of technical debt in their work:
Code debt, Architectural debt, Test Debt, Documentation debt, and Infrastructure debt.
Code debt is primarily caused by various types of code smells. Architectural debt comes
as a result of faults in project designs. For example, monolithic architectures are a poor
design choice for large projects. Test debt is mostly caused by inadequate test sets
and a lack of organized and automated testing. Documentation debt occurs as a result of
inadequate levels of code or project documentation, such as insufficient API description,
incomplete use-case or domain-model diagram, and so on. Infrastructure debt is mostly
the result of poor resource management. Although technical debt arises from many
sources, code smells and architectural deterioration are the two most common causes of
technical debt.

2.2 Code Smells

Kent Beck introduced the phrase “code-smell” in the 1990s. Code smells, unlike typical
bugs, do not always alter the anticipated behavior of the software [10]. Instead, they may
have an influence on the performance aswell as the futuremaintainability and scalability.
Code smell detection is critical for preventing future defects or difficulties that may arise
throughout the SDLC. According to data from a study questionnaire, some of the most
common code smells seen by software engineers include duplicated code, large classes,
lengthy methods, and so on. These code smells can typically be fixed through some
refactoring which not only enhances the code quality but also improves maintainability
[1].

2.3 Architectural Degradation

Architectural degradation is the process through which a system’s actual architecture
deviates from the intended design [6]. This, like code smells, happenswhen a poor design
choice is introduced into a systemwithout consideration for the long-term consequences
[40]. Architectural smells such as cyclic dependencies, hublike dependencies, unstable
dependencies, cyclic hierarchies, scattered functionality, god components, abstraction
without decoupling, multipath hierarchies, ambiguous interfaces, unutilized abstrac-
tions, and implicit cross-module dependencies can all indicate architectural deterioration
[5].

2.4 Static Code Analysis

Static code analysis [9] creates a representation of the application by recognizing com-
ponents like classes, methods, fields, and annotations. These representations include
Abstract Syntax Trees (AST), Control-Flow Graphs (CFG), or Program Dependency
Graphs (PDG). Unlike runtime analysis, such as penetration testing or log analysis, static
analysis does not need the deployment of an application, making it more cost-effective.
Also, developers can apply static analysis during the application’s development phase,
which mitigates the risk of inconsistencies in production deployments.
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There are two common approaches for static code analysis. Bytecode analysis [2]
uses the application’s compiled code. In contrast, in source code analysis, we parse
through the application’s source code without having to compile it into an immediate
representation. Source code parsing can be tricky due to different coding conventions;
on the other hand, compilers typically normalize bytecode. Besides, bytecode analysis
can be utilized as an alternative to source code analysis when we do not have access to
the application’s source code. Although bytecode analysis can be computationally easier
and more accessible, not all languages support bytecode. Bytecode is only available for
interpreted languages like JAVA, Python, PHP, etc. This paper uses static code analysis
through the SonarQube tool to identify code and design smells along with their severity.

2.5 Tools

There are a plethora of tools and static analyzers available in the market to aid in the
detection of code and design smells [15]. These tools differ in many ways based on their
input and processing strategies [5]. However, most of them are primarily code-based
static analyzers [23]. Some tools consider design or architecture for analysis, while few
others analyze the code histories and Git commits.

SonarQube [31, 34], Sonargraph [19], Designite [32], ARCADE [24], Arcan [16],
CodeVizard [42], Structure 101 [35] are few examples of code-based tools. SonarQube
can operate over 27 programming languages to find code smells like duplicate code,
code complexity, security vulnerabilities. In addition, it can detect cyclic dependency
architectural smell.

Titan [39], STAN [5], Kaleidoscope [18], Hotspot Detector [8] are design based
tools that can detect architectural smells. The prediction subsystem of ARCADE [24]
and HistoryMiner [7] are capable of analyzing commit histories to identify code and
design smells.

2.6 Log Analysis

Log files, in general, record the state of a system at any given time. These files often
provide information on the flow of events inside the system. Log files preserve the
necessary knowledge to identify the usage pattern of the software. Furthermore, they
give a lot of information on system failures [12]. However, these pieces of information
are hard to identify from raw log files. Log parsing and log analysis allow us to extract
them from raw log files. But, the formatting of log files is not typically consistent across
software,whichmakes log parsing difficult to generalize [12]. To address this issue,many
studies employ a pre-processing step that converts raw logs into some usable format for
efficient analysis [27]. The pre-processing might also involve removing redundant or
irrelevant data [43].
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3 Method

Our proposedmethod can be divided into four separatemodules: technical debt analyzer,
function analyzer, log analyzer, and integrationmodule. The architecture of our proposed
method is summarized in Fig. 1. The technical debt analyzer module utilizes an external
tool such as SonarQube to identify issues through static code analysis. It lists all the
issues along with the function names where they reside. It also determines the severity
levels of each issue.

Technical Debt Analyzer

Source
Code

Push
Sonar Results SonarQube

Scanner Server

Fetch Results

Function
CallsFunction

Analyzer

Log Analyzer

Integration
Module

Ranked 
Technical 

Debt 

Raw 
Log Files 

Formatted 
Logs 

Fig. 1. Architecture of the proposed method

The function analyzermodule also takes source code as input and produces a function
call graph using static analysis. It first scans all source code files and prepares Abstract
Syntax Trees (AST) for each file. Then it traverses through the ASTs using Depth First
Search (DFS) and identifies function declarations and function calls. It assigns a unique
ID to each function and lists their child node IDs.While traversing the AST, the analyzer
also identifies the log statements within each function. Finally, it employs topological
sort to find the root node, i.e., the main function.

The log analyzer module takes raw log files as input and processes them to a usable
format for further analysis. It scans each log line and figures out the timestamp, log
messages, and log types. It filters out all the log lines that do not fall within a given
timeframe. Finally, it counts the number of occurrences for each log message. It also
maintains the ordering of logs as they appear in the raw log files.

The integration module takes the output from the other three modules and prepares
the final output. First, it merges the output of the function analyzer module and log
analyzer module by matching the log message and log types. While matching, it also
considers the placeholder texts in the log statements. However, there can be conflictwhile
performing this matching. For example, two functions can have identical log messages.
In such a case, it considers the sequence of function call graph and the sequence of log
messages into account. This merging aims to give each function a weight that signifies
how many times it has been called in production.

Next, the integration module merges the output of the technical debt analyzer by
mouthing the file and function names. While merging, it sums the severity values for
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each function node andmultiplies themby the occurrence counts of the functions. In other
words, it updates the previously assigned weights of each function. Here, the severity
values are predefined where higher severity values indicate critical issues. For example,
let assume the technical debt analyzer found three issueswithin a functionwhich severity
values are 2, 2, and 3. And the function has been called 10 times in production. The final
weight of that function will be (2 + 2 + 3) ∗ 10 = 70. The equation for the final weight
of a function, therefore, can be written as.

w = c
n∑

i=1

si

where w is final weight, n is the number of issues, si is the severity of an issue, and c is
the number of times the function is called in production. Additionally, the severity of an
issue s for our purposes was determined through the equation.

s =
⎧
⎨

⎩

1, if sstring = INFO
2, if sstring = Major
3, if sstring = CRITICAL

where sstring is the string value paired to the “Severity” key within the JSON result
produced by SonarQube.

Finally, the integration module sorts each function nodes based on their weights and
assigns them a rank. A lower rank signifies a high-priority task. The final output of our
proposed method consists of a sorted list of functions along with the issues and their
descriptions.

4 Case Study

In our case study, we used cxx-notification-service [29] project from theRedHat Insights
[28]. It is primarily written in Golang.We also collected the raw logs from the production
deployment of the service. Our industry partner at Red Hat provides the logs; these are
anonymized to hide confidential user data.

First, we prepare the technical debt analyzer module, starting the Sonar- Qube server
through a Docker container. We run the docker container in the daemon mode in a
separate thread to preserve the analysis results even after our application finishes. It can
be also be run separately in a cloud cluster. In that case, we need to provide the URL
and authentication credential to connect to the remote SonarQube server. For the remote
connection, our application calls the health check API of the SonarQube server to verify
it is up and running. The SonarQube server does not perform any analysis. Instead, it
works as a storage for analysis results. It also provides a dashboard to visualize the
analysis report. Furthermore, it provides intuitive web APIs to fetch and filter those
results.

The core technical debt analysis is done by the Sonar scanner application. We run
the Sonar scanner application in a Docker container and mount the path of the cxx-
notification-service repository. Once the Sonar scanner finishes its analysis, it pushes
the results to the SonarQube server. Next, we fetch the result from the SonarQube
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server using the web API. In our experiment, SonarQube reports 51 issues for the cxx-
notification-service repository. Among them, 40 are CRITICAL, 3 are MAJOR, and the
remaining 8 are labeled as INFO. A sample issue from those 51 issues is shown in the
Listing 1.1. Here, the Function attribute was not provided by the SonarQube, instead
we injected it by inspecting the Component and Line attributes. The Function
attribute is required for further analysis in the integration module.

Next, the source code is passed to the function analyzer module, which creates a
function call graph by analyzing each Golang source file. It also identifies log messages
defined within those functions. We analyzed 31 files and identified 190 functions. A
sample output from the function analyzer module is shown in Listing 1.2.

The raw log files are inputted into the log analyzer module, which formats the log
files by identifying the log message, log level, and occurrence counts within a fixed
timeframe. For our experiment, we set the fixed timeframe to twelve hours. Finally, the
integration module merges the output of the other three modules and produces the final
ranked list as described in our proposed method. Here, we set the severity values for
CRITICAL, MAJOR, and INFO level issues to 3, 2, and 1 respectively. A sample block
of the final output is shown in Listing 1.3.

Our analysis took a total of 10 min and 45 s to finish. Table 1 depicts the run time
distribution among the modules. The technical debt analyzer took the most significant
time. However, if we repeat the analysis, the Sonar scanner will use caches and conduct
scans just for the modified files. The integration module took the smallest amount of
time since it operated only on well-formatted data while other modules had to perform
some sort of parsing. The technical debt analyzer, function analyzer, and log analyzer
modules are self-contained. So, they can be executed concurrently to minimize total
runtime.

4.1 Threats to Validity

In our case study, we analyzed only Golang source code. Modern enterprise applications
typically use heterogeneous programming languages that our im plementation fails to
acknowledge.However, the architecture of our proposedmethod ismodular, and thus it is
possible to integrate separate analyzers for separate languages. Also, we used SonarQube
for detecting technical debt that supports all major programming languages. Besides, it
is possible to replace SonarQube with any other preferred code analysis tool by utilizing
the modular architecture.
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[

{

"Component ": "ccx:differ/differ.go",

"Line": 156,

"Severity ": "CRITICAL",

"Rule": "go:S3776",

"Type": "CODE_SMELL",

"Message ": "Refactor this method to reduce its Cognitive

Complexity from 18 to the 15 allowed.",

"Effort ": "8min",

"Debt": "8min",

"FilePath ": "/ccx -notification -service/differ/differ.go",

"Function ": "processReportsByCluster"

}

]

Listing 1.1. Sample block of SonarQube result

[

{

"id": 99,

"name": "setupNotificationProducer",

"package ": "differ",

"filePath ": "/ccx -notification -service/differ/differ.go",

"logs": [

{

"type": "Error",

"log_msg ": "Couldn ’t initialize Kafka producer with

the provided config ."

}

],

"childNodeIDs ": [

158,

22,

22

]

}

]

Listing 1.2. Sample block of function analyzer output

We used constant values to weigh the severity of the detected debts. However, dif-
ferent companies might prioritize them differently. Allowing users to configure these
values will solve the problem.
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[

{

"Function ": "calculateTotalRisk",

"FilePath ": "/ccx -notification -service/differ/differ.go",

"Rank": 3,

"Weight ": 85,

"Issues ": [

{

"Line": 16,

"Severity ": "CRITICAL",

"Rule": "go:S1192",

"Type": "CODE_SMELL",

"Message ": "Define a constant instead of duplicating

this literal types.Timestamp 5 times."

},

{

"Line": 105,

"Severity ": "INFO",

"Rule": "go:S1135",

"Type": "CODE_SMELL",

"Message ": "Complete the task associated to this

TODO comment ."

}

]

}

]

Listing 1.3. Sample block of final output

Table 1. Run time distribution among the modules

Module Time (s)

Technical debt analyzer 583

Function analyzer 32

Log analyzer 27

Integration module 3

Total 645

Our log analysis counts the number of times a code portion is called within a fixed
timeframe. However, we did not consider user sessions while parsing the logs. Consid-
ering a fixed number of user sessions would give us a different perspective in addition
to the current fixed timeframe-based analysis.
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5 Conclusion and Future Work

Poor coding practices and bad design choices result in technical debt. Automation is
required to detect these issues as software grows over time. In addition to detection,
ranking of these issues is essential to prioritize tasks for developers.

Although there are a lot of tools to automatically detect code and design faults, they
lack the proper knowledge to rank the issues. In this paper, we combined static code
analysiswith log analysis to detect and rank those issues.Our proposed solution considers
software usage patterns which makes the ranking more reliable. In the future, we like to
expand our implementation for other languages, including Java and Python. Our current
approach takes static log files as input; however, we like to integrate them with real-time
log streaming services using the publisher-subscriber model like Apache Kafka.We also
plan to experiment with other static analyzer tools to improve the overall runtime and
reporting quality. In addition, we are looking for existing and recently published similar
work to compare our work to real-world performance. Lastly, we intend for further
experimentation to match industry standards through the use of a 24-h period for our
log analysis.

Acknowledgement. This material is based upon work supported by the National Science
Foundation under Grant No. 1854049 and grant from Red Hat Research.
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Abstract. Federated learning is a well-known way to improve privacy in dis-
tributed machine learning. Its major goal is to learn a global model that provides
good performance to the broadest number of participants. Statistical heterogeneity
(also known as non-IID) and training efficiency are two key unresolved concerns
in the rapidly developing field of technology. In this paper, we propose Early-
Bird FedAvg (EB-FedAvg), a customized federated learning architecture with
personalization and training effects based on Early-Bird Tickets. By applying
for the early-bird tickets, each client learns an early-bird ticket network (i.e., a
sub-network of the base model), and only these early-bird ticket networks are
communicated between the server and clients. Instead of learning a shared global
model as in traditional federated learning, each client learns a personalized model
with EB-FedAvg; communication costs can be greatly reduced due to the com-
pact size of the early-bird ticket network. Experiments on these datasets show
that EB-FedAvg outperforms existing systems in personalization, training, and
communication cost.

Keywords: Personalization · Efficient federated learning systems · Data
heterogeneity

1 Introduction

Federated learning (FL) is a well-liked distributed machine learning framework that
enables several clients to train a common global model cooperatively without transmit-
ting their local data [1]. The FL process is coordinated by a central server, and each
participating client exchanges only the model parameters with the central server while
maintaining local data privacy. By overcoming privacy issues, FL enablesmachine learn-
ing models to learn from decentralized data. FL has been used in numerous real-world
situations when data is dispersed across clients and is too delicate to be collected in one
location. For instance, FL has been shown to work well when it is used to predict the
next word on a smartphone [2].
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Participating clients want a shared global model that performs better than their mod-
els. Data distribution between clients is non-IID [1, 3]. Due to statistical unpredictability,
it’s difficult to design a worldwide model that works for all clients. Several research
has used FL personalization techniques like meta-learning, multi-task learning, transfer
learning, etc. to decrease statistical heterogeneity [4–10].

These solutions frequently entail two steps: 1) developing a global model together,
and 2) adapting it for each customer using local data. Two-step customization increases
costs. FL’s computational cost and diverse devices cause the central server to wait while
clients are trained, consuming a lot of energy. Inference speedup and model compres-
sion are important FL training advancements. The progressive pruning and training
practice involves training a large model, pruning it, and then retraining it to increase
performance (the process can be iterated several times). This is a conventional model
compression strategy, but recent research links it to more effective training [11]. New
research reveals that dense, randomly begun networks contain microscopic subnetworks
that, when trained independently, can approach the test accuracy of original networks
[12, 13].

Unpredictability in the communication channel between the central server and partic-
ipating clients might cause transmission delays owing to bandwidth limits. Compressing
data between the server and client solves the bottleneck. Sparsification, quantization, etc.
[14, 15]. Are common methods. Few efforts have been made to solve both challenges
at once. LG-FedAvg may be the only exception [16]. LG-FedAvg was developed with
an unreasonable FL configuration, despite each client having enough training data (300
images per class for MNIST and 250 for CIFAR-10).

Our work:We construct EB-FedAvg utilizing Early-Bird Tickets, a bespoke FL frame-
work for training and communication [17]. The Early-Bird Ticket phenomenon helps
locate sparse subnetworks within a large base model (EBTNs). Given the same train-
ing, EBTNs often outperform a non-sparse base model. Inspired by this fact, we sug-
gest communicating only EBTN parameters between clients and servers in FL after
collecting each client’s EBTN during each communication round. After adding all of
the clients’ EBTNs, the server displays the modified EBTN parameters to each client.
Finally, each client will learn a tailored model, not a shared global model. The EBTN
includes data-dependent features because it’s built by trimming the underlying model
using local client data. One client’s EBTN may not overlap with others when non-IID
data is included. After the server completes the aggregate, each EBTN’s customization
is preserved. Due to the lower EBTN, the required model parameters are also smaller.
So, FL’s communication efficacy can be boosted.

Our contribution can be summarized as follow:

1. We propose a revolutionary FL framework, namely, EB-FedAvg, that can achieve
personalization, more effective training, and effective communication in both IID
and non-IID settings;

2. We conduct experiments to compare EB-FedAvg with standalone, FedAvg, Per-
FedAvg, and LG-FedAvg [1, 16, 18]. The results of the experiments show that EB-
FedAvg is much better than the other methods in terms of personalization, cost of
communication, and effectiveness of training.
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2 Related Works

Personalization. To achieve personalization, the global model must be modified due to
statistical heterogeneity (i.e., the distribution of non-IID data between clients). Personal-
ization is accomplished in existing work by meta-learning, multi-task learning, transfer
learning, etc. [4–10]. However, all of the current attempts to achieve personalization
through two distinct phases come with additional overhead: 1) A federated global model
is learned, and 2) the global model is tailored to each client based on local data.

TheWinning Ticket Theory. According to the lottery ticket hypothesis, a fully trained
dense network can be pruned to identify a small subnetwork called the winning ticket
[12]. By training the isolated winning ticket with the same weight initialization as the
dense network’s corresponding weights, the dense network can then be trained to have
a test accuracy that is comparable to that of the isolated subnetwork. Finding winning
tickets requires pricey (iterative) pruning and retraining, though.Morcos et al. investigate
the transferability of winning tickets across several datasets [19].

Communication Efficiency. The main barrier for FL is communication because the
links between clients and the server frequently function at low rates and can be expen-
sive. Several studies try to lower FL’s communication expenses [14, 15]. By combining
FedAvg with data compression methods like sparsification, quantization, sketching, etc.,
the main goal is to reduce the amount of data that is sent between the server and clients.

Efficient Inference andTraining.Model compression has been thoroughly investigated
for the inference that it is lighter weight. Popular methods include pruning, weight
factorization, weight sharing, quantization, dynamic inference, and network architecture
search [20–32]. On the other hand, it seems like there is significantly less research on
effective training. A small number of studies focus on reducing the total amount of time
spent training in situations where people are working in parallel and communicating
well [35–37].

3 Design of EB-fedAvg

Early-Bird FedAvg (EB-FedAvg) is an end-to-end combination of Early-Bird Tickets
and FedAvg. Figure 1 illustrates an overview of EB-FedAvg. By applying for the Early-
Bird Tickets, each participating client discovers an Early-Bird Ticket Network (EBTN).
In particular, the EBTN is trained by trimming the basemodel using the local data of each
client. The basemodel will not be transmitted between the clients and the server, only the
parameters of EBTNs. The server will only do the aggregate on the incoming EBTNs
after that, and each client will receive the updated parameters for the corresponding
EBTNs as a result. After the EBTNs’ parameters have been updated, the clients resume
their training. Before we explain how to learn local EBTNs and run the global aggregate,
we define the following notations that we use in our paper.
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Fig. 1. The EB-FedAvg workflow diagram is displayed. It makes use of Early Bird Tickets to
identify the Early Bird Network and, as a result, establish the network structure for Early Learning.
Second, sparse weight masks are employed to keep the client personalized during model updates
and to increase the effectiveness of data transmission between the client and the server.

Notations:We define S ⊂ C as a group of clients chosen at random during each training
cycle, with C = {C1, · · · ,CN } representing the N available clients, where Ci signifies
the i-th client. St denotes the group of clients selected in the t-th round. K denotes the
sampling ratio of each round. Let θi(i �= g) represent the local model parameters on
each clientCi, and let θg represent the parameters of the base model on the global server.
To represent the model parameters of the Early-Bird Ticket Network (EBTN) found in
round t, we additionally use the superscript t, θ ti . And creates a local early bird ticket

binary mask mt
i ∈ {0, 1}|θ ti |. Therefore, the parameters of the relevant weight mask for

the client Ci are indicated by the symbol θ ti
⊙

mt
i . Given the data Di held by Ci. we

splitDi into the training dataDTrain
i , and test dataDTest

i . Pruning probability is p, and the
scaling factor for structured pruning is r. The FIFO queue Q has a length of l.

3.1 Training Algorithm

The main distinction between EB-FedAvg and FedAvg is that EBTNs are the only form
of communication between clients and the FL server. In each communication round, the
EBTNs alone are therefore the only ones used in the server’s aggregate. In Algorithm 1,
the specifics of the EB-FedAvg training algorithm are described. In general, the training
algorithm has the following steps:
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Algorithm 1: Training Algorithm of EB-FedAvg
Data:  where is the local data on 
Server Executes:

1 initialize the global model with  
2
3 for in parallel do
4 download  from Global Server

initialize the client mask 
5 end for
6 for each round t =1,2,…do
7
8 { }
9 for each client in parallel do
10
11 end for
12
13 end for

:
14
15
16 for each local epoch, i from 1 to Epoch do
17 for batch do
18
19 end for
20 Perform structured pruning based on r towards the target ratio p, and generate the mask 

;
21 Calculate the mask distance between the current and last subnetworks and add to Q;
22 if then
23 Updating the early bird ticket binary mask
24 return  to server
25 end if
26 end for
27 return  to server

Step I: Send the global server initialization weights θg to the client Ci and initialize
the client Ci’s mask m0

k .
Step II: The server randomly selects a group of clients St given the t-th communi-

cation round.
Step III: From the server, each Ck ∈ St client downloads its matching EBTN θ tk ,

where θ tk = θ tg
⊙

mt
k .

Step IV: Each client Ck start training the local model with θ tk . To create a mask mt
k ,

structured pruning using the scaling factor r and the pruning probability p. And to store
the successively generated subnetworks into a first-in-first-out (FIFO) queue Q with a
length of l = 5, and calculate the mask mt

k distances between them.
Step V: Exits when the greatest mask mt

k distance in the FIFO falls below a
predetermined criterion (default 0.1 with normalized distances of [0,1]).
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3.2 Structured Pruning

Since it is hardware-friendly and best connects to our objective of effective training
and performance enhancement, we use the same channel pruning as Liu et al. [21]. To
use the scaling factor r in batch normalization (BN) layers as an indicator of channel
importance, we follow Liu et al. We generate a mask for each filter separately, and filter
channels are pruned under the pruning threshold. To make the pruning threshold easy to
use, a percentile of all scaling factors, such as p% of channels, is used to figure it out.

3.3 Early Bird Ticket Masked Weights

The main distinction between EB-FedAvg and existing FL methods is that only the
learned weight masks are sent to the central server by each device, which learns an
EBTN that only belongs to itself. Figure 2 illustrates how structured pruning can be
used to obtain each device’s respective EBTN. We can obtain the pruned network mask
in response, which we refer to as the Early Bird Ticket Binary Mask (EBTB Mask). To
send the mask weights to the central server, we can then use the learned EBTB Mask to
perform a real-time structured pruning of the EBTN.

Fig. 2. Theprocess ofmaskweight.Using theEBTNnetwork,which canbe acquired after training
or updating, we can produce the corresponding early bird ticket binary masks. A mask calculation
between the early bird ticket binary mask and the EBTN network can be used to determine the
weight mask.

3.4 Aggregate Heterogeneous Weight Masks

Themajority of FLmethods aggregate data using the FedAvg aggregation strategy,which
involves averaging. Instead of updating the full weights in EB-FedAvg, aggregation is
done on the weight masks. Additionally, not all elements are overlapped due to the
heterogeneity of the weight masks across devices. Because of this, we can’t just use an
averaging strategy to do aggregation in EB-FedAvg.

Our objective in developing the aggregation strategy is to maximize the retention of
personalized data contained in the heterogeneous weight masks. We propose a weighted
mask aggregation scheme that accomplishes this goal by independently aggregating
each element of the weight mask. As Fig. 3 shows, only elements that appear in two
or more weight masks are averaged by the central server. The central server then uses
the aggregated values to update these elements in the corresponding weight masks. The
central server ignores elements that are not shared in the weight masks and do not
aggregate them. Finally, the device will receive the updated weight mask.
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Fig. 3. Weightmask aggregation process. To the server, each device sends its uniqueweightmask.
On the server side, overlapping nodes are aggregated rather than using a strategy that distributes
weights evenly as FedAvg does.

3.5 Generate Personalized Model

The weight mask is updated once the weight mask aggregation operation is completed,
as shown in Fig. 4. After theweightmasks have finished training, the EBTBmask of each
device is applied to the updated weight masks one at a time to create a unique model.
The EBTB mask makes it more likely that devices will be able to share information
while also giving a sparse, personalized model and resolving statistical heterogeneity.

Fig. 4. Personalization via EBTB mask. The client does not update the model immediately after
receiving it from the server, unlike FedAvg, in order to preserve the model’s personalized nature.
The client will choose the received weights using the early bird ticket binary mask to maintain
personalization while ensuring information sharing.

4 Evaluation

4.1 Datasets, and Models

In our investigations, we employ theMNIST andCIFAR-10 datasets [38, 40].We sample
the non-IID dataset using the Dirichlet distribution and allocate it to each client with
an alpha of 0.2. All of the test sets for the training dataset labels for each client are
used to create the evaluation data. We utilized LeNet-5 and AlexNet as our architectures
for MNIST and CIFAR-10. In the LeNet-5 and AlexNet designs, we also include a
batch-normalization layer after each convolutional layer.
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4.2 Hyper-Parameter Setting

We built up 100 clients with local batch sizes of 32, and 50 for local epochs, and an
SGD optimizer with a 0.1 learning rate and 0.9 momentum for all experiments. Between
the server and the client, there are 50 communication rounds. For structured pruning
methods, the threshold for mask distance is 0.1 as well. Additionally, we used a pruning
rate of 0.3 and a scale sparse factor of 10−4.

4.3 Compared Methods

Baselines. To comprehensively evaluate the performance of EB-FedAvg, we compare
EB-FedAvg against four baselines:

Standalone: each device trains a model independently using only local data without
collaborating with other devices [39]. Be aware that using the Standalone technique
won’t incur any communication costs.
FedAvg is the most classic FL method, and it is employed in commercial products.
Devices talk to the central server to send updated local parameters and download the
global model so that local training can happen all the time.
Per-FedAvg adds MAML, a prominent meta-learning approach, with FedAvg for
customization [18, 41].
LG-FedAvg is a cutting-edge FL method that lets you customize it and improves the
efficiency of communication while decreasing the efficiency of computing [16].

4.4 Evaluation Metrics

To evaluate the performance of EB-FedAvg during the training process, we use the
following evaluation metrics:

(1) Inference Accuracy: We assess the inference accuracy of the test data for each
device and report the overall average accuracy for evaluations.

(2) Communication Cost: The total number of parameters the model uploads and
downloads during training serves as our proxy for the communication cost, which
is a significant bottleneck in federal learning.

(3) Computation Cost: We quantify the computation time spent on devices for 50
training rounds.

4.5 Training Performance

Inference Accuracy vs. Computation Cost: we compare EB-FedAvg with the base-
lines in terms of the accuracy-computation tradeoff. Table 1 shows that EB-FedAvg can
improve the accuracy of inferences by a lot while reducing the cost of computations by
a lot.

First, compared to LG-FedAvg, EB-FedAvg can improve inference accuracy and
training computation cost simultaneously. In particular, EB-FedAvg improves infer-
ence accuracy by 1.17×, 1.78×, 1.11×, 1.67× on LeNet-5-MNIST, LeNet-5-CIFAR-
10, AlexNet-MNIST, and AlexNet-CIFAR-10 in IID, respectively. Inference accuracy
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improves by 2.96×, 2.23×, 1.79×, and 1.96× on LeNet-5-MNIST, LeNet-5-CIFAR-10,
AlexNet-MNIST, and AlexNet-CIFAR-10 in non-IID, respectively.

Second, EB-FedAvg can dramatically reduce computation costs compared to Per-
FedAvg, which is specifically designed for personalization. In particular, EB-FedAvg
reduces the computation costs of LeNet-5-MNIST, LeNet-5-CIFAR-10, AlexNet-
MNIST, and AlexNet-CIFAR-10 in IID by 1.79×, 1.53×, 1.46×, and 1.36×, respec-
tively. In non-IID, EB-FedAvg reduces computation costs by 1.43× and 1.53× on
LeNet-5-CIFAR-10 and AlexNet-CIFAR-10, respectively.

Table 1. Comparison between EB-FedAvg and baselines in inference accuracy-computation cost
space.

IID non-IID

Models Algorithm Acc.(%) Computation cost.
(s)

Acc. (%) Computation cost.
(s)

LeNet-5
MNIST

EB-FedAvg 96.31 673 89.56 780

FedAvg 96.1 683 89.32 775

LG- FedAvg 82.31 1281 30.28 703

Per- FedAvg 94.79 1204 83.87 695

Standalone 92.14 225 50.14 283

LeNet-5
CIFAR-10

EB-FedAvg 46.67 794 29.31 839

FedAvg 46.59 792 27.93 766

LG- FedAvg 26.2 1409 13.06 1410

Per- FedAvg 36.2 1214 28.2 1200

Standalone 38.01 353 24.52 372

AlexNet
MNIST

EB-FedAvg 95.09 1435 88.22 1369

FedAvg 94.48 1436 85.57 1305

LG- FedAvg 85.79 2143 49.11 1408

Per- FedAvg 91.69 2097 83.62 1346

Standalone 90.29 516 49.89 418

AlexNet
CIFAR-10

EB-FedAvg 49.75 1292 30.09 1377

FedAvg 48.42 1312 31.1 1360

LG- FedAvg 29.73 2007 15.38 2447

Per- FedAvg 40.77 1762 18.29 2100

Standalone 36.2 514 24.07 788
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Second, EB-FedAvg can dramatically reduce computation costs compared to Per-
FedAvg, which is specifically designed for personalization. In particular, EB-FedAvg
reduces the computation costs of LeNet-5-MNIST, LeNet-5-CIFAR-10, AlexNet-
MNIST, and AlexNet-CIFAR-10 in IID by 1.79×, 1.53×, 1.46×, and 1.36×, respec-
tively. In non-IID, EB-FedAvg reduces computation costs by 1.43x and 1.53x on
LeNet-5-CIFAR-10 and AlexNet-CIFAR-10, respectively.

Third, it’s not surprising that EB-FedAvg does a lot better than FedAvg in terms of
how well it makes inferences and how much it costs to compute. FedAvg is a general
FL method that isn’t optimized for computation or personalization.

Even though Standalone doesn’t have any communication costs, EB-FedAvg does
a better job than Standalone because it uses all local data instead of only a few training
samples on each device.

Low Communication Cost: Fig. 5 illustrates the comparison of communication costs
between EB-FedAvg and the baselines.

Fig. 5. In terms of communication costs, EB-FedAvg is compared to baselines. LeNet-5 and
AlexNet architectures for sending are shown in (a) and (b), respectively. Data sent is measured in
megabytes (MB).

As Fig. 5 shows, EB-FedAvg is more communication-efficient in all applications
when compared to baselines because of the structured sparsity. Specifically, EB-FedAvg
can save 8×, 8.06×, and per-FedAvg on LeNet communication costs, respectively. EB-
FedAvg can save 27×, 27.86×, and per-FedAvg on AlexNet communication costs,
respectively. EB-FedAvg can save 0.47× and 23.18× in communication costs on LeNet-
5-LG-FedAvg and AlexNet-Per-FedAvg, respectively.

The number of Participating Devices: Table 2 shows the BE-FedAvg, which we use to
figure out how adding more devices affects how well each communication round works.

We experiment on MNIST and CIFAR10 and change the quantities of participating
devices by 5, 20, and 40. As Table 2 illustrates, with more devices participating in
each communication round, the inference accuracy marginally improves. For instance,
increasing the number of participating devices from 5 to 40 on IID and non-IID enhances
the inference accuracy on MNIST-LeNet-5 by 1% and 1.02%, respectively. When the
number of devices in IID and non-IID goes from 5 to 40, the inference accuracy on
CIFAR-10-LeNet-5 goes up by 1.03% and 1.11%, respectively.
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Table 2. The impact of the number of participating devices on EB-FedAvg performance.

Models Number of devices IID Acc. (%) non-IID Acc. (%)

MNIST-LeNet-5 5 96.31 89.56

20 96.28 90.69

40 96.49 91.74

CIFAR-10-LeNet-5 5 46.67 29.31

20 48.78 31.36

40 47.93 32.57

Data Imbalance Ratio: The amount and type of data on the device have a big effect
on how well the FL method works. In practice, there are several bad situations when
the data amount is constrained. In addition to having limited data, data on a device
frequently displays an imbalance between different classifications. It is challenging for
FL strategies to train customized models that perform as well across classes as they
do within them. To figure out how the amount of data and the degree of different data
types affect the way EB-FedAvg works. We conducted experiments on the MNIST and
CIFAR-10 datasets to compare the performance of both datasets on LeNet and AlexNet.
The Dirichlet distribution’s alpha value, whose greater value roughly equates to a more
uniform distribution of data types and amounts among clients, allows us to control the
data imbalance rate. The alpha values selected are 0.0001, 0.001, 0.01, and 0.1. As
Fig. 6 illustrates, for a fixed number of participating training clients, the accuracy of an
inference decreases slightly for smaller alpha values.With the participation of 20 clients,

Fig. 6. The impact of the data imbalance rate on EB-FedAvg performance. Three factors are
combined in this: data heterogeneity, device heterogeneity, and model heterogeneity. Data hetero-
geneity refers to data with various balance rates; device heterogeneity refers to the various training
devices, and model heterogeneity refers to the utilization of various two models.
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the value in Fig. 6(a) dropped from 96.86% to 96.72% when the alpha dropped from
0.1 to 0.0001. In several additional comparisons, the situation is similar. In addition,
the increase in the number of clients participating in the training when setting the same
alpha value can reduce the impact of the data imbalance degree, in addition to improving
the effectiveness of the training. In Fig. 6(a), for example, the accuracy varies between
2% and 4%.

5 Conclusion

We created EB-FedAvg, a customized, effective training and communication FL frame-
work that is motivated by Early-Bird Tickets. The technique removes the generic model
parameters from clients’ models while maintaining the customized ones by iteratively
pruning the neural network channels. Our results show that obtaining the winning ticket
at a very early stage, i.e., EB, can achieve the same or better performance than standard
training and other personalized architectures. The EBTN obtained through EB-FedAvg
not only ensures personalized training but also greatly reduces the consumption during
the communication process in the transmission of FL. We assume there are still a lot
of promising issues that need to be solved. Testing low-precision EB Train methods on
larger models and datasets is an immediate future task. We are also interested in finding
out if EB Train could be connected to any further less expensive training methods.
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