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Abstract. The detection of Caenorhabditis elegans (C. elegans) is a
complex problem due to the variety of poses they can adopt, the aggre-
gations and the problems of dirt accumulation on the plates. Artificial
neural networks have achieved great results in detection tasks in recent
years.

In this article, two detection network architectures have been com-
pared: YOLOv5s and Faster R-CNN. Accuracy and computational cost
have been used as comparison criteria. The results show that both mod-
els perform similar in terms of accuracy but the smaller version of the
YOLOV5 network (YOLOv5s) is able to obtain better results in compu-
tational cost.
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1 Introduction

The nematode Caenorhabditis elegans (C. elegans) has been used as an impor-
tant animal model for many years [2]. In advanced ages, just like humans, they
present some pathologies, physical deterioration, mobility loss, etc. It has a short
life (approximately 3 weeks) and a length of 1 mm, which makes it easy to handle
and grow. They can be stored in large quantities and small spaces (Petri dishes)
[15]. These characteristics allow large-scale assays to be performed economically
and make this nematode an ideal model for research into neurodegenerative
diseases and the development of new drugs.

Despite these advantages, handling and observation of these nematodes are
costly and require qualified technicians. For this reason, computer vision tech-
niques allow these processes to be automated, increasing productivity and pre-
cision in the development of assays.

The detection of C. elegans is the first task in automatic image processing
applications such as monitoring, tracking [9-12], lifespan [6,18] and healthspan
[4,7,13]. To date, many methods perform segmentation pre-processing and
search for worm characteristics in order to filter worms (object of interest) from
non-worms (noise), which takes an additional computational cost.
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In recent years, image processing methods based on artificial neural networks
have gained much popularity in these C. elegans applications, as they have great
advantages compared to traditional computer vision methods based on feature
extraction (using segmentation, edge detection, textures). Feature extraction is
a costly process as it requires experience and trial and error to select the optimal
ones. In addition, it is difficult to adjust the parameters of the image processing
algorithms to work on different images.

Detection methods based on artificial neural networks have achieved great
results, outperforming classical methods. The main detection methods based on
deep learning can be classified into two groups: one-stage methods (YOLO, SSD,
RetinaNet) and two-stage methods (Faster R-CNN, RFCN, Mask R-CNN).

These are some of the latest studies that show the advantages of artificial
neural networks in the detection of C. elegans:

e [1] implement Faster R-CNN object detection models for detection and loca-
tion of C. elegans in different conditions. This study demonstrates some of the
advantages of Faster R-CNN algorithm to identify, count and track behav-
iors in comparison to traditional methods in terms of speed and flexibility.
These traditional image processing methods, such as background subtraction
or using morphological features, are more sensitive to changes in the envi-
ronmental conditions due to complex experimental setups, resulting in low
accuracy to detect objects of interest.

e [5] present a low-cost system including a DIY microscope to capture low-
resolution images. They use the framework Mask R-CNN to detect, locate
and classify C. elegans with high accuracy, rather than traditional methods
such as human counting and analyzing high-resolution microscope images,
which result in longer times and lower efficiency. They also generate a great
number of masks by a preprocessing method that includes visual inspection,
since the Mask R-CNN algorithm needs them as an input.

In summary, the main goals of this study are:

e Analyze the use of detection methods based on artificial neural networks for
the detection of C. elegans in low resolution images.

e Compare two of the most widely used object detection architectures (YOLO
[21] and Faster R-CNN [22]) in terms of accuracy and computational cost.

2 Materials and Method

2.1 C. elegans Strains and Culture Conditions

The C. elegans that were used to perform detection assays had the following
features: strains N2, Bristol (wild-type) and CB1370, daf-2 (e1370). They were
provided by the Caenorhabditis Genetics Centre at the University of Minnesota.
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All worms were age-synchronized and pipetted onto Nematode Growth Medium
(NGM) in 55 mm Petri plates, where the temperature was kept at 20°C.

The worms were fed with strain OP50 of FEscherichia coli, seeded in the
middle of the plate to avoid occluded wall zones, as C. elegans tend to stay on
the lawn. To reduce fungal contamination, fungizone was added to the plates
[23], and FUdR (0.2 mM) was added to the plates to decrease the probability of
reproduction.

In the laboratory, the operator had to follow a specific methodology to obtain
the images: (1) Extract the plates from the incubator to put them in the acquisi-
tion system; (2) Examine the lid, before initiating the capture, to check there is
no condensation and wipe it if detected; (3) Capture a sequence of 30 images per
plate at 1fps and return the plates to the incubator. This method was designed
to prevent condensation in the cover.

2.2 Image Capture Method

Images were captured using the monitoring system developed in [19], that uses
the active backlight illumination method proposed in [20]. Active backlighting
technique has been shown to be effective for low-resolution C. elegans appli-
cations for both the mentioned [20] and [17] capture systems. The monitoring
system is based on an RGB Raspberry Pi camera v1.3 (OmniVision OV5647,
with a resolution of 2592 x 1944 pixels, a pixel size of 1.4 x 1.4 wm, a view field
of 53.502 x 41.41°, optical size of 1/4”, and focal ratio of 2.9) placed in front
of the lighting system (a 7” Raspberry Pi display 800 x 480 at a resolution at
60 fps, 24 bit RGB colour) and the inspected plate in between both devices. A
Raspberry Pi 3 was used as a processor to control lighting. The distance between
the camera and the Petri plate was sufficient to enable a complete picture of the
Petri plate, and the camera lens was focused at this distance (about 77 mm). The
system captured images of 1944 x 1944 pixels at a frequency 1 Hz. A graphic of
the capture system is shown in Fig. 1.

The code, components and the guidelines to build the monitoring system
and the assembly description can be found in the repository https://github.
com/JCPuchalt/SiViS.

2.3 Dataset Generation and Labeling

The dataset is composed of 1901 images captured from 106 test plates with
the SiViS system [20]. Each plate contains between 10 and 15 nematodes. These
images were manually labeled by marking the bounding boxes of each nematode.

The dataset was divided into three subsets using the following proportions:
70% for training, 10% for validation and 20% for test. Number of images and
labels in each subset are shown Table 1.

2.4 Detection Method

In this article it was decided to test with the best-known detection methods
based on artificial neural networks: YOLOv5 and Faster R-CNN.
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Fig. 1. Image capture system. Location of the Petri dishes, as well as the other com-
ponents of the image acquisition system.

Table 1. Number of images and labels in each subset.

Images | Labels
Train | 1330 14004
Val 190 1993
Test 381 3920

Faster RCNN is an architecture proposed in [22]. It consists of three parts:
(1) a convolutional neural network that extracts the image features; (2) a Region
Proposal Network (RPN) in charge of obtaining the candidate bounding boxes
and (3) a network in charge of performing the classification and regression of the
bounding box coordinates.

YOLOVS5 is an object detection algorithm created by Glenn Jocher in 2020.
Considering previous models of the YOLO series, YOLOvV5 offers higher accu-
racy, faster calculated speed and smaller size. Among the YOLOv5 models,
YOLOv5s works the fastest, although the average precision is the lowest. The
YOLOV5 network consists in three main parts: Backbone, Neck and Head. Back-
bone gathers and produces picture characteristics on various image granularities
when the image is supplied. The picture characteristics are then stitched and
transmitted to the prediction layer by Neck, where the image features are pre-
dicted by Head to generate bounding boxes and predicted categories [3].

2.5 Training and Evaluation Method

The networks were implemented and trained using the Pytorch deep learning
framework [16] on a computer Gigabyte Technology Z390 AORUS PRO machine,
Intel(R) Core (TM) i9-9900KF CPU @ 3.60 GHz x16 with 32 GB of RAM, and
NVIDIA GeForce RTX 2080 Ti graphics card with 4352 Cuda cores, Ubuntu
19.04 64bits operating system.

Faster R-CNN. In this work the Faster R-CNN model architecture was used
with a ResNet-50-FPN backbone pre-trained with COCO dataset [14] (Fig. 2).
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The network was trained for 150 epochs with a batch size of 6 samples using
the implementation of https://pytorch.org/tutorials/intermediate/torchvision_
tutorial.html. A Reduce Learning Rate on Plateau scheduler with a patience
of 3 epochs and a factor of 0.1 was used. The optimizer used was SGD with
momentum 0.9 and weight decay 0.0005. Vertical flip (0.5), HSV augmentation
(hue = 0.015, saturation = 0.7, value = 0.4), image scale (0.5) and translation
(0.1) were used as data augmentation techniques.

Feature extractor Object classification

Region proposal function
Objectness Classification
& BoundigBox Regressor

—) — ﬂ.“

MultiClass
Classification

_i_______________

BoundigBox

RO pool Regressor

celegan 0.97

CNN Model Feature maps Feature maps:
Projected region proposals

o

I celegan 0.86

Fig. 2. Image pipeline through Fast R-CNN architecture. The blocks of the Fast R-
CNN architecture were made using the PlotNeuralNet tool [§].

YOLOv5. To train YOLOv5 we used the implementation of (https://github.
com/ultralytics/yolovh) in its YOLOv5s version, which is the smallest and fastest
(Fig. 3).

We used the weights pretrained on the COCO dataset. It was trained with a
batch size of 6 samples for 150 epochs using the SGD optimizer with momentum
0.937 and weight decay 0.0005. LambdaLLR Learning Rate scheduler was used
with the configuration proposed in the original implementation and other data
augmentations, such as Vertical flip (0.5), HSV augmentation (hue = 0.015,
saturation = 0.7, value = 0.4), image scale (0.5) and translation (0.1) were used.

The YOLOvV5 model needed an image size multiple of 32 and, consequently,
this model resized automatically the images to 1952 pixels. To make both algo-
rithms work in the same image conditions, the images were resized with the same
scale factor for Faster R-CNN model. Before this, in this model’s dataloader, a
function to crop and resize the images was implemented, since Faster R-CNN
model needed an image size between 800 and 1333 pixels.
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Fig. 3. Image pipeline through YOLOvV5 architecture. The blocks of the YOLOv5
architecture were made using the PlotNeuralNet tool [8].

2.6 Evaluation Methods (Metrics)

To compare YOLOv5 and Faster R-CNN it is necessary to use some metrics that
can be applied to both models, so the comparison is fair and adequate. The main
metrics that will be used are computational cost and mean Average Precision
(mAP), which is obtained from other metrics, precision and recall.

To decide whether a prediction is correct, the IoU is used, which measures
the degree of overlap between the real box delimiting the object and the one
predicted by the network. If the IoU value exceeds a threshold, it is considered
True Positive (TP), otherwise it is considered False Positive (FP). If the network
does not find an object, it is considered False Negative (FN).

Precision: It represents the relation between the correct detections and all the
detections made by the model (Eq 1).

TP
Precision = m (].)

Recall: It shows the ability of the model to make correct detections out of all
ground true bounding boxes (Eq 2).

TP
Recall = m (2)
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Average Precision (AP): It is calculated as the area under the precision-
recall curve, thus summarizing the information of the curve in one parameter

(Eq 3).

AP = /01 P(R)dR (3)

Mean Average Precision (mAP): This is obtained calculating the mean of
APs over all IoU tresholds. In this case, the range of IoU tresholds used is [0.5;
0.95] (Eq.4).

1
mAP = > AP(n) (4)

where N is the total number of IoU thresholds and AP(n) is the average precision
for each IoU threshold value.

Computational Cost: It measures the amount of resources a neural network
uses in a process, which determines the amount of time the process lasts. In this
case, time per prediction will be measured to compare the computational costs
in inference, which allows to determine how both models would work for possible
real-time applications. For this reason, this metric will be measured in seconds.

3 Experimental Results
This section presents the results obtained after training with the YOLOv5s and

Faster R-CNN networks. The results were obtained with the best trained models
in the three subsets (train, validation, test, Table2, 3, 4 respectively).

Table 2. Train results.

Model Parameters | mAP@Q.5 | mAP@[0.5-0.95]
YOLOv5s 7.5M 0.961 0.762
Faster R-CNN | 41.3M 0.983 0.759

Table 3. Eval results.

Model mAP@0.5 | mAP@[0.5-0.95]
YOLOv5s 0.957 0.776
Faster R-CNN | 0.947 0.705
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In Figs. 4, 5, 6 we can find examples of true positives, false positives and false
negatives respectively obtained when predicting with the models.

Table 4. Test results

Model Time/prediction (ms) | mAP@0.5 | mAP@[0.5-0.95]
YOLOv5s 6.03 0.932 0.806
Faster R-CNN | 43.25 0.944 0.691

Fig. 4. Example of true positives obtained by applying the detection models. The
model predictions are shown in red and the labels in green. (Color figure online)
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Fig. 5. Example of false positives due to dirt of the plate. The model predictions are
shown in red and the labels in green. (Color figure online)
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Fig. 6. Example of false negatives due to worm aggregations. The model predictions
are shown in red and the labels in green. (Color figure online)

4 Discussion

The experiments carried out in this study have shown that, as expected, due to
the greater number of parameters of the Faster R-CNN model used (backbone
resnet50) with respect to YOLOv5s, the computational cost is higher, as reflected
in the inference times of both models. Generally, in C. elegans image acquisition,
the images are captured at a frequency 1 Hz, maximum 15 Hz, due to the low
speed of movement of the nematodes. It has thus been shown that both detection
techniques could be used for real-time monitoring of C. elegans. This would
be useful for healthspan assays in which the movements of the nematodes are
analysed.

In terms of network performance, the results of the experiments show that
they perform similarly, achieving a mAP value of around 93-94% for an IoU
treshold of 0.5. As explained in section 2.6 Ewvaluation methods (Metrics), this
metric is quite representative, as it considers precision and recall values. The
YOLOv5s model obtains a better mAP result for IoU treshold [0.5-0.95].
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5 Conclusion and Future Work

Finally, it can be concluded that the YOLOv5s model performs better in this
application of C. elegans detection, as it achieves similar accuracy results to those
obtained with Faster R-CNN (accuracy values of 93.2% and 94.4% respectively
for our dataset) but in less time and, consequently, with a lower computational
cost.

As future work, the available dataset could be labelled by obtaining the
nematode masks. With this new dataset, a Mask R-CNN network could be
trained, which would have the advantage over YOLO of obtaining a segmen-
tation. Another option to avoid the cost of labelling would be to use synthetic
images to train the network.
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