
Chapter 7
Implications and New Directions for IR
Research and Practices

Abstract Previous chapters have thoroughly discussed recent advances and pro-
gresses in IR formal user models and behavioral economics research on human
bounded rationality in decision-making. As presented in Chap. 6, some recent
studies in IR, information seeking, and recommendation have empirically confirmed
the impacts of human biases and heuristics on users’ search interactions, judgments
of information items, and reactions to personalized recommendations and partially
incorporate the knowledge of bounded rationality into developing user behavior
prediction models, system evaluation metrics, and bias-aware re-ranking algorithms.
Taking a step forward from previous discussions, this chapter will introduce existing
unresolved research gaps and open challenges from bounded rationality perspective
and discuss the main research questions, practical implications, and new directions
of our behavioral economics approach for various sub-areas of IR studies.

7.1 Background

Previous chapters have thoroughly discussed recent advances and progresses in IR
formal user models and behavioral economics research on human bounded rational-
ity in decision-making (with empirical evidences associated with both behavioral
patterns and neural correlates). Contrasting the specific assumptions, model setups,
and findings from these two areas of research clarify a series of gaps between
simulated rational agents and real-world users engaging in search interactions
under varying tasks. These gaps motivated us to reflect on the existing
oversimplified assumptions and rational user models and encouraged us to explore
ways in which we could extend the assumptions about user characteristics and
behavioral patterns and also enhance existing formal models. As presented in
Chap. 6, some recent studies in IR, information seeking, and recommendation
have empirically confirmed the impacts of human biases and heuristics on users’
search interactions, judgments of information items, and reactions to personalized
recommendations and partially incorporate the knowledge of bounded rationality in
developing user behavior prediction models, system evaluation metrics, and bias-
aware re-ranking algorithms. Taking a step forward from previous discussions,
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Chap. 7 will introduce existing unresolved research gaps and open challenges from
bounded rationality perspective and discuss the main research questions, practical
implications, and new directions of our behavioral economics approach for various
sub-areas of IR studies. We hope that our synthesis of the insights from related areas
and new bias-aware research agenda can be of help for students and researchers who
are interested in further investigating more specific human-bias-related IR problems
and leveraging the learned knowledge in enhancing intelligent search systems.

7.2 Characterizing Bounded Rationality in IR

When making decisions under uncertainty, people are often boundedly rational due
to a series of individual characteristics and situational limits, such as cognitive and
perceptual biases, mental shortcuts, as well as limited resources and support (Simon,
1955; Kahneman, 2003). In the context of IR, previous studies have explored a set of
the widely examined human cognitive biases and described their implicit connec-
tions to users’ information search behaviors, document judgment thresholds, and
whole-session evaluations (e.g., Azzopardi, 2021; Eickhoff, 2018; Liu & Han, 2020;
Scholer et al., 2013). To further enhance our understanding of boundedly rational
search decisions, researchers may need to address several general limitations.

First, it is worth noting that people’s boundedly rational decisions and judgments
usually involve perceived multidimensional changes, gains, and losses (Kahneman,
2003). Although existing IR research has examined several types of human biases
and heuristics (see Chap. 6), many of them only focused on one or two dimensions
associated with the impacts of biases. One of the widely examined dimensions is
relevance judgment as a large body of user studies, and offline IR evaluation
experiments include external relevance labeling as part of the standard experimental
setup. However, users’ biased perceptions and decisions could occur in other
dimensions as well, such as the judgments of document credibility and usefulness,
acceptance of different types of search recommendations, as well as the experience
with certain search interfaces. For instance, the impact of decoy results and threshold
priming could not only be triggered by the relevance labels of documents examined
in sequence but also initiated by the difference in document presentation (e.g., text
only or augmented with relevant images; presented as regular organic search results
or vertical results) and perceived document credibility. In addition, users’ search
satisficing strategy and aspiration level may also be multidimensional in nature and
are influenced by the perceived gains and losses on a variety of facets of search
interactions, rather than depending on query-document relevance (qrel) only. More
broadly, from the reference-dependence perspective (e.g., Tversky & Kahneman,
1991), users’ pre-search and in situ preferences and expectations may also involve
different dimensions, such as search interactions and costs, system effectiveness, and
document quality, as well as overall search experience. These different dimensions
of references could also change over time as a search session proceeds and may have
different weights in users’ search decision-making and whole-session remembered
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utility. It is difficult to characterize diverse references and associated temporal
variations (e.g., changes of SERP quality across different queries; changes of
users’ preferences over diverse subtopics) with only one or two ground-truth labels.

Next, related to the first limitation, when characterizing the temporal changes
along different dimensions and associated with varying human biases, researchers
also need to explore the interactions among different dimensions of search interac-
tions and biases. For instance, based on e-commerce click and purchase logs, Ge
et al. (2020) identified the mutual reinforcements between individual users’ interests
and the biases in item exposure in recommender systems, which confirmed the echo
chamber effect in personalized product recommendations. Azzopardi (2021) also
discussed possible compounding effects caused by two or more cognitive biases on
searchers. For example, individuals’ decisions are often heavily influenced by the
initial information available in a given sequence (Primacy effect; Jones et al., 1968).
This primacy effect may couple with anchoring bias: when a user evaluates results in
a SERP, the first item presented or examined may be considered as most relevant and
used as an anchoring point for judging the relevance and credibility of following
documents. Also, for each individual search decisions in a session, such as query
reformulation, document clicking, and search stopping, the user may be influenced
by both in situ reference points (e.g., search results with varying types of framing)
and pre-search existing beliefs and preferences (Confirmation bias, Nickerson, 1998;
White, 2013).

Although mutual reinforcement effect could occur among diverse human biases
(Azzopardi, 2021), different biases may also compete with each other for people’s
attention and relatively higher weights in final decision-making. For instance,
suppose a user has pre-search doubts about the effectiveness of a certain brand of
vaccine. During the information search process, the user may be actively searching
for results that confirm or is aligned with their pre-search beliefs. However, when the
top ranked search results contradict with the pre-search expectations, the confirma-
tion bias might be mitigated by the anchoring bias or in situ reference dependence as
the user may consider the initially encountered or top ranked search results as most
relevant. This impact of in situ reference may be weaker if the disconfirming results
are ranked in lower positions on the SERP. Therefore, to comprehensively investi-
gate the interaction between confirmation bias and anchoring bias (as well as the
interplay of other human biases), researchers may also need to take into consider-
ation the roles of several IR-specific factors, such as search query features, search
result presentations (e.g., as organic search results or vertical blocks), and adaptive
learning to rank algorithms.

With respect to the behavioral impacts of bounded rationality, researchers from
multiple disciplines (including IR) have extensively studied the negative impact on
search performance, document judgment quality, and overall experiences. As a
result, a series of negative effects and biased decision strategies have been identified
through the behavioral experiments where researchers start with assumed negative
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effect of human biases.1 However, the potential positive effects of human biases
remain understudied. For instance, cognitive biases and heuristics may reduce the
complexity of decision-making processes (Azzopardi, 2021). Relying on a set of
simple rules and mental shortcuts, individuals may be able to quickly obtain
satisficing or good-enough outcomes without processing a large amount of new
information (Kahneman, 2011). Also, people may be more likely to be affected by
cognitive biases when facing conflicting information (which usually increases the
uncertainty in option evaluation and decision-making). Thus, using certain mental
shortcuts may help reduce the uncertainty and improve the efficiency in decision-
making activities. This could be of high value to users, especially in scenarios where
timeliness is more important than optimized accuracy. Future IR researchers should
actively explore the positive effects of human biases and heuristics in making search
decisions, judging information items, and performing information-intensive work
tasks. More broadly, estimating the positive impact of bounded rationality may also
enable researchers and system engineers to build more comprehensive computa-
tional models of real-time human decisions under bounded cognitive resources
(Gershman et al., 2015).

Apart from the research gaps above, characterizing human biases and boundedly
rational decisions in IR is also methodologically challenging. To capture the “pure
effect” of human biases and heuristics, behavioral economics researchers often
choose to observe human decisions within well-controlled, simplified, and some-
times unrealistic experimental settings (e.g., Kahneman, 2003; Thaler, 2016; Weber
& Camerer, 2006), such as gambling with two options, selling or buying one item, or
deciding the treatment plan with the complete knowledge of the probability of cure
associated with each alternative. These simplified experimental settings allow
researchers to extract one decision-making segment out of complex real-world
settings and directly observe the phenomenon of bounded rationality with other
contextual variables (e.g., work task characteristics, other people’s opinions and
actions, domain knowledge, and information seeking skills) being controlled. How-
ever, interactive search sessions often tend to be complex, dynamic, and involve
contextual factors of multiple levels, such as action level, query level, search task
level, as well as motivating task level. Even in controlled user study settings where
users conduct search activities under a predefined search task, it is still difficult to
redesign or deconstruct the complex search processes into a set of single-decision-
based simplified experiments. In addition, to address the problem of observing and
modeling the interactions between diverse human biases, researchers may not be
able to restrict the decision-making experiment within an oversimplified setting.

As shown in Fig. 7.1, within a simplified representation of general methodolog-
ical spectrum, researchers need to find the scientifically reasonable and practically
accessible balance between the two directions or sides: On the one side, (over)-
simplified task and study designs that are widely applied in behavioral economics

1This phenomenon may also confirm the existence of confirmation bias in IR research on bounded
rationality.
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Fig. 7.1 Methodological challenges in IR research on bounded rationality

and cognitive psychology experiments can increase the chance of observing pure
behavioral effects caused by human biases and heuristics. The well-controlled
experimental settings can make the bias trigger for salient (e.g., a clear decoy option
among different alternatives) and thus more likely to generate significant, testable
behavioral variations. On the other side, however, we also need to consider the level
of realism of the simulated tasks and decision-making settings. Although the
simplified environments can better facilitate the investigation on human biases, it
may affect the generalizability and practical value of the research findings. The
behavioral effect measured in simple experiments may not be practically meaningful
in complex IR settings where multilevel search decisions are mixed with each other.
Also, it is worth noting that several types of biases are identified under artificially
constructed experimental sessions; this may be because the study participants are not
intrinsically motivated to find out the real credible information items (Azzopardi,
2021). For instance, a high school student participant may not have a clear motiva-
tion for learning about available retirement plans, except for the compensation
payment for their participation. As a result, the participant may be more likely to
stop searching at satisficing results, which present clear but overestimated signals of
bounded rationality to the researchers who may be subject to observer-expectancy
effect (Rosenthal, 1976). This issue of participants’motivations in task completion is
a common issue in crowdsourcing studies (e.g., Law et al., 2016; Posch et al., 2019;
Rogstadius et al., 2011) and may cause extra risk for user studies on human biases
and heuristics. However, when completely departing from controlled lab experiment
contexts and customized interventions, researchers may also find it difficult to
identify and access reliable signals that indicate boundedly rational actions and
capture the implicit deviation of biased decisions from mathematically optimal
outcomes.

Crowdsourcing-based user experiments, especially the ones focusing on the
judgment and labeling of information items (e.g., Eickhoff, 2018; Maddalena
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et al., 2016; Roitero et al., 2022), enable researchers to partially characterize users’
evaluation decisions under the influence of cognitive biases that emerge from
individuals’ naturalistic settings. However, how to go beyond a single slice of search
process and reasonably approximate whole-session search interaction experience
that involves multistage decision-making still remains an open challenge. To address
this challenge, researchers will need to both design effective tasks, interfaces, and
interventions that can be naturally implemented in real-life settings and also identify
new measures and signals for capturing the multidimensional effects of human
biases, heuristics, and situational limits and depicting boundedly rational decisions.

This section summarizes the existing limitations and research gaps in terms of
characterizing bounded rationality in IR. For each limitation, we have identified
specific research problems to be addressed and suggested possible paths for future
studies. The knowledge learned through exploring and characterizing users’
bounded rationality can provide a solid behavioral and psychological basis for
designing new search and ranking algorithms, user interface components, and
recommendations, as well as bias-aware evaluation metrics.

7.3 Development of Bias-Aware Interactive Search Systems

The second part of our research agenda adopting the behavioral economics perspec-
tive focuses on the open challenges we need to address regarding the development of
bias-aware interactive search systems. Our ultimate goal is that the bias-aware search
algorithms and systems can take into account the impacts of both algorithmic biases
and human biases and proactively address the potential negative effects from users’
biased perceptions, judgments, and search decisions, especially in complex search
tasks of varying types.

Taking a step forward from the discussions in the above section, researchers need
to properly present diverse types of human biases, heuristics, as well as other
situational factors that contribute to boundedly rational decisions and estimate
corresponding parameters in updated formal user models with real-world search
interaction data. As summarized in Chaps. 4 and 6, there are a large body of
behavioral economics experiments and IR user studies that described and statisti-
cally tested the effects of various human biases on judgment and decision-making
(Azzopardi, 2021; Kahneman, 2003). However, the knowledge of bounded ratio-
nality accumulated in a variety of disciplines has rarely been incorporated into the
design of formal user models. This research gap can be considered as part of the
broader, deeper disconnection between information seeking community and IR
community: although a variety of online information seeking behavior models
have been proposed in diverse specific settings, populations, and task scenarios,
many of them have not been introduced or represented in formal, computational
models of user behavior in IR experiments, partly because of the descriptive nature
and significant individual differences embedded in information seeking models and
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practical limitations in available training datasets and ground truth labels (Liu,
2022).

The enhancement of formal user models under a bounded rational framework
would start with the multifaceted extension of simplified rational assumptions
discussed in Chap. 5. For instance, when estimating the attractiveness and probabil-
ity of examination before clicking, researchers should consider not only the textual
features of search result surrogates and the rank position of the document but also the
past history of browsing, clicking, and judgments, especially the reference levels,
anchoring points, and in situ preferences hidden in past search interactions. Also,
due to the threshold priming effect (cf. Scholer et al., 2013), users may keep
adjusting and calibrating their thresholds of relevance judgments during a sequence
of query-driven search iterations. Regarding usefulness judgments, researchers will
also need to examine search task facets (e.g., Li & Belkin, 2008; Liu, 2021) and
monitor the distance between the current document and the overarching search tasks.
Due to the subjective nature and since individual differences involved usefulness
judgments, the calibrated thresholds may not regress to a relatively stable value as it
is expected in relevance judgments (Thomas et al., 2022). Thus, researchers may
need to design and empirically test different forms of customized task-document
distance measures and see which one(s) best capture the user’s in situ usefulness
perceptions.

The dynamic nature of references, judgment thresholds, and information need
often lead to unexpected deviations of users’ examination and clicking behaviors
from the predictions of traditional click models. Therefore, incorporating explicit
representations of in situ references and implicit judgment thresholds into click
models may improve the accuracy in both unbiased relevance estimation and click
prediction. The connections between previous references extracted from actions,
documents, and explicit feedback (if available) and current search actions could be
represented by extra edges in the session flow of graph-based click models (Lin et al.,
2021). Adopting a data-driven approach, the weights of hidden edges among
pre-search and in situ references, implicit thresholds, and current document features
could be learned through neural networks from search log data containing both intra-
session and inter-session information. In addition to the graph-based method,
researchers could also adopt a personalized click model (PCM) approach and
incorporates users’ reference points and cognitive biases into click models as part
of the user factors. For instance, within Shen et al. (2012)’s PCM framework, user
biases could be represented as elements of user matrix, which in turn shapes the
Gaussian prior of the document attractiveness parameter in click modeling.

In addition to predicting clicking and characterizing within-SERP browsing,
researchers have also developed a series of rational models for formally modeling
interactive search sessions. One of the common modeling approaches is to decon-
struct users’ search sessions into the transitions of a fixed set of phases or states. The
phases and states are either defined under a starting theoretical framework and a set
of axioms in a top-down fashion (e.g., Dungs & Fuhr, 2017; Zhai, 2016) o
empirically extracted from users’ search logs and explicit annotations (e.g.,
Hendahewa & Shah, 2013; Liu et al., 2020; Liu & Yu, 2021). With the state-based
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framework, researchers have proposed a variety of optimization algorithms to
iteratively maximize the search effectiveness or scores of evaluation metrics (e.g.,
nDCG, average precision, document usefulness) that measure ranking performances
and SERP qualities (Luo et al., 2014; Liu & Shah, 2022; Zhang & Zhai, 2016). To
enhance existing state transition models, researchers can incorporate bias-related
factors into the models and estimate their impacts on state transitions. For instance,
with the same local retrieval outcome, a relative change (perceived as a gain or loss)
in the relevance of search result surrogate or page dwell time may significantly affect
the probabilities of browsing continuation and transition to the stage of query
reformulation. Also, encountering a document that confirms the user’s existing
beliefs and expectations may result in an unexpectedly high probability of clicking
and relevance score that deviate from the average probability estimated based on past
search behaviors and the textual features of current documents.

Another possible approach to integrate bounded rationality factors into session
modeling is to add the hidden bias-aware states to the framework of observable
behavioral states. Specifically, for example, in addition to the explicit transitions
among query, search result snippet examination, and clicking, researchers can also
characterize and monitor the reference-dependent state. With the knowledge of
pre-search beliefs and preferences, researchers can estimate and label the (dis)-
confirmation state of each document and also represent the query/SERP-level
perceived utility based on the state associated with each document. In formal
modeling, researchers can still focus on relevance-based scores as the main compo-
nent of utility modeling and at the same time add factorized residuals and use latent
confirmation-state factors to depict individuals’ deviations from the “global model”
built upon query-document relevance. Similarly, researchers could also model
reference-dependent states with respect to the anchoring bias by investigating the
anchoring effects of initially encountered documents, subtopics, and associated
opinions from content generators and other users. In addition, based on the studies
on user expectations in interactions with search and management information
systems (e.g., Lankton & McKnight, 2012; Liu & Shah, 2019; Venkatesh &
Goyal, 2010), researchers could estimate users’ general multifaceted expectations
regarding rewards and costs or efforts in search interactions and predict the expec-
tation (dis)confirmation state at different moments of real-time search sessions.
Behavioral and textual signals that indicate a negative expectation disconfirmation
(i.e., search efficiency or SERP quality lower than pre-search expectations) may
serve as useful features for predicting the changes of subsequent search tactics and
users’ in situ thresholds and criteria for usefulness judgment and search satisfaction.

On the system side, one of the central topics that connect multiple sub-areas of IR
research is learning to rank (LTR). L2R refers to the research that applies machine
learning (ML) techniques in training ranking models based on annotated relevance
labels and implicit feedback (e.g., clicks) from users’ search logs (Li, 2011). The
goal of LTR research is to train a learning function that produces a ranking score
πμ(d ) based on the feature vector of each document d so that the ranking result based
on πμ(d ) would be the same as the result of ranking by the intrinsic relevance of
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documents. According to Ai et al. (2021), this ranking optimization goal can be
formally written as:

μ� = argμ minL μð Þ= argμ min

Z Q

q
l πμ, rq
� �

dP qð Þ ð7:1Þ

where rq refers to the perfect ranking generated based on the ground-truth intrinsic
relevance of documents and Q refers to the set of all queries or topics q involved in
ranking. l(πμ, rq) represents the loss of local ranking computed based upon the
ranked list of retrieved documents and their relevance levels. One of the key
challenges is LTR experiments to improve the unbiasedness in ranking, especially
in situations where the implicit feedback (in particular, clicking) is noisy and
affected by different types of biases. To achieve unbiased learning to rank
(ULTR), many IR researchers have designed and tested multiple click models and
formal assumptions, based on features of query-document pairs, rank position
information, and sequences of user actions, in order to facilitate the extraction of
reliable relevance signals from noisy and biased click logs (e.g., Ai et al., 2018;
Craswell et al., 2008; Joachims, 2002). Apart from the research efforts on reducing
rank position bias, some recent studies focus on the behavioral side of LTR and have
adopted inverse propensity weighting (IPW) (cf. Joachims et al., 2017) in addressing
trust bias and recency effects (e.g., Agarwal et al., 2019; Chen et al., 2019; Vardasbi
et al., 2021).

Following the line of research introduced above, researchers may be able to make
further progress in ULTR research by taking a broader range of human biases into
consideration. As discussed in previous chapters, apart from the widely examined
rank position bias, knowledge of human biases and heuristics employed in search
can enhance our understanding of the motivations behind clicking behavior. For
instance, for documents being ranked at similar positions, users’ examinations and
clicks may be biased toward the documents that confirm their pre-search beliefs or
are consistent with their initially encountered information in one or multiple aspects
(e.g., subtopic, opinion, sentiment), due to the effects of confirmation bias and
anchoring. Also, in addition to the document features that most ranking algorithms
focus on, users’ probability of clicking on certain documents may be affected by
adjacent documents that may be perceived as a decoy option. In click modeling,
identifying potential decoy search results along varying dimensions (e.g., relevance
and presentation of search result surrogate, perceived credibility of documents) may
be included as part of the modeling of local contextual factors. From a broader
reference-dependence and CBDT perspective (e.g., Gilboa & Schmeidler, 1995;
Tversky & Kahneman, 1991), the probability of clicking on a document may also
be biased due to a recent experience of examining and reading similar documents
under similar motivating tasks. This similarity could be represented with a vector
containing multiple elements, such as the specific contents and involved subtopics,
type of information sources, general opinion and sentiment, as well as other salient
textual and graphical features. A past bad experience (e.g., a long reading session
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without much useful information obtained) accessible in the user’s current short-
term memory may result in a low estimated utility or predicted loss associated with
the current document, which, in turn, leads to a fairly low probability of clicking
(i.e., loss aversion bias). When evaluating search results under uncertainty (e.g.,
exploring an unfamiliar domain), users may tend to avoid potential risks and losses
and click the search results that seem to be familiar and involve low risk of search
failure to them (i.e., risk aversion bias). Actively debiasing noisy clicks based on the
knowledge of human biases, heuristics, and search expectations could be useful for
further improving the unbiasedness, generalizability, and reliability of ULTR
algorithms.

In addition to predicting users’ clicks, modeling search sessions, and improving
LTR algorithms, researchers should also explore possible recommendation tech-
niques and methods that can reactively or even proactively address the potential
negative effects of bounded rationality. In the context of IR, query auto-completion
and suggestion are two common and widely employed forms of search support. To
stimulate critical thinking and careful decision-making, interactive IR researchers
employed query recommendations to present search terms (e.g., survey, comparison,
evidence) that could encourage critical thinking in search evaluation and query
reformulation (Yamamoto & Yamamoto, 2018). Based on the results from
crowdsourcing-based experiments, researchers found that the query priming with
critical-thinking terms motivated users to issue more queries and revisited SERPs
more frequently. Also, under the query priming condition, users were exposed to
more Web pages that encourage evidence-based decision-making. From the
bounded rationality perspective, the query priming techniques designed in Yama-
moto and Yamamoto (2018) presented a positive anchoring point for users and
motivated them to examine and click more search results that are aligned with the
critical thinking terms advocated through recommended search terms. Similarly,
Ong et al. (2017) manipulated the initial information scent levels for participants by
changing the number and distribution of relevant documents on the first result page
in a session. The results indicate that when improving the number and positioning of
relevant results on the first result page, the participant’s ability to locate relevant
results were also improved in both desktop-based and mobile search environments.
Therefore, in addition to passively react to biased implicit feedback (e.g., clicks) and
search decisions (e.g., early abandonment of query), search systems could proac-
tively adjust the initial query recommendations and the presentations of SERP items
in order to mitigate possible negative effects of mental shortcuts and help users find
the desired information items. Beside query priming and relevant documents,
researchers can also explore other dimensions of SERP (Speicher et al., 2015),
such as informativeness, information density, possible confusions and distractions,
as well as the potential scrolling and interaction efforts, in order to estimate users’
perceived costs in a more accurate manner (instead of assuming fixed equal costs of
each action across all queries and topics) and address biased search decisions with
more SERPs of higher levels of usability and accessibility.

Built upon the above discussions on different aspects of IR and bounded ratio-
nality, a broader vision we aim to pursue in future research is developing bias-aware
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intelligent task support (BITS) systems. The ultimate goal of this BITS system is to
predict and proactively address the negative effects of both algorithmic biases and
human biases in real-time information interactions and offer scalable, reliable, and
unbiased informational support for users engaging in complex search and motivating
tasks of varying types. As introduced and explained throughout this book, achieving
the vision of BITS would require the completions of a series of interrelated research
tasks, including:

• Reflecting on and redefining the basic unit of user and search session modeling
and moving from absolute-outcome-based variables and measures to gain- and
loss-based units and measures. A hidden challenge related to this is identifying
potential reference points and estimating their weights in real-time search deci-
sion-making.

• Leveraging the knowledge of bounded rationality in extending simplified
assumptions about users and their rules of decision-making and enhancing formal
user models applied in predicting single search actions (e.g., examination of
search result surrogates, clicking, and query reformulation), characterizing and
simulating whole-session interaction processes, and building reusable evaluation
metrics.

• Based on the predicted user behaviors and judgments within the limits of bounded
rationality, adaptively adjusting the available tools and components for improv-
ing search support, such as query auto-completion and suggestion, learning to
rank algorithms, and other usability dimensions of SERPs and overall search
interface.

• Building new bias-aware evaluation framework that comprehensively assesses
the performance of BITS system, at both single-iteration and whole-session
levels, in terms of satisfying users’ information needs and mitigating the negative
impacts of both algorithmic biases and cognitive biases on users’ search interac-
tion, judgment of information items, as well as post-search information-intensive
decision-making.

Based on the discussions above, Fig. 7.2 illustrates the basic structure and main
components of the envisioned BITS system, which in real-time search sessions is
evaluated in terms of both enhancing search effectiveness and addressing the effects
of interrelated biases from both human and algorithm sides. In the third part of our
research agenda, we will focus on the problem of bias-aware evaluation and discuss
the ways in which we can leverage the knowledge of bounded rationality in better
assessing the support that an intelligent search system offers for users engaging in
complex tasks.
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Fig. 7.2 The structure of BITS system. The main activities of the BITS system are denoted by
dotted lines

7.4 Bias in Multiple Forms and Modalities of Search
Interactions

As people increasingly rely on intelligent information systems for accessing infor-
mation and making decisions, human biases could occur and operate in various
modalities of information search interactions. Recent progress in automatic speech
recognition (ASR), deep learning (DL), and natural language processing (NLP)
opens new opportunities for research, applications, and technological innovations
in Conversational Information Seeking (CIS) (Trippas et al., 2018; Yan et al., 2022).
Instead of typing queries and studying logical operators in advanced search, users are
enabled to simply speak natural language queries and receive visual or verbal
respond from IR systems. Furthermore, systems can also help users refine their
queries and better express their intentions by asking system-initiated clarifying
questions (Sekulić et al., 2021; Zhang et al., 2018). Inspired by multimodal human
conversations and interactions, IR researchers have developed models and tech-
niques to go beyond standard SERP presentations, combine multiple channels of
information interactions (e.g., spoken/voice-based, text-based, visual information),
and facilitate the design, implementation, and evaluation of multimodal CIS
(Deldjoo et al., 2021). Under the impact of human biases and contextual triggers
(e.g., initially encountered information, existing beliefs and expectations, perceived
gains and losses), users may change their inputs on multiple channels, such as
queries and natural questions, conversational cues and intonations, eye movements,
gestures, and facial expressions. Information communicated through these ways can
be perceived as indicators of user preferences by search and recommendation
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systems and reinforce existing cognitive and algorithmic biases. Differing from
traditional desktop searches, conversational search and retrieval systems are often
used in in situ factual searches (e.g., looking for nearby convenience store and gas
station), little-effort judgments, and intuitive quick decision-making (e.g., selecting
an item to purchase among multiple similar items in online shopping sites, picking a
restaurant for a quick meal, making subscription decisions for online services).
Under these circumstances, people’s behaviors are more likely to be affected by
cognitive biases, mental shortcuts, as well as the rapid operation of System 1 (Kah-
neman, 2003). As many HCI researchers seek to build human-like features into
conversational systems and treat them as social agents (Thomas et al., 2021), the
cognitive and behavioral effect of human biases may occur more naturally and
unconsciously in information interactions.

Given the challenges and opportunities associated with human biases in CIS,
researchers need to first identify new signals and CIS-specific features that allow
them to better identify and estimate the risks of human biases generating negative
effects at the moment of interactions. The risk estimation will require the knowledge
of both user characteristics (e.g., existing beliefs and expectations, prior experiences
with search and CIS) and potential contextual triggers of biases (e.g., results that
confirm certain misleading beliefs, biased presentation of varying perspectives).
Furthermore, researchers need to develop bias-aware user models that predict
users’ judgments and decisions based on the signals from ongoing interactions and
estimated risks of certain biases. The prediction results could be leveraged as part of
the basis for developing and implementing adaptive and even proactive recommen-
dations and interventions for effective debiasing. This process could be achieved
through modifying the internal result ranking algorithms based on the predicted risks
of biases, changing system-initiated questions to reminders of potential biases in
mixed initiative CIS systems, and adaptively adjusting online evaluation metrics
according to users’ search intentions and the nature of predicted biases. Researchers
can evaluate the performance of systems and the associated intervention techniques
based on the extent to which they can predict and mitigate the risks of biased
behaviors and judgments in search interactions.

In addition to CIS, the behavioral impact of user biases could also happen and
need to be addressed in other modalities of search interactions, such as mobile search
(Lagun et al., 2014; Mao et al., 2018), augmented-reality-based search (Büschel
et al., 2018), and tangible IR (Leon et al., 2019; Jansen et al., 2010). Under varying
modalities of interactions, researchers will need to identify different sets of signals,
rebuild models to predict potential biases, and identify contextual triggers in system
outputs and the problems that motivate users to interact with systems. With new
signals collected, researchers can infer the perceived informational gains and search
costs at different stages and under varying local intentions and utilize them as
features in predicting users’ search decisions (e.g., query/question reformulation or
engaging with current responses, accepting or skipping system recommendations)
and in situ experiences (e.g., search satisfaction, perceived cognitive load, overall
level of engagement). Knowledge learned about human biases in multimodal
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information searching will allow researchers to better capture and address the impact
of biases in real time.

7.5 Bias-Aware Evaluation and FATE in IR

To develop trustable AI-assisted intelligent systems (which include BITS and other
types and modalities of intelligent search systems), researchers and system designers
need to recognize the impacts of both algorithmic and human biases in AI and
understand how and where they contribute to harms (Schwartz et al., 2022). In
particular, users who are vulnerable to the negative effects of certain biases (e.g., due
to prior beliefs, lack of domain knowledge and algorithmic awareness) should be
protected from the recommendations and system interventions that leverage the
knowledge about their biases for profits and engagements. Apart from formally
modeling users and improving retrieval algorithms, the insights about bounded
rationality discussed in previous chapters and sections can also be applied in
enhancing multiple aspects of user-oriented IR evaluation. For example, in query-
level or single-SERP evaluation, representing and estimating anchoring effectwould
be useful for improving the correlation between (anchoring-aware) evaluation met-
rics and users’ levels of search satisfaction (Chen et al., 2022). Beyond Chen et al.
(2022)’s work, in future evaluation experiments, researchers should go beyond
relevance labels and explore other dimensions of initially encountered documents
that may affect users’ perceived utility. Based upon the identified anchoring point
and other potential references, researchers can develop reference-aware evaluation
metrics that assess the perceived performance of search systems based on the
estimated search gains and losses.

In addition, at task level, researchers need to study pre-search existing beliefs,
expectations, as well as their origins, such as past search experience under similar
tasks, existing opinions and stereotypes, as well as other people’s actions and
opinions. Then, during search sessions, researchers can build and test expectation-
aware evaluation metrics that consider both pre-search general expectations and in
situ dynamic expectations and examine the impacts of expectation disconfirmation
on users’ search strategies and effectiveness, post-search decision-making, as well as
the overall levels of satisfaction and engagement. Similar to query-level evaluation,
the exploration of expectation disconfirmation states will also require researchers to
investigate multiple facets of search tasks and system outputs (Liu & Shah, 2019), as
different facets and dimensions may have significantly different impacts on users’
decisions under uncertainty. Besides, in whole-session retrospective evaluation,
researchers need to examine a series of key moments, such as initial experience,
peak values, and last or most recent experience (Kahneman, 2003; Liu & Han, 2020;
Liu et al., 2019) and examine their respective effects on users’ remembered utility
obtained from the session. Moving forward from the discrete reference points
identified in studies on peak-end rule and recency effects, future research could
design and implement a more generalizable and flexible continuous weight
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distribution that considers the varying impacts of all moments of search interactions.
From this perspective, in evaluation analysis, different types of search tasks could be
linked to different kinds of reference-aware weight distributions that partially char-
acterize the associated search sessions.

More broadly, the behavioral economics research agenda presented in this chap-
ter also motivates us to reflect on the problem of fairness, accountability, transpar-
ency, and ethics (FATE) in the context of IR evaluation. Although contemporary IR
systems provide rapid ubiquitous access to information, they also encode and even
amplify the biases, inequalities, and historical gaps through information presentation
and recommendation. Addressing the limitations and inherited bias in algorithms
would require a deep understanding of human bias as well. Specifically, for instance,
when seeking to improve algorithmic fairness and avoid discrimination against
different populations and communities, search systems need to take into consider-
ation the specific thinking style and hidden cognitive biases associated with different
task types, work environments, and cultural backgrounds (e.g., Ma-Kellams, 2020).
Without proper regulation and intervention, the existing beliefs and preferences that
people have may be leveraged and exploited by AI-assisted systems in promoting
misinformation, obtaining unfair profits, and encouraging biased decision-making.
Similarly, search systems need to be transparent to users in terms of why and how the
search results are generated and make the search results scrutable to users. Systems
should also inform users of the potential risks and biases associated with personal-
ized search results, such as confirmation bias, framing effects and echo chamber
effects, and offer proactive support to help users avoid or mitigate the negative
effects of biases triggered by retrieved results, search recommendations, and users’
own previous experiences. The ultimate goal is that users with different back-
grounds, existing beliefs, and knowledge base should have equal chance of achiev-
ing desired or optimal outcomes, regardless of their individual vulnerability to
varying cognitive and perceptual biases in search interactions.

Inspired by equal-odds fairness measures in machine learning (ML) research
(cf. Hardt et al., 2016), we write the human-side debiasing or fairness goal as
follows:

P Y = Y�ð j M= 0, A= aÞ=P Y = Y�ð j M= 1, A= að 7:2Þ

where Y� refers to the desired or accessible optimal outcome of an individual or
group, given the nature of search intentions and motivating task. A represents the set
of general contextual attributes that are not directly related to human biases.
M indicates if the individual is part of the protected group that is more vulnerable
to certain user biases. Note that as it is introduced in previous chapters, different
cognitive and perceptual biases may involve different contextual triggers and behav-
ioral impacts. Thus, the associated risks may need to be assessed separately with
individual functions. In contrast to algorithmic bias research in AI and ML, users’
membership in high risk of human bias category (i.e., protected group) is less likely
to be predefined and may need to be inferred from user traits and contextual triggers
identified in real-time information seeking and search episodes.
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In addition, IR and recommender systems need to be hold accountable when they
are used in making automatic critical decisions about different aspects of human-
information interaction and everyday life in general, such as approving home loans,
generating clinical recommendations based on health records, making hiring deci-
sions, and retrieving a family doctor. The accountability assessment on IR algo-
rithms should include the real-time evaluation of the potential risks of triggering and
exploiting factors associated with bounded rationality in making obscure and harm-
ful decisions. This assessment should also cover the explanations that search
systems provide for justifying recommendations. Systems need to provide explana-
tions that are consistent with how the algorithms actually generate real-time recom-
mendations and what features and user information were utilized in the process,
rather than simply offering a plausible story that increases the user’s acceptance and
trust of recommendations by confirming their existing beliefs, biases, and expecta-
tions regarding the recommendation mechanism.

Compared to the observable impacts of problematic algorithms on discrimination
and bias, the interaction between biased algorithms and boundedly rational users and
the associated consequences are usually difficult to characterize, predict, and regu-
late. Extending the mainstream definition of algorithmic FATE in IR (e.g.,
Culpepper et al., 2018), we argue that the next-generation AI-assisted search systems
should be designed and encouraged to not only monitor and address algorithmic
biases (e.g., enhancing fair exposure of documents from different content generators
and with different perspectives and political views) but also be transparent about and
proactively address the existing problems and potential risks associated with human
biases and heuristics in search interaction and judgments of information items.
Under the effect of certain cognitive biases and mental shortcuts, users may make
local satisficing decisions that may contradict with their goals and tasks behind
whole-session interactions. With respect to evaluation, systems need to be assessed
in terms of both enhancing algorithmic fairness and transparency and predicting and
addressing the potential undesired outcomes caused by human biases and heuristics.
Human bias mitigation could be carried out through re-adjusting query recommen-
dations and learning to rank algorithms, or actively reminding users of the possible
biases they might have, such as focusing on a narrowed scope of item types or only
clicking documents that represent the one single perspective on a controversial topic.
Achieving this extended version of FATE in IR will require the integration of
insights from data-driven IR experiments, bounded rational research, as well as
user interaction design. In practical applications and regulations, the extended
FATE approach will go way beyond intelligent search systems and retrieval algo-
rithms themselves and involve a collective social practice consisting of actors,
forums and platforms, shared beliefs and norms, performativity, as well as regula-
tions and sanctions in broad sociotechnical systems (Johnson, 2021; König, 2020).
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7.6 Summary

Chapter 7 brings together the insights from bounded rationality research from
multiple disciplines and formal modeling and evaluation in IR and discusses the
open problems and new directions under our behavioral economics research agenda.
Specifically, based on the research gaps identified in Chap. 6, we take a step forward
and discuss more specific problems that need to be addressed in bias-aware IR under
three broad sub-areas: Characterizing bounded rationality in IR, developing bias-
aware interactive search systems, and bias-aware evaluation. We introduce different
ways in which researchers could incorporate the knowledge of bounded rationality
into formal user models and different modalities of search systems (especially
conversational information seeking and search). Also, we connect our research on
bias-aware IR to a broader definition of FATE and present our vision of BITS
system, which considers and addresses the negative effects of both algorithmic
biases and human biases in human-information interaction and critical decision-
making under uncertainty. We hope that the ideas and questions presented in this
chapter could encourage future students and researchers to further explore the
specific problems and methodological challenges in bias-aware user modeling,
system design, and FATE-based system evaluation and include boundedly rational
users in the studies of IR and human-AI interaction in general.
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