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Foreword

Since the early days of computer-based information retrieval (IR), there has been a
steady, although relatively small, stream of research and theory supporting the view
of IR as inherently interactive, and therefore necessarily concerned with including
the person as an actor in the IR system. Already in the early 1960s, various
researchers, both librarians (Taylor, 1962) and IR system designers (e.g., Doyle,
1963), were pointing out the dynamic and negotiable nature of the “information
need,” which has brought the person to engage with the IR system. Taylor (1968)
made this point succinctly: “. . . in this paper, an inquiry [to an IR system] is looked
upon not as a command, as in conventional search strategy, but rather as a descrip-
tion of an area of doubt in which the question is open-ended, negotiable, and
dynamic.”

Building on this early work, and in concert with the emergence of cognitive
science in the mid- to late 1970s, a “cognitive viewpoint” in information science
began to take shape. As applied to IR, this view stressed that IR systems and the
people using those systems needed to construct accurate and dynamic models of one
another, in order to engage in interaction leading to effective information retrieval.
Following the ideas of the cognitive viewpoint, in the 1990s, researchers in both
information science-oriented IR and, to some extent, computer science-oriented IR
began to explicitly investigate the nature of interaction in IR systems.

These lines of research, and their results, led to the emergence of a specific
subfield of IR, now known as interactive information retrieval (IIR). In general,
IIR considers the nature of the interaction as a cooperative and collaborative
conversation among the person engaged with the system and the other actors in
the system, e.g., the interface and representation and retrieval subsystems. This
stance has led to a substantial body of theory and research, exemplified by two
highly significant texts: Ingwersen and Järvelin’s (2005) The Turn: Integration of
Information Seeking and Retrieval in Context and Ruthven and Kelly’s (2011) edited
volume, Interactive Information Seeking, Behavior and Retrieval. A central tenet of
this approach, based on both theory and experiment, has consistently remained that,
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viii Foreword

for the IR interaction to be effective, the IR system must hold an accurate and
dynamic model of the person interacting with it.

Despite this extensive record of theory and research supporting the necessity of
understanding the person interacting with the IR system, and despite pleas to
consider the user of the IR system in IR system research and design, from researchers
including the ACM SIGIR Salton Award honorees Karen Spärck Jones (1988) and
Tefko Saracevic (1997), mainstream computer science-oriented IR, for the most part,
remained stubbornly wedded to a system-oriented paradigm, concentrating on
document (information) representation, retrieval models, and ranking mechanisms,
considering the person as solely a query input device.

Recently, however, some change in this attitude has become evident. The ability
of systems to engage in voice conversations with people has led to substantive
research in conversational IR, which requires meaningful interaction between sys-
tem and person, even to the extent of some degree of understanding of the person’s
motivations and characteristics. As evidence mounts that people engage in search
sessions, IR researchers have begun to develop models of searchers’ behavior over
the course of a search session, based on empirical observation or theoretical consid-
erations. Simple, strictly behavioral search models are being enhanced by consider-
ing characteristics of the searcher, such as such as preferences or search intent. And it
has been noted that evaluation measures of IIR system performance depend upon the
model of the searcher that they imply and that, therefore, proper evaluation requires
appropriate search models. Such models have been suggested as the basis for
simulating searcher behavior in offline evaluation of IIR systems, as well as for
the design of interaction strategies. This emerging (re)turn in mainstream computer
science-oriented IR research to recognition of the importance of understanding and
modeling the person who engages with the IR system, in the design and evaluation
of such systems, is both welcome and highly promising. But much still needs to be
done to realize this promise, in particular identification of the characteristics of the
person most salient to understanding and modeling search behavior.

The book at hand presents a new and significant step in this quest. Models of
search behavior to date have all made strong simplifying assumptions, in particular
in assuming uniform and “rational” action on the part of the searcher. But this
assumption flies in the face of what we actually know about people’s decision-
making. Understanding why people behave in the ways that they actually do, in
apparent contradiction to what one would expect of economically “rational actors,”
is fundamental to developing models of search behavior that can be used for
effective design, simulation, and evaluation.

In this book, Jiqun Liu convincingly proposes the framework of behavioral
economics for precisely the purpose of understanding and taking account of what
we know of how and why people actually behave, in order to understand and model
search behavior and to appropriately design and evaluate IIR systems. He begins by
providing a nice exposition of the relevant work in psychology and economics,
which undergirds this approach to understanding human behavior, and demon-
strates, through theoretical argument and exposition, its potential application to
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understanding and modeling people’s search behaviors. He continues with an
extensive review and critique of existing models of search behavior and of IR system
evaluation, from the point of view of the behavioral economics framework. Finally,
he demonstrates the practical application and promise of use of this framework, by
describing and presenting results of research using it.

The framework presented in this book clearly provides the basis for a new and
more realistic understanding and modeling of searcher behavior and, therefore, for
more effective design and more realistic evaluation of IR systems. It is a major step
toward realizing the goal, proposed in the earliest days of IR, of truly person-
centered interactive information retrieval.

October 30, 2022 Nicholas J. Belkin
New Brunswick, NJ, USA Distinguished Professor, Emeritus,

School of Communication and Information,
Rutgers University
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Preface

Understanding how people behave and why people behave in such ways is a central
topic to information seeking and retrieval as well as a variety of other scientific
disciplines and areas concerning human behavior research, such as cognitive psy-
chology and behavioral economics, learning, and education. There is substantial
empirical evidence demonstrating that people are predictably irrational and usually
rely on existing beliefs, heuristics, and mental shortcuts, especially when they are
making decisions under uncertainty regarding available resources, situational restric-
tions, and possible outcomes. For example, health information searchers may easily
trust online medical information that confirms their existing opinions and expecta-
tions. When learning a new topic, students often heavily rely on top-ranked search
results on search engine result pages and stop at short satisficing answers rather than
exploring more informative and credible information sources. Online shoppers are
likely to quickly accept immediate mediocre recommendations after encountering
several bad-quality products (triggering low reference levels in mind), without
examining all available items.

Despite the findings on human biases and cognitive limits from multiple disci-
plines, many existing formal user models in information retrieval (IR) and other
computing fields were built upon psychologically unrealistic assumptions about
perfect user rationality. Consequently, the IR community still faces significant
challenges when seeking to bridge the gap that separate users’ beliefs and actual
behaviors from the predictions made by rational normative models and simulation
algorithms. Since decision makers are boundedly rational, they often act intuitively
without conducting complex utility estimations and are subject to multiple system-
atic biases when making search decisions under uncertainty. Investigating users’
bounded rationality, which are not compatible with the assumptions underpinning
most IR algorithms and mechanistic analyses, would break new ground for user
modeling and behavior prediction. It would also enable intelligent systems of
varying modalities to better support users’ decisions both within and beyond inter-
active information seeking, searching, and recommendation.
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xii Preface

To achieve this goal, this book brings together the insights from three areas,
Information Seeking and Retrieval, Cognitive Psychology, and Behavioral Econom-
ics, and shows how this new interdisciplinary approach can advance our knowledge
about users interacting with diverse search systems, especially their seemingly
irrational decisions and anomalies that could not be predicted by normative models.
The first part of this book introduces the general notions and foundations of this new
approach, as well as the main concepts, terminologies, and theories. The second part
describes the systematic biases and cognitive limits confirmed by behavioral exper-
iments of varying types and explains in detail how they contradict the assumptions
and predictions of formal models in IR. The third part first synthesizes the findings
from existing preliminary research on bounded rationality and behavioral economics
modeling in information seeking, retrieval, and recommender system communities.
Then, it discusses the implications, open questions, and methodological challenges
of applying the behavioral economics framework to different sub-areas of IR
research and practices, such as modeling users and search sessions, developing
unbiased learning to rank algorithms and adaptive recommender systems,
implementing bias-aware intelligent task support, as well as extending the concep-
tualization and evaluation on IR fairness, accountability, transparency, and ethics
(FATE) with the knowledge regarding both human biases and algorithmic biases.

This book introduces behavioral economics framework to IR students and scien-
tists seeking a new perspective on both fundamental and new emerging problems of
IR as well as the development and evaluation of bias-aware intelligent information
systems. This book is especially intended for researchers working on IR and human-
information interaction who want to learn about the potential offered by behavioral
economics in their own research areas. Overall, with the first thorough review and
discussion on this new exciting research field, our work offers graduate students and
researchers a comprehensive report on the interdisciplinary insights, state-of-the-art
results and techniques, open questions, as well as new research opportunities on both
user and system sides. We hope that this book can serve as a useful starting point for
studying human-bias-aware IR and encourage students and researchers from diverse
backgrounds to further advance the science and technology on supporting boundedly
rational people interacting with information and AI-powered search systems.

Norman, OK, USA Jiqun Liu



Contents

Part I Foundation

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Book Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2 Formally Modeling Users in Information Retrieval . . . . . . . . . . . . . . 23
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Basic Click Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Advanced Click Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4 Clicks and Examinations in Multi-query Search Sessions . . . . . . . 38
2.5 Incorporating Users into Click Models . . . . . . . . . . . . . . . . . . . . 42
2.6 User Models and IR Evaluation Metrics . . . . . . . . . . . . . . . . . . . 47
2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3 From Rational Agent to Human with Bounded Rationality . . . . . . . . 65
3.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2 Gaps Between Biased Users and Formal User Models . . . . . . . . . 66
3.3 Hidden Problems Behind Metric-Bias Gaps . . . . . . . . . . . . . . . . 74
3.4 Preliminary Bias-Aware Interactive User Modeling

and Evaluation Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

Part II Beyond Rational Agents

4 Bounded Rationality in Decision-Making Under Uncertainty . . . . . . 93
4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.2 Two Systems of Human Cognition: Which One Are

We Using? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

xiii



xiv Contents

4.3 Reference Dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.4 Loss Aversion, Endowment Effect, and Status Quo Bias . . . . . . . 103
4.5 Expectation (Dis)confirmation Theory . . . . . . . . . . . . . . . . . . . . 109
4.6 Framing Effect, Confirmation Bias, and Anchoring Bias . . . . . . . 111
4.7 Decoy Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.8 Peak-End Rule, Recency Effect, and Remembered Utility . . . . . . 119
4.9 Other Biases and Heuristics in Decision-Making Under

Uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5 Back to the Fundamentals: Extend the Rational Assumptions . . . . . . 131
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.2 Pre-search Stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.3 Within-Search Stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.4 Post-search Stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

Part III Toward a Behavioral Economics Approach

6 Behavioral Economics in IR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.2 From Rational Agents to Boundedly Rational Decision

Makers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.3 Pre-search Stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.4 Within-Search Stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
6.5 Post-search Stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
6.6 Behavioral Economics and Recommender Systems . . . . . . . . . . . 174
6.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

7 Implications and New Directions for IR Research and Practices . . . . 181
7.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
7.2 Characterizing Bounded Rationality in IR . . . . . . . . . . . . . . . . . . 182
7.3 Development of Bias-Aware Interactive Search Systems . . . . . . . 186
7.4 Bias in Multiple Forms and Modalities of Search Interactions . . . 192
7.5 Bias-Aware Evaluation and FATE in IR . . . . . . . . . . . . . . . . . . . 194
7.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

Glossary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209



Acronyms

BITS Bias-aware intelligent task support
CACM Context-aware click model
CBDT Case-based decision theory
CIS Conversational information seeking
CM Cascade model
DCTR Document-based clickthrough rate model
DL Deep learning
EDT Expectation disconfirmation theory
ERR Expected reciprocal rank
FATE Fairness, accountability, transparency, and ethics
FCM Federated click model
HCI Human-computer interaction
HMM Hidden Markov model
IB Information behavior
IIR Interactive information retrieval
IR Information retrieval
IS Information seeking
LTR Learning to rank
MDP Markov decision process
ML Machine learning
nDCG Normalized discounted cumulative gain
NLP Natural language processing
PBM Position-based model
PCM Personalized click model
PRP Probability ranking principle
RBP Rank-biased precision
RCM Random click model
RCTR Rank-based clickthrough rate model
RL Reinforcement learning
RR Reciprocal rank

xv



xvi Acronyms

RS Recommender system
SERP Search engine result page
SIGIR Special Interest Group on Information Retrieval
TCM Task-centric click model
TREC Text Retrieval Conference
UBM User browsing model
ULTR Unbiased learning to rank
VCM Vertical click model



Part I
Foundation



Chapter 1
Introduction

Abstract Understanding how people behave and why people behave in such ways
is a central topic to information retrieval (IR) as well as a variety of other scientific
disciplines concerning human behavior research. There is substantial empirical
evidence demonstrating that people are predictably irrational and usually rely on
existing beliefs, heuristics, and mental shortcuts, especially when they are making
decisions under time pressure and uncertainty. However, features of human biases
and bounded rationality are usually ignored or abstracted out from formal user
models, which may lead to errors in simulating and predicting search behaviors
and challenges in modeling users’ in situ search experiences. In this book, we seek to
synthesize the insights regarding bounded rationality from behavioral economics,
cognitive psychology, and information seeking and interactive IR (IIR) research and
develop, a behavioral economics approach to modeling and supporting boundedly
rational users engaging in search interactions. This beginning chapter provides an
overview of the background and motivations behind our research and outlines the
structure of this book.

1.1 Background

Scholars in the area of information seeking and retrieval (IS&R) often seek to
understand, support, and evaluate multiple aspects of people’s interactions with
information through varying channels and intermediaries (e.g., librarian, friends
and families, information search systems). Understanding how people behave and
why people behave in such ways is a central topic to IS&R as well as a variety of
other scientific disciplines concerning human behavior research, such as cognitive
psychology, behavioral economics, learning, and education. There is substantial
evidence from cognitive psychology and behavioral economics, demonstrating that
people are predictably irrational and usually rely on existing beliefs, heuristics, and
mental shortcuts, especially when they are making decisions under time pressure and
uncertainty regarding available options and resources, restrictions, and possible
outcomes (Camerer, 1999; Conlisk, 1996; Kahneman, 2003; Thaler, 2016). These
characteristics of bounded rationality contribute to the individual differences in

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Liu, A Behavioral Economics Approach to Interactive Information Retrieval, The
Information Retrieval Series 48, https://doi.org/10.1007/978-3-031-23229-9_1
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4 1 Introduction

human behavior and increases the challenges of predicting human activities and
experience. According to Simon (1955), bounded rationality refers to a broad scope
of descriptive, normative, and prescriptive explanations of effective human behavior
that deviates from the assumptions and predictions of perfect rationality. Due to the
boundaries and situational limits of human rationality, people cannot access or
examine all possible alternatives and thus often attempt to satisfice or make good
enough choices in decision-making, rather than to optimize (Kahneman, 2003).
Also, individuals’ preferences in judgments are usually determined by changes in
outcomes relative to certain reference levels (e.g., pre-interaction expectations, prior
outcomes from a similar scenario, existing beliefs, opinions, and experiences from
other people).

Investigating, understanding, and predicting the impact of human bounded ratio-
nality is a key step toward modeling human behavior and experience across varying
contexts in a more accurate manner. The impacts of bounded rationality appear to be
straightforward and intuitive in real-life tasks and are often considered as part of
human nature that constantly shapes and sometimes determines the choices and
judgments at both individual and group levels. However, in scientific research, the
impacts of bounded rationality are usually abstracted out of formal models mainly
for reducing computational complexity and hidden in unobserved contextual varia-
tions and random errors behind mathematical functions and statistical models. One
of the widely employed justification is that although there are individual differences
and sub-optimal behaviors at local levels, people are generally rational at population
level, and formal rational models are still robust in terms of capturing the majority of
variances and characterizing statistically significant between-group differences in
behaviors and judgments. However, in both research and real-life applications, we
constantly observe systematic, ubiquitous deviations of real-life human behavior
from the optimized results of rational models, significant divergences between
human judgment and model predictions, as well as users’ confusions and frustrations
with system recommendations offered based on algorithmic simulations. To improve
the performance and experience of human-information interaction, it is critical for
researchers to further understand the constraints and limits around users and leverage
the learned knowledge in designing adaptive and proactive system implicit nudges,
interventions, and explicit recommendations.

Exploring individual user’s characteristics (e.g., knowledge state, emotional
state, cognitive loads, search skills) and situational factors (e.g., task facets, external
search interruptions, social interactions) is not uncommon, especially in interactive
information seeking and retrieval research (Belkin, 2008; Ingwersen, 1996; Liu,
2021). Going beyond system-oriented factors (e.g., textual features of documents,
rank position, search result surrogate presentation), it is critical to investigate how
boundedly rational users actually decide their search tactics (e.g., query abandon-
ment and reformulation, continue browsing, clicking) and evaluate retrieved infor-
mation (e.g., relevance, usefulness, credibility) and their overall search experience
(e.g., task load, user engagement, search satisfaction) in uncertain scenarios. In
addition, how system features (e.g., algorithmic biases, personalized recommenda-
tions) interact with human biases and cognitive limits still remains an open
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challenge. Among varying user and search context factors explored in IS&R
research, factors closely related to bounded rationality (especially human cognitive
and perceptual biases) have received less research attention than other factors, such
as search task facets (Li & Belkin, 2008; Liu, 2021), users’ knowledge regarding the
search topics and domain (Liu et al., 2016; Wildemuth, 2004), and search system
components (Capra et al., 2013; Kelly & Azzopardi, 2015).

While some researchers from IS&R communities have explored the role and
effects of bounded rationality at different phases of information seeking (e.g., query
formulation and information need expression, browsing, search stopping and aban-
donment, information evaluation) (e.g., Agosto, 2002; Azzopardi, 2021;
Mansourian & Ford, 2007), many existing formal models and offline evaluation
metrics of information retrieval (IR) were built upon psychologically unrealistic
assumptions about user rationality in search interactions, such as unlimited comput-
ing capability, linear browsing style, objective and consistent evaluation criteria, and
equal static sensitivity to perceived gains and losses. These (over)simplified assump-
tions can reduce the computational complexity in training models and fine-tuning
parameters and allow researchers to bypass unknown deviations of users’ actual
behavioral patterns from what is normatively expected based on rational models.
Nevertheless, formal models built upon these assumptions often face obstacles when
seeking to characterize seemingly irrational effects and biased judgments that
systematically deviate from mathematically optimal options, such as reference
dependence bias, anchoring bias, decoy effect, peak-end rule in evaluation, and
effects of expectation disconfirmation (Azzopardi, 2021; Kahneman, 2003; Liu &
Han, 2020). A deeper issue behind the scenes is that we cannot rely on one model to
accomplish two largely different, sometimes even opposite goals, namely, to depict
optimal behavioral patterns derived from rational models (how users should behave)
and to predict the search strategies, evaluation criteria, and decisions from users
engaging in real-life information seeking episodes (how users actually behave).

In this book, we will synthesize the insights from behavioral economics, cogni-
tive psychology, and information seeking and interactive IR (IIR) communities on
bounded rationality as the foundation (see Fig. 1.1). The book will also review recent
empirical and experimental research that examines varying human biases, behavioral
patterns, and evaluation strategies related to different aspects of bounded rationality.
Apart from IIR studies, we will also include research that demonstrates the impacts
of bounded rationality on user judgments from closely related fields, such as
recommender systems (RecSys) and human-computer interaction (HCI). Further-
more, we will discuss the value and implications of applying behavioral economics
framework to IR problems as well as new directions for different areas of IR
practices, such as user modeling, learning to rank (L2R) algorithms, bias-aware IR
evaluation and meta-evaluation, user interface and search recommendation design,
as well as FATE (fairness, accountability, transparency, and ethics) in IR. This book
introduces behavioral economics framework to IR scientists and graduate students
seeking a new perspective on fundamental and empirical problems of interactive IR
as well as the development and evaluation of user-oriented intelligent information
systems.
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Fig. 1.1 Focus of this book

Fig. 1.2 Information
retrieval evaluation

In classical IR research, a long-standing focus is to find documents that are
relevant to a predefined information need (which is usually represented by a search
query) and rank them higher than other less relevant documents in result lists (see
Fig. 1.2). To achieve this goal, researchers have investigated different stages and
components of IR processes, such as indexing and metadata, query analysis, search
result and document representation, as well as ranking models. In addition,
researchers have developed a variety of relevance-based offline evaluation metrics,
such as precision, recall, reciprocal rank (RR), and discounted cumulative gain
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(DCG), in order to evaluate and compare the performance of different IR systems or
ranking algorithms with standard test collections (Harman, 2011). Cranfield para-
digm as the mainstream evaluation approach has been widely applied in IR evalu-
ation experiments. Under the standard experimental settings, researchers often run
multiple candidate systems or ranking algorithms based on the same set of test
collections across a wide range of predefined topics or queries (Harman, 2011;
Voorhees, 2001). The performance of each system can be evaluated using the metric
scores computed based on query-document relevance (qrels) (e.g., average precision
or DCG scores across all topics included in the test collections).

The well-controlled settings and externally labelled relevance levels in Cranfield
experiments allow researchers to test and compare systems on the same empirical
basis and reuse test collections in future experiments and replication studies. Due to
the strength, Cranfield experiment has been conducted through a variety of IR
evaluation conferences and competitions, such as Text REtrieval Conference
(TREC),1 NII Test Collection for Information Resources (NTCIR),2 and Conference
and Labs of the Evaluation Forum (CLEF).3 These Cranfield-based evaluation
conferences have contributed to the development of many high-quality test collec-
tions. For instance, TREC-8 ad hoc collection contains high-quality manual runs
included for pool construction and a large set of relevance judgments and has been
reused in evaluating a series of new IR systems and ranking algorithms, which are
developed after test collection itself was built (Voorhees, 2018). In recent years, this
experiment paradigm goes beyond traditional document retrieval space and has been
applied in new modalities of ad hoc retrieval evaluation, such as passage retrieval
(Khattab & Zaharia, 2020), dataset retrieval (Kato et al., 2020), and conversational
IR (Wadhwa & Zamani, 2021), and under new evaluation criteria and restrictions,
such as fairness (Biega et al., 2018; Singh & Joachims, 2018), diversity (Clarke
et al., 2008; Sakai & Zeng, 2019), and protection of sensitive contents and user
privacy (Sayed & Oard, 2019).

Cranfield experiments and ad hoc retrieval evaluation studies enable researchers
to turn complex IR problems into testable mathematical problems and to accurately
compare the performances of IR systems within well-controlled, predictable settings.
However, IR activities usually happen within diverse and changing contexts (e.g.,
tasks of varying types) and are affected by users’ behavioral patterns and cognitive
abilities (see Fig. 1.3). The Cranfield paradigm and associated studies do not take
into account the possible impacts of user characteristics and the situations in which
individuals interact with information and IR systems. One of the main reasons at the
methodological level is that collecting information regarding these human and
situational aspects would significantly increase the cost of labeling. Also, some of
the labels heavily rely on users’ own in situ perceptions and annotations (e.g.,
information seeking intention, emotional state, in situ usefulness judgment), which

1https://trec.nist.gov/
2http://research.nii.ac.jp/ntcir/index-en.html
3http://www.clef-initiative.eu/

https://trec.nist.gov/
http://research.nii.ac.jp/ntcir/index-en.html
http://www.clef-initiative.eu/
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Fig. 1.3 User-centered
information retrieval
evaluation

may introduce new biases into data and trained models. Many of the user features
and situational factors, which have received growing attention from information
seeking and IIR communities and been investigated in individual user studies, may
contribute to the systematic deviations of user behaviors and judgments from
optimized outputs produced by “perfect” simulations.

As shown in Fig. 1.3, under a user-centered perspective, IIR researchers tend to
evaluate the performance of systems over multiple dimensions, such as relevance,
usefulness, and satisfaction. Differing from externally annotated relevance labels,
usefulness scores measure the extent to which a document or search result item is
practically useful for accomplishing the overarching search task or goal (Cole et al.,
2009). Given this nature, usefulness labeling often relies on users’ perceptions and
judgments, which makes it challenging to reuse the related research resources in
future evaluation experiments. Similarly, satisfaction level refers to which users are
satisfied with their search outcome and experience. Recent empirical studies have
shown that users’ document judgments and levels of satisfaction are affected by a
variety of cognitive, perceptual, and situational factors, which goes beyond explicit
query-document relevance and relevance-based metric scores of SERPs (Liu & Han,
2020; Scholer et al., 2013). Apart from in situ and session-level evaluation, user and
situational factors also affect other stages of IR processes and shape the way in which
users decide their search tactics and query reformulation strategies (Azzopardi,
2021; Liu et al., 2019a, b). In addition, the interaction between system outputs
(e.g., retrieved documents, images, knowledge cards, recommended queries) and
users may also be affected and even reinforced by potential algorithmic biases (e.g.,
rank position bias, popularity bias, biases in learning to rank processes). This book
will further analyze the impacts of users’ bounded rationality on search sessions and
discuss the possible interaction between user biases and algorithmic biases in later
chapters.

Previous theories and research on bounded rationality encourage IS&R
researchers to reconsider human-information interactions, especially those under
uncertain conditions and multifaceted biases, within a decision-making framework
presented in Fig. 1.4, and investigate how users’ actual behaviors and judgments
differ from the predictions and estimations made from formal models. In addition,
the insights regarding how users behave under cognitive and contextual constraints
may also help improve the transparency and explainability of user behavioral models
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Fig. 1.4 Bounded rationality

trained based on interaction log data. Within the area of IR, the knowledge learned
about user characteristics, particularly bounded rationality, and contexts of search
call for a deep reflection and re-examination on the formal user models (e.g., click
models, browsing models, models of search result evaluation), evaluation metrics
and meta-evaluation strategies, as well as evaluation experiment design established
in various experiments. Among different facets and components of bounded ratio-
nality, human biases at multiple levels (e.g., behavioral, cognitive, perceptual) have
received a majority of attention in behavioral science areas (e.g., behavioral eco-
nomics, cognitive psychology) (Kahneman, 2003). This may be because compared
to other less salient boundaries of human rationality (e.g., limited memory and
computing capability; restrictions in varying resources that lead to satisficing instead
of optimized decisions), human biases often lead to significant, observable differ-
ences and changes in critical decision-making scenarios and outcomes. However, it
is often challenging to measure and compare the impacts of human biases, especially
when it is outside the classical behavioral economics experimental design where
individuals’ behaviors are observed in simplified and straightforward decision-
making situations (e.g., choose between two different hypothetical lottery tickets;
decide a journal subscription plan). To fully understand the role of human biases and
bounded rationality in general at different stages and levels of IS&R, it is important
to investigate the interaction between bounded rationality and other factors affecting
users’ information seeking strategies, perceptions in search sessions, and result
judgment criteria. Methodologically, this research direction requires researchers to
go beyond simplified assumptions and overcontrolled standard experimental envi-
ronments and carefully examine the combination of different user study components
and procedures according to the nature of specific research questions (Liu & Shah,
2019).
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Our book will synthesize the insights from multiple disciplines and discuss
theories and empirical findings about the impacts of bounded rationality, with an
emphasis on the effects of human biases on decision-making scenarios, including the
decisions at different levels of IS&R, such as search initiation and stopping, query
term selection, search results browsing, and, perhaps most importantly, search result
evaluation (e.g., usefulness, relevance, credibility). The recent growing interest in
exploring how users’ biases affect their IS&R, especially their judgments of
retrieved results and search sessions, can be traced back to the classical experiments
on people’s significant deviations from rational economic models (e.g., expected
utility model) in judgment and decision-making. People’s cognitive and perceptual
biases in evaluation have been empirically confirmed by a variety of controlled lab
experiments conducted in behavioral economics and cognitive psychology research.
The impacts of these biases involve both quantitative and qualitative aspects and
often occur in multiple dimensions. To offer a general idea regarding the impacts of
user biases and bounded rationality, we listed some major systematic biases with
examples (empirical studies and findings) about their impacts on evaluation and
judgments (see Table 1.1).

Table 1.1 summarizes a set of empirically confirmed major biases affecting users’
behavior and evaluation strategies both within and beyond IS&R research. Many of
these biases were observed and tested quantitatively in controlled behavioral exper-
iments. For instance, when a user is evaluating a recommended item, they usually
compare the rating and price with that of previously viewed items or a pre-existing
level of expectation (reference dependence). Also, a user’s rating of an entire season
of a TV series could be significantly affected by the rating of the best episode (peak
experience) and the last episode (recent experience). In IR contexts, users tend to
spend more time on and assign more credits to top-ranked results (order effect and
position bias). Also, their relevance thresholds in assessing current documents are
subjective and are affected by the relevance level of the documents presented earlier
(priming effects). With respect to post-search experiences, Liu and Han (2020)
found that a user’s evaluation of a search session is significantly affected by the
peak satisfaction level and the user’s experience in the last search iteration. Also,
their results showed that classifiers built on delta-based (i.e., losses and gains)
features could achieve better performance in predicting search behaviors than
traditional models. The findings from Liu and Han (2020) are also confirmed by
other empirical research on cognitive effects in satisfaction evaluation (e.g., Liu
et al., 2019a, b). In classical experiments, the impacts of these biases are often
measured and operationalized through monetary values assigned to different objects
in simulated decision-making scenarios (Kahneman, 2003). To develop more accu-
rate representations, recent experiments also leverage neurophysiological techniques
in obtaining fine-grained measures on user biases in simple evaluation tasks (e.g.,
Sokol-Hessner & Rutledge, 2019).

Some of the user biases and heuristics presented above were studied on a
qualitative manner as it is difficult to quantitively differentiate or manipulate them.
For example, a medical information searcher tends to easily accept retrieved infor-
mation that is consistent with their existing beliefs and expectations (confirmation
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Table 1.1 Major systematic biases in evaluation and judgment

User bias Definition, explanation, and references

Reference dependence People evaluate outcomes associated with decisions
based on gains and losses with respect to a reference
point or expectation, rather than the absolute final assets
(Tversky & Kahneman, 1991). Recent empirical studies
in economics (e.g., Martin, 2017), psychology (e.g.,
Bhatia, 2017; Markle et al., 2018), and IS&R (e.g. Liu &
Han, 2020)

Loss aversion People prefer avoiding losses to acquiring equivalent
amount of gains. In other words, it is better to not lose $5
than to obtain $5 (Tversky & Kahneman, 1992). Recent
empirical studies in economics (e.g., Füllbrunn & Luhan,
2017), psychology (e.g., Yechiam, 2019), and IS&R
(e.g., Liu & Han, 2020)

Framing effects People’s reactions or decisions on options depend on
whether the options are presented as a loss or a gain
(Kahneman, 2003; Malenka et al., 1993). Recent empir-
ical studies in economics (e.g., He, 2020), psychology
(e.g., Cao et al., 2017), and IS&R (e.g., Novin &Meyers,
2017)

Salience bias When reviewing different options or reviewing multiple
information objects, people tend to focus on the items
that are especially remarkable or prominent and pay less
attention to those that lack prominence (Mullen et al.,
1992)

Peak-end rule; position bias; order
effects: Primacy and recency

An individual’s evaluation of a session or sequence of
options, decisions, and/or interactions is often signifi-
cantly affected by several key reference points within the
session, such as the initial points, peak points, and end
points. There is no significant association between
whole-session evaluation and the totality of local expe-
riences within the session (Kahneman, 2003). Recent
empirical studies in psychology (e.g., Sels et al., 2019)
and IS&R (e.g., Clemmensen & Borlund, 2016; Liu &
Han, 2020; Liu et al., 2019a, b)

Decoy effect/asymmetric dominance
effect

People (usually customers) change their preference
between two options when presented with a third option
(i.e., the decoy) that is asymmetrically dominated (Zhang
& Zhang, 2007). Recent empirical studies in psychology,
marketing science (e.g., Stoffel et al., 2019; Wu &
Cosguner, 2020), and IS&R (Eickhoff, 2018)

Priming effect Priming effects happen when an individual’s exposure to
a stimulus subconsciously affects their response to a
subsequent stimulus (Tipper, 1985). For instance, when a
user encounters a bad quality item first, they tend to rate
the subsequent items more highly, than if they were
presented high-quality products at the beginning. Recent
empirical studies in economics (e.g., Lodder et al.,
2019), psychology (Szabo & Kocsis, 2017), and IS&R
(e.g., Novin & Meyers, 2017; Scholer et al., 2013)
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Table 1.1 (continued)

User bias Definition, explanation, and references

Confirmation bias; anchoring bias People are more likely to accept the information that is
consistent with their prior belief and/or the information
they initially encountered (Klayman, 1995). Recent
empirical studies in economics (e.g., Charness & Dave,
2017), psychology (e.g., Kappes et al., 2020), and IS&R
(e.g., Shokouhi et al., 2015; White, 2013)

Ambiguity effects; risk aversion People prefer options and outcomes with low uncertainty
or ambiguity to the ones with high uncertainty, even if
the latter has higher expected utility value (Rabin &
Thaler, 2001). Recent empirical studies in economics
(e.g., O’Donoghue & Somerville, 2018), psychology
(cf. Lilleholt, 2019), and IS&R (e.g., Eickhoff, 2018;
Kazai et al., 2012)

Theory of satisficing Satisficing is a cognitive heuristic that entails exploring
the available options until an acceptable or “good
enough” option (instead of the best possible option) is
found (Simon, 1955). Recent empirical studies in psy-
chology (e.g., Luan & Li, 2017), information systems
(e.g., Brunswicker et al., 2019), and IS&R (e.g. Agosto,
2002; Warwick et al., 2009)

Bandwagon effect In decision-making contexts, people tend to choose an
option or make certain decisions simply because other
people do so. This bandwagon effect not only affects
tangible decisions but also shapes the implicit opinion
formation process (Murphy et al., 2003; Nadeau et al.,
1993)

bias) (White, 2013). Also, the information and opinion that an individual initially
encountered can significantly affect their reaction to subsequent information
(anchoring bias) (Kazai et al., 2012). In Web searching, researchers found that
users often stop at seemingly satisficing results in everyday-life search tasks, instead
of continuing exploring potentially more useful sources and search queries (theory of
satisficing) (Agosto, 2002). Recent studies have explored possible ways in which
these qualitatively characterized impacts of biases can be at least partially
represented and parameterized in formal user models and offline evaluation metrics.
Research progresses on this problem will be further discussed in the following
chapters.

In addition, researchers have also examined the impact of some user biases with
both quantitative and qualitative methods. For instance, the satisficing options
identified in a sequence of decision-making can be operationalized by both quanti-
tative measures (e.g., monetary utility values, relevance rating) and qualitative
evidences (e.g., individuals’ self-reported satisficing choice). Regarding ambiguity
and risk aversion, decision-makers’ levels of uncertainty have been manipulated
both quantitatively (e.g., assigning predefined probability values to individual out-
comes) and qualitatively (e.g., extracting options from an unknown domain) in
experiments.
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Fig. 1.5 Bounded rationality in interactive information retrieval

The findings discussed above contradict many rational assumptions behind IR
experiments and call for a deep rethinking of the fundamentals of user models and
the associated evaluation metrics. Also, in future studies, with reasonable assump-
tions and analytical tools, researchers might be able to further deconstruct the
qualitative aspects of systematic biases (e.g., existing beliefs, user perceptions) and
represent them with more fine-grained quantifiable measures (e.g., word embed-
dings, neurophysiological behavioral signals) and scalable computational models. In
addition, it is worth noting that users’ bounded rationality, especially cognitive
biases, could go beyond the explicit evaluation and judgment phase and affect the
entire information seeking episode. Different phases of IS&R, such as information
need formation, query formulation, search result browsing and examination, as well
as information use, could be affected by different aspects of bounded rationality and
also interact with each other, especially in prolonged information seeking and search
sessions (see Fig. 1.5). In the following chapters, this book will discuss the afore-
mentioned human biases in detail and further explain how they affect the way in
which users behave in their interactions with IR systems and how we can and should
represent the impacts of human biases in formulating user models and developing
customized search recommendations.

Recent IR studies have explored a wide range of search algorithms, complex
search tasks, user populations, and search interfaces, and some of these studies
connect search interactions to the factors of users’ bounded rationality. Many
research publications describe their algorithms, search interface components (e.g.,
query or question input, search result presentation, search assistance tools), user
study procedures, and evaluation strategies in detail, but they are spread across
numerous journals, conference proceedings, and workshops and presented in vary-
ing lengths and styles. Also, research articles from different venues and communities
(e.g., user-centered IS&R communities, system-oriented IR experiment communi-
ties) have largely different expectations of their reader’s background knowledge. As
a result, it is challenging to synthesize existing research progresses and clear the path
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toward future directions, especially for IR researchers who work on interdisciplinary
research problems like the ones presented in this book and need to combine and
apply the knowledge accumulated through both user-centered and system-centered
IR approaches. Our book provides a relatively brief but sufficiently detailed review
on users’ bounded rationality in IIR and covers both the user-side and algorithmic-
side of the problem space.

1.2 Book Structure

We believe that our book is useful to a variety of reader groups. Readers who are
from the core areas of computer science and familiar with system-oriented IR
evaluation may benefit from the introductions and discussions on the simulations
of bias-aware ranking algorithms, evaluation metrics, and associated experiments in
controlled settings. Readers from information seeking and other user-centered
research areas may find new ways in which the knowledge learned from small-
scale user experiments and qualitative studies can inform the design of bias-aware
search systems and provide a more psychologically realistic foundation for IR
models of varying types. By discussing the origins, progresses, and future direction
on bounded rationality research in IR and other closely related fields, this book aims
to not only present a clearer broad picture of this interdisciplinary area to the IR
community but also highlight the value of connecting the knowledge and methods
developed in user studies with the algorithms and experimental techniques built in
system-oriented research.

Figure 1.6 presents the basic structure of our book consisting of three related
parts. To guide the reader through the key issues in understanding and modeling
bounded rationality in IR and related fields, we segmented this book into several
separate but interrelated parts and chapters. The first part, “Foundation,” covers
Chaps. 1–3. This part will introduce the fundamentals for investigating bounded
rationality in IR, such as related cognitive psychology and behavioral economics

Fig. 1.6 Book structure
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theories, formal user models and related implicit assumptions, and limitations of
existing user models and evaluation metrics in terms of capturing users’ actual
search activities, perceptions, and decision-making and evaluation strategies.

Specifically, Chap. 2 will introduce a variety of classical and state-of-the-art
formal models of interactive IR, including classical and enhanced versions of click
models (e.g., Borisov et al., 2016; Chuklin et al., 2015; Liu et al., 2016; Mao et al.,
2018), probability ranking principle (PRP) of IIR (Fuhr, 2008), hidden Markov
model (HMM) of search phases and search states (e.g., Dungs & Fuhr, 2017),
cooperative game framework of text retrieval (Zhai, 2016), economic IR models
(e.g., Azzopardi, 2014; Azzopardi & Zuccon, 2016; Liu, 2017), dynamic models of
IR (e.g., dual-agent stochastic game model) (Luo et al., 2014), as well as the hidden
assumptions and user models behind IR evaluation metrics. This chapter will explain
the goals of these models (e.g., predicting search actions and user satisfaction,
optimizing users’ search paths, improving ranking and IR interfaces), simulated
situations or problems, algorithms and parameters, contributions, as well as the
limitations.

The third chapter will first discuss the common assumptions of rational agent
models and explain why they are psychologically unrealistic by comparing them to a
series of widely studied bias-aware user models. By identifying the salient gaps
between formal models and human biases, this chapter offers a starting point toward
extending IR formal models and the associated metrics. In particular, this chapter
will also introduce the classical rational agent models from microeconomics research
(e.g., Cobb-Douglas production function, preferences, and indifference curves),
which underpin various economic IR and recommendation models (e.g., Azzopardi,
2014; Zhang et al., 2016). To clarify the origin of the ideas regarding bounded
rationality and research on systematic biases, this chapter also briefly introduces
related theories and models from cognitive psychology and behavioral economics
and explains how they are relevant to the problem space of interactive IR. These
preliminary discussions on common human biases, bounded rationality, and behav-
ioral economics theories will be further extended in Chap. 4, where we will provide
more details regarding specific concepts, theories, operationalizations, and behav-
ioral experiments design.

Part 2, “Beyond Rational Agents,” will focus on the multidimensional conflicts
between existing formal models of user search interactions (e.g., click and browsing
models, simulated behaviors behind individual offline evaluation metrics) and the
insights about bounded rationality in decision-making under uncertainty. The com-
mon, long-standing research problem of economic studies is how people allocate
available, limited resources when trying to accomplish some goals. Differing from
classical economic theories, behavioral economics research seeks to (1) build the
analysis of the rules in resource allocation and decision-making on a more realistic
psychological basis and (2) to differentiate rational man’s optimal behavior from
people’s behavior under various biases and constraints (Thaler, 2016).

In Chap. 4, the book explains the theories and empirical evidences regarding
bounded rationality and systematic biases, with the ultimate goal of applying them to
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a variety of IR problems and offering IR models a more realistic behavioral and
psychological foundation. Specifically, this chapter reviews the basic elements of
bounded rationality (Simon, 1955) as well as six widely confirmed biases in judg-
ment and decision-making (Kahneman, 2003). Then, we introduce the Noble-award
winning prospect theory (Kahneman & Tversky, 2013) and discuss how it could
help explain the biases and anomalies in search behaviors. Also, this chapter will
cover the peak-end rule and its impacts on people’ session-based evaluations. It will
conclude with a summary of the major biases and cognitive limitations in decision-
making and their implications for interactive IR modeling.

With the knowledge about human biases and bounded rationality accumulated in
behavioral economics and cognitive psychology research (see Chap. 4), Chap. 5 will
go back to the fundamentals and seek to revise the simplification assumptions behind
the formal IR models and evaluation metrics discussed in the second chapter.
Specifically, taking a step forward from the preliminary introductions and discus-
sions developed in Chap. 3 on gaps between formal models and human biases, we
will first revisit and further re-organize the assumptions by model type and contrast
these assumptions with the specific characteristics of people’s systematic biases,
heuristics, and limits that have been empirically confirmed in behavioral economics
experiments (discussed in the Chap. 4). In particular, we will highlight the cognitive
biases (e.g., user expectations, reference point, risk aversion) that have been missed
out in most formal models and IIR research.

In addition, based on the knowledge of human biases, bounded rationality and
associated evidences introduced in Chap. 4, this chapter will suggest reasonable and
potentially actionable ways to revise existing assumptions underpinning formal
models. Based on existing empirical findings and experimental results, we will
also introduce possible boundaries, practical restrictions, and theoretical limitations
of revised bias-aware assumptions. Also, with the knowledge learned about human
biases, we will discuss how we can revise and extend formal user models to better
represent and estimate the impacts of boundedly rational decisions in search inter-
action and user evaluation.

Part 3, “Toward A Behavioral Economics Approach,” will synthesize the insights
from both theories and experiments on related research problems and propose a
novel behavioral economics approach to characterizing, understanding/predicting,
and evaluating IIR and related activities (e.g., interactions with recommendations).
Our hope is that the proposed bias-aware/behavioral economics approach can be
established based on the solid empirical basis on bounded rationality, human biases
and heuristics, and formal modeling discussed in above chapters and also provide a
new perspective and actionable research agenda for identifying critical research gaps
between users and systems, advancing the knowledge in human-bias-aware IR
modeling and encouraging students and young researchers to further explore this
field.

Chapter 6 discusses the existing preliminary research that have applied bounded
rationality and behavioral economic theories in addressing IR-related problems,
particularly in predicting users’ interactions with search systems. These studies
can characterize the boundaries of user rationality in the context of online
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information seeking, search, and evaluation (e.g., Agosto, 2002; Warwick et al.,
2009). We will also briefly discuss potential research paths and programs on
applying behavioral economics theories in addressing specific critical problems,
such as predicting users’ state of expectation disconfirmation, modeling search
behavior, and understanding session-level satisfaction (Liu & Shah, 2019; Liu &
Han, 2020).

Next, to bring in relevant findings and insights from related disciplines, this
chapter will briefly introduce applications of behavioral economics theories in
information seeking and recommender systems research and discuss their implica-
tions for some foundational IR problems, such as learning to rank and session-wise
evaluation (e.g., Ge et al., 2020). More details regarding the specific research
questions, open gaps, and methodological challenges will be discussed in the
following chapters.

Built upon the discussions from previous chapters, Chap. 7 will focus on the
implications, new directions, and perspectives opened by the behavioral economics
approach for different areas of IR research and practices. This chapter will be
connected to existing and emerging challenges in IR and offer new ways through
which users and their search strategies can be represented and modeled. Some of the
main themes or specific problems include:

• Modeling and predicting different aspects of users’ bounded rationality from
features of varying types (e.g., search behavioral features, features of the query
recommendations, surrogates and documents that users interact with, eye move-
ment features, neurophysiological features)

• Modeling whole session interactive IR processes and identifying key features and
parameters that could approximate different biases and cognitive limits in formal
models

• Leveraging the knowledge about users’ systematic biases in constructing online
learning to rank (LTR) algorithms; reducing the potential negative impacts of user
cognitive biases through adaptive re-ranking and intervention; and developing
multivariate scoring functions (which take into consideration users’ biases and
heuristics) to reduce noises and biases in click data and to improve existing
unbiased learning to rank (ULTR) algorithms

• Designing, implementing, and evaluating bias-aware IR evaluation measures in
sessions

• Applying behavioral economics insights in designing bias-aware intelligent task
support (BITS) and improving IR interface and developing adaptive state-based
algorithms to automatically learn users’ bias states and provide adaptive and even
proactive recommendations for addressing potential problems and helping
struggling users

• Building intelligent systems that address not only system and algorithmic biases
but also human biases, especially in decision-making activities under uncertainty
and re-framing Fairness, Accountability, Transparency, and Ethics (FATE)
challenges in light of behavioral economics framework and knowledge about
human biases and heuristics
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In the conclusion chapter, this book will summarize the main content of previous
seven chapters and re-emphasizes the value of understanding users’ bounded ratio-
nality and the implications of behavioral economics theories for different areas of IR
practices.

We believe that this book will offer readers a valuable conceptual and empirical
leap in user modeling and IIR evaluation and will become even more relevant as we
move forward toward AI-assisted information interaction and human-AI collabora-
tion in decision-making. In particular, for graduate students and early researchers in
IR and interactive system fields, this book can provide a broad overview of both the
existing challenges and new directions in user-centered IR and inform them about
the possible problem space, new methods, and techniques for further exploration.
The bibliography of this book can also serve as a good starting reading list for
readers who plan to develop research proposals and conduct scientific studies in this
interdisciplinary field.

We hope that our book can encourage readers to further investigate the phenom-
enon of bounded rationality in users’ interactions with interactive information
systems and explore the research challenges of developing and evaluating bias-
aware search and recommendation systems that address both algorithmic biases
and human biases. We hope to see more contributions in this area from readers of
varying backgrounds in the future.
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Chapter 2
Formally Modeling Users in Information
Retrieval

Abstract Formally modeling user behavior and predicting interaction events is
essential for evaluating and advancing IR systems. This chapter focuses on the
ways in which IR researchers formally model users and their behaviors in IR
activities and introduces two main groups of formal models: (1) single-event-focused
models, especially basic click models and enhanced versions of click models with
additional user characteristics and result factors being represented and parameter-
ized, and (2) models of search interactions, especially the ones underpinning offline
evaluation metrics and search phase models. The review on existing models, rational
assumptions, and related empirical studies in this chapter will enhance our under-
standing of the similarities and connections between related models presented in
varying ways and serve as a basis for the further investigation and discussion on how
to better characterize user traits, especially their biases and cognitive limits, in
modeling search sessions and evaluating the performance of IR systems.

2.1 Introduction

Modeling user behavior and predicting interaction events is essential for evaluating
and advancing information retrieval (IR) systems. For instance, models developed to
predict single interaction events or a sequence of events (e.g., click models) can help
researchers and engineers characterize users’ patterns of browsing and navigation on
search engine result pages (SERPs) and understand the distribution of attention and
cognitive resources during search interactions (Chuklin et al., 2015; Guo et al.,
2009). Knowledge learned through the modeling process can facilitate the organi-
zation of information on the search interface and enhance search effectiveness
through effective ranking and search recommendations.

Evaluation is a central topic of IR research. In addition to interaction event
predictions, in the context of search evaluation, IR researchers also develop user
models with varying explicit or implicit assumptions to define user behavioral
patterns (e.g., querying, browsing, search continue or stop, skip, or click) and
propose evaluation metrics of varying types, including both online process-oriented
metrics (e.g., dwell time on result pages, query formulation) and offline
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outcome-based metrics (e.g., relevance-based precision, recall, discounted cumula-
tive gain), based on simulated user models (Azzopardi et al., 2018; Zhang et al.,
2017a). The evaluation metrics, once developed and applied, determine how
researchers and adaptive algorithms (e.g., reinforcement-learning-based re-ranking
systems) grade system performance and which ranking strategies and result presen-
tation patterns would receive higher scores and be encouraged in following infor-
mation seeking episodes. Also, the evaluation metrics as a part of the optimization
functions also affect the process and results of training ranking algorithms when
researchers conduct experiments on large-scale commercial Web search logs and
standard test collections.

This chapter focuses on the ways in which IR researchers formally model users
and their behaviors in IR activities and introduces two main groups of formal
models: (1) single-event-focused models, especially basic click models and enhanced
versions of click models with additional user characteristics and result factors being
incorporated and represented (e.g., Chuklin et al., 2015), and (2) models of search
interactions, especially the ones underpinning offline evaluation metrics and search
phase models (e.g., Azzopardi et al., 2018; Chen et al., 2017; Dungs & Fuhr, 2017;
Liu et al., 2017; Tran & Fuhr, 2013; Zhang et al., 2017a). To define and test a model,
researchers need to characterize observed and hidden variables, relations between
the variables and the associated assumptions, as well as how these relations depend
on the model parameters. This chapter will introduce the assumptions and goals of
these models, the research problems these models seek to address, basic function
structure and key parameters, as well as their limitations in characterizing users’
behaviors and search experiences, especially in the context of task-based whole-
session interactive IR. Review on existing models, terminologies, and related empir-
ical studies in this chapter will enhance our understanding of the similarities and
connections between related models presented in varying ways and serve as a basis
for the further investigation and discussion on how to better characterize user traits,
especially their biases and cognitive limits, in modeling search sessions and evalu-
ating system performances. In particular, based upon the discussion on the limita-
tions and restrictions of existing formal models of user and associated evaluation
measures in IR (e.g., difficulties in characterizing and predicting real-time search
actions and user satisfaction; unable to capture the variations across different search
intentions, task states, in situ reference points and search expectations), the following
chapters will discuss the potential ways in which these models can be adjusted and
extended to at least partially address the limitations and take into consideration the
role and impacts of user bounded rationality for facilitating user-centered search
system design.
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Fig. 2.1 Click models built upon query-document pair and rank position

2.2 Basic Click Models

A user model essentially defines a set of rules that enable researchers to simulate user
actions on a SERP. One of the main types of observable user interaction with a
search system is clicks. To understand and simulate user click patterns and estimate
document features from click behavior, researchers have developed varying types of
click models to facilitate simulation and evaluation experiments. In addition, some
click models also seek to represent and simulate the effects of user biases (e.g.,
position bias, attention bias, and novelty bias) in search evaluation and aim to debias
the process of relevance estimation for obtaining a more effective, fairer re-ranking
of retrieved search results. This section focuses on the basic click models built upon
which advanced click models with additional signals and user trait parameters are
developed.

The first set of click models have the simplest form compared to other models and
set simulation rules mainly based on the rank of a document or the query-document
pair (see Fig. 2.1). This batch of baseline click models includes random click model
(RCM), rank-based click-through rate models (RCTR), and document-based click-
through rate models (DCTR). These models only have a small set of parameters and
thus have the potential to be widely applied in various types of search datasets
(especially the large-scale search logs that do not have rich annotation labels) and
face less risk of overfitting in training. Meanwhile, however, these models cannot
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capture or estimate the complexity in users’ systematic biases and cognitive
variations.

Random click model (RCM) only contains one parameter and does not include
any representations of rank position, document feature, and user characteristics.
RCM can be defined as follows:

P Cd = 1ð Þ= p ð2:1Þ

For each document d, the probability of being clicked remains the same and
equals to parameter p. Although the model is straightforward and has faced minimal
risk of overfitting in training (Chuklin et al., 2015), it cannot capture the potential
variations and errors caused by the facets of document quality (e.g., query-document
relevance, task-document usefulness, information credibility, and accessibility) and
users’ cognitive biases and limits (e.g., rank position bias, loss aversion, limits of
current knowledge structure). These factors may lead to significant changes in the
value of p across different queries, results, and user populations and thus may need to
be estimated with more parameters. In addition, the value of parameter p may also
change across different points of a search session as users’ search intentions and in
situ expectations about search gains and efforts may vary overtime. When develop-
ing more advanced, bias-aware click models, RCM could be used as one of the
baseline models for evaluation purposes.

Compared to RCM, RCTR and DCTR models take a step forward by including
document rank and query-document pair, respectively (see Fig. 2.1). One commonly
studied and estimated user bias is rank position bias. Specifically, users tend to
consider top ranked results as relevant and credible, and the results ranked on the top
generally have a higher click-through rate compared to lower ranked documents. In
this sense, users’ raw click logs as a relevance feedback could be biased, and this bias
can in turn negatively affect the performance of click model in predicting future
clicks. RCTR touches on this user bias and is built on the assumption that the click
probability is not a constant value across all results. Instead, it depends on the rank of
the document being retrieved and browsed. Thus, the focus of RCTR is on estimat-
ing the click-through rate for each rank position based on available training data.
Compared to RCM, RCTR moves click models slightly closer to real users by
recognizing the impact of rank position bias on click-through probability. There
are also other cognitive biases that are closely associated with positions of rank and
evaluation sequences, such as reference dependence (Liu & Han, 2020), threshold
priming (Scholer et al., 2013), and anchoring effect (Chen et al., 2022). For better
estimating users’ click-through behavior and search experience, it is critical to
properly represent and estimate the effect of these biases and limits in future click
models.

Similarly, DCTR introduced by Craswell et al. (2008) added one parameter
compared to RCM for estimating the click-through rates for each query-document
pair. DCTR recognizes the perceived connection between query and document on
users’ click behaviors and offers click models more flexibility in capturing the
dynamic relationship between query-document relevance and users’ implicit rules
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Fig. 2.2 Click models built upon examination hypothesis

and thresholds regarding document clicking. One main limitation is that the perfor-
mance of DCTR model heavily relies on the documents and queries encountered and
included in training click logs, and may not be able to estimate user clicks on new,
previously unseen documents or under significantly different queries or topics.
Another limitation, from user perspective, is that DCTR does not recognize the
systematic biases that may lead to significant deviations in user feedback (e.g.,
clicks, prolonged dwell time on pages) from the actual connections in query-
document pairs.

The three basic click models introduced above serve as useful baselines for
further advancing and evaluating click models, especially in terms of combining
rank position bias and document biases and capturing more aspects of user bounded
rationality and actual information search strategies.

Built upon the three basic models above, IR researchers take a step forward and
incorporate the probability of examination and document attractiveness into click
models for modeling click behaviors and estimating document relevance. These
more advanced models, such as position-based model (PBM), cascade model (CM),
user browsing model (UBM), and dependent click model (DCM), were designed
based on examination hypothesis: A user clicks a document only if they examined
the document and were attracted by the retrieved document. As it is shown in
Fig. 2.2, attractiveness is closely related to document or Web page snippet features,
not the characteristics of the full text, which cannot be directly presented on SERPs.
The probability of a user examining a presented result snippet highly depends on the
rank position and is also affected by other contextual factors (e.g., format and textual
features of result snippets). The effects of probability of examination E and docu-
ment snippet attractiveness A may also be moderated by different aspects of users’
bounded rationality, such as the impacts of previous relevance judgment experiences
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and dynamic thresholds (Scholer et al., 2013), in situ satisfaction and loss aversion
bias (Liu & Han, 2020), time constraints (Crescenzi et al., 2016), as well as existing
beliefs and anchoring biases (Chen et al., 2022; White, 2013). How to represent and
measure the potential effects of bounded rationality factors in click models and the
associated evaluation experiments still remains an open challenge.

Built upon examination hypothesis, the PBM can be written as follows:

P Cd = 1ð Þ=P Ed = 1ð Þ � P Ad = 1ð Þ 2:2Þ

where Ed represents examination behavior and Ad measures attractiveness. Cd

refers to click on the document d. Furthermore, given that both the probability of
examination and the probability of attractiveness are affected by contextual factors,
we can use the following functions adapted from Craswell et al. (2008) to represent
these contextual impacts:

P Ad = 1ð Þ= αdq ð2:3Þ
P Ed = 1 = βdr 2:4

where αdq and βdr represent two sets of parameters that affect P (Ad) and P (Ed),
respectively. While understanding the features of document snippets and rank
positions is critical for estimating the probability of attractiveness and examination
behavior, incorporating these traits into click models still cannot fully explain the
discrepancy between predicted clicks and actual explicit feedback. Taking a step
forward, researchers may be able to reduce the gap by investigating and representing
user-side systematic biases, especially the ones caused by cognitive and perceptual
factors. These effects can be written as follows:

P Ad = 1ð Þ= Ub αdq
� � ð2:5Þ

P Ed = 1 = Ub βdr 2:6

Ub = U b1, b2, . . . bn 2:7

where Ub represents a bias-aware user model that captures the impacts of
document snippets, rank positions, and other system-side factors (e.g., textual
features, interface design, and layout) under the influence of different dimensions
of users’ bounded rationality b1, b2, . . .bn.

As it is shown in Fig. 2.3, document and result snippet features affect the
probabilities of attractiveness and examination under the influence of user charac-
teristics, especially dimensions of bounded rationality, such as cognitive biases,
perceptual biases, and situational limits (e.g., time constraints, task urgency)
(cf. Azzopardi, 2021; Kahneman, 2003). Also, different types of user biases (e.g.,
reference dependence biases, decoy effects, peak-end evaluation biases) may interact
with and even reinforce each other in decision-making scenarios, including the ones
in search interactions (e.g., clicking, query reformulation, search stopping). In
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Fig. 2.3 Clicks under the impacts of user characteristics

addition, within the function Ub, the weights of different dimensions may differ from
each other and change during the transitions of information search intentions,
cognitive states, and task types (Liu & Yu, 2021). How to estimate the weights of
different dimensions of bounded rationality and measure the interactions between
human biases of varying types would be two key open questions for constructing
bias-aware click models. While our discussion under this current section will
continue with other types of existing click models, how to characterize and represent
the impacts of bounded rationality will be discussed in the following chapters.

Similar to PBM, cascade model (CM) also considers attractiveness and exami-
nation in modeling clicks. According to Craswell et al. (2008), CM is built upon the
assumption that a user scans results on a SERP sequentially from top to bottom until
they find a relevant document that fulfills the information need in mind. Moreover,
documents at rank 2 or lower are examined only if the previous document is
examined but not clicked. This core assumption of CM can be written as Formula
(2.8). CM enables simple estimation as it assumes that all documents before first
click on the SERP are examined by the user. However, this assumption also restricts
CM to one-click and linear examination sessions (Chuklin et al., 2015). This model
setup could not explain the potential impacts of information gains and search efforts
accumulated during search sessions on following search result clicking and evalu-
ation behaviors. Also, with the increasing diversity in search result presentation on
SERPs in Web search, it is also critical to investigate and predict the information
gain obtained directly from non-clicked search result snippets for better understand-
ing clicks and evaluating the quality of SERPs under queries with varying intentions
(Azzopardi et al., 2018).
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P Er = 1 j Er- 1 = 1, Cr- 1 = 0ð = 1 ð2:8Þ

To partially address these limitations, UBM and DCM extend CM from different
perspectives. Specifically, the main idea behind UBM is that when estimating
examination probability, we should also take previous clicks into account, especially
the rank of the previously examined and clicked document. DCM is developed to
model interactive search sessions with multiple clicked documents. The assumption
is that a user may continue to examine and click other documents after clicking a
document. If a document is clicked but does not lead to user satisfaction, the user will
continue their examination of following documents and click the ones that may be
relevant to the expressed information need. Given the above assumptions on click
dependence, UBM and DCM could be presented and estimated with Bayesian
network (Chuklin et al., 2015). From the perspective of real-life boundedly rational
users, these assumptions and new setups also allow researchers to examine and
represent the connections between users’ current actions on a document (e.g.,
examination, click, continuation) with previous interactions (e.g., examinations
and clicks on higher ranked documents under the query) and thus have the potential
to incorporate and model some of the user biases that rely on accumulated in situ
information gains, efforts, associated user expectations, and interaction experiences
(e.g., reference dependence biases, loss aversion biases).

Figure 2.4 illustrates the click model framework extended with the assumptions
and parameters from DCM and UBM discussed above. The extended framework
connects current examination with previous clicks, examination, and user satisfac-
tion and thus has the potential to handle more complex, multi-click search sessions.
In addition to the extensions from DCM and UBM, the framework also highlights
the potential moderating effects from user characteristics (especially user biases and
other dimensions of bounded rationality) on the impacts of previous clicks and
examinations. For instance, anchoring effects may motivate users to put higher
weights on the examined and clicked documents that are aligned with their

Fig. 2.4 Click modeling extended with DCM and UBM
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pre-search beliefs and expectations, which may also lead to biased evaluations (e.g.,
overestimation on document relevance and usefulness) (Chen et al., 2022). In
addition, recency effects may lead to higher weights on most recently clicked and
viewed documents and associated interaction experience (e.g., satisfied or dissatis-
fied; overall document usefulness and information search efforts) (Liu et al.,
2019a, b). Also, the limits of a user’s knowledge structure, search skills, and topical
familiarity may lead to difficulties and errors in judging document relevance and
credibility, which leads to unexpected clicks that deviate from the formal predictions
made based on document ranks and relevance scores. These aspects of bounded
rationality play an essential role in the interplay of user perception and cognition,
system and document features (including the traits of search result snippets), and
different aspects of search interactions (e.g., click, query formulation, document
evaluation). Although the current click models with associated Bayesian framework
may be useful to at least partially capture this dependence relationship, it is important
to systematically examine the role of users’ bounded rationality at different phases
and components of click models in order to predict user clicks and estimate true
document relevance in a more accurate manner. To achieve this, researchers need a
deeper exploration and reflection on user characteristics and leverage the insights
from behavioral economics and cognitive psychology in modeling and representing
the clicking, SERP examination, and document evaluation strategies of boundedly
rational users.

Click models are a major form of formal modeling that characterizes and simu-
lates user behavior in online information seeking and retrieval. Click actions connect
search interactions (e.g., query formulation and reformulation, browsing and exam-
ination, and associated document features) and information evaluations (document
relevance, usefulness, attractiveness) and thus can serve as a critical hub for studying
the role and impacts of user biases and contextual factors. In addition, document
examination and clicking are also shaped by the features of motivating tasks and
affect users’ in situ information gain (e.g., new facts and knowledge learned, new
ideas and interests generated) and overall task performance and decision-making
outcome. The next section will summarize more recent and advanced click models
that enhance the basic click models discussed above by incorporating new param-
eters and utilizing new data and search signals, especially the ones that employ state-
of-the-art machine learning techniques. We will also discuss the potentials and
limitations of advanced click models, especially in terms of capturing the impacts
of users’ bounded rationality on search decision-making and judgment as well as
other session-level contextual features (e.g., search task facets, system interface, and
search recommendations). Discussions on click models and other user models in IR
modeling and simulation serve as part of the preparation for representing bounded
rationality and developing bias-aware user models and search evaluation metrics.
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2.3 Advanced Click Models

Inspired by Chuklin et al. (2015) and Wang et al. (2015a, b), this section discusses a
series of advanced click models that extend basic model setups and characterize
beyond-one-query sessions and explore richer user characteristics and behavioral
signals. Methodologically, while the major goals remain similar to basic models
(e.g., estimating/learning document relevance and predicting users’ clicks on
SERPs), the advanced click models further incorporate feature-based machine
learning and fine-grained interaction signals (e.g., eye tracking and mouse move-
ment) into click model training and evaluation and may have better potential in
capturing the nuance and temporal variations in users’ cognitive states, relevance
thresholds, and in situ expectations regarding informational gains and search efforts.
Differing from traditional SERPs consisting of organic search results only, SERPs in
aggregated or federated search paradigm often include multiple sources and forms
of information, which are usually called as verticals (e.g., answer card, images, video
clips, apps, and products; see Fig. 2.5). As it is shown in the example, SERPs include
not only organic results (e.g., introductions of Washington state and salmon from
Wikipedia pages; Web page explaining salmon recipes) but also different verticals,
such as frequently asked questions, images, news from media outlets, and videos
from different sources.

Adding and presenting multiple verticals become common for contemporary
commercial Web search engines and have changed the way in which users click
and interact with search results (Kopliku et al., 2014). For instance, some verticals
may offer direct answers or salient cues to users, which do not require users to click
and further examine for more details. This “good abandonment” behavior is less
common on traditional SERPs where the regular search result snippets may only
serve as an initial indicator of topical relevance and do not have the direct answers or
key facts presented. In addition, the presence of vertical blocks also affects the
attention distribution on other nearby results and causes certain attention bias and
divergence in eye fixations and mouse movements (Liu et al., 2016). According to
Chen et al. (2012), results that are presented near a vertical (e.g., image, answer card,
news stories) could receive higher chance of being clicked than their counterparts
that are ranked near regular organic results. This diversification of result form as a
fundamental change of search result presentation on SERPs also affect search
evaluation and user behavior modeling, especially the modeling of browsing activ-
ities (Arguello & Capra, 2012; Arguello et al., 2012; Bron et al., 2013; Liu et al.,
2015; Xie et al., 2020). To partially address this problem, IR researchers have
developed novel evaluation frameworks for properly measuring the utility of
SERPs consisting of diverse verticals and components in addition to organic results
(e.g., Azzopardi et al., 2018; Zhou et al., 2012). The presence of diverse types of
verticals leads to varying interaction patterns and may create extra challenges for
capturing the impacts of human biases and cognitive limits (e.g., attention bias,
salience bias, effects of click baits). Researchers may need to include additional
parameters for representing levels of impacts from individual biases and model user
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Fig. 2.5 Two examples of search engine result pages (SERPs) retrieved with queries “Washington
state” (left) and “salmon” (right), respectively

behavioral patterns on traditional non-vertical documents and verticals of varying
types separately on SERPs.

To model and predict users’ clicks in aggregated search, IR researchers have
developed and evaluated click models of varying complexities to cover potential
cognitive and behavioral biases caused by verticals on SERPs. According to Chen
et al. (2012), apart from rank position bias, results presented near vertical documents
(e.g., images, videos, news) usually attract more attention from users due to higher
saliency, which results in higher click-through rate. Based on this finding, Chen et al.
(2012) develop federated click model (FCM), which includes a parameter that
accounts for the attention bias associated with vertical results. The basic FCM
model can be written as follows:

P Er = 1 jA= 0, E< r, S< r, C< rð = εr ð2:9Þ
P Er = 1 A= 1, E< r, S< r, C< r = εr 1- εr βd 2:10
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where A represents attention bias. If A = 1, then the results near vertical blocks
receive a higher examination rate. Similar to that of previous basic click models, E,
S, C represents the interaction history before result r. εr refers to the examination
probability when vertical attention bias is absent. βd measures the impact of the
actual distance from the current document to the nearest vertical document. A higher
βd value represents either a short distance from current result to the nearest vertical
block or a relatively high sensitivity to vertical results in attention distribution. The
actual parameters that shape examination probability can be estimated based on click
through data, mouse movement, and eye movement signals.

To model the probability of attention bias P(A = 1), Chen et al. (2012) propose
two different assumptions or approaches, namely, position attention model and
document attention model. Under the position attention model, the attention bias
on a SERP is assumed to be determined only by the position of the vertical. In
contrast, under document attention model, the attention bias is associated with the
intrinsic features (including the relevance level rd) of the vertical document d. This
model is designed to account for the situation where when different vertical docu-
ments are placed at the same rank position, the attention bias values are still different.
The position attention model and document attention model can be written as
follows:

P A= 1 jPdð Þ= attd ð2:11Þ
P A= 1 d = attd 2:12

where Pd represents the position of the document being examined and d refers to a
set of rank-independent document parameters. attd characterizes the extent to which
a user’s attention is attracted by and spent on the target document.

Compared to basic click models, FCM examines the complexity from vertical
blocks on SERPs and accounts for vertical-related attention biases, in addition to
widely examined rank position biases. Knowledge learned about this attention bias
may also be valuable for researchers to develop more dynamic and realistic weight
discount distributions for offline evaluation metrics, instead of monotonically
increasing by rank (e.g., normalized discounted cumulative gain, nDCG). Taking
multiple aspects and forms of attention biases into consideration would enhance our
understanding of the intrinsic nonlinearity in users’ browsing and examination
activities, especially on SERPs that contain diverse vertical blocks, and thereby
facilitate the associated evaluation experiments. Apart from examination probability,
features of vertical blocks (e.g., color, form, font size, image) may generate similar
effects as characteristics of regular search result snippets and thereby affect result
attractiveness. Results presented as or near vertical blocks on SERP (even not ranked
as top search results) may be more likely to attract users’ attentions during browsing
processes. Furthermore, according to Chuklin et al. (2015) and Chen et al. (2012),
FCM model can also be extended to represent individual differences in
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vertical-related attention biases (e.g., some users may be more sensitive to vertical
results in examination under certain tasks) and measure the impacts of multiple
vertical blocks.

While FCM model considers attention bias related to vertical features, users’
clicks are also affected by other types of cognitive and perceptual biases at both
global (i.e., whole SERP) and local (i.e., individual results). To address this chal-
lenge, Wang et al. (2013) develop an extended vertical click model (VCM) that takes
into account four types of biases, some of which correspond to the cognitive biases
and dimensions of bounded rationality examined in behavioral economics and
decision-making experiments. Specifically, Wang et al. (2013) analyzed both
large-scale click-through log data and laboratory eye-tracking data and examined
four types of biases, including attraction bias, global bias, first place bias, and
sequence bias.

The assumption behind attraction bias is that when there is a vertical block
presented on the SERP, there is a chance that users examine the vertical result
first. This assumption highlights the additional attraction associated with the saliency
of vertical results (compared to regular organic search results) and can be written as
follows:

P F= 1ð Þ=∅tv ,pv ð2:13Þ

where F as a binary variable represents the probability of the vertical result being
examined first on the SERP. tv and pv represent the type and position of the vertical
result, respectively. {∅} refers to a set of customized global parameters that vary
across different classes and positions of vertical blocks.

Global bias defines the “spillover effect” of vertical results on browsing activi-
ties. Specifically, it assumes that if a vertical is presented in a SERP and user
examines it first, this examination event will generate a global impression on the
whole SERP, which will affect the user’s examination and click probability of all
other results on the SERP. The formalization and representation of global bias can
help partially address the limitation of models and metrics, assuming that different
results on a SERP are examined independently. Also, the assumption regarding
global bias could also be extended to cover the effects of motivating tasks, contex-
tual constraints (e.g., time limit, available system support, and query recommenda-
tions), and the examination and click events in previous queries or search intervals
under the same session.

Regarding first place bias, Wang et al. (2013) assume that if a vertical result is
placed at the first position in a SERP, there is probability that the user examines and
clicks more on vertical results and less on other types of results in search interac-
tions. This assumption to some extent echoes reference dependence and anchoring
biases (cf. Kahneman, 2003) in that it focuses on the possible impacts of first
encountered results and experience on following interaction behaviors. According
to Wang et al. (2013), both global bias and first place bias can be represented and
written as:
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P Ei = 1j F= 1ð Þ=P Ei = 1j F= 0ð Þ þ θq,i ð2:14Þ
P Ai = 1j Ei = 1, F= 1ð Þ=P Ai = 1j Ei = 1, F= 0ð Þ βq,i ð2:15Þ

where P (Ei = 1|F = 0) measures the probability of examination on document I
when the presented vertical is not examined first. The additional global impression
generated by the vertical result (F = 1) on examination and attractiveness events,
compared to the situation where the vertical result is not examined first, is measured
by the parameter sets {θ} and {β}. Apart from the document and position features,
this hypothesized additional impression may also be shaped and moderated by
individual users’ characteristics, such as their current information seeking intention
(e.g., finding a known item or exploring an unfamiliar topic), levels of search skills,
and search environments (e.g., desktop search or mobile search, levels of unexpected
interruptions, urgency of the search task at hand) (Arguello et al., 2012).

According to the assumption of sequence bias, if a user’s examination on the
SERP starts from the vertical block, the user will revisit the results ranked above the
vertical in either top down or reversed order. The four types of biases discussed
above are supported by the empirical evidences extracted from click-through and
eye-tracking data and could serve as initial basis for exploring and modeling more
complex and individualized cognitive biases. The impacts of human biases, tasks,
and contextual constraints need to be systematically examined and could be
represented as part of the global parameters. The detailed description and result
discussion associated with the VCM can be found in the original research conducted
by Wang et al. (2013).

In addition to the effects of rank positions and features of vertical blocks, users’
information needs, intents, or information seeking intentions under each query may
also affect the examination and click probabilities as well as evaluation criteria on
search results presented in the SERP (Chuklin et al., 2015; Mitsui et al., 2017). For
instance, users under different motivating tasks (e.g., browsing news about a
trending topic, learning knowledge about a natural scenery) may have different
preferences and levels of attention on different types of results and verticals (e.g.,
news, images, videos) (Chuklin et al., 2013). Also, under different information
seeking intentions (e.g., exploring a new domain, finding a known fact or item,
comparing collected information and evaluating credibility), users’ click and exam-
ination patterns across different result types and rank positions may vary largely
(Mitsui et al., 2017; Liu et al., 2019a, b) and thus would require separate click
models and metrics for supporting parameter estimation and search system
evaluation.

According to Chuklin et al. (2013)’s intent-aware click model, assuming the
query-level intents are independent from each other, then click probability can be
written as follows:
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P C1, C2 . . .Cnð Þ=
X

i
P I= ið Þ � P C1, C2 . . .Cnð j I= iÞ 2:16Þ

where users may have different click and examination probability distributions
under different intent i. Also, the biases associated with verticals discussed above
may interact with the intent-related biases and generate mixed effects on browsing
and search result examination events. This concept of intent and other similar query-
level driving factors (e.g., information seeking or search intention) could help
connect local search activities with global motivating tasks and help explain and
model the effects of search task characteristics and session-level contextual con-
straints on examination and click probabilities on different SERPs and rank posi-
tions. In addition, the intent-aware model can also be integrated with other click
models (e.g., FCM, UBM) for examining the impacts of different intents while
taking other factors and parameters into consideration, and this integration could
lead to significant improvements in terms of perplexity (Chuklin et al., 2015).

One of the key challenges of modeling clicks in an intent-aware fashion is to
predict intents and learn intent distributions from search log data and available
annotations. The intention distribution across different queries may differ across
different sessions, tasks, and user populations, and within each query segment, a user
may have multiple intents (e.g., an information need that requires multiple types of
information objects) and information seeking intentions (Mitsui et al., 2017). This
diversity in intents and relationships between different intentions may add extra
difficulties for estimating intent presence probabilities and developing generalizable
intent models. Therefore, instead of representing intents and user biases as individual
items and binary variables (i.e., presence or absence), researchers may need to
develop vector representation of intent combinations in order to accommodate
possible multi-intent search scenarios (Liu et al., 2020). This can be written as
follows:

Ii = I intent1, intent2, . . . intentnð 2:17Þ
P C1, C2 . . .Cnð Þ=

X
i
P I= Iið Þ � P C1, C2 . . .Cnð j I= IiÞ 2:18Þ

P I= Ii = f T , U, S ε 2:19

where Ii represents different intent or user intention combinations. Estimating
P (I = Ii) would require richer knowledge of task features T, user characteristics U,
and local search state S. Differing from the single-intent assumption, this revised
model assumes that different queries or states of search are associated with signif-
icantly different intent combinations. Therefore, researchers and system designers
may need to learn different intent combinations from search interaction data and
explore the associations between intent combinations and click probabilities.

Recent studies on search intent and intention modeling (e.g., Liu et al., 2019a, b;
Mitsui et al., 2016, 2017; Ruotsalo et al., 2014) and state-aware search evaluation
and recommendation (e.g., Liu & Yu, 2021; Liu et al., 2020; Liu & Shah, 2022; Luo
et al., 2014) could be useful initial steps toward addressing this open question. In
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particular, Liu et al. (2020) found that although there might be a large number of
possible intention combinations from search sessions, the overall distributions could
be clustered into a relatively small number of search task states, which makes it
possible to identify main types of intent combinations and develop state-aware
adaptive recommendations.

2.4 Clicks and Examinations in Multi-query Search
Sessions

Under complex, intellectually challenging tasks, users often need to engage in a
sequence of queries, rather than a single query or SERP, in addressing their infor-
mation needs under the same task (Byström & Hansen, 2005; Liu, 2021). Within a
task-oriented search session, two consecutive query intervals may have different
intents and click probabilities at different rank positions. Also, users’ actions and
evaluations in previous query intervals may also affect their current examination and
click probabilities and contribute to certain cognitive biases (e.g., anchoring biases,
reference dependence, and loss aversion biases). These cross-query connections,
query reformulation activities, and associated behavioral impacts in search sessions
would not be captured if we consider and investigate each query separately.

To model document clicking patterns in multi-query search sessions, Zhang et al.
(2011) develop a task-centric click model (TCM). TCM is built upon two assump-
tions defined according to the empirical results regarding within-session browsing
and clicking patterns. While there are different definitions and operationalizations of
tasks and search sessions, Zhang et al. (2011) adopted the method of setting up
default time and similarity thresholds for identifying and segmenting individual task-
based sessions (Piwowarski et al., 2009). The two assumptions include:

• Query bias: If there is a mismatch between current query and the user’s search
intent, the user will reformulate a new query based on the information learned
from search results without clicking any of the retrieved results.

• Duplicate bias: If a previously examined document appear again under a new
query, it will have a lower probability to be clicked.

Based on these two assumptions, Zhang et al. (2011) formulize TCM as follows:

P M= 1ð Þ= θ1 ð2:20Þ
P N= 1 M= 1 = θ2 2:21

P Fm,n = 1 Hm,n = 1 = θ3 2:22

P Em,n = 1 =∅n 2:23
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P Rm,n = 1 = rd 2:24

P Nm = 1 Mm = 0 = 1 2:25

P Fm,n = 1 Hm,n = 0 = 1 2:26

P Cm,n = 1 Mm = 1, Em,n = 1, Rm,n = 1, Fm,n = 1 = 1 2:27

The notations used in TCM are defined as follows:

• M: whether a user’s current search intent matches with the current query. M = 0
(mismatch between query and intent) is part of the prerequisites that trigger query
reformulation behavior.

• N: whether a user is going to reformulate a new query.
• H: whether the document presented under query m at the n-th rank position

occurred in an earlier query interval or session. When H = 1, the probability of
examination would be lower than that of the situation where the document is new
and has never been presented to the user before.

• F: whether the document is considered as “fresh” to the user. When H = 0, the
document will be considered as a fresh document (see Formula 2.26).

• E: Examination of the document presented under querym at the n-th rank position
in a search session.

• R: Relevance of the document. Formula (2.24) models the position bias in
relevance evaluation.

• C: Whether the document presented under query m at the n-th rank position is
clicked by the user. According to TCM and the assumptions, click probability is
affected by not only the intrinsic feature of the document (e.g., Rm, n, other
document factors that affect attractiveness A and examination E) but also by the
comparison of the current document with previous documents (e.g., Fm, n, Hm, n)
as well as the nature of the query in the session (Mm) (see Formula 2.27).

Compared to basic individual-SERP-based click models, the new parameters
included in TCM (e.g., Mm, Fm, n) take into account the role of the document and
query within the context of entire interactive search session (instead of treating them
as separate disconnected items) and connects current click decisions to the user’s
previous search and browsing activities. In addition, similar to VCM, TCM can also
be modified to be integrated with existing basic click models (Zhang et al., 2011).

To better leverage fine-grained session information in relevance estimation and
click prediction, Chen et al. (2020) propose the context-aware click model (CACM),
which is built upon an end-to-end neural network. CACM as a neural-based model
jointly learns the relevance score and click probabilities of each specific document in
sessions. CACM includes a relevance estimator and an examination predictor. In the
relevance estimator, both the inter-session context information (query context and
click context) and features of the current documents are encoded for supporting
context-aware relevance estimation. Intra-session context is utilized to predict the
examination probability. Then, with a combination layer, the relevance estimator
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and examination predictor are integrated together for predicting click activities at
different documents, ranks, and moments of search sessions.

Differing from the top-down setup of TCM and other related click models,
CACM adopts a data-driven approach and learns query-level and session-level
contexts through the raw connections in search log data, such as query-query edge
(i.e., reformulation relationship between two consecutive search queries), URL-URL
edge (i.e., the similarity of two contiguous results and their rank positions), as well as
query-URL edge (i.e., a query and each of the retrieved documents under the query).
To facilitate relevance estimation and examination prediction, researchers applied
node2vec technique (Grover & Leskovec, 2016) to learn the embeddings of query
and URL vectors based on the session-flow graph consisting of diverse edges and
nodes. Chen et al. (2020) found that CACM achieves significantly better perfor-
mance compared to existing best-performing click models in terms of both relevance
estimation and click prediction and that incorporating session context information
into click model can enhance the process of relevance estimation, which also leads to
significant improvements in document ranking performance measured by nDCG
scores at different rank positions.

Compared to traditional click models, models that utilize neural network and
pre-trained models can better characterize the rich connections and nuances among
queries and URLs which occur at different moments of search sessions. In addition
to CACM, Lin et al. (2021) also go beyond traditional click models built upon
probabilistic graphical models and oversimplified, manually designed dependencies
among variables and leverage neural network techniques in developing a graph-
enhanced click model (GraphCM) for Web search. To better capture and utilize
inter-session and intra-session contextual information for click prediction,
researchers construct query homogeneous graph and document homogeneous
graph, respectively, based on session log data. The two graphs extract and model
dependencies in user search behaviors and cover four types of edges in session-flow
graphs:

• Query multi-hop edge, which connects queries that include clicks on the same
document on the SERP

• Query-query edge, which refers to each pair of two consecutive queries from the
same search session

• Doc multi-hop edge, which characterizes the relationship between documents that
are clicked under the same query

• Doc-doc edge, which focuses on rank position information and connects two
consecutive documents in a ranked result list

Figure 2.6 illustrates the general structure of graph-based session click models. In
addition to the explicit connections (e.g., consecutive queries in sessions, adjacent
documents in ranked result lists) and click behaviors that connect individual queries
and retrieved documents (represented by arrows in Fig. 2.6), there are also implicit
connections (e.g., multi-hop edge in Lin et al., 2021) that characterize the relation-
ships between queries under which the same document is clicked and the relation-
ships between documents that are clicked under the same query (represented by red
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Fig. 2.6 General structure of graph-based session click models

edges). Neural-based models can help extract large amounts of explicit and multi-
hop edges from search logs consisting of queries, clicks, and documents and turn
them into features that can help estimate attractiveness scores, probability of exam-
ination, relevance levels, and ultimately the probability of clicking. Based on the
results from extensive experiments on three real-life search session datasets, Lin
et al. (2021) found that the constructed graphs and edges can effectively utilize the
intra-session and inter-session information in estimating examination probabilities
and attractiveness scores and help address data sparsity and cold-start problems in
model training.

As discussed above, neural-network-based click models can better capture the
diverse connections among queries, URLs, and user activities and thus can extract
richer information behind click decisions (e.g., through learning embeddings of
query and URL vectors) than manually designed dependencies in basic click models
(see Fig. 2.4). However, the application of advanced neural networks in estimating
relevance and predicting examination and click events also bring explainability
challenges to researchers and system engineers, especially in terms of how exactly
the hidden signals (e.g., edges, previous click patterns) in Web search logs are
utilized and what user biases (if any) are captured or represented in the trained
click models. Also, investigating the dimensions of users’ bounded rationality and
incorporating the learned knowledge into formal user models would be critical for
measuring the actual contributions of neural models to characterizing click behaviors
and, more importantly, clarifying the reusability boundary of session search datasets
and trained click models across different user groups and search task contexts (Liu,
2022).
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2.5 Incorporating Users into Click Models

While both the manually designed and learned dependencies and edges in many
click models reflect certain aspects and levels of user search strategies, most of them
did not explicitly include user characteristics into click models. Instead, they mainly
focus on the features of documents and issued queries as well as the connections
between them (explicit connections, e.g., consecutive queries, consecutive docu-
ments on the same SERP; implicit connections, e.g., pair of queries that include
clicks on the same document; pair of documents that are clicked in the same query
interval). It is unclear how the interactions between documents and queries, espe-
cially the ones that are learned from large-scale search logs, help characterize user
characteristics and behavioral patterns and how the learned knowledge or empiri-
cally confirmed theories regarding users’ search actions could be reused and gener-
alized in a broader range of search scenarios.

To address this challenge and explore ways to represent user characteristics, Shen
et al. (2012) propose a personalized click model (PCM) to define and characterize
user-centered click preferences in search sessions. PCM assumes that the attractive-
ness parameter αuq has a Gaussian prior that is defined by three factors, including
document matrix Dd, query matrix Qq, and user matrix Uu. Figure 2.7 illustrates the
structure of PCM, which can also be connected to previous basic click models. PCM
adopts the basic structure of matrix factorization click model (MFCM) that describes
the interactions between queries and documents through their latent feature vectors
and extends MFCM by including an additional matrix into the model to denote the
latent factors of user domain. According to Shen et al. (2012), PCM can be
written as:

Fig. 2.7 Factors of personalized click models
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P A= 1ð Þ= αuqdi ð2:28Þ
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where Uu o Dd o Qq =
PF
f = 1

UfuQfqDfd is defined as a canonical tensor factoriza-

tion. In PCM, while the probability of examining a document, P (Ed = 1), is
determined by the assumptions and variables defined in previous click models, a
user’s personal interest (affected by attractiveness scores) on document i, Ii, i
represented with a probability function based upon the latent factors of queries,
documents, and users. Compared to existing click models, PCM takes a step forward
by modeling the interactions among users, queries, and documents in search inter-
actions. However, it is also acknowledged in Shen et al. (2012) that PCM could
suffer from overfitting problem, especially in some factual and navigational searches
where the impact of personal difference is insignificant in click and examination
events.

To partially address this overfitting issue and balance the represented impacts of
query-document pairs and user characteristics, Shen et al. (2012) develop a hybrid
personalized click model (HPCM), which re-focuses on the connections between
queries and documents and only factorize residuals using user latent factors. In
HPCM, the factorized residuals and user latent factors are used to describe the
individual users’ deviations from the “global model” defined by query-document
interactions. The distribution of αuqdi in HPCM can be written as:

P αuqdi j Uu, Qq, Dd, σ
� � � N ~Dd o ~Qq þ Uu o Dd o Qq

�
, σ2

� ð2:33Þ

where ~Dd o ~Qq denotes query-document interactions, which can be considered as
a relevance bias, and Uu o Dd o Qq depicts the biases and deviations from user side.
Differing from PCM, HPCM adds the local personalization factor after the global
inference of query-document relevance. More details regarding the model setup of
PCM and HPCM can be found in the original published paper.

PCM and HPCM explicitly integrate user domain into click models and allow
researchers to directly estimate the potential impacts of user factors, especially on
attractiveness. Future research on users’ bounded rationality could further specify
the Gaussian prior associated with user domain and define the distribution functions
according to the knowledge of human biases and cognitive limits confirmed through
behavioral experiments. For instance, due to the presence of reference dependence
biases and peak-end evaluation rule (cf. Liu & Han, 2020), the impacts of user
domain may vary across different queries within a session. Documents that
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presented in the first query segments and last query segments have achieve higher
attractiveness scores compared to documents with similar quality and textual fea-
tures retrieved under other queries because of higher level of user attention allocated.
Thus, we may need to include a position parameter p to denote the position of current
query within the associated search session. This position information could help
estimate the true effects of user features, especially their cognitive and perceptual
biases (cf. Azzopardi, 2021), in a more accurate manner. The modified function can
be written as follows:

P Uup j σu
� � � N τp, σ

2
u

� � ð2:34Þ

In addition to the potential biases associated with query positions in session
sequences, users may also be affected by other biases related to the features of
search result snippets and vertical blocks. As it is suggested in vertical-based click
models, researchers may need to define separate priors for different components of
SERPs (e.g., organic search results, ads, different forms of vertical results) and
estimate the effects of user factors, query factors, and document factors on clicks
across different components separately.

Similar to Shen et al. (2012), Xing et al. (2013) also investigate the heterogeneity
among different users in terms of search result browsing patterns and incorporates
user preferences into click models. Based on eye tracking and click through log
analyses, researchers found that users have diverse examination and browsing
strategies, which is difficult to capture for any uniform click model. Based on this
observation, Xing et al. (2013) propose two preference factors to partially charac-
terize the uniqueness of individual users in click and browsing.

• Examination preference, which refers to the probability of a document being
examined by different users. Specifically, when encountering the same or similar
documents ranked at the same position on SERPs, different users may still have
largely different preferences or probability of examination. This examination
preference could be affected by a series of contextual factors, such as a user’s
patience, search task urgency, local information seeking intentions, topic famil-
iarity and interest, as well as cognitive biases. Users who have high examination
preference may examine more documents on the ranked search result list.

• Click preference, which measures the probability of a document being clicked
when the document is already examined. Similar to examination preference, click
preference also denotes an aspect of users’ individual characteristics and is
associated with different users’ individual thresholds of relevance judgment and
clicks. The assumption associated with this preference factor is that users with
high click preference is more likely to click a document. Click preference as part
of user features is also assumed to be consistent within all search interactions of
a user.

Figure 2.8 illustrates the structure of preference-based click model discussed
above. Built upon these two preference factors, Xing et al. (2013) develop new
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Fig. 2.8 Preference-based click models

preference-aware click models by incorporating examination preference parameter
and click preference parameter into existing click models. Specifically, the
researchers assume that the examination preference EP and click preference CP
both follow Bernoulli distribution in click models. Thus, the probability distribution
for user p can be written as follows:

P EPj pð Þ= δEPp 1- δp
� �1-EP ð2:35Þ

P CPj pð Þ=∅HP
p 1-∅p

� �1-HP ð2:36Þ

where EP indicates whether the examination preference is met and CP measures
whether the click preference is met. Based upon the two preference distribution
functions above, the click probability can be written as:

P C j d, q, r, l, pð Þ=∂d,q βrδp∅p ð2:37Þ

where d, q, r, and p denote document, query, rank position, and user, respectively.
l represents the distance of current document to the last clicked document. Following
the basic setup of user browsing model, ∂ measures the probability of the target
document being relevant to the query, and β represents the probability of the
document being examined by the user.

In addition, according to Xing et al. (2013), user preference factors can also be
incorporated into logistic model. The adjusted model can be written as:

P C j d, q, r, pð Þ= μ βr þ δp
� �

μ ∂d,q þ∅p

� � ð2:38Þ

where μ(x) represents the logistic function. More details regarding the model
design and experimental setup can be found in the original paper. Xing et al. (2013)
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report that the experimental results on the adjusted model with user preferences
included show consistent and significant improvements in model performances. This
finding demonstrates the value and potential of integrating explicit user factors with
click modeling.

More broadly, the user-aware click models discussed above open new research
space for scientists to explore different formal representations of user factors,
including facets of bounded rationality, and evaluate their respective contributions
to the tasks of document examination and clickthrough predictions. For instance,
both the examination preference and click preference could be affected by both
individual cognitive biases and situational factors. When a user aims to explore an
unfamiliar domain or seek to learn a group of new skills, the user may be open to a
diverse set of results and topics, which may lead to relatively higher examination and
click preferences. Also, with the change of local, query-level search intentions (from
exploring a new domain to finding a specific known item; from verifying a simple
fact to evaluating different pieces of information), the examination preference and
click preference, especially on topically diversified search results, might also change
even within the same search session for the same user (Liu & Han, 2022). Without
the knowledge of this change in user preference on topically diversified information,
researchers may not be able to properly debias the behavioral feedback (e.g.,
browsing and examination, document clicking, annotation or bookmarking). As a
result, the associated evaluation and learning to rank may be biased and do not
accurately reflect the relevance of retrieved results. This temporal variation in
examination and click thresholds during information seeking episodes still cannot
be captured or estimated by existing click models.

Besides, task-related factors, such as task urgency and time constraints, may also
affect users’ examination and click activities. Users under limited search time and
urgent information needs (e.g., navigational and medical information need under
certain conditions) may be less patient with retrieved search results and tend to click
less results on SERPs and stop search sessions at satisficing documents (Crescenzi
et al., 2021; Maxwell et al., 2015; Wu & Kelly, 2014). Thus, it might be useful to
integrate task facet features (e.g., Jiang et al., 2014; Li & Belkin, 2008; Liu, 2021)
with user factors (e.g., user preferences, user interests, user patience) in modeling
click and examination probabilities (e.g., Edwards & Kelly, 2017; Lu et al., 2018;
Tang & Sanderson, 2010), as task characteristics may have a strong moderating
effect on user cognitive impacts during browsing and search evaluation. For this,
future researchers could start with exploring the integration of user-aware click
models (e.g., different versions of user preferences and personalized click models)
with task-aware click models (e.g., TCM) and include appropriate representations
for key user factors (especially human biases and mental shortcuts) and search task
characteristics for achieving more accurate relevance estimation and click-through
rate prediction.
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2.6 User Models and IR Evaluation Metrics

Evaluation has been a central research focus in IR community (Sanderson, 2010).
Apart from estimating document relevance and predicting click events in search
sessions, researchers have also developed a series of formal user models as funda-
mental assumptions for supporting offline IR evaluation experiments.

Cranfield evaluation methodology has been widely applied in IR experiments and
allows researchers to test and compare the performances of search systems based on
standard test collections (Voorhees, 2001). To reduce the cost of developing test
collections and improve reproducibility of evaluation experiments, researchers often
reuse established test collections to evaluate multiple search systems, including the
ones that are developed after the experimental test collections are accumulated
(Carterette et al., 2010; Hashemi et al., 2015; Liu, 2022). To facilitate large-scale
reproducible IR evaluation experiments, researchers have proposed and meta-
evaluated a variety of evaluation metrics that are built upon different assumptions
or formal user models (e.g., Chen et al., 2017; Liu & Yu, 2021; Liu et al., 2021).
Most of these user models adopt relatively simplified forms and mainly rely on
document relevance and rank position for defining simulated browsing behaviors.
These simplified formal models allow researchers to incorporate relevance scores
and rank positions into evaluation metrics and also reduce the computational com-
plexity in parameter estimation, evaluation of ranked result lists, and training new
ranking algorithms. Because of these benefits, many of the implicit formal user
models and associated evaluation metrics (e.g., normalized discounted cumulative
gain, expected reciprocal rank, mean average precision, U measure) have been
adopted in comparing the performances of submitted search systems and algorithms
in IR evaluation conferences and competition tracks (Azzopardi et al., 2021;
Kekäläinen, 2005; Sakai, 2008), such as Text REtrieval Conference (TREC),1 NII
Testbeds and Community for Information access Research (NTCIR),2 and Confer-
ence and Labs of the Evaluation Forum (CLEF).3 In addition to standard evaluation
tracks and conferences, the widely applied offline evaluation metrics and related user
models have also been employed in a variety of user studies and interactive IR
experiments to evaluate customized interactive search systems, result ranking algo-
rithms, and graphical user interfaces (Chen et al., 2017; Kelly, 2009; Liu & Shah,
2019). For IR studies that focus on developing new evaluation metrics, the main-
stream offline evaluation metrics are often employed (with parameters being fine-
tuned, if applicable) as standard baselines for meta-evaluating the effectiveness of
the proposed metrics (e.g., Luo et al., 2017; Yilmaz et al., 2010; Zhang et al.,
2017a, b).

Existing user models underpin a broad range of evaluation metrics, including
both process-oriented online evaluation metrics and outcome-oriented offline

1https://trec.nist.gov/
2https://research.nii.ac.jp/ntcir/index-en.html
3https://www.clef-initiative.eu/

https://trec.nist.gov/
https://research.nii.ac.jp/ntcir/index-en.html
https://www.clef-initiative.eu/
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Fig. 2.9 Offline evaluation metrics in IR evaluation and meta-evaluation experiments

evaluation metrics (Chen et al., 2017; Järvelin, 2009; White, 2016). Meanwhile,
however, they also limit the performance of these evaluation metrics as many hidden
impacts of user characteristics are not examined or represented through the user
models (Liu & Han, 2020; Zhang et al., 2017a). Some researchers have conducted
meta-evaluation experiments on a broad scope of IR evaluation metrics and found
that (1) most evaluation metrics, especially offline evaluation metrics, are weakly
correlated with user satisfaction during search sessions (Chen et al., 2017; Zhang
et al., 2018) and (2) the performances of evaluation metrics in terms of capturing in
situ user satisfaction vary across different search states (e.g., exploration search state,
known-item search state) and query-level user intentions (Liu & Yu, 2021).

Figure 2.9 illustrates the structure of offline evaluation metrics and shows the
ways in which they are applied in search evaluation and examined in user-feedback-
based meta-evaluation experiments. As it is shown in the figure above, most offline
evaluation metrics are built upon two key components, query-document relevance
(“qrel”) and rank position. The simulated user models underpinning evaluation
metrics essentially assume different browsing and interaction patterns, including
examination preference, click threshold, post-click actions, as well as search stop-
ping rules. The different (assumed) behavioral patterns then determine the weights of
document relevance and rank position (e.g., role of first relevant document,
discounted utility associated with different rank positions), which fundamentally
define what a “good system” actually means in evaluation and what kind of search
outputs are “encouraged,” especially in iterative learning and training progresses.
The actual effectiveness of these evaluation metrics, in terms of both capturing in
situ user satisfaction and reflecting user search experience in general, is largely
affected by two main factors: (1) the extent to which a user’s search experience
and outcome are shaped by document relevance and rank positions, instead of other
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factors (e.g., document usefulness, document interestingness), and (2) the extent to
which the way in which document relevance factor and rank position factor are
connected and represented in user models reflects users’ actual search decision-
making strategies. In this chapter, we will mainly focus on the second question,
which is associated with the quality and effectiveness of existing user models. The
first question speaks to a more fundamental issue: what ground truth labels we
should use to better capture the actual support of a search systems that are perceived
and accepted by a system user. Similar to click decisions discussed above, the
overall perception, adoption, and use of search results and recommendations are
also affected by users’ bounded rationality in different aspects, search stages, and
situations. This topic will be discussed in later chapters.

Going beyond traditional desktop search contexts and study settings, users
engaging in other modalities of search interactions, such as mobile search (e.g.,
Hoeber et al., 2022; Luo et al., 2017), conversational search (e.g., Sekulić et al.,
2022; Lipani et al., 2021), and tangible and augmented reality-based search (e.g.,
Büschel et al., 2018; Jansen et al., 2010) may be affected by other additional
cognitive, perceptual, as well as situational factors (e.g., search interruptions and
resumptions, multi-tasking activities, recommendations from other mobile applica-
tions and collaborators, social information seeking episodes). These factors may
cause additional challenges for standard IR system evaluation as well as meta-
evaluation of existing evaluation metrics both within and outside simulated search
tasks and laboratory settings (Borlund, 2016; Kelly et al., 2015; Wang & Shah,
2022).

To address this challenge, IR researchers need to incorporate richer user features
into formal models and offer these models a more behaviorally realistic foundation.
This effort would allow researchers to better model boundedly rational users in real-
life search scenarios and diverse task environments. In addition, built upon new
enhanced user models, researchers will need to update the overall structure and
specific parameters of evaluation metrics and develop new evaluation metrics that
better reflect user experience and the quality of search system support. To achieve
this, we need to start with investigating existing assumptions regarding user behav-
iors and ways in which researchers formally model users in the context of IR
evaluation.

Zhang et al. (2017a) examined a number of existing evaluation metrics as well as
the implicit assumptions or user models behind the metrics, aiming to improve
current metrics and develop a general formal framework for supporting IR evalua-
tion. Specifically, Zhang et al. (2017a) first defined the basic components of their
new session evaluation framework, including simulator, interaction reward and cost,
lap, action and interface card, user state, user action model, and interaction
sequences. Among these components, simulator refers to a simulated user with a
search task in mind. Other components, such as reward and cost, action, state, and
interaction sequences, depict different aspects of the search interactions (e.g., que-
rying, browsing and examination, clicks) that the (synthetic) user engages in. Based
on the new components and integrated evaluation framework, the researchers
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revisited and characterized the nature and assumption of a series of widely used
offline evaluation metrics.

According to Zhang et al. (2017a), given a list of ranked results retrieved by a
system, Precision can be characterized as the ratio of search interaction reward and
cost of a simulated user. Also, the simulator would keep scanning results until the
whole result list is browsed and scanned. The precision measure focuses on the
reward (measured by document relevance) per unit of cost in search evaluation.
Another basic metric, Recall, can be characterized as task completion percentage, or
the obtained reward relative to the best possible reward measured by total number of
relevant documents. The assumed task behind recall is that the user or simulator aims
to find all relevant documents available in the corpus based on which the search
system operates.

Precision=
Dr \ DR

DR
ð2:39Þ

Recall=
Dr \ DR

Dr
ð2:40Þ

In the formulas above, Dr represents the total set of relevant documents in the
corpus, and DR refers to the total set of retrieved documents under the current query
or search iteration. Differing from precision, the recall measure focuses on the total
collected reward or relevance-based utility only and does not consider cost or
predefine search cost budget at all. Given this assumed user model, recall measure
may be closer or more applicable to open-ended exploratory searches where users
aim to broadly explore a new domain or area of knowledge, rather than known-item
factual or navigational searches where users formulate specific queries and know
exactly what they are looking for. Also, due to the restrictions associated with human
biases, imperfect information, and situational limits, users may have different pref-
erences, levels of urgency and patience, as well as implicit “cost budgets” across
different search states and problematic situations (Liu & Han, 2022). As a result,
they may only continue browsing and examination up to certain point or rank
position, instead of exhausting all retrieved documents through search systems
(Chen et al., 2017). Also, their implicit thresholds for relevance may also change
over time due to the variations in their search intentions and in situ search
expectations.

To incorporate the idea of cost budget into offline evaluation metrics, researchers
have developed several metrics@K metrics to characterize partial examination
behavior on SERPs. For instance, Precision@K and Recall@K both assume that a
user would stop browsing or viewing documents when the accumulated interaction
cost reaches the predefined budget K. This measure of cost budget can also be
considered as a representation of user patience or tolerance of browsing efforts.
Metrics@K models search cost based on rank position and evaluates the utility from
retrieved results within a certain range of search browsing. The cost budget assump-
tion also echoes the empirical finding that users often pay more attention to top
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ranked results and are less likely to interact with lower ranked search results on
SERPs (Jiang et al., 2014; Matthijs & Radlinski, 2011). Thus, focusing on system
performance up to certain cost budget point may allow search systems to measure
users’ search satisfaction and overall interaction experience in a more accurate
manner. More broadly, the framework of cost-reward analysis provides a useful
tool for simulating users’ judgments and search decision-making rules and inspired
many other IR research and offline evaluation experiments built upon a variety of
user simulations (e.g., Azzopardi, 2014; Azzopardi & Zuccon, 2016; Brown & Liu,
2022).

However, it is worth noting that rank position is merely one of the possible
aspects of users’ perceived costs. Within each individual query-based search itera-
tion, users may also be sensitive to the dwell time spent on examining search result
snippets, moving cursor when browsing the SERP, and reading clicked documents
or Web pages. In addition, within the scope of search sessions, users may also
perceive higher cognitive and memory loads when formulating and reformulating
search queries, judging query recommendations, and deciding overall search strat-
egies (Gwizdka, 2010; Rieh et al., 2012; Wang et al., 2015a). Many of these hidden
aspects of perceived cost are difficult to capture, especially in real-time search
settings, as their connections to explicit behavioral signals and implicit cognitive
changes still need to be further explored in IR research community. Besides, users’
perceptions of different search events (e.g., issuing a query, clicking a document,
continuing or exiting a search iteration) and overall task load are also affected by
their cognitive and perceptual biases at both query and search session levels. The
actual impacts of these biases and the dynamic gaps between actual cost (e.g., rank
of relevant results, length, and readability of documents) and perceived cost are
difficult to predict or simulate with offline evaluation metrics only and may require
additional, more fine-grained physiological signals in measurements.

Following the cost-reward analytical framework, Average Precision (AP) can be
interpreted as the average ratio of the search interaction reward and cost across a
group of different retrieval tasks or simulated users (Zhang et al., 2017a). By
comparing multiple retrieval results under different tasks and users from two or
more search systems, AP may be more effective in differentiating good-performing
search systems with the other ones compared to single SERP-based metrics, such as
precision and recall. Based on this, AP@K can be defined as average reward-cost
ratio under a predefined cost budget for a group of simulators.

Apart from costs and rewards in search interactions, another key component of
simulated user model is stopping rule. Metrics@K defines a pre-search cost budget
as a static stopping point. In contrast, Mean Reciprocal Rank (MRR) connects the
stopping rule with document relevance and assumes that the precision-oriented
simulator aims to find only one relevant document and then stop searching. Consider
the rank position, r, of the first relevant document on a SERP. MRR measures the
average performance measured by RR across multiple queries or topics, which can
be written as follows:
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MRR=
1
Q

XQ

n= 1

1
rn

ð2:41Þ

where Q refers to a set of queries and rn represents the rank of the first relevant
document of query n. This simulated user models echoes many simple, fact-finding,
and ad hoc retrieval tasks, where users aim to find one document or page that
provides the needed factual or navigational information and then stop. In these
short, factual search sessions, documents that are ranked below the first relevant
document may not affect users’ actions or perceived search utility that much.

DCGk =
Xk
n= 1

reln
log 2 nþ 1ð Þ ð2:42Þ

IDCGk =
XRELk
n= 1

reln
log 2 nþ 1ð Þ ð2:43Þ

nDCGk =
DCGk

IDCGk
ð2:44Þ

Although RR and MRR can characterize and evaluate some of the simple, factual
retrieval tasks, they have limited effectiveness for evaluating search systems under
complex tasks where users often need to issue multiple queries under varying
intentions and click and assess documents obtained at multiple rank positions.
Under this circumstance, users are less likely to stop searching at the first relevant
document. Instead of assuming a static stopping point or constant stopping rate,
normalized Discounted Cumulative Gain (nDCG) includes a discounting factor,
assuming that users’ stopping rate increases as the rank order goes down on the
SERP. In Formulas (2.42)–(2.44), relmeasures the relevance of each document up to
the search stopping or cost budget point k. IDCG as the denominator of nDCG
represents the ideal DCG value given the relevance of retrieved documents under a
perfect ranking algorithm (all documents are ordered by their relevance). Based on
this setup, the nDCG score measures the expected reward over all rank positions and
stopping points. Using this normalized value of DCG allows researchers to compare
and evaluate the performance of retrieval algorithms across different corpora and test
collections in a fairer manner.

Similar to other basic metrics, researchers have also applied nDCG@K to eval-
uate system performances against certain baselines within a certain reasonable range
of SERP browsing by rank. These simplified user models behind offline evaluation
metrics allow researchers to some extent mimic real users’ decision-making activ-
ities based on search costs, gains, and diverse stopping rules and also achieve certain
levels of computational convenience. Figure 2.10 summarizes the key components
of the cost-reward evaluation framework and shows how each individual component
is connected to document relevance and result rank position via different constructs
or parameters designed by researchers.
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Fig. 2.10 Structure of simulated user models

In addition to the evaluation framework proposed by Zhang et al. (2017a), Moffat
et al. (2017) develop a C/W/L framework for modeling different components of
search interactions and characterizing different types of existing offline evaluation
metrics based upon their respective focuses (e.g., search action, search utility).
Within the framework, C(�) defines a user browsing model and characterizes the
way in which “a user consumes the items in the SERP.” This component can be
deconstructed into separate functions that measure the fraction of users that examine
the document at each rank position r. Similarly, W(�) represents the fraction of
attention paid to retrieved search results and can also be deconstructed by rank.
L(�) is associated with the stopping rule and defines the probability that the retrieved
item at a rank position will be the last one viewed by a given user. Then, similar to
the general framework discussed above, Moffat et al. (2017) deconstruct and
re-examine individual offline evaluation metrics within C/W/L framework and
explored the intrinsic connections among these measures. More details regarding
the specific C/W/L functions and the comparison of evaluation metrics are offered in
the original published paper.

Apart from the general evaluation frameworks, IR researchers have also
attempted to employ click models as a basis for building behavioral-aware evalu-
ation metrics. According to Chuklin et al. (2013b), based on the nature of different
click models, researchers can develop two sets of click model-based evaluation
metrics: utility-based metrics and effort-based metrics. Regarding utility, evaluation
metrics can focus on the utility that a user accumulates through examining relevant
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documents on SERPs. The utility-based evaluation metrics can be defined as
follows:

Metricsutility =
X

r
P Cr = 1ð Þ ur ð2:45Þ

where ur represents the utility accumulated from the document ranked at r-th
position. Similarly, evaluation metrics can also be designed based on the efforts on
search before the user’s information need is satisfied. The effort-based metrics can
be written as follows:

Metricseffort =
X

r
P Sr = 1ð Þ er ð2:46Þ

where er indicates the search efforts at r-th position in search evaluation.
According to Chuklin et al. (2013b), a common representation of rank-based effort
measure is the inverse of rank 1

r: as the rank position goes deeper, the user is assumed
to spend more efforts on document examination. This form of rank-based presenta-
tion and its variants are widely used in existing offline evaluation metrics, such as
reciprocal rank, expected reciprocal rank (ERR), and nDCG (cf. Chapelle et al.,
2009). In online evaluation studies, dwell-time-based behavioral features and cursor
movement trajectories can also be considered as representations of search efforts
(Chen et al., 2017). It is also critical to leverage the knowledge about users’ cognitive
and perceptual traits, especially their biases, in modeling the dynamic gap between
actual efforts spent and perceived search efforts. For instance, apart from the content
of information objects, the ways in which the target information is presented and
framed also have significant impacts of users’ perception and evaluation (framing
effects). For SERPs with more diverse forms of information items (e.g., organic
search results, vertical blocks, advertisements, search engine answer box),
researchers may incorporate more sophisticated click models with evaluation tasks
and estimate the utility and efforts associated with different result types, respectively
(Wang et al., 2013). More details regarding the gap between perception and objec-
tive outcomes, as well as other types of biases and cognitive deviations, will be
further discussed after we introduce and explain the mainstream theories and major
empirical progresses on human biases and decision-making.

As discussed above, existing offline metrics and associated user models are
mainly built upon rank position and document relevance factors. Based on these
factors, researchers made several implicit and explicit assumptions regarding search
costs and actions, interaction rewards, as well search stopping rule or rate. While the
simulated user models consisting of these three major components provide a formal
basis for building offline evaluation metrics and conducting evaluation experiments,
many real-life user characteristics, especially the factors that contribute to their
bounded rational decision-making, are not properly represented in these models.
Incorporating these understudied factors (e.g., human biases, user patience, situa-
tional limits) into simulators would cause extra challenges for predicting user actions
and estimating parameter values and also create new opportunities for developing
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more realistic, bias-aware user models and search evaluation metrics. Meanwhile, it
is important to acknowledge that more parameters and greater model complexity
cannot guarantee better performances in estimating document relevance or
predicting user search behavior (Chuklin et al., 2015). Understanding the implicit
multidimensional gap between rational agent and boundedly rational real-life users
is a starting point toward building more behaviorally and psychologically realistic
user models and offline evaluation metrics.

In addition, as most of the existing evaluation metrics are tested in traditional
Cranfield style and employed mainly in ad hoc retrieval tasks, it is still unclear how
to evaluate search sessions or a sequence of task-driven query segments from a user-
oriented perspective (Liu et al., 2020). To achieve this, researchers need to not only
connect single-SERP measures to session context (e.g., session-DCG, Järvelin et al.,
2008) but also address unique challenges associated with sessions, such as simula-
tion of query reformulation (e.g., Ganguly et al., 2011; Jiang et al., 2012), modeling
changes of local search intentions (e.g., Mitsui et al., 2017), and developing adaptive
intention-aware search evaluation (Liu & Shah, 2022; Mehrotra & Yilmaz, 2017;
Ruotsalo et al., 2014). Also, it is worth noting that different queries in a session may
address different aspects or serve different intentions at varying stages, and thus may
not be equally important to a motivating task. Therefore, system performances under
different queries and task states may need to be evaluated separately over different
evaluation metrics (Liu & Yu, 2021). These subtasks under session-based evaluation
require a deeper understanding of users’ biases, intentions, and situational limits
within specific search tasks, problematic situations, as well as diverse information
seeking and search environments (e.g., workplace, everyday life search contexts).

Apart from evaluation metrics and click models, researchers have also applied
economic analytical framework in examining the relationships among search cost,
search performance, and user actions (e.g., clicking, query formulation and
reformulation, browsing, and examination). For example, Azzopardi (2014) pro-
poses an extended model of search costs and predict user actions based on the
optimization of search efficiency. The extended cost model covers multiple aspects
of search activities, such as query formulation cost, assessment cost, page reading
cost, and cost associated with search result snippets, and provides a richer represen-
tation of search interactions compared to other existing economic search models
(e.g., Azzopardi, 2011; Pirolli & Card, 1999). More broadly, adopting methods of
economic analysis in IR research allows researchers to develop quantifiable and
statistically testable hypotheses regarding different aspects of interactive search
activities and offers a useful and theoretically rich basis for formally modeling
optimized search activities, which in some cases (e.g., known-item ad hoc search,
navigational search) may serve as a good proxy of real-life search interactions.
However, to enhance the predictive power and explainability of IR models,
researchers need to reflect on the assumptions made in economic search theories
and further extend formal user models by reducing the gap between rational man
assumptions and real-life boundedly rational users. Knowledge on boundedly ratio-
nal decision-making and human biases from behavioral economics and cognitive
psychology could help achieve these goals.
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Regarding formally modeling users’ search sessions, some researchers sought to
connect different search actions, decisions, and states together, in order to build a
computational model and reproducible evaluation tool of interactive IR. Among
varying types of search actions, query reformulation has been identified as a key
search phase and useful indicator of search state transitions. For instance, Azzopardi
(2011) has simulated search costs and benefits based on users’ actions, seeking to
explain and predict users’ decisions in sessions, such as choosing between query
reformulation and continuing browsing, from an economic perspective. Dungs and
Fuhr (2017) employed both discrete and continuous behavioral features and pro-
posed a Hidden Markov Model (HMM) for identifying search phases or states and
modeling the phase transition patterns. To build a formal model of search interac-
tions, Fuhr (2008) developed a formal framework (i.e., IIR-PRP) for extending
probabilistic IR to the context of interactive IR based on a cost model of interaction.
Yue et al. (2014) applied HMM in analyzing collaborative Web search sessions.
With the behavioral data collected from a lab study, the researchers empirically
demonstrated that HMM can help identify users’ search interaction patterns.

The idea of dividing interactive search sessions into different phases (especially
with the support of Markov decision process model) and modeling the phase
transitions has also been adopted and extended in other IR research (e.g., Cole
et al., 2014; Hendahewa & Shah, 2013), especially for facilitating reinforcement-
learning (RL)-based IR simulations and offline evaluations of adaptive search
recommendations (e.g., Guan et al., 2013; Luo et al., 2014; Liu & Shah, 2022).
Luo et al. (2014) combined document features (e.g., relevance) with term changes in
query reformulation in identifying state transitions and demonstrated that the knowl-
edge about users’ implicit search states behind query reformulation behaviors can be
leveraged in enhancing the performance of document re-ranking algorithms. Liu and
Shah (2022) focused on the usefulness side of documents and developed state-based
search path recommenders that can adjust the best recommendation strategies
according to task states and help users collect useful documents and complete search
tasks sooner. The search phase and state-based models go beyond traditional single-
query-based ad hoc retrieval models and help connect adaptive ranking and recom-
mendation algorithms with decisions in interactive IR sessions (e.g., query
reformulation, browsing, and search stopping) at simulation level.

Taking a game-theoretic approach to modeling search interaction processes, Zhai
(2016) formulates the problem of text data retrieval as a cooperative and interactive
game between a user and a search engine. During the game, the shared goal between
the two sides is satisfying the user’s information need or supporting their motivating
task while minimizing the user’s actual search efforts and optimizing the operation
efficiency of the retrieval system. In contrast to previous economics and session
modeling approach, Zhai (2016)’s game-theoretic approach can optimize the overall
utility over a whole search session, instead of merely improving a traditional ranking
algorithm under individual queries or topics. The game-theoretic framework has also
been implemented in improving interface retrieval decisions, where the optimization
goal is to maximize the gain-cost ratio in users’ interactions with certain search
interfaces (Zhang & Zhai, 2015, 2016). This optimization approach also echoes the
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expected utility theory (cf. Harrison, 1994), which underpins a variety of rational
decision-making models. Zhang and Zhai (2015)’s interface card model developed
under the game-theoretic approach not only extends the traditional probability
ranking principle (PRP) of IIR but also facilitates the adaptive optimization of
navigational interfaces in interactive search interactions. Furthermore, going beyond
simulation-driven experiments, Zhang and Zhai (2015)’s findings from a follow-up
user study demonstrate that the proposed interface card model can effectively
generate adaptive navigational interface for users engaging in search sessions,
which can significantly outperform several fixed predesigned baseline interfaces.

Although the formal models and frameworks discussed above provide a valuable
starting point for developing scalable computational models of interactive IR and
simulating user search sessions for reproducible evaluation experiments, they
abstract out user characteristics and situational factors that play important roles in
search interactions. Consequently, existing formal models of search may not be able
to properly capture the potential behavioral impacts associated with individuals’
biases and seemingly irrational search actions and document judgment strategies.
Also, the gap between the actual costs (e.g., dwell time and search actions) and
users’ perceived costs, which is often influenced by human biases and mental
shortcuts in judgments (Kahneman, 2003), may lead to systematic errors in the
predictions of formal models and in situ evaluations of user experiences and thus
need to be taken into consideration with model users’ actual decision-making and
search evaluation activities.

2.7 Summary

This chapter offers a brief overview of the main approaches that researchers utilize to
formally model users in IR as well as the associated simplified assumptions. Our
overview mainly includes two types of formal models: click models and user models
associated with evaluation metrics. Based on individual formal models, we synthe-
sized the common components shared by different models (e.g., attractiveness,
examination, cost budget, discount rate) and also discussed the unique assumptions,
components, and parameters for individual models. Although different types of
assumptions and model design allow researchers to model and simulate different
parts and types of search interactions and judgments, they also lead to a variety of
limitations in modeling and approximating real-life user actions, especially in
interactive search sessions and click sequences. More details regarding formal
model design and findings from evaluation experiments are provided in respective
original papers cited above.

Although factors associated with bounded rationality (e.g., biases and heuristics)
and mental shortcuts often reduce the efforts and difficulty of information seeking,
retrieval, as well as everyday life decision-making tasks in general, they increase the
complexity of modeling interaction processes and predicting search actions of
boundedly rational users in real-world settings. Methodologically, unlike traditional
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standardized components of search contexts (e.g., retrieval algorithms, queries,
factual tasks), user biases are difficult to measure or simulate even in controlled
laboratory settings. In the following chapters, we will further discuss the research
progress on understanding factors related to users’ bounded rationality and their
impacts in information seeking and retrieval activities and explain how the knowl-
edge of users’ bounded rationality from behavioral economics contradict with the
assumptions made in IR evaluation experiments. This discussion will shed light on
the question of how we should incorporate these factors into user modeling, system
evaluation, and customized recommendation design.
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Chapter 3
From Rational Agent to Human
with Bounded Rationality

Abstract To clarify and address the errors that occur in model parameter estima-
tions and behavior predictions, researchers may need to start with investigating the
hidden gaps between rational agent and human that are ignored or covered by
oversimplified model assumptions. These gaps could occur in both factual, ad hoc
retrieval and whole-session interactive retrieval and involve multiple aspects of
search interactions, including not only user characteristics and their search strategies
but also search task features, search interfaces, as well as situational factors. In this
chapter, we summarize and briefly discuss the gaps we identified between simplified
rational assumptions and empirically confirmed human biases and then propose a
preliminary bias-aware evaluation framework to describe the connections between
different stages of search sessions and diverse types of biases. The identified gaps
will serve as the basis for developing bias-aware user models, search systems, and
evaluation metrics.

3.1 Background

Formally modeling users often serves as a fundamental step toward predicting users’
search activities and evaluating varying aspects of search system performances.
Building formal models also facilitates the simulation of user actions and associated
system responses, which supports the generation of synthetic evaluation data and
enhances the reproducibility and reusability of offline IR evaluation materials.
However, from a user-oriented perspective, as discussed in Chap. 2, previous
research from both IR and other related fields (e.g., information seeking, human-
computer interaction, behavioral economics, and decision-making) calls into ques-
tion the fundamentals of existing IR user models of varying types (e.g., Agosto,
2002; Azzopardi, 2021; Barnes, 1984; Charness & Dave, 2017; Eickhoff, 2018;
Kahneman, 2003; Liu & Han, 2020) and demands revisiting the implicit assump-
tions upon which formal models and evaluation measures were built. In general,
boundedly rational users may not be able to perform accurate computation tasks and
complex comparisons among available options due to limited cognitive resources
and insufficient information regarding the problematic situation. As a result, users
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under the impacts of multilevel biases and situational restrictions usually rely on
certain mental shortcuts for addressing most of the tasks and do not always pursue
theoretically optimal outcomes as it is assumed in most formal models and offline
evaluation measures. Moreover, these mental shortcuts or biased decision-making
strategies may be affected and even reinforced by diverse components of search
systems (e.g., ranked search result lists, query recommendations based on different
rules, vertical search results) and algorithmic biases in IR, especially in search result
ranking (Diaz et al., 2020; Ekstrand et al., 2019; Gao & Shah, 2019).

To clarify and address the errors that occur in model parameter estimations and
behavior predictions, researchers need to start with investigating the gaps between
rational agent and human that are ignored or covered by oversimplified model
assumptions. These gaps could occur in both factual, ad hoc retrieval and whole-
session interactive retrieval and involves multiple aspects of search interactions,
including not only user characteristics and their search strategies but also search task
features, search interfaces, as well as situational factors. Although investigating
these implicit gaps alone do not guarantee improved results in behavior prediction
and user-oriented search evaluation, it serves as a critical starting point toward
developing more accurate, behaviorally realistic formal user models. Building
these bias-aware user models may also increase the transparency of advanced
machine-learning (ML)-based user models trained based on large-scale behavioral
logs and help explain the hidden behavioral traces behind improved performances in
relevance estimation, behavioral prediction, and IR evaluation.

3.2 Gaps Between Biased Users and Formal User Models

Regarding click models, although different models have been developed based on
diverse assumptions, user models, and parameters, most of the assumptions are
associated with the two widely examined components: attractiveness and examina-
tion (Chuklin et al., 2015; Zhang et al., 2022). Many of these assumptions, especially
the ones regarding the impacts of rank positions, document features and browsing
sequences and share similar characteristics with that of offline evaluation metrics
(Zhang et al., 2017). For instance, multiple click models were built upon examina-
tion hypothesis (e.g., cascade model, position-based model, user browsing model)
and assumes that the probability of examination is largely affected by the rank
position of retrieved search results. This assumption echoes the implicit user models
behind many offline metrics, such as nDCG and ERR, which assign lower weights
(or higher stopping or skipping rate) to lower ranked documents. The prediction
target of click models, clickthrough events, is associated with clicking activities as
online evaluation metrics. Thus, the biases and cognitive limits that affect the
robustness of evaluation metrics may also generate impacts on the performance of
click models through creating unexpected variations in levels of attractiveness and
examination probabilities in SERP browsing. Given these overlaps and similarities,
we combined clicks and offline evaluation metrics into the same section of gap
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analysis to avoid unnecessary duplications. Specifically, we include the discussion
on clickthrough events, levels of attractiveness, and examination probabilities under
the broader scope of online behavioral metrics, which also include dwell time
features, cursor movement, as well as other browsing-related user search activities.

Table 3.1 summarizes the gaps between user biases reported in Chap. 1 and the
mainstream behavioral (including clickthrough activities by users) and offline eval-
uation metrics. By summarizing these gaps, this chapter reveals the inconsistencies
between simplified user models and real-life bounded rationality users revealed
(both explicitly and implicitly) by existing user studies and evaluation experiments.
The first column lists the widely studied human biases, and we interpreted the bias-
aware user models in the context of information searching in the second column. We
also provide references to related empirical research or conceptual papers for each
identified bias so that readers can refer to the original definitions of user biases and
bounded rationality through these citations.

Nevertheless, the exploration on boundedly rational users and bias-aware evalu-
ation by us as a research community is still far from complete. Also, at the
operationalization level, how to represent different factors associated with
boundedly rational search strategies and estimate their impacts in evaluation remains
to be a major challenge. Before addressing these broader challenges at both empir-
ical and methodological levels, we need to first review and synthesize the related
research progresses made by information seeking, IR, as well as behavioral science
researchers on scattered topics and individual specific problems.

To facilitate the analysis, we present the user models derived from the empirical
research on user biases and explain how these derived user behavioral models
contradict with the existing metrics. The metrics analyzed in the table include not
only the basic metrics, such as nDCG, rank-biased precision (RBP), as well as
metrics@K but also more recent metrics and evaluation frameworks, such as C/W/L
(Azzopardi et al., 2021; Moffat et al., 2017). To cover a broad range of evaluation
measures, our analysis includes both process-oriented evaluation measures, which
focus on search process and behaviors (e.g., querying, clicking, dwell time mea-
sures) (Hofmann et al., 2016), and outcome-oriented evaluation measures, which
characterize search result features (e.g., relevance-based metrics, usefulness) (Clarke
et al., 2020; Harman, 2011; Sanderson, 2010; White, 2016). Note that process-
oriented measures (third column) also include assumptions of click actions, which
also involve and overlap some components of click models (e.g., attractiveness,
examination probabilities) discussed in the previous chapter.

In the third and fourth columns, we explain how each user bias and the associated
user model contradict with the assumptions and parameter setups of different
evaluation measures. These gaps are identified based upon both Zhang et al.
(2017)’s general evaluation framework and IR studies on individual metrics (e.g.,
Azzopardi et al., 2018; Chapelle et al., 2009; Moffat & Zobel, 2008). Under each
type of user models and metrics, we explain how they conflict with each individual
user biases identified in behavioral experiments and what would be the possible
changes and adjustments we could make on existing model components or under
current frameworks (e.g., rank-based discount rate) to incorporate user biases into
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Table 3.1 Gaps between user biases and IR metrics

Empirically
confirmed user
biases

Process-oriented
measure (e.g., click,
browsing, and dwell
time)

Reference depen-
dence (Tversky &
Kahneman, 1991)

Users evaluate their
relative search gains
and losses (e.g.,
increased search
efforts, decreased
search efficiency)
according to certain
reference points or
pre-search expecta-
tions, not merely final
outcomes

All process-oriented/
behavioral measures:
users may evaluate
different search actions
based on losses and
gains with respect to a
reference point or
expectation developed
in previous interac-
tions, rather than final
outcome values. For
instance, initially
encountered high-
quality results may
lead to higher thresh-
olds of attractiveness,
examination, as well as
clicks for following
results both within the
same SERP and in
other query segments

Rank-biased precision
(RBP), expected
reciprocal rank
(ERR): stopping and
skipping rate may
vary across different
ranks due to the
changes in references
and expectations
Normalized
discounted cumulated
gain (nDCG), utility
accumulation model
of C/W/L: different
users may have dif-
ferent utility discount
rates at different
moments or states of
search sessions due to
the variations in refer-
ence points. Thus, it
may be of help to
design and test differ-
ent utility discount
models based upon
users’ task states and
state transition pat-
terns within sessions
(Liu et al., 2020a; Liu
& Yu, 2021)

Loss aversion
(Tversky & Kahne-
man, 1991; Kahne-
man, 2003)

Users’ evaluations of
different search results
and search strategies
are more sensitive to
the variations in per-
ceived or estimated
search losses than to
gains, which may lead
to changes in subse-
quent search and eval-
uation tactics

All process-oriented/
behavioral measures:
users tend to be more
sensitive to perceived
losses and try to avoid
search actions or
results that are likely to
result in search time
losses and reduced
cognitive resources
(e.g., increased search
efforts, limited useful
information)

RBP, ERR: users may
have a higher stopping
and skipping rate at a
rank where they per-
ceive a relatively loss
(e.g., less relevant
title, confusing search
snippet).
nDCG, document
utility model of C/W/
L: a perceived loss at a
rank or a search itera-
tion may lead to an
increased gain dis-
count rate

Users’ judgments on
different search actions

The specific forms and
narratives of search

RBP, nDCG,
metrics@K,

(continued)
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result snippets (e.g.,
organic search results,
images, news verticals)
with similar or same
contents may result in
different levels of
attractiveness, exami-
nation probability,
clickthrough rate, as
well as document
dwell time (if clicked)

document utility
model of C/W/L: a
result framed or per-
ceived as a loss (rela-
tive drops in result
quality and clarity,
increased difficulty in
comprehension) may
incur significantly
higher stopping and
discount rates in
browsing processes
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Table 3.1 (continued)

Empirically
confirmed user
biases

Process-oriented
measure (e.g., click,
browsing, and dwell
time)

Framing effects
(Nelson et al.,
1997)

and results are affected
not only by the nature
of the options but also
the ways in which they
are framed and
presented

Salience bias
(Tiefenbeck et al.,
2018)

Users often focus on
and are more likely to
be attracted by the
information objects
that are especially
remarkable and more
salient than other
objects

All behavioral mea-
sures: users may spend
longer dwell time and
have higher examina-
tion and click proba-
bilities on visually
salient items and
objects

RBP, nDCG,
metrics@K, docu-
ment utility model of
C/W/L: salient items
(e.g., vertical results,
knowledge cards,
organic search results
near vertical blocks)
may have higher click
rates and lower stop-
ping or discount rates;
salient items, with
similar contents to
others, may have a
higher estimated rele-
vance. Note that these
assumptions associ-
ated with salience bias
partially echo that of
vertical click models

Peak-end rule,
position bias, order
effects; primacy
and recency (Kah-
neman, 2003)

In listwise and session
evaluations, a user’s
overall experience is
significantly affected
by peak and end/recent
points of local
experiences

Session behavioral
measures: the local
search behavior and
experience measures at
peak and end search
moments can better
represent session-level
experience than tradi-
tional sum and
average-value-based
measures. Knowledge
of this bias conflict
with the assumption
that all moments or
search iterations are

Session-level mea-
sures, utility accumu-
lation model of C/W/
L: the local search
result metrics at peak
and end search
moments can better
represent session
experience than sum
and average-value-
based measures, e.g.,
mean average preci-
sion (MAP); users’ in
situ perception (e.g.,
query-level search

(continued)
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Table 3.1 (continued)

Empirically
confirmed user
biases

Process-oriented
measure (e.g., click,
browsing, and dwell
time)

Outcome-oriented
measure

satisfaction) at peak
and end search
moments can better
represent session
experience

Decoy effect
(Zhang & Zhang,
2007)

Users change their
preference between
different search results
when presented with a
third option (the
decoy) that is asym-
metrically dominated

Clicks, browsing (e.g.,
scrolls, mouse, and eye
movements), and dwell
time measures: users’
implicit feedback (e.g.,
dwell time) on two
similar results could be
affected by an implicit
decoy option in deci-
sion-making

RBP, nDCG,
metrics@K, user
stopping model of
C/W/L: a decoy
search result may
affect gain discount
and stopping rates at
adjacent rank posi-
tions. Researchers
need to look at the
implicit connections
among different
results on a SERP

Priming effect
(Tipper, 1985)

A user’s exposure to a
search result subcon-
sciously affects their
evaluation of a subse-
quent result or
recommendation

Previously encoun-
tered search result
snippets may affect the
probability of attrac-
tiveness and examina-
tion on subsequent
search result snippets
presented on SERPs.
The changes in attrac-
tiveness and examina-
tion probabilities may
also result in variations
in clickthrough rates

All relevance- and
usefulness-based
measures: the rele-
vance and usefulness
levels of an encoun-
tered landing page
may affect the user’s
evaluation criteria
(e.g., thresholds for
relevant and useful-
ness judgment) in fol-
lowing search
interactions

Confirmation bias,
anchoring bias
(Nickerson, 1998)

Users tend to accept
the search results that
are consistent with
their prior beliefs,
expected conclusions,
and/or the initially
encountered search
results or documents

Clicks, browsing, and
dwell time measures:
users tend to spend
more time and atten-
tion on results that
confirm their existing
beliefs and expecta-
tions; results that echo
existing beliefs and in
situ search expecta-
tions may enjoy a
higher clickthrough
rate and dwell time

RBP, nDCG,
metrics@K, user
stopping model and
document utility
model of C/W/L:
lower ranked results
and/or later reviewed
results that confirm
existing beliefs or ini-
tially encountered
results may be associ-
ated with a lower dis-
count rate and skip
rate. Thus, researchers
may need to measure

(continued)
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Table 3.1 (continued)

Empirically
confirmed user
biases

Process-oriented
measure (e.g., click,
browsing, and dwell
time)

Outcome-oriented
measure

the relevance of cur-
rent result to both the
overall topic or query
and the user’s anchor-
ing point

Ambiguity effects,
risk aversion (Pratt,
1978)

Users prefer search
results and recommen-
dations with low
uncertainty or ambigu-
ity (e.g., Web pages
that present “clear
facts” or direct answers
to queries)

Clicks: users may have
a lower click rate on
results that seem to be
uncertain or ambigu-
ous (although these
results may be useful
for completing open-
ended, intellectually
challenging search
tasks)
Dwell time measures:
users may tend to
spend less time, have a
higher skip rate, or
underestimate rele-
vance on seemingly
ambiguous results

RBP, nDCG, ERR,
metrics@K, docu-
ment utility model of
C/W/L: users may
have a higher skip rate
and gain discount rate
on search results that
seem to be ambiguous
or uncertain. Thus, the
specific discount rate
could be written as a
function of document
relevance, rank posi-
tion, and content
ambiguity of both
document itself and
the corresponding
search result snippet
on the SERP

Theory of
satisficing (Simon,
1955)

Users tend to stop at
satisficing or “good
enough” search results,
rather than keeping
exploring potentially
better search results or
seeking for theoreti-
cally optimized search
outcomes

Clicks, browsing, and
dwell time measures:
users’ criteria for
satisficing results are
affected by their prior
interactions and in situ
search expectations.
Increased search
efforts or frustrations
may lower the thresh-
old of satisficing

RBP, nDCG, ERR,
metrics@K, user
stopping model of
C/W/L: Instead of
having a preexisting
cost budget in mind, a
user may stop
searching once a
satisficing result is
encountered during
SERP browsing. The
specific satisficing
threshold, however,
may vary across dif-
ferent search sessions,
and individuals and
may be related to both
pre-search expectation
and in situ outcomes
and estimated
difficulty
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Table 3.1 (continued)

Empirically
confirmed user
biases

Process-oriented
measure (e.g., click,
browsing, and dwell
time)

Bandwagon effect
(Schmitt-Beck,
2015)

Users tend to seek for
and accept certain
search strategies and
search results simply
because other users are
using them

Click, browsing, and
dwell time measures:
in search and evalua-
tion contexts where
users can observe other
users’ reactions (e.g.,
ratings, retweets, and
comments in social
information seeking), a
user may be more
likely to react to (e.g.,
click) or given a higher
rating on results and
recommendations that
are broadly accepted
by other users

In social information
seeking and search,
offline evaluation
metrics may need to
take into account the
impacts of social fac-
tors presented in
retrieval process, in
addition to the widely
studied factors, such
as features of search
result snippets, rank
positions, and docu-
ment relevance. This
effect is less relevant
in traditional
Cranfield experi-
ments, where
researchers treat
searches as individual,
separate events

formal models. More detailed discussions on the extension of model assumptions
based on the knowledge of bounded rationality and the development of user models
beyond current structures would be provided in the following chapters. In this
chapter, our goal is to provide an overview of the major gaps between identified
biases and existing formal models, rather than examining the specific metric revision
or model extension plan associated with each user bias.

Research on boundedly rational users should not be treated as an independent
research topic that is separated from traditional formal models. Similar to the aim of
behavioral economics within broader economics research problem space
(cf. Kahneman, 2003), our goal behind emphasizing user biases and identifying
gaps between rational agents and human is not to replace existing user models or
negate the value of widely applied offline evaluation metrics. Instead, as it is
presented in Fig. 3.1, the knowledge of these gaps will allow researchers to extend
and further generalize existing formal models and metrics in a user-oriented, bias-
aware manner, with existing metrics being a special simplified or ideal application
scenario (with no or minimized impacts from human biases and situational factors).
In other words, the existing formal models and simplified assumptions could be used
as the computational basis for incorporating new parameters and representations of
human and situational factors and for developing more sophisticated user models.
The extent to which the enhanced bias-aware user models could capture the search
and judgment strategies of real users depends on both the empirical knowledge of
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Fig. 3.1 Simulated ideal user and boundedly rational user in IR experiments

human bounded rationality from multiple disciplines and the available resources for
model training and validation.

In addition, at practical level, identifying these implicit gaps in research will also
inform the design of adaptive, personalized search and recommendation systems that
can take into account both algorithmic biases (e.g., Ekstrand et al., 2019; Gao &
Shah, 2019) and human biases in search interactions (e.g., Azzopardi, 2021; Liu &
Han, 2020). Taking this bias-aware perspective into user modeling, we could further
enhance the effectiveness and multi-dimensional fairness of existing adaptive and
interactive information systems (e.g., Liu & Shah, 2022; Luo et al., 2014; Voorhees,
2008; Zhang et al., 2020a, b).

The summary presented In Table 3.1 focuses on a series of widely used behav-
ioral and offline evaluation metrics proposed and tested in previous research and is
by no means exhaustive. Instead, our goal in this chapter is to present and illustrate
major metric-bias gaps based on the discussions on assumptions and formal user
models in Chap. 2 and inform the design of bias-aware user modeling and evaluation
framework built upon existing behavioral measures and offline evaluation metrics.
The descriptions of derived user models (second column) are developed based on the
definitions and empirical evidences on each identified user biases in the first column.
More details regarding findings from behavioral experiments, related concepts, and
theories, as well as similar cognitive or perceptual biases will be provided and
discussed in Chap. 4. In this chapter, our hope is that the readers can have a flavor
of existing research on human biases that lead to boundedly rational decisions, as
well as their conflicts with the assumptions of formal IR models.

Table 3.1 presents a series of basic boundedly rational user models derived from
the knowledge of user biases and bounded rationality in decision-making (e.g.,
Kahneman, 2003) and points out the ways in which they may conflict with existing
components of click models, online behavioral metrics, as well as offline outcome-
oriented metrics. The identified gaps between user models associated with existing
click models and evaluation metrics and knowledge of human bounded rationality
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pave new paths toward developing more behaviorally accurate and practically useful
prediction models and evaluation measures.

In general, Table 3.1 can serve as a checklist or initial research agenda for
graduate students and young researchers to explore available research topics and
develop models of critical user biases in the context of interactive IR. For instance,
given the knowledge about reference dependence biases from behavioral economics
research, researchers could redesign the utility discount rates and formulate it as a
function of not only query and rank positions but also the dynamic reference level
within the current search session. In addition, with respect to salience bias,
researchers and system designers need to go beyond traditional rank position factor
and take into account the impacts of other system output factors and items and
examine their levels of saliency compared to adjacent search results and model the
possible perceptual biases associated with the visually more salient items. Similar to
these biases, exploring the impacts of other cognitive and perceptual biases can also
enhance our understanding of search decision-making and potentially pave ways
toward more useful user models.

Beyond individual human biases and cognitive limits, it is also critical to explore
the in situ interactions among different types of human biases and investigate the
ways in which they are affected by algorithmic biases reflected in ranked result lists
and jointly decide local search decisions (e.g., query reformulation, clicking, search
stopping) and global perceptions and judgments (e.g., whole-session user satisfac-
tion, perceived level of search and task success).

3.3 Hidden Problems Behind Metric-Bias Gaps

Exploring and clarifying the gaps between formal user models (especially the
associated implicitly made assumptions) and human biases can help researchers
understand and explain different aspects and types of bounded rationality in
search-related decision-making. Also, our investigation on the basic assumptions
and hidden gaps offers an opportunity to revisit and reflect on the fundamentals of
the established IR models, metrics, and the ranking algorithms designed and trained
based upon them. Although different user biases, user models, and metrics take
different forms and are applied in varying ways, they share many similarities in
behavioral and perceptual origins and can be grouped into a small set of gap
categories. Specifically, most of the metric-bias gaps (especially the ones related to
evaluation and judgment) discussed above are associated with three main problems:

• Problem 1: dynamic and subjective nature of users’ perceived rewards and costs,
which usually deviate from actual behavior-based events and simulated rewards
and costs in click models and evaluation metrics

• Problem 2: changing evaluation criteria and thresholds on document relevance,
usefulness, and other related dimensions of evaluation across different moments
and states of interactive search sessions



3.3 Hidden Problems Behind Metric-Bias Gaps 75

Fig. 3.2 Some gaps between simulated user and boundedly rational user

• Problem 3: nonlinear relationship between in situ local evaluation (e.g., query-
level search gains, perceived cognitive loads and efforts) and whole-session
search evaluation (e.g., session-level user engagement, perceived level of suc-
cess, and search satisfaction)

The three problems that illustrate the some of the major gaps and conflicts
between simulated, formal users and real-life boundedly rational users are summa-
rized in Fig. 3.2. Regarding Problem 1, according to findings from behavioral
research on reference dependence and loss aversion, users’ perceived rewards and
costs, which usually serve as the basis for subsequent decision-making, are formed
based on dynamic reference points. This thesis conflicts with the final-value-based
measures (e.g., total number of clicks and dwell time on SERPs, browsing and cursor
movement distances, average nDCG) and assumptions on static costs and gains in
search interactions (Azzopardi, 2011, 2014; Azzopardi & Zuccon, 2016). Also, the
idea and findings regarding the impacts of reference dependence, anchoring, and
framing also challenge the commonly used assumption on cost budget (e.g.,
metrics@K) as users’ in situ perceptions of search cost and implicit acceptable
gain-cost ratio may vary over time due to the changes in references and expectations.
Built upon the common reference points identified in behavioral economics research
(e.g., Kahneman, 2003; Markle et al., 2018; Martin, 2017; Tversky & Kahneman,
1991), Liu and Han (2020) developed a variety of estimated reference-dependent
measures and demonstrated their contributions to predicting user behavior and
satisfaction. However, how users actually evaluate costs and rewards (e.g., how
much time cost equals to or is comparable to the benefits from relevant results) still
remains ambiguous and would require further user study efforts to address. To
extend existing formal models and evaluation measures, researchers may need to
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examine more possible reference points or learn personalized reference levels and in
situ expectations regarding information gains and efforts from individual users’
search interactions and relevance judgments (Liu & Han, 2020).

Taking a step back from diverse evaluation measures, Problem 2 calls for a revisit
on the fundamental ground-truth measures (e.g., relevance, usefulness, user satis-
faction) based upon which a large body of outcome-oriented evaluation measures
were constructed, especially in the context of whole-session search evaluation. For
instance, according to Scholer et al. (2013), users’ relevance criteria vary over time
and are largely affected by the quality of documents they evaluated in prior search
iterations (i.e., threshold priming). Users who are exposed to only non-relevant
documents in early sessions tend to assign significantly higher average relevance
scores to the documents in later sessions, compared to the users who are exposed to
highly relevant documents in early sessions. Thus, to obtain more balanced, unbi-
ased assessment results and avoid the impacts of priming, researchers should expose
expert assessors to multiple levels or broader range of relevance score levels early in
the evaluation process. This early exposure to diversified documents will help
assessors better calibrate the relevance thresholds for judgments. Although the
original experiments on this relevance threshold priming effects were conducted in
controlled evaluation-only settings, it is possible that threshold priming, as a form of
reference dependence in evaluation, also exists in real-life search interactions and
may affect not only explicit judgments and evaluations but also implicit feedbacks
(e.g., dwell time, cursor movement, browsing, and examination on search results).
Also, as an evidence of the complexity of user evaluation, Scholer et al. (2013) also
found that users struggled to base their judgments merely on topical relevance and
clearly block out the effects of cognitive, situational, and affective relevance. This
result indicates that the implicit changes of evaluation thresholds is
multidimensional in nature and different dimensions of judgment may interact
with each other.

In addition to controlled evaluation-oriented settings, some researchers also
examined in situ relevance judgment (e.g., Jiang et al., 2017) and explored the
interactions between relevance judgment and usefulness annotations during Web
search sessions (Mao et al., 2016). These studies demonstrate the variations in user
perceptions and dynamic evaluation thresholds and thereby partially explain why
traditional relevance-based evaluation metrics built upon simplified models are not
always well aligned with in situ user satisfaction, especially in complex, intellectu-
ally challenging search tasks. Compared to document relevance, usefulness as a
ground-truth label has the potential to achieve better performance in estimating
users’ actual search experience and properly evaluating system performances in a
user-oriented manner (Cole et al., 2009). External assessors are capable of annotat-
ing document usefulness when offered more information about the search context
(Mao et al., 2016). However, understanding the nature of usefulness (especially its
connections to individual differences and preferences), developing standard and
unbiased usefulness-based measures, and applying them in large-scale reproducible
experiments are still open challenges to the IR research community (Liu, 2022).
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These fundamental challenges in IR evaluation are often bypassed in controlled
relevance-based evaluation experiments and user simulations.

Due to the mixed effects generated from multiple sources (e.g., individual human
biases, task characteristics, search states, and in situ search session experience), the
annotation-based ground-truth measures in IR may act as moving targets, rather than
fixed optimal points that often assumed to be consistent across different search
sessions and experimental settings. This dynamic nature introduces fundamental
challenges to user-aware IR evaluation and may cause systematic errors in search
system evaluation across different contexts. As a result, research on standardizing
the documentation and reuse of interactive IR evaluation resources (e.g., tasks,
search interaction logs, user judgments, as well as trained models) still face various
challenges (Gäde et al., 2021; Liu, 2022). To address this issue and enhance the
robustness of IR evaluation, researchers need to further explore the role and impacts
of individual differences, especially the systematic user biases and situational limits
(e.g., time limit, available system support, quality of information) and capture the
systematic effects hidden in seemingly random errors for achieving more accurate
user modeling and realistic search system evaluation.

According to findings on anchoring bias (e.g., Chen et al., 2022), users’ existing
beliefs, biases, and initially encountered information have significant impacts on
their subsequent judgments of document usefulness and credibility and information
use behavior in search interactions (White, 2013). The variations in in situ evaluation
thresholds and users’ search expectations also affect users’ search stopping and
skipping strategies, which calls for revisits and adjustments on related metrics and
parameters (e.g., nDCG, ERR, user stopping model of C/W/L), especially in user-
oriented session evaluation. Given these findings, researchers can assign adjusted
weights to documents judged at different points of search sessions to mitigate the
impact of user biases on relevance and usefulness labeling and reliability of IR
evaluations. To facilitate user-aware reproducible IR evaluation experiments, the
possible changes of judgment thresholds, users’ references, as well as other impacts
associated with bounded rationality should be considered and properly represented
as part of the interactive IR test collections (Liu, 2022).

Problem 3 goes beyond individual result evaluation and focuses on the connec-
tion between a sequence of local, in situ experience and whole-session evaluation.
According to recent research on user biases in search evaluation (Liu & Han, 2020;
Liu et al., 2019b), users’ experiences at peak and end points usually have higher
impacts on session-level evaluations than other search moments. In addition, users’
overall experience has no significant correlation with other intuitive search effort
measures, such as total dwell time and total number of clicks. This result echoes the
findings on peak-end rule from behavioral experiments (e.g., Kahneman, 2003; Sels
et al., 2019). Thus, similar to within-SERP evaluation, in interactive session evalu-
ation, the weights of search outcomes and experiences at different moments or under
different search states may have largely different impacts on whole-session search
experience due to multiple cognitive effects and biases, such as reference depen-
dence biases, peak-end evaluation rule, anchoring biases, and recency effects
(Brown & Liu, 2022; Chen et al., 2022; Liu & Han, 2020; Liu et al., 2019b;



78 3 From Rational Agent to Human with Bounded Rationality

Zhang et al., 2020a, b). The specific weight distributions applied in different sessions
and evaluation contexts may need to be tailored to different user populations, search
task types, as well as distributions of task states and query-level search intentions
(Liu et al., 2020a; Mitsui et al., 2017).

In addition to individual click models and evaluation metrics, researchers have
also developed a series of formal models to characterize information search interac-
tion. For instance, information foraging theory (IFT) depicts and predicts online
information seeking activities based on the assumption that users always try to
maximize the rate at which they collect useful information (Pirolli & Card, 1999).
This assumption of IFT could be traced back to the economic man assumption
behind classical microeconomics theories: individuals have complete, unbiased
knowledge about their search costs and gains, and they always seek to optimize
the allocation and consumption of limited resources available in order to obtain
optimal outcomes. This assumption allows researchers to model the changes of cost-
gain ratio in search sessions and calculate expected utility as the basis for evaluating
and prediction next-step search decisions, such as continuing browsing, clicking,
and search stopping.

Similarly, other researchers have also followed these assumptions in IFT and
applied economic models in developing formal models of search gain, cost, and user
actions in IR (e.g., Azzopardi, 2011, 2014). Azzopardi (2014) extends search
economic theory built in previous works by developing a more comprehensive
interaction cost model and derived eight interaction-based hypotheses regarding
search behavior. These hypotheses jointly cover different aspects of the interactions
among query cost, page cost, assessment cost, snippet cost, assessment probability,
and search performance or efficiency. The experimental results obtained on TREC
Aquaint Collection show that the economic models of interaction can to some extent
predict the observed search behaviors and that the economic approach could provide
credible explanations for users’ search actions. While the adoption of economic
models and assumptions reduce the computational complexity of formal user models
in these studies, the assumptions of always maximizing utility contradict with the
knowledge of multiple empirically confirmed human biases, such as theory of
satisficing, loss aversion, and reference dependence biases (Agosto, 2002; Liu &
Han, 2020). Beyond offline system evaluation experiments, researchers also need to
examine the components of existing interaction cost models (e.g., costs of formu-
lating queries, reading content pages, browsing search result snippets, and transiting
different subtopics) and their deviations from users’ perceptions and estimations.
Also, when modeling and evaluating search interactions in sessions, researchers
need to pay attention to the dynamic gaps between user perception (e.g., perceived
time length) and search activities (e.g., actual dwell time on Web pages) (Luo et al.,
2017). The outcome-perception gap is associated with both individual differences
(e.g., users’ tolerance of information uncertainty and tendencies of risk aversion) and
in situ changes of search gains, efforts (e.g., relevance of previously examined
documents, total elapsed time), as well as search intentions.

Beyond examining specific measures and user models, it is also critical to rethink
and revisit the ground-truth measures based upon which we evaluate systems and
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meta-evaluate evaluation metrics in light of individual users’ differences and biases
(Liu, 2022). User satisfaction as a self-reported measure has been widely applied in
interactive IR evaluation experiments (e.g., Chen et al., 2017; Liu & Shah, 2019a;
Mao et al., 2016) and information systems evaluation in general (Gatian, 1994;
Wixom & Todd, 2005; Zviran & Erlich, 2003). According to the empirical findings
on peak-end rule and recency effects, researchers need to re-examine the relationship
between in situ experienced satisfaction and session-level retrospective remembered
satisfaction (which may significantly deviate from average or total value of in situ
satisfaction scores). Besides, user satisfaction as a multifaceted concept may subject
to the influence of multiple interrelated factors, such as document relevance, infor-
mation understandability, emotional state, and task state in information seeking and
retrieval (Liu, 2021). Deconstructing user satisfaction measure into separate dimen-
sions may allow researchers to better capture the dynamic nature of user satisfaction
and evaluate the multifaceted contributions of IR systems to users and their search
tasks in a more accurate manner.

Apart from user biases, there are also other practical challenges associated with
above evaluation measures. For instance, it might be reasonable to assume that users
have an implicit or subconscious “cost budget” (e.g., the maximum number of clicks
and/or time spent) for a search interaction. As discussed in previous chapters, the
idea of cost budget serves as an implicit basis for multiple offline metrics (Zhang
et al., 2017). However, it is difficult to accurately estimate users’ cost budgets,
mainly for three reasons:

1. Different users have different levels of topic familiarity, task urgency, and search
literacy.

2. Same user may have different cost budgets under varying search intents. For
instance, users may have more flexible budgets under exploration stage but
become stricter when they have a well-defined target item for search.

3. A user’s perceived cost is not always consistent with objectively measured costs
and is subject to the influence of contextual factors, such as time pressure, task
difficulty, and users’ emotional states.

Luo et al. (2017) found that there are gaps between users’ perception of time and
actual dwell time and that document relevance can significantly affect users’ per-
ception of time and their satisfaction feedbacks.

Also, in relevance and usefulness estimation, researchers usually assume a
landing page to be useful if a user spent more than 30 s on reading the page (Chen
et al., 2017; White & Huang, 2010) or if the page is clicked by two different users
under similar search tasks (Hendahewa & Shah, 2017; Shah & González-Ibáñez,
2011). However, depending on the nature of the motivating task, users’ topic
familiarity and domain knowledge, and the availability of “direct answers” on
SERPs, this assumption, which could be established in laboratory settings, may
not always be tenable in real-life search scenarios (Liu & Shah, 2022).

Beyond individuals’ information seeking and search contexts, a user’s search and
evaluation activities are also affected by the information generated and decisions
made by other users and social interactions (i.e., Bandwagon effect; Barnfield,
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2020). For instance, in the context of social information seeking, users tend to accept
information that are widely accepted or used by other users (e.g., tweets that receive
a large number of retweets, answers that receive a large number of votes and follow-
up comments in social Q&A sites) (Asghar, 2015; Kim et al., 2013). Information
from social networks, Q&A sites, and discussion forums is playing an increasingly
important role in everyday life tasks and decision-making events (Kairam et al.,
2013; Oeldorf-Hirsch et al., 2014). Investigating the role of Bandwagon effect would
allow researchers to better understand individuals’ information use and decision-
making activities.

Although the popularity of information objects may reflect certain aspects of
information quality, they may be caused by certain information source exposure
biases on the algorithmic side (cf. Diaz et al., 2020), which may end up increasing or
reinforcing users’ existing biases toward certain pre-search beliefs, perspectives, or
political views. To address this issue, next-generation search systems should not
only address the task of algorithmic debiasing in ranking and information exposure
but also provide cognitive debiasing for addressing users’ current anchoring and
reference dependence biases, which may lead to undesired decision-making out-
comes (Croskerry, 2003).

3.4 Preliminary Bias-Aware Interactive User Modeling
and Evaluation Framework

This section proposes a general, preliminary bias-aware framework to facilitate the
integration of insights regarding user biases with IR research, especially user-
oriented search evaluation. Our discussion on the framework includes user behav-
ioral models and assumptions as the foundation, bias-aware extension of online and
offline metrics, ground-truth labels and assessors, levels of evaluation (i.e., single-
query-level and session/task level), as well as evaluation settings and environments.
In Fig. 3.3, we seek to comprehensively cover the overall broad picture and depict
the vision of bias-aware user modeling and evaluation. We leave further discussion
on the role of each bias and model specifications (e.g., operationalization of costs
and rewards, hyperparameters for model learning, structure of loss functions, opti-
mization rules) for the following chapters as well as future research works and
experiments. Based on the above discussion on the gaps between formally simulated
users and boundedly rational users, the framework presented in Fig. 3.3 can serve as
a preliminary work or initial structure within which more detailed user models
focusing on different levels and components could be better defined and tested in
individual experiments. Chapter 4 will further explain the factors of bounded
rationality and human biases presented in Fig. 3.3 and discuss the associated theories
and empirical experiments (at both behavioral and neural levels) that support them.

It is worth noting that developing and testing user-oriented bias-aware user
models and associated products (e.g., click model, session simulation model, offline
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Fig. 3.3 Bias-aware IIR evaluation framework

evaluation metrics) would require extra efforts and more complicated representa-
tions than that of traditional Cranfield experiments and offline models (Liu, 2022).
To further clarify the knowledge needed for at least partially addressing the gap and
specifying bias-aware framework, researchers will need to develop deeper under-
standing on human biases and bounded rationality in decision-making (Chap. 4) and
then leverage the knowledge in revising and improving existing assumptions and
formal user models (Chap. 5).

Aligned with the evidence and arguments on metric-bias gaps offered in Sect. 3.2,
in our framework, we argue that users’ search behaviors and strategies, perceptions
of information gains from search results, and evaluation thresholds are affected by
both in situ changing references (e.g., reference dependence bias, loss aversion,
decoy effect) and pre-search beliefs and expectations (e.g., confirmation bias,
anchoring bias). In Fig. 3.3, users’ judgments, perceptions, and search decisions
are affected by the delta values both between current value and moving reference
point and between current value and pre-search anchoring point. The perceptual
changes or delta values over different dimensions (e.g., perceived search efforts,
perceived informational gains) are not only associated with the mathematically
calculatable differences in search actions (e.g., changes in number of clicks and
dwell time on pages) and search outcomes (e.g., changes in precision and nDCG
scores) but also related to the way in which information objects are framed and
presented. With similar content and amount of useful information, different types of
presentation (e.g., as organic search result or vertical blocks) may attract different
levels of user attention and lead to different sizes of changes in perceived efforts.

According to the findings from relevant experiments (e.g., Liu & Han, 2020;
Scholer et al., 2013; White, 2013), the weights of different reference points and
dimensions in search evaluation vary over time and are associated with search task
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type and individual characteristics. The hidden pre-search beliefs and moving
reference points may contribute to the difficulty in characterizing and predicting
user behavior and judgment in session search. This three-dimension part of the
framework covers the core metric-bias gap Problem 1 and Problem 2.

Responding to Problem 3, we zoom out from individual query segment level and
represent users’ biased search action and evaluation at whole-session level. Specif-
ically, in addition to the impacts of pre-search beliefs, general references, and loss
aversion biases, users’ peak- and end-moment experiences (e.g., maximum number
of clicks and SERP dwell time in individual queries, SERP dwell time in last query
segment) significantly affect their overall session evaluation (Liu & Han, 2020; Liu
et al., 2019a). Also, the starting query may play a significant role in deciding the
overall search strategies and facilitate early prediction of the characteristics of the
overall search task (Mitsui et al., 2018). Knowledge learned from early prediction of
task and session features would offer search systems the opportunity to provide and
collect in situ feedback on not only reactive support but also proactive recommen-
dations (e.g., query modification and document recommendation before predicted
search failure, proactive search result re-ranking) and search interventions (Koskela
et al., 2018; Liu & Shah, 2019b; Shah, 2018; Vuong et al., 2017).

In contrast to the implicit assumptions behind a variety of sum value and average
value-based metrics, Liu and Han (2020) found that the total session dwell time do
not have a significant impact on whole-session user experience. This result indicates
that there are gaps between real-life users’ perception of costs, gains, and efforts and
the actual search interactions, which often lead to errors in search cost estimation and
user satisfaction prediction. Thus, a session-level evaluation model should reflect the
nonlinear relationship between in situ search experience and session experience and
assign different weights to different reference points, rather than simply applying a
monotonically decreasing weight function to all SERPs, search sessions, and search
task types.

In addition to the three main problems presented in Fig. 3.2, the behavior-based
and final-outcome-based measures also deviate from multiple aspects of search
experience, which are often labelled and employed as ground-truth measures in
meta-evaluation. Regarding this, it is worth noting that researchers can evaluate
systems and meta-evaluate evaluation metrics over various dimensions or against
different ground-truth measures, such as user satisfaction (Chen et al., 2017; Liu &
Yu, 2021; Mao et al., 2016), task/cognitive load (Gwizdka, 2010; Hu & Kando,
2017), knowledge learning (Syed & Collins-Thompson, 2018; Yu et al., 2018), as
well as other experience-related measures (e.g., user engagement; O’Brien & Toms,
2008). Some of these ground-truth measures (e.g., user satisfaction) could be
deconstructed into separate facets to facilitate more accurate, reproducible user-
oriented evaluations (Liu, 2021; J. Liu et al., 2020b). To achieve this, more detailed
scales need to be designed and tested based on the knowledge about users’ percep-
tions, their actual behaviors, as well as the human biases that separate them in search
interactions. Many of the action-based and perception-based measures, constructs,
and scales from management information systems research (e.g., Venkatesh &
Davis, 2000; Venkatesh & Bala, 2008) could be adopted and applied to interactive
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IR user modeling and system evaluation experiments across a variety of information
access and human-computer interaction scenarios (e.g., desktop search, mobile
search, chatbot, and spoken search).

3.5 Summary

To better evaluate IR systems and model users’ search interactions, we revisit and
reflect on the fundamentals of existing user models discussed in the previous chapter
and focus on the implicit gaps between boundedly rational users (especially with
respect to their cognitive and perceptual biases) and rational assumptions underpin-
ning a variety of formal models and system evaluation metrics. Furthermore, based
on the discussions on the limitations of current formal models, this work develops a
general bias-aware evaluation framework to roughly characterize the connections
between different components and human biases in search sessions. In contrast to the
growing research attention on algorithmic biases (e.g., Ekstrand et al., 2019; Zehlike
et al., 2017), users’ systematic biases and their impacts have been scarcely studied in
information seeking and retrieval (Azzopardi, 2021; Liu & Han, 2020). This is a
timely opportunity to develop novel concepts, user models, and evaluation measures
based on the insights from behavioral economics for this new branch of IR research
and complement current IIR evaluations and user modeling. Also, leveraging the
knowledge about human-bounded rationality in information seeking (e.g., Agosto,
2002; Chen, 2021) can strengthen the connection between the descriptive user
models developed in information seeking community and computational evaluation
metrics and techniques proposed in information retrieval community.

Apart from investigating specific models, concepts, and evaluation measures, we
are also interested in exploring and enhancing the potential broader impacts of
boundedly rational user models. The ultimate goals for this line of research include
(1) combining the knowledge learned from user biases and algorithmic biases studies
in user modeling and system evaluation, (2) achieving a more comprehensive
understanding on how users’ biases interact with algorithmic biases and how these
two types of biases jointly shape search interactions, and (3) developing unbiased
system supports for critical decision-making, such as vaccination, housing, and
financial investments. To achieve these goals and explore specific research problems
that could be better solved with a bias-aware perspective, the following chapters will
review and introduce the research progresses on bounded rationality in decision-
making under uncertainty. Reviewing and synthesizing the theories and findings in
this area will also provide a richer empirical basis for building formal models of
boundedly rational users and developing bias-aware evaluation metrics. As intelli-
gent interactive systems at large become more ubiquitous and complex, research into
user biases and bounded rationality is going to be increasingly valuable and may
prove to be computationally useful even beyond the field of interactive IR.
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Part II
Beyond Rational Agents



Chapter 4
Bounded Rationality in Decision-Making
Under Uncertainty

Abstract To better introduce the behavioral economics approach and reinforce the
theoretical basis for supporting bias-aware user modeling and evaluation, we need to
have a deeper understanding of the concepts, theories, recent progress, and empirical
findings on users and their biased decisions in varying scenarios. To achieve this,
this chapter takes a step back from specific computational IR models and focuses on
explaining the fundamental frameworks (e.g., theories of two systems), research
progress, and practical implications of behavioral economics research on boundedly
rational decision-making activities. Our review focuses on the major human biases
and heuristics that are both widely examined in behavioral economics studies and
also clearly contradict one or more assumptions that are explicitly or implicitly made
in formal IR models. Although the theories on bounded rationality may not be able to
match the precision and quantifiability of formal computational models, as argued by
Kahneman, this statement of limitation from the classic economics side is “just
another way of saying that rational models are psychologically unrealistic” [Kahne-
man (American Economic Review 93(5):1449, 2003)]. This argument also serves as
part of the motivations for this book and the author’s broad research agenda on IR
research.

4.1 Background

One of the fundamental research themes of economic studies is how people allocate
accessible but limited resources when trying to accomplish some goals and optimize
the obtained utility (Mankiw, 2014). Classical rational models proposed in econom-
ics are practically flexible and have been applied in not only economics studies but
also a variety of areas that are not considered as traditional economics research
problems. Based on the idea of analyzing costs and optimizing utility, information
seeking and retrieval researchers have also applied rational economic models in
developing testable hypotheses regarding search interactions, explaining users’
actions under different cost and gain scenarios (e.g., Azzopardi, 2014; Pirolli &
Card, 1999), and developing basic components of evaluation metrics, such as rank-
based discounted utility and cost budget (cf. Zhang et al., 2017). However, under a
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variety of formal rational models, it is unclear how people make boundedly rational
decisions with limited resources and incomplete information, especially in complex
problematic situations. The ideal assumptions and simulated conditions for analysis,
such as complete information about available options, unlimited computational
resources, and goal of optimizing measurable utility, are difficult to achieve in
real-life decision-making scenarios, which often lead to significant individual dif-
ferences and systematic deviations from expected optimal options and outcomes.

In contrast to classical economic theories and associated formal models, behav-
ioral economics researchers seek to (1) build the analysis of the rules employed in
decision-making under uncertainty on a more realistic behavioral and psychological
basis and (2) to differentiate rational man’s simulated optimal behavior from peo-
ple’s real-life behavior under various human biases, cognitive limits, and situational
constraints (Kahneman, 2003; Thaler, 2016). Furthermore, based on the learned
knowledge about bounded rationality in decision-making, researchers also seek to
design and develop cognitive debiasing tools to mitigate the negative impacts of
human biases and heuristics in varying application areas, such as clinical diagnosis,
hiring, financial services, and crowdsourcing tasks (Croskerry, 2003; Draws et al.,
2021; Ludolph & Schulz, 2018; O’Sullivan & Schofield, 2018). Leveraging the
knowledge about human biases and limits accumulated in behavioral economics
research could help us better understand and explain the search decision-making and
judgments of boundedly rational users.

Previous chapters introduce different types of user models underpinning search
models and evaluation metrics and describe the gaps between a series of empirically
confirmed human biases and simulated rational user models in varying experimental
settings. In particular, Chap. 3 aims to offer readers a preliminary understanding of
the deviations of boundedly rational users from simulated formal users. The identi-
fied gaps highlight the importance of reflecting on the assumptions and limitations of
formal IR models and also encourage us to further explore the cognitive roots,
behavioral patterns, and nuances hidden in boundedly rational decisions. To better
introduce the behavioral economics approach and reinforce the theoretical basis for
supporting bias-aware user modeling and evaluation, we need to have a deeper
understanding of the concepts, theories, recent progress, and empirical findings on
users and their biased and non-optimal decisions in varying scenarios.

To achieve this, this chapter takes a step back from specific computational IR
models and focuses on explaining the fundamental frameworks (e.g., theories of two
systems), research progress, and practical implications of behavioral economics
research on boundedly rational decision-making activities. A comprehensive over-
view of all human biases identified in behavioral experiments is beyond the scope of
this book. Also, a large portion of identified biases are not mutually exclusive and
hard to differentiate from each other in naturalistic settings. Therefore, we focus on
the major human biases and heuristics that are both widely examined in behavioral
economics studies and also clearly contradict one or more assumptions that are
explicitly or implicitly made in formal IR models (see Chap. 3 for a preliminary
discussion on the gaps between formal model assumptions and empirical findings on
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human biases). A more comprehensive list of over 175 individual cognitive biases
and mental shortcuts can be found at Benson (2016).1

Research on human biases tend to be individualized and sometimes difficult to
quantify or formalize based on a set of axioms. Although the theories on bounded
rationality may not be able to match the precision and quantifiability of formal
economic models, as argued by Kahneman, this statement of limitation from the
classic economics side is “just another way of saying that rational models are
psychologically unrealistic” (Kahneman, 2003, p.1449). This argument also serves
as part of the motivations for this book on IR research.

4.2 Two Systems of Human Cognition: Which One Are We
Using?

Depending on the nature of task, individuals often engage in different modes of
thinking, judging, and deciding (Sloman, 1996). To characterize the basic structure
of human cognition, Kahneman proposed the framework of Two Systems, which
offers a theoretical umbrella under which various specific decision-making strate-
gies, habits, and heuristics can be categorized, analyzed, and grouped together
(Kahneman, 2003; Thaler, 2016). System 1 often operates in automatic, fast, and
effortless manner. The operations of System 1 are often defined by habits, biases,
and heuristics as they allow individuals to act fast without consuming much cogni-
tive resources or relying on rich new information. Also, when System 1 operates in
decision-making activities, the process is usually difficult to explicitly control or
modify. The decision makers’ preferences over different options are often
established quickly and unconsciously and are also heavily affected by their in situ
emotional responses. In contrast, the operations of System 2 are often associated with
careful reasoning and are usually slower, effortful, and under individuals’ control.
Compared to fast decision-making processes governed by habits and mental short-
cuts, System 2 tends to be more flexible and can be integrated with externally
obtained rules and predefined plans that could be independent from the individuals’
prior beliefs and knowledge. As a result, System 2 consumes more cognitive efforts
and slows down decision-making and evaluation processes and sometimes is per-
ceived as unaffordable when quick decision-making is needed on seemingly simple
tasks.

Based on the relevant theories and empirical observations (e.g., Evans, 2003;
Kahneman, 2003, 2011; Neys, 2006; Tversky & Kahneman, 1992), Table 4.1

1After preparing the raw list of all individual biases, Benson (2016) further processed the list by
removing duplicates, grouping biases that are similar in nature, and putting together complementary
biases (e.g., optimism bias and pessimism bias). After this preprocessing, Benson (2016) obtains a
more condensed list with around 20 unique human biases associated with specific mental strategies
that decision makers used under different scenarios.
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Table 4.1 Two Systems

System System 1 System 2

Attributes Fast, automatic, effortless, emotional,
unintentional

Slow, controlled, effortful, neutral or
rational, intentional, analytical

Cognitive
activities

Generate intuitive impressions
Produce quick decisions under heuristics
and mental shortcuts
Simple parallel tasks

Reasoning and calculation
Explicit judgments
Single, complex tasks and mentally
demanding activities

summarizes the features of the dual systems and their respective roles in different
cognitive activities. Among different indicators of cognitive activities, the difference
in effort is most useful in differentiating the tasks assigned to System 1 and the tasks
that are processed under System 2 (Kahneman, 2003; Tversky & Kahneman, 1992).
Effortful processes that operate under System 2 tend to disrupt each other. For
instance, it is difficult to read a book while monitoring the trending events and
news updates on TV. In contrast, effortless processes that do not involve much
reasoning or intentionally controlled actions cause little or no interference to other
ongoing tasks. For example, a driver can sometimes have a conversation with the
passenger while driving on a highway, as the driving task may not consume much
attention when the traffic is not too busy.

Note that many real-life work tasks involve the operations of both System 1 and
System 2 at multiple stages. According to Kahneman (2011), the perceptual system
and intuitive operations under System 1 can generate initial impressions of the
features of encountered items or objects. The impressions of objects do not need
to be verbally explicit and are not controlled by decision makers. For instance, when
searching for information relevant to climate change, people may automatically
notice and engage with salient vertical results first (e.g., short videos, trending
news and images about natural disasters and economic losses related to climate
issues, answer boxes about frequently asked climate questions, social media mes-
sages about new scientific experiments on climate effects), rather than regular
organic results and Web pages (e.g., Wikipedia page about ongoing climate issues).
At this stage, users’ impressions and perceptions are heavily influenced by visually
salient factors, such as color, vertical boundaries, and font sizes, and this process is
not voluntary or effortful. This superficial processing of incoming information may
also intensify clickbait issues and biased decisions under unbalanced information
exposure (e.g., Jung et al., 2022; Molyneux & Coddington, 2020; Wang et al., 2021).

However, System 2 may operate as the dominant force when users need to
evaluate the relevance and usefulness of the contents and synthesize them into
usable answers or supporting materials for facilitating subsequent decision-making
activities. Under this circumstance, the impressions generated by System 1 has less
impacts on users’ decision-making activities, and the operation of System 2 supports
explicit judgments and slow reasoning needed for the information evaluation task. In
addition to operating on complex, cognitively demanding, or intellectually challeng-
ing tasks, System 2 in some occasions (when doubts regarding the current decision
come to one’s mind) can monitor the impressions and intuitive judgments generated
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by System 1 and proactively correct potential errors (Kahneman, 2003). For
instance, a user who has a well-defined evaluation task in mind may voluntarily
compare the content of different information items presented on SERPs and check
their respective credibility and thus may have a better chance of overcoming the
potential biases caused by visual factors and clickbait.

According to Tversky and Kahneman (1974) and Kahneman (2011), another key
feature shared by the two systems is that both of them can deal with stored concepts
and prior beliefs, and they both can be evoked by language. In contrast of perception,
the operation of System 1 is not limited to the processing of current simulations. This
broad scope of System 1, compared to human perception, enables its operations on a
wider range of tasks and processes where people can leverage accessible heuristics
and rules to save cognitive resources and make immediate decisions. However, it
also leaves more room for human cognitive biases (cf. Azzopardi, 2021) to operate in
decision-making processes, which may interact with biased information presentation
and lead to inaccurate understanding and undesired outcomes. While System 2 can
monitor the intuitive judgments in some scenarios, the superficial processing of
incomplete information under System 1 often plays the dominant role; System
2 monitors immediate judgments and quick decision-making tasks quite lightly
(Kahneman, 2003). Thus, it is critical for researchers to study the operations of
both systems and leverage the knowledge about dual systems in developing adaptive
and useful debiasing interventions and nudging to help people mitigate the negative
impacts of various biases (Battaglio et al., 2019; Draws et al., 2021).

Boundedly rational decisions under System 1 are often made quickly through
simple rules and mental shortcuts and allow individuals to save cognitive resources
in a wide range of tasks. However, due to the intrinsic limitations of System
1, surprising errors could happen when even a simple form of deliberate reasoning
is required for completing the task correctly. Kahneman (2003) presents a simple
puzzle used for studying cognitive self-monitoring and errors from System 1 in
immediate judgments. The original question is:

A bat and a ball cost $1.10 in total. The bat costs $1 more than the ball. How much does the
ball cost?

According to the result reported in the original study, in both of the two groups of
college student participants, over 50% of participants yielded to the immediate
impulse of answering “10 cents.”2 Errors in simple calculation are not unique to
this task. Researchers have also obtained unexpectedly high error rates in other
similar tasks and behavioral experiments (e.g., Frederick & Fischhoff, 1998; Kah-
neman, 2011; Thaler, 2016). This surprisingly high error rate in bat-and-ball ques-
tion (and other similar puzzles) demonstrates that (1) errors could happen under the
immediate impressions or impulses generated by operations of System 1 and (2) the
intuitive quick judgments are lightly monitored by System 2. People are not used to
think hard, and they are often satisfied with seemingly plausible and straightforward

2The correct answer is 5 cents.
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judgments that are immediately accessible in their mind. Under simplified assump-
tions and simulated rational models, it would be challenging to predict or prevent
these errors and deviations (that are seemingly easy to avoid) from optimal or correct
answers at individual level.

The dual-system architecture and associated empirical experiments demonstrate
the complexity of human cognition behind seemingly simple and straightforward
decision-making strategies. As discussed above, different systems are associated
with different decision-making processes and are subject to the impacts of different
external factors and internal biases. The operations of System 1 and System 2 may be
triggered by different task types (e.g., simple factual retrieval or open-ended com-
plex retrieval tasks), situational factors (e.g., task urgency), and individual charac-
teristics (e.g., emotional state, prior knowledge on certain domains). Also, at
different stages of a motivating task, the two systems may interact with each other
(e.g., System 2 may monitor the quick decisions made based on the impressions
from System 1).

Although we can differentiate the features and operational processes of the two
systems at theoretical level and in highly controlled experimental settings (Evans,
2003; Frederick & Fischhoff, 1998; Kahneman, 2011), it is difficult to clearly
separate them and model their operations, respectively, in relatively complex,
uncontrolled task settings, such as real-life information seeking and retrieval sce-
narios. For instance, a user may plan to learn more about the seriousness and actual
impacts of heat waves in different regions of the world. Although the user may rely
on the operations of System 2 on carefully examining the statistics regarding the
impacts of economy, public health, and transportation, their judgments on the
seriousness of the situation in different countries may be biased due to the biased
presentation of information on SERPs under related queries: Depending on the past
search history, geographical location of the user, and the specific personalization
algorithms behind the search engine in use, the retrieved search results may be
heavily biased toward certain regions and populations. As a result, the user may
overestimate the seriousness of the situation in local areas as there are more relevant
reports, images, and news stories available on retrieved SERPs and underestimate
the gravity of the related problems in other countries and regions.

Another example is about financial decision-making and information processing.
Although people who invest in stock markets can sometimes analyze the current
situation rationally based on the available information (past stock prices, overall
trend of the economy, ongoing and pending policies), this does not mean that System
2 can always be in charge when critical financial decisions need to be made. In some
cases where decision makers are not clear about the overall trend of the stock market
and have difficulties in predicting the price changes of stocks purchased, they may
decide to hold on to the stocks in their accounts and stick to the current status, despite
of the uncertain but alarming signals (e.g., ongoing price drops of stocks, fluctuation
of interest rates). This status quo bias (cf. Fleming et al., 2010; Samuelson &
Zeckhauser, 1988) and aversion of risk and ambiguity (cf. Holt & Laury, 2002)
allow people to make quick decisions under uncertainty and incomplete information
(usually under the operation of System 1); they may lead to inaccurate and irrational
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decisions regarding “sunk cost” in stock investments and cause even bigger financial
losses. Note that people are more likely to rely on intuitive judgments enabled by
System 1 and biased decisions when they are required to make choices under high
levels of uncertainty and pressure.

Methodologically, although some progress have been made on studying human
reasoning and biases in simple crowdsourcing tasks (e.g., Draws et al., 2021;
Eickhoff, 2018; Saab et al., 2019), the existing tools (e.g., interfaces, standard
tasks, questions, and scales) may not be enough for capturing different aspects of
task-based information search interactions. In particular, it is difficult to simulate the
contexts, motivations, and situational limits that often trigger the operations of
System 1 and create conditions for human biases to play their roles. Although
System 1 often offers more room for human biases and rule-of-thumb heuristics to
operate, people’s decisions made under the operations of System 2 could still be
biased and boundedly rational due to the limited capacity of mental efforts and
restrictions caused by specific problematic situations (e.g., time limits, constraints,
and biases of available information, prior beliefs, and public opinions). Thus, to
develop useful, reproducible, bias-aware user models in IR and related fields,
researchers need to not only integrate the theories on bounded rationality and
human biases with formal models and evaluation metrics but also overcome the
methodological challenges of investigating and simulating human biases in user
studies and controlled experiments, especially under complex information retrieval
tasks.

As discussed above, individuals’ decision-making activities are affected by the
operations of both System 1 and System 2 in varying ways. The tension and
interaction between the two systems often trigger human biases of varying types
(Kahneman, 2011), which brings both positive and negative impacts on the process
and quality of decisions. Figure 4.1 summarizes the operations of both systems in
decision-making activities and illustrates the role of individual human biases within
the whole process. As shown in Fig. 4.1, although human biases could generate
behavioral impacts under both systems, they usually have higher chance to cause
frequent and significant deviations from optimal results under quick, automatic
operations of System 1, or in situations where there are conflicts between the
impressions generated by System 1 and judgments made under System 2.

The dual-system framework provides an overall conceptual structure for charac-
terizing and explaining different forms of human decision-making activities under
varying environments, including the local and global decisions in information
seeking and retrieval. Within the operations of two systems, different cognitive
and perceptual biases arise and affect different aspects and stages of decision-
making and task performances. Knowledge regarding human biases and the opera-
tions of System 1 may allow researchers to better understand, explain, and predict
the deviations of real-life boundedly rational decisions from optimal decisions,
which may require slow deliberate reasoning. To further investigate the details
regarding boundedly rational decisions under the impacts of different biases, the
following sections will explore a series of widely examined human biases in
behavioral economics and explain their implications for information seeking, IR,
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Fig. 4.1 Operations of System 1 and System 2 in decision-making activities

and other closely related research areas, especially in terms of enhancing user models
and developing and meta-evaluating bias-aware search evaluations from both user-
centered and algorithmic perspectives.

4.3 Reference Dependence

Reference dependence effect is one of the widely studied human biases in option
evaluation and decision-making and also connects to or causes several related biases,
such as framing effects, loss aversion, and anchoring biases. According to Tversky
and Kahneman (1992)’s research on reference dependence, when people make
decisions and evaluate available options, they make their judgments based on the
gains or losses relative to varying reference points in mind, rather than final absolute
outcomes. Thus, with the same final outcomes associated with choices, different
people under different conditions may have largely different judgments and reac-
tions, which may lead to divergent subsequent behaviors. In economics analysis,
researchers found that in contrast to the assumptions of standard decision-making
models, initial entitlements, which often act as default reference points, do play an
important role in determining people’s preferences and perception-based evalua-
tions; also, the rate of exchange between products can largely differ depending on
which is obtained and which is given up in transactions (Kőszegi & Rabin, 2006;
Tversky & Kahneman, 1991).
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Fig. 4.2 Reference dependence: an example of moving

The impacts of reference dependence are ubiquitous in real-life decision-making
tasks and do not need to involve complex mechanisms or strict conditions. Figure 4.2
presents a simple example that illustrates reference dependence effect. Suppose there
are two persons moving from old apartment to new apartment, respectively. The
person in situation A is moving from Apartment A to Apartment B. As a result, their
work-home distance decreases from 30 miles to 15 miles. Meanwhile, in situation B,
the person moves from Apartment C to Apartment D. Consequently, the person’s
work-home distance increases from 2 miles to 10 miles. It would not be surprising to
see that the person in situation A is happier (assuming that work-home distance is the
only factor that matters here, and levels of happiness and work-home distance are
negatively correlated). However, if we merely compare the final outcomes from the
two situations, a standard decision-making model would ignore the perceived gains
and losses involved in the process and predict that the person in situation B is
happier, given the shorter final work-home distance. As argued in reference depen-
dence model, it is the perceived gains and losses relative to the corresponding
reference points that matter in decision-making activities and individuals’
judgments.

Theories and research on reference dependence cast doubts on the long-standing
normative theory of expected utility, where individuals’ decisions are assumed to be
determined by a utility function that includes the expected final outcome and
probability associated with each possible situation under the same action. As
shown in Formula (4.1), S represents the full set of all possible situations or
outcomes under the action A. P and U refer to the measurable possibilities and
utility scores associated with each possible situation. E(A) measures the expected
utility of action A, which considers all theoretically possible situations and the
related utility that an individual could obtain.

E Að Þ=
X

s2S
PA sð ÞU sð Þ ð4:1Þ
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In contrast to the findings on reference dependence, the expected utility theory
does not involve individual-level factors that are subjective in nature, such as
pre-search expectations, changing preferences, and in situ reference levels (Harrison,
1994; Kahneman, 2003). Expected utility or other forms of optimization goals built
upon mathematical expectations are widely used in estimating utility and efforts in
decision-making processes as this approach offers researchers a tangible way to
simplify the analysis of individual choice and quantitatively compute, compare, and
evaluate choices, decisions, and possible outcomes (Tversky & Kahneman, 1991).
When we apply reference-dependence framework in analyzing and predicting
human decisions, one obvious challenge is to estimate and accurately predict
people’s reference points in mind. In controlled lab settings, researchers can design
reference-dependence scenarios by manipulating initial entitlements (e.g.,
pre-experiment gifts, a certain amount of cash) (Apesteguia & Ballester, 2009;
Bateman et al., 1997; Tversky & Kahneman, 1991; Sprenger, 2015) in simulated
simple decision-making tasks, with available options, external conditions, and
situational restrictions being fully explained and transparent. However, in real-life
environments, the estimation of reference points could be difficult and may require
deeper knowledge about individuals’ knowledge structure, in situ expectation, as
well as the perceived gains and efforts from recent and previous similar decisions.

Furthermore, from the reference dependence perspective, researchers also found
that the marginal value and impact of both gains and losses decrease with their size
(Tversky & Kahneman, 1991). When the changes of gains and losses are far away
from the reference points, the impacts of these changes on people’s perceived utility
and behavior would be smaller compared to the effects of the variations that are close
to reference points. For instance, under the impact of inflation, oil prices often
increase over time. If the previous long-term stable price range is around $1.99 to
$2.19, then people tend to be more sensitive to the changes that are close to their
initial reference points (e.g., 50 cent price increase from $2.19 to $2.69), compared
to the same-size marginal changes in a higher price level (e.g., price increase from
$4.49 to $4.99). On the gain side, this phenomenon of diminishing sensitivity can be
written as follows:

G= d o, refð Þ≥ 0 ð4:2Þ
V G ≥ 0 4:3

∂V
∂G

> 0 ð4:4Þ

∂2V
∂G2 < 0 ð4:5Þ

As shown in the formulas above, G represents the gain that an individual collects
or perceives relative to a reference point in mind. Thus, G is determined by the final
outcome o and the reference point ref. According to the findings on diminishing
sensitivity, the first-order derivative is greater than zero as the perceived value or
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utility keeps increasing as the gain increases. The second-order derivative is negative
as the marginal value that each unit of marginal gain brings to the person keeps
decreasing as the overall total amount of gain increases. Thus, the relationship
between the variations of perceived gains or losses and the corresponding changes
in perceived value or utility is nonlinear.

Theories and empirical evidences on reference dependence encourage us to
reflect on the simplified assumptions and associated formal models built in a variety
of application areas, including information seeking and retrieval. The change from
outcome-based perspective to reference-based perspective would motivate
researchers to re-examine and revise a large set of existing user models and evalu-
ation metrics. Also, it would be important to investigate the impacts of relative gains
and losses (e.g., increases or decreases of dwell time on SERPs and content pages,
quality of SERPs measured by nDCG, and difficulty of formulating meaningful
queries) on users’ in situ search decisions (e.g., changes of search tactics) and levels
of satisfaction. However, as discussed above, before we could revise user models
and metrics from reference dependent perspective, as the starting basis, researchers
need to accumulate solid direct evidences on the roles, changes, and impacts of in
situ reference points in search interactions through properly designed user studies.
Searchers’ reference points could come from their pre-search beliefs and existing
knowledge, in situ search expectations, prior search gains and efforts during the
same session, as well as past search experience under similar motivating tasks and
search scenarios (e.g., a recurring daily task in workplace).

As presented in the examples above, a final outcome could be perceived as either
gain or loss, depending on their relative changes to the reference point. Based on the
observations on people’s responses to perceived gains and losses, researchers have
identified another effect related to reference dependence, namely, loss aversion,
which causes asymmetric sensitivity to gains and losses of the same size
(if quantitatively measurable) and other related impacts on decision-making activi-
ties, such as endowment effect and status quo bias. The following sections will
discuss loss aversion bias as well as other related effects in detail.

4.4 Loss Aversion, Endowment Effect, and Status Quo Bias

According to the empirical evidence (at both behavioral and neural levels) on loss
aversion from behavioral science experiments (e.g., Alesina & Passarelli, 2019; Erev
et al., 2008; Gächter et al., 2022; Tom et al., 2007; Tversky & Kahneman, 1991),
when changes relative to certain reference points occur, people tend to be more
sensitive to the losses than to gains. In other words, it is always better to not lose $5
than gain $5. A major increase in product quality may not cause much improvement
on customer satisfaction and adoption. However, a slight decrease in product quality
from the current status may lead to a quick, major drop in customers’ product ratings.

In addition, people are generally more sensitive to the impacts of a difference on a
dimension when the difference is perceived as a loss, compared to other dimensions
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where the same or similar size of changes is perceived as gains. Consider the
example presented in Fig. 4.2. Assuming there is only one dimension, work-home
distance, considered in decision-making evaluation, then the person in situation A is
happy to see the decrease of the distance after moving to apartment B. However, if
this apartment moving also involves a perceived loss on another dimension, such as
higher rents, increased distances from home to supermarkets, or worse school
district, then the option may be viewed differently. If the losses and gains are both
quantifiable and can be compared with the same unit (e.g., assuming that both losses
and gains could be calculated using dollar amounts), then for the same amount of
losses and gains on different dimensions, people are more sensitive to the dimen-
sions where losses compared to the status quo are perceived.

The effect of loss aversion can be written as follows:

f 0 -Δð Þ> f 0 Δð Þ> 0 ð4:6Þ
Δ= ogain - ref 4:7

-Δ= oloss - ref 4:8

ω -Δa >ω Δb 4:9

whereΔ (Δ> 0) represents the perceived difference between the current outcome
being evaluated and the corresponding reference point. We use a and b to denote two
different dimensions over which perceived differences are evaluated by decision
makers. Note that the changes of perceptions can be caused by both the variations in
the outcome (e.g., waiting time in dentist office increases from 15 min to 30 min) and
the changes in reference points alone (e.g., expected waiting time increases from
10 min to 35 min). The transitions between gains and losses (not necessarily the
changes in outcomes) often lead to significant changes in people’s decisions and
sensitivity to the variations relative to the reference point. In addition, as it is
presented in Formula (4.9), the same difference between two options or statuses is
often assigned a greater weight by individuals if the difference is perceived as a
difference between two losses or disadvantages relative to a reference point. In
naturalistic settings, however, it could be challenging to quantitatively measure
and compare the differences which occur on different dimensions of the possible
outcome from an option.

To explore the neural basis of loss aversion, Tom et al. (2007) conducted a study
on participants’ brain activities under simulated gambling tasks. Their results indi-
cate that when potential gain increases in gambles, there was a broad range of areas,
including midbrain dopaminergic regions and their targets, showing increased brain
activities. Meanwhile, potential losses perceived by the participants were associated
with decreasing activity in several of the gain-sensitive regions. Based on this
finding, the researchers proposed that individual differences in behavioral-level
loss aversion can be estimated and predicted based on neural-level loss aversion
signals, such as activities in prefrontal cortex and ventral striatum. Similarly,
Canessa et al. (2013) further investigated individual differences in loss aversion
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tendencies with functional magnetic resonance imaging (fMRI)-based measures and
found that behavioral loss aversion is associated with several neural systems and
regions, suggesting both structural and functional individual differences that can be
related to financial outcomes of decisions under uncertainty.

Apart from loss aversion effect per se, empirical findings from a series of classic
and recent behavioral experiments demonstrate that loss aversion has several imme-
diate consequences and impacts in decision-making activities and is associated with
several other types of human biases as well. For instance, Kahneman et al. (1986)
have conducted a series of experiments on loss aversion in a classroom setting. In
one of the experiments, the researchers presented a decorated mug (market value of
around $5) to one third of the students who participated in the research study. The
participants who received the mug were asked to give an acceptable price for selling
the mug to others, ranging from $0.50 to $9.50. For the rest of the participants,
researchers offered another questionnaire and asked them to indicate their prefer-
ences between a mug and a certain amount of money within the same price range.
Under this setting, selling the mug would be considered as a loss to the students who
already received the mugs. However, for the students who did not receive them (i.e.,
the “choosers”), they would consider a mug (if they decide by choose or buy it) as
a gain.

The experimental results echo the findings on loss aversion from other studies and
confirmed the effect of instant endowment. The median value of the mug evaluated
by the sellers (students who received mugs at the beginning) was $7.12. However,
for the choosers, the median value was $3.12. The experiment was repeated and
yield similar results ($7.00 vs. $3.50). This consequence of loss aversion is defined
as endowment effect: the loss of value or utility associated with giving up a valued
item is greater than the perceived utility associated with obtaining the item
(Kahneman et al., 1986; Tversky & Kahneman, 1991). The significant gap between
selling and buying prices demonstrates the effects of endowment and contradicts
with many formal economic models where the perceived cost of a product or activity
is considered consistent and fixed among different individuals. This endowment
effect is also empirically confirmed in several recent studies conducted in various
domains and settings (e.g., Hubbeling, 2020; Knetsch &Wong, 2009; Knutson et al.,
2008; Morewedge & Giblin, 2015), which partially justifies the importance of
examining this effect as well as human biases in general in broader decision-making
contexts and more diverse disciplines, including information seeking, retrieval, and
recommendation.

Another widely examined consequence associated with loss aversion is status
quo bias (Tversky & Kahneman, 1991). In many decision-making scenarios, the
retention of the status quo is often one of the key options. For instance, traders in
stock market can choose to keep current stocks in their accounts. Employees who
have been working in a company for years often tend to stay in their positions despite
of the possible opportunities of getting promotions and pay raises in different places.
When a medical plan or subscription plan is designated as the default plan,
employees are more likely to stick to the plan, year after year, despite the opportu-
nities of annual plan review and modifications. This may be because (1) when a
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status quo as a long-term reference point is fully established in mind, people tend to
be highly sensitive to even slight changes near the reference points, especially the
ones that are perceived as losses (e.g., increased transportation time after job change;
high salary but also higher health insurance premium in a new company), and
(2) staying with the status quo option could help people resolve possible cognitive
dissonance (Akerlof & Dickens, 1982; Bem, 1967; Cooper, 2019; McGrath, 2017)
and keep their current behaviors consistent with established habits, beliefs, and
perspectives.

In behavioral experiments, researchers found that when an option in a simulated
decision-making scenario is designated as the default status quo, participants’
choices are systematically biased toward the status quo, especially under the situa-
tions where they are not familiar with the decision-making task (Fleming et al., 2010;
Kim & Kankanhalli, 2009; Samuelson & Zeckhauser, 1988). Researchers also found
that when changes to status quo or default option become inevitable, people would
prefer the option that brings slight changes to current status quo than the ones that
cause larger changes (Tversky & Kahneman, 1991). For instance, when choosing
between different medical plans and retirement plans, employees may be more likely
to choose among the ones that are closest to the current default plan offered to them
(with minor revisions on a few items), rather than the ones that come with major
changes on a broad range of items and restructure the entire plan.

Fleming et al. (2010) explored status quo bias at neural level by investigating the
ways in which neural pathways connecting cognitive activities with actions modu-
late status quo acceptance (or rejection), especially in situations where the status quo
is suboptimal and more errors could occur when the default option is selected. The
researchers found a selective increase in subthalamic nucleus (STN) when the status
quo option is rejected under heightened decision difficulty. Also, researchers found
that inferior frontal cortex generates an increased modulatory effect on the STN
when individuals switch away from the status quo and choose non-default options.
Findings from Fleming et al. (2010) provide a neural-physiological basis for exam-
ining the role of status quo, especially in difficult decision-making tasks.

Similarly, Yu et al. (2010) also adopted a neuroscience approach to investigating
status quo bias and demonstrated that the increased tendency of moving away from
the default option is closely related to the reduced activity in the anterior insula.
However, the tendencies and decisions to select the default activated the ventral
striatum, which is the same reward area as seen in winning. Yu et al. (2010)’s work
emphasizes the aversive processes in insula as the underlying neural mechanism
behind the status quo bias and echoes relevant findings from classic behavioral
experiments (e.g., Samuelson & Zeckhauser, 1988). More details regarding the
experimental design and specific changes in neural metrics under different condi-
tions are reported in the original research papers.

Beyond the impacts of loss aversion, Samuelson and Zeckhauser (1988) noted
that status quo bias could also be triggered by other contextual factors, such as
switching and transaction costs, mental demands of thinking and evaluation, as well
as psychological commitment to prior decisions, even in the cases where loss
aversion effect is absent. This finding suggests that there are a variety of motivations
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Fig. 4.3 Reference dependence and related human biases

that could push people to existing strategies, options, and default plans and that
researchers and designers need to consider a broad range of factors, instead of merely
focusing on calculatable losses and gains, when seeking to design effective inter-
vention techniques, nudging tools, and system recommendation to change people’s
decisions (e.g., Bonnichsen & Ladenburg, 2015; He & Cunha, 2020). For instance,
Kim and Kankanhalli (2009) indicate that status quo bias often triggers user resis-
tance to the implementation of new information systems and leads to the failure of
new systems. To manage and resolve the issue, researchers investigated the forma-
tion of status quo bias and also explored the internal and external factors that mediate
and reinforce the impacts of status quo bias and user resistance. Based on the survey
data collected from the employees of an IT service company where a new enterprise
office system is deployed, Kim and Kankanhalli (2009) developed a structural model
to characterize user resistance and demonstrated that learning and switching cost
mediates the impacts of other factors (e.g., opinions and choices of other employees,
self-efficacy) on user resistance. Also, perceived value of the new system and
organizational support can also help mitigate status quo bias and reduce user
resistance to new systems.

To illustrate the connections among different concepts (e.g., gain, loss, reference
point) and biases, Fig. 4.3 presents the structure of reference dependence as well as
the associated effects, including loss aversion bias, endowment effect, and status quo
bias. Note that the initial endowment and status quo can also be considered as
reference points based upon which people compare and evaluate actual or estimated
outcomes associated with available options. There are also other types of reference
points, such as initial beliefs and knowledge, in situ expectations, and past experi-
ences under the same or similar tasks. Our understanding is that reference depen-
dence can serve as the role of a fundamental framework, which can help us better
understand the nature of multiple associated human biases, such as framing effects,
anchoring biases, and confirmation biases. We will discuss more diverse types of
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Fig. 4.4 Reference
dependence effect in vision
[This example is adapted
from the reference-
dependence vision example
offered in Kahneman (2003)
(p.1455, Fig. 5)]

possible reference points and corresponding consequences in decision-making in the
following sections.

Note that in addition to cognitive impacts, reference-dependence effect also
happens at perceptual level. To illustrate the perceptual effects of reference depen-
dence, Fig. 4.4 presents filled circles with different levels of luminance. Although
the two enclosed circles have the same level of luminance, they do not seem to be
equally bright: the inner circle in Fig. 4.4a seems to be brighter than its counterpart in
Fig. 4.4b. This phenomenon demonstrates that the perceived brightness is not only
controlled by the absolute luminance of an area but also affected by the background
used as an implicit reference. Similar to this example, vision researchers have also
explored the role of reference in distance estimation and found that the orientation of
the body and the visual environment, both of which can alter the current reference
points, have significant impacts on people’s perceived distances (Harris & Mander,
2014). Similar reference-dependence effect was also found in the variations in
people’s perceived sizes of the same object under different reference distances
(Barac-Cikoja & Turvey, 1995). This perceptual dimension of reference dependence
may also affect other aspects of decision-making and is certainly relevant to graph-
ical user interface (GUI)-based human-information interactions. For example, dif-
ferent color combinations and backgrounds may change the perceived saliency of
certain items and thereby affect the distribution of attention and user actions across
different rank positions.

In information seeking and retrieval, users’ interactions with information and
information systems may also be affected by loss aversion bias, endowment effect,
and status quo bias. For instance, due to the impacts of loss aversion, a decrease in
the quality of current SERP relative to the most recent one may cause local changes
in a user’s current search strategies (e.g., reformulating a completely new query,
abandon current SERP without clicking or careful examining the ranked search
results), despite the possibility that the current search path is correct and may
eventually lead to a series of useful documents for completing the search task at
hand. Also, because of status quo bias, users may choose to stick to the default
information sources that they are most familiar with (e.g., a specific online forum, an
expert’s blog site) and pay less attention to less familiar sites. However, the default
status quo options may not cover all necessary information under all tasks. In
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addition, when users already learned sufficient knowledge and accumulated rich
experience regarding the current system they are using, they are less likely to accept
or try to learn the operations of a new search system, despite the fact that the new
system could be more efficient in processing regular information-intensive work
tasks and supporting information sharing and communications among workers and
may significantly improve their productivity of information seeking and task per-
formances. Our hope is that through the synthesis and analysis of empirically
confirmed behavioral economics theories on biases and bounded rationality, readers
can better understand the nature of decision-making under uncertainty and further
explore the implicit connections between different factors associated with human
biases and components of formal user models.

4.5 Expectation (Dis)confirmation Theory

In addition to the effects discussed above, another bias related to reference depen-
dence is expectation confirmation or disconfirmation, which is widely examined in
different application scenarios in the area of management information system (MIS)
(e.g., Lankton & McKnight, 2012; McKinney et al., 2002; Oliver, 1980; Venkatesh
& Goyal, 2010). Among different applications and subdomains, one of the fre-
quently studied is information systems adoption. According to the core arguments
in expectation disconfirmation theory (EDT) (Oliver, 1980; Venkatesh & Goyal,
2010), users’ acceptance and adoption of a new information system are not only
affected by the perceived performance of the system but also shaped by their
pre-adoption expectations. Users’ post-adoption satisfaction is determined by the
disconfirmation of beliefs, which is closely associated with the difference between
pre-adoption expectation (as users’ reference points for post-adoption judgments)
and users’ perceived performance.

Users’ continuance intention on information systems is a central topic of study to
both information systems research and service providers in online platforms. Many
empirical experiments found that users’ satisfaction and continuing use of a new
information system depend on the status of expectation confirmation (Lankton &
McKnight, 2012; Oliver, 1980). Bhattacherjee (2001) proposed an expectation-
confirmation model to investigate users’ information systems continuance behavior.
The study found that users’ continuance intention is influenced by their satisfaction
with information systems use and perceived usefulness of continued use of the
system. User satisfaction with the system is affected by their confirmation of
pre-adoption expectation from prior experience of information system use and
expected usefulness. Similarly, Venkatesh and Goyal (2010) developed a polyno-
mial modeling of expectation disconfirmation and incorporates multiple related
factors into the model, such as cognitive dissonance, job preview, as well as factors
of technology acceptance model (cf. Venkatesh & Davis, 2000) and prospect theory,
which directly involves the role of reference dependence (cf. Kahneman & Tversky,
2013; Tversky & Kahneman, 1992). Venkatesh and Goyal (2010) showed that
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Fig. 4.5 The structure of expectation confirmation theory

expectation disconfirmation is in general bad for information systems adoption and
reduces users’ behavioral intention to continue their usage of new systems in both
positive and negative disconfirmation scenarios. Beyond behavioral level, Fadel
et al. (2022) conducted an fMRI study on expectation disconfirmation in the context
of information filtering in electronic networks of practices. The results of their
neuroimaging experiment show that there are neural activation differences between
expectation confirmation and disconfirmation states and also between unexpected
gains and unexpected losses. Thus, to successfully implement new information
systems, researchers and system designers need to systematically examine target
users’ expectations regarding system layout, performance, as well as other related
aspects and their previous experiences and beliefs based on which pre-adoption
expectations are built.

Based on previous empirical research and theoretical developments in this area
(e.g., Bhattacherjee, 2001; Fadel et al., 2022; Oliver, 1980; Venkatesh & Goyal,
2010), Fig. 4.5 illustrates the structure of EDT under the theoretical umbrella of
reference dependence and includes the factors that may affect different aspects of
expectation confirmation. Similar to Fig. 4.3, we emphasize the difference between
reference dependence model and traditional non-reference model and hope that these
highlighted differences could help students and young researchers better identify the
gaps between widely used final-outcome-based models in IR and EDT/reference
dependence model.

Note that other types of human biases and situational limits may also come into
play at different parts of the model. For example, depending on users’ knowledge
structure, immediate information needs, and existing beliefs and biases, their per-
ceived system performance could systematically deviate from the actual perfor-
mance (if objective unbiased measurement of performance is possible) to varying
degrees. Also, users’ perceptions regarding expectation disconfirmation may also be
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affected by other factors, such as learning costs, emotional states, and the adoption
behavior of peer users.

User expectation is an important form of reference point and could affect people’s
interactions with information systems at both single-iteration (e.g., single query-
SERP response) and whole-session levels. In multi-round user-system interactions,
such as interactive information searching, it would be useful to investigate the effects
of both pre-interaction expectations (e.g., expectation regarding the overall dwell
time and efforts based on previous experience under similar tasks) and in situ
expectations (the local, temporary expectations established and constantly revised
based on the experienced gains and efforts in ongoing sessions). Although we have
accumulated rich empirical evidences regarding pre-interaction expectations, such as
expected task difficulty and task complexity measured through pre-search question-
naires (e.g., Arguello, 2014; Capra et al., 2018; Choi et al., 2019; C. Liu et al., 2014;
O’Brien et al., 2020), the latter type of expectations, which may play an even more
important role in affecting interaction effectiveness, in situ judgments, and whole-
session experiences, still remains largely understudied in information seeking,
retrieval, and recommender systems research, with few exceptions (e.g., Liu &
Shah, 2019).

4.6 Framing Effect, Confirmation Bias, and Anchoring Bias

The sections above discuss several types of perceived quantitative changes under the
influence of biases and explain how they might lead to suboptimal and boundedly
rational decisions, both within and outside information seeking and retrieval. In
addition to the measurable quantitative changes (e.g., price drops and increases,
changes of daily work commute time), people’s decisions could also be affected by
biases and limits in a more qualitative manner, which may not be quantitatively
measurable in some decision-making scenarios. For instance, people’s perceptions
may be affected by the description narrative of the options, which could be framed as
either losses or gains. In addition, people are more likely to accept the options or
overestimate the usefulness of certain documents if these options or documents are
consistent with people’s existing beliefs and knowledge. We discuss these types of
human biases and their impacts in this section.

In classic economic model, the invariance of individuals’ preferences is a funda-
mental assumption that facilitates the analysis of economic behaviors and enables
researchers to represent individuals’ preferences with preference indifference curves
(Mankiw, 2014; Schumm, 1987). Specifically, microeconomic models often assume
that individuals’ preferences are not influenced by inconsequential variations in the
description of outcomes (when the nature of the outcomes remain the same). This
assumption, which has been called extensionality and invariance, helps researchers
bypass the problem of in situ variations of individuals’ intents and preferences and
reduces the computational complexity of predicting people’s preferences for varying
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combinations of goods (Tversky & Kahneman, 1986). The assumption of preference
invariance is also considered as a key aspect of rational decision-making.

While the assumption of extensionality and invariance underpins various formal
models of individual choices and decision-making, it contradicts with empirical
evidences on real-life individuals’ perceptions of options and outcomes. Specifi-
cally, some behavioral economics researchers found that individuals’ preferences are
affected by framing effects, where the extensionally equal descriptions of outcomes
(only altering the narrative regarding certain salient aspects of the problem, without
changing the substances of the problem and outcomes) can lead to systematically
difference choices (Kahneman, 2003). Therefore, it would be difficult to map
expected utility (cf. Harrison, 1994) to users’ preferences as the perceived value of
options and potential outcomes could be changed without touching the actual utility
or manipulating the nature of decision-making problem. Beyond traditional eco-
nomic decisions, people’s preferences could also be easily altered by changing the
layout and framing of accessible options (e.g., the presentation of ranked search
results and social media information, different design of advertisements, and
clickbait information on SERPs and Web pages).

To better explain framing effects, Tversky and Kahneman (1985) offered a
discussion on a hypothetical problem that was presented to their study respondents.

Problem: The Asian Disease

Imagine that the United States is preparing for the outbreak of an unusual Asian disease,
which is expected to kill 600 people. Two alternative programs to combat the disease have
been proposed. Assume that the exact scientific estimates of the consequences of the pro-
grams are as follows.

To measure the possible impacts of framing, Tversky and Kahneman (1985)
designed two different versions of the program descriptions by altering the
highlighted salient aspects of the programs but keeping the actual content of the
programs unchanged.

Program Description: Version 1

If Program A is adopted, 200 people will be saved; if Program B is adopted, there is a
one-third probability that 600 people will be saved and a two-thirds probability that no one
will be saved.

Program Description: Version 2

If Program A’ is adopted, 400 people will die; if Program B’ is adopted, there is a one-third
probability that nobody will die and a two-thirds probability that all 600 people will die.

Under the same problem statement, the two versions of program descriptions
were presented to respondents. Note that under classic economic models, peoples’
preferences should not differ between Program A and Program B as they come with
the same expected utility score on the dimension over which they were compared.
Interestingly, however, the results of this rational mathematical analysis, which
seems to be certain and straightforward in formal modeling, clearly contradict with
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real-life people’s preferences and decisions under both versions of program
descriptions.

According to the results presented in Tversky and Kahneman (1985), in Version
1, Program A is favored by a significant majority of respondents. This result
indicates a general tendency of risk aversion. Then, another group of respondents
received the Version 2 of program description, which has no substantial difference
from the Version 1. In contrast to the results collected under Version 1, however,
researchers found that a substantial majority of respondents favor Program B’, which
suggested a risk-seeking behavior. According to Kahneman and Tversky (2013),
part of the reasons leading to this result is that outcomes that are certain are usually
overweighted in people’s decision-making compared to the possible outcomes that
are associated with high probability. In Version 2, accepting the certain death of
people in Program A’ seems to be significantly less attractive and even unacceptable
compared to the Program B’ where there is a chance that all people can be saved.
Thus, influenced by the immediate emotional response under overweighted out-
comes, people favored B’ over A’.

Tversky and Kahneman (1985)’s study demonstrates the pure impacts of framing
on people’s preferences under the controlled conditions: (1) in both versions, the two
programs are associated with the same expected utility, which allows researchers to
reveal the gap between real-life individual preferences (and the associated changes)
and fixed expected utility; (2) between the two versions, respondents’ preferences
changed drastically only because the framing of available options were modified
(with different salient aspects being emphasized).

Related to status quo bias, researchers also found that when options are framed as
default choices, people are more likely to directly accept them in decision-making
tasks without deliberate thinking and judgments. For instance, Johnson and Gold-
stein (2003) examined the enrollment rates in organ donation programs in seven
countries and found a significant difference in enrollments depending on the ways in
which the organ donation option was framed: in countries where organ donation was
framed as the default option, the (automatic) enrollment rate was 97.4%; however, in
places where non-enrolment was set as the default choice, the enrollment rate
dropped drastically to only 18%. Similarly, Goswami and Urminsky (2016) studied
the effect of certain amounts framed as default on charitable donations and found
that (1) when setting a low amount as the default donation, it reduces average
donation amounts among all donors, and (2) default option as a “distraction” can
reduce the impacts of other informational cues, including positive charity informa-
tion. Both of these studies confirm the impacts of framing certain options as default
plans on people’s perceptions and decisions.

Figure 4.6 offers a general form of framing effect in the context of decision-
making under uncertainty, which is inspired by a series of behavioral experiments
conducted by Tversky and Kahneman. Regarding the default or status quo bias (e.g.,
Johnson & Goldstein, 2003), the option that is set as default can also be considered
as a highlighted salient aspect or option, and the change of default option could cause
significant changes in people’s perceptions and emotional responses to the same
option and thereby affects the final decision-making activities.



114 4 Bounded Rationality in Decision-Making Under Uncertainty

Fig. 4.6 Framing effect

Studies discussed above demonstrate the basic principle of framing effect: people
often passively accept the formulation given and are easily influenced by the
highlighted salient aspects of problem, without carefully examining the presented
extensionally equivalent descriptions of the problem (Kahneman, 2003). This fram-
ing effect, which could lead to suboptimal and boundedly rational decisions, is
usually caused by the limit of cognitive resources. With a finite mind, decision
makers cannot afford fully examining all possible options and differentiate different
versions of extensionally equivalent descriptions. Thus, the assumption of invari-
ance in individuals’ preferences is not tenable in most cases. Researchers need to
recognize the limited room within which people’s cognitive systems operate and
pursue good enough outcomes among accessible options (Kaufman, 1999).

Confirmation bias can be considered as an extension of reference dependence,
where the reference is existing knowledge and beliefs, expectations (e.g., regarding
content of the retrieved information objects), or hypotheses in mind. According to
Nickerson (1998), the term confirmation bias characterizes the tendency or behavior
of seeking or interpreting evidences in ways that support or confirm existing beliefs
and expectations established beforehand. Confirmation bias is one of the most
widely known problematic aspect of human reasoning and judgment (Evans,
1989). The behavioral impacts of confirmation bias have been observed and inves-
tigated in a broad range of experimental settings and real-world contexts. For
example, based on the observation on US foreign policies, Tuchman (1984) argued
that due to the effects of confirmation bias, once a policy has been established and
implemented by a government, there would be a series of subsequent activities, from
the same government, which try to justify the policy. During the justification
process, decision makers often focus on reinforcing the justifications and insist on
a rooted notion, regardless of contrary evidence coming up from multiple sources
(Tuchman, 1984). Under the influence of confirmation bias, a policy or conclusion
made by decision makers could be biased and become increasingly difficult to
correct as more justifications and supporting evidences pile up over time.
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Fig. 4.7 Confirmation bias

Based on the research findings discussed above, Fig. 4.7 summarizes the under-
lying mechanism of confirmation bias. The confirmation bias also frequently occurs
in scientific fields. according to Nickerson (1998), although the falsifiability princi-
ple has been widely accepted as part of the foundation by the scientific community,
“one would look long and hard to find an example of a well-established theory that
was discarded when the first bit of disconfirming evidence came to light” (p.206).
Lehner et al. (2008) examined confirmation bias in experimental tasks where
participants were asked to draw inferences from a small set of evidences.
Researchers found that professional analysts as participants were also subject to
the impact of confirmation biases in complex analysis tasks, such as law enforcement
investigations, intelligent analysis, and financial decision analysis. Their findings
also indicated that applying the analysis of competing hypotheses (ACH) can
mitigate the confirmation bias in judgments. Kappes et al. (2020) investigated the
hidden neural mechanism underlying confirmation biases by examining the utiliza-
tion of others’ opinion strength in judgments. Their results show that existing
judgments as the established references can change the neural representation of
information strengthen. Consequently, individuals become less likely to change
their opinions when facing disagreements or disconfirming evidences.

The effect of confirmation bias could also be interpreted from loss aversion
perspective. Specifically, when encountering disconfirming evidences or disagree-
ments from others, a decision maker needs to choose between further reinforcing or
justifying their existing beliefs or abandoning their existing beliefs or hypotheses
and exploring alternatives. However, the establishment of existing beliefs often
comes with certain costs or efforts (e.g., learning knowledge from reading books
and papers, reaching a consensus or common hypothesis among a group of people).
Thus, abandoning the beliefs could be perceived as a loss of “rewards” obtained
through past efforts. Furthermore, it may also weaken or overturn other related
beliefs, expectations, and hypotheses that individual decision makers have in
mind, which thereby further increases the potential loss of accepting alternative
opinions or conclusions. In the scientific community, the ubiquitous of confirmation
bias may also contribute to survivorship bias: the statistically insignificant
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differences (or null hypothesis not being rejected) and results that disconfirm well-
established theories may end up being rejected by researchers themselves at different
stages of their studies (Liu, 2021). Consequently, the “successful confirmations”
supported by empirical evidences may be overrepresented through publications and
further reinforce related biases or even mistakes in scientific research.

Anchoring bias could be considered as a special type of reference dependence,
where people’s opinions and decisions are heavily influenced by the first piece of
information encountered (Tversky & Kahneman, 1974; Caputo, 2014). For instance,
when exploring an unfamiliar topic, people’s opinions are often significantly
affected by the initially collected information, which may not be relevant or useful
for addressing the immediate information need. Similar to confirmation bias, anchor-
ing bias could also come from prior experience and existing beliefs and affects the
way in which people process newly encountered information on related problems
(Lau & Coiera, 2007). To explore the quantitative form of anchoring, Chapman and
Johnson (1994) conducted a controlled experiment where participants were asked to
evaluated the value of monetary lotteries under the influence of several predesigned
anchors. The study results demonstrate that anchoring bias has its boundaries:
(1) people are less likely to be affected by implausibly extreme anchors that go
way beyond the fair value ranges of the items being evaluated, and (2) anchor and
preference judgment needs to be comparable and be represented on the same scale.
Going beyond textual and numerical anchors, Wesslen et al. (2019) investigated the
effect of visual anchors by examining people’s interaction with a visual analytics
system under different scenario videos as visual anchor conditions. Wesslen et al.
(2019) found that manipulating the initial visual anchors can affect users’ interaction
activities, confidence, speed, and even accuracy in some cases. These studies
explored anchoring biases over multiple aspects and demonstrate the ubiquitous
and multidimensional effects of anchoring in human judgments.

Related to the anchoring bias explained above, people’s judgments, especially in
sequences of interactions and evaluations, are often affected by priming effect.
Priming refers to the situations where an individual’s early exposure to a certain
type of stimulus affects their reactions and judgments on subsequent stimuli (Tipper,
1985; Kahneman, 2003). The stimulus could be initially encountered information or
opinion, early response of a system to certain actions, as well as some other types of
externally provided signals prior to the judgment and decision-making tasks. When
encountering the initial stimulus, people may activate certain mental concepts or
memories that affect their subsequent perceptions and associated actions.

Similar to anchoring, according the empirical findings from a series of behavioral
and psychological experiments, priming could also happen at multiple aspects and
dimensions, such as behavioral, cognitive, and affective dimensions (e.g., Dennis
et al., 2020; Kreuter et al., 2000; Kristjánsson & Ásgeirsson, 2019; Spruyt et al.,
2002). Methodologically, it is worth noting that the observed priming effects in
experiments and participants’ behaviors are also affected by experimenter belief and
thus need to be examined under double-blind experiment designs (Gilder & Heerey,
2018). In the context of information seeking and retrieval, Scholer et al. (2013)
investigated the effects of threshold priming in relevance evaluation sessions and
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found that the quality and relevance of initially encountered documents will shape
people’s relevance thresholds in mind and thereby affect their evaluation of subse-
quently presented documents under varying topics. Beyond controlled experimental
settings, the threshold priming effects may also influence people’s in situ search
expectations and judgments of retrieved information in real-world information
seeking and searching episodes over multiple evaluation dimensions, such as in
situ relevance, usefulness, credibility, and informativeness.

In summary, based on the discussions above, we conclude that framing effect,
confirmation bias, anchoring bias, and priming effect can affect people’s judgments
and choices in different ways and that the underlying mechanisms behind these
biases can be interpreted from a reference dependence perspective. Incorporating the
appropriate representations of these biases into formal user models would allow
researchers to better characterize the individual differences in interactions with
information systems and also predict people’s interaction behaviors, perceived
performance, and overall experience in a more accurate manner.

4.7 Decoy Effect

As shown in studies on reference dependence and framing effects, people’s prefer-
ences could be influenced or even manipulated without any change in the nature of
presented options or estimated outcomes (Kahneman, 2003; Tversky & Kahneman,
1985). In a wide range of decision-making scenarios, people’s decision-making
activities could be systematically changed with revised or newly introduced refer-
ence points. These reference points can be explicit new options that directly change
people’s perceptions regarding existing options and associated outcomes. They can
also be implicit changes in existing options, such as the change in highlighted salient
aspects of current choices. In many controlled experiments and simplified economic
analyses, the change of references could be measurable and quantitatively presented
to decision makers, such as changes in the reward amount associated with each
choice and the related possibility, despite the fact that this information might be
difficult to obtain in real-life scenarios, especially for individuals. However, in many
cases, the change of reference points might be qualitative in nature and difficult to
quantitatively compare, such as the establishment and changes of existing beliefs or
the content of initially encountered information, which may trigger confirmation bias
and anchoring bias in information evaluation.

Decoy effect in decision-making usually happens in situations where a new option
as reference point is introduced. Specifically, according to studies on decoy effect
(e.g., Highhouse, 1996; Kahneman, 2003; Wedell & Pettibone, 1996), individuals’
preferences for options A and B may change from A to B, if a third option C is
included in the decision-making conditions, where option C is clearly inferior to
option B, and this significant difference is perceived by the decision maker. Partic-
ularly, decoy effects could also occur in situations where the presented options A and
B are not really comparable as they may have their respective advantages and
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Fig. 4.8 Decoy effect

disadvantages on different dimensions. Under this circumstance, when an option C
is introduced to the decision-making problem, which is inferior to option B over the
same dimension(s), then option B may appear to be more attractive than not only
option C, but also option A. By introducing a new reference point and creating the
environment of asymmetric dominance, decoy option may lead to significant
changes in individuals’ perceptions and in situ preferences without introducing
any change to existing options under consideration.

Figure 4.8 illustrates the structure and basic conditions of decoy effect. As it is
shown in the Figure, the original decision-making scenario involves option A and
option B. The assumption is that the two options can be evaluated over two
dimensions, α and β. Option A and option B have their own respective advantages
and disadvantages when comparing with each other, so it might be difficult for
people to decide which choice to take, especially when the weights of each dimen-
sion is uncertain. However, when the decoy option C is added, it is clearly inferior to
option B (αB > αC; βB > βC). This difference may make option B more attractive to
individuals because if this option is taken, the decision maker will perceive a gain
through the decision compared to the added reference point C.

Within the basic structure presented in Fig. 4.8, more concrete examples can be
introduced. For instance, suppose Tom is deciding between a hamburger and an
apple as his breakfast choice. This decision could be difficult to make as these two
options have their respective advantages: apple is healthier and fresher, but
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hamburger tastes better (at least to some people). However, if we include a decoy
option, a rotten apple, as a candidate option besides the original options, then it
would make the apple option more attractive to Tom. Therefore, we can probably
nudge Tom to the healthier option without changing the original options at all. When
people are making judgments under the operations of System 1 and with limited
cognitive resources, they could not fully examine the actual utility and risk associ-
ated with each option. Under this circumstance, evaluating options based on per-
ceived gains relative to references would serve as a mental shortcut that allows
individuals to save time and cognitive resources in decision-making activities.

Similar to other triggering factors behind boundedly rational decisions discussed
above, the behavioral impact of decoy options has also been examined in a wide
range of application scenarios, such as consumer purchase behavior (e.g., Gonzalez-
Prieto et al., 2013; Wu & Cosguner, 2020; Zhang & Zhang, 2007), travel and
tourism (e.g., Josiam & Hobson, 1995), medical decision-making (e.g., Stoffel
et al., 2019), and food preferences (e.g., Wu et al., 2020). Hu and Yu (2014) went
beyond behavioral level and examined the neural correlates of decoy effect in human
decisions through fMRI analysis. The experimental results indicate that perceptual
salience associated with anterior insula activation triggers heuristic decision-making
under the presence of decoy option and that the activity in anterior cingulate cortex
can reliably predict a decreased susceptibility to the decoy effect. This result
suggests that actively rejecting the effect of decoy options and heuristics is cogni-
tively taxing to decision makers.

Similar to framing effect, empirical evidences on the behavioral impacts and
neural correlates of decoy options clearly contradict the “context invariance” axiom
that underpins a wide range of individual decision-making models and evaluation
metrics in economics studies and beyond. When examining users’ evaluations and
comparisons of multiple options, such as different systems and ranking algorithms,
recommendations, and retrieved results of varying types, it would be critical to
identify the potential decoy options and incorporate decoy effect into user represen-
tation and behavior prediction models.

4.8 Peak-End Rule, Recency Effect, and Remembered
Utility

Apart from comparing individual, discrete options based on perceived gains and
losses, people also need to evaluate extended episodes or sequences of actions and
outcomes. During the evaluation, people’s perceived or remembered utility may be
inconsistent with the actual experienced utility during the episode being evaluated.
Certain key points in the episodes may have a major impact on whole-session
evaluation, such as peak value points (e.g., the action the brings in the highest
amount of marginal gains), end value points (the in situ experience in the most
recent round of iteration), and initial experience at the beginning of the episodes
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(Kahneman, 2003). Therefore, using widely applied simple representations, such as
the average value across the entire episode or total sum value in the episode, may not
be able to accurately predict people’s remembered utility and their subsequent
actions or changes in current decision-making strategies. As it is represented in the
preliminary framework in Chap. 3, this variation in remembered utility across
different moments could be represented by a customized weight distribution function
that assigns relatively higher weights to certain key points. The variations of in situ
remembered utility could mostly be characterized by the theories on peak-end rule
and recency effect in the evaluation of extended episodes.

One of the classic examples that best illustrate the peak-end rule is the colonos-
copy experiment conducted by Redelmeier et al. (2003). In the experiment, patients
who participated the study reported their perceived intensity of pain every 60 s
during the colonoscopy procedure, so that researchers can track and calculate the in
situ version of perceived pain. All patients went through roughly the same colonos-
copy procedure. Thus, for the main procedure part where colonoscopy screenings
were performed, patients experienced similar levels of total perceived pain. How-
ever, for half of the patients, physicians did not remove the colonoscopy instrument
immediately after the clinical examination. Instead, they waited for a short period of
time before removing the instrument. As a result, this half of patients experience an
extra period of uncomfortable experience, for which the pain intensity was certainly
lower than the actual clinical examination process.

After all procedures were completed, participants were asked to rate their overall
experience with their colonoscopy procedures. The results indicate that although the
participants who went through an extra period of waiting time have a higher amount
of total perceived pain (calculated based on the data collected on in situ pain reports),
they reported a higher rating for the overall experience than the group of patients
who went through a regular colonoscopy process. This is because people’s remem-
bered experiences or utility regarding an extended episode are heavily influenced or
determined by certain typical moments. Although the “extended procedure” includes
an extra waiting period, it also significantly reduced the in situ pain intensity at the
end of the episode. Thus, with the peak pain intensity level remaining roughly the
same across all patients, the extended procedures offer a better ending for the overall
experience, which leads to higher scores in retrospective evaluation from patients.
This phenomenon can also be considered as a demonstration of recency effect, where
people’s memory of an episode is largely affected by the in situ experience from the
most recent moment.

The peak-end rule and recency effects capture and characterize the implicit biases
and intuitive process behind extended episode evaluation (Alaybek et al., 2022),
which contradicts most simulated rational evaluation strategies but helps explain the
seemingly counterintuitive scenarios where more (in situ) perceived pain is preferred
to less as it is reflected in retrospective evaluations (Kahneman, 2003; Kahneman
et al., 1993). Findings on peak-end rule also reveal the phenomenon of duration
neglect: people’s global retrospective evaluation of an extended episode is not
closely associated with the duration of the episode (Fredrickson & Kahneman,
1993; Hands & Avons, 2001; Redelmeier & Kahneman, 1996). These biases and
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associated effects have also been empirically confirmed in other experimental
contexts, such as the perceived loudness and duration of unpleasant sounds
(Schreiber & Kahneman, 2000), evaluation of perceived water temperature in a
prolonged session (Kahneman et al., 1993), and whole-session satisfaction evalua-
tion of information retrieval (Liu & Han, 2020).

It is worth noting that the impacts of peak- and end-effects may vary across
different dimensions of human perceptions and have their boundaries and condi-
tions. For instance, Schneider et al. (2011) conducted a study on patients’ daily
recalls of pain and fatigue, which are often used as part of the basis in physicians’
clinical decision-making. Researchers found that the actual impacts of peak and end
moments on retrospective judgments varied significantly across individual patients
and that the peak-end rule did not have a significant impact on the recall of fatigue.
Similarly, Langer et al. (2005) examined the quality of retrospective evaluations of
payment sequences and found that participants’ evaluations did show the tendency
of assigning relatively higher weights to peak and end moments of sequences.
However, they also observed the empirical boundary of peak-end effect: the biased
evaluation only happened when researchers link payments being evaluated to the
performance in strenuous tasks that are strong enough to distract participants. For
simple tasks without any distraction being introduced, participants’ evaluations
tended to be normatively appropriate and were less affected by the peak and end
moments. Apart from enhancing the understanding of related human biases, study-
ing the boundaries of peak-end effects may also help researchers identify the implicit
boundaries of intuitive thinking and boundedly rational decision-making in general.

In information seeking and retrieval, evaluating whole-session human-informa-
tion interaction process has been one of the central topics to the research community
(Belkin et al., 2012). To facilitate the research on this topic, researchers can explore
different representations and weight distributions that utilize the knowledge of peak-
end rule, duration neglect, and recency effects and develop more realistic, human-
centered evaluation models for both online and offline experiments. Also, as it is
indicated in several behavioral studies, peak-end effects and recency biases have
their boundaries and conditions and may not have a significant impact in some
scenarios. Therefore, it would also be useful to explore the possible limits and
conditions associated with these effects in the evaluation of information seeking,
retrieval, and evaluation and investigate the ways in which they are connected to
widely studied contextual factors, such as users’ domain knowledge and search
skills, perceived task difficulty, and task complexity.
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4.9 Other Biases and Heuristics in Decision-Making Under
Uncertainty

In addition to the human biases and heuristics explained above, people’s decision-
making processes under uncertainty are also affected by other types of biases that
contradict with the fundamentals of various oversimplified normative models.

For instance, in contrast to the widely employed assumption of seeking maxi-
mized or optimal utility, people may actually search through the accessible solution
space and alternatives until an acceptable, “good enough” option is located.
According to Simon (1955), people usually rely on this mental shortcut, especially
in the decision-making scenarios where the optimal solution is uncertain or may
involve a series of complex, intellectually challenging, computation tasks that one
cannot afford in real-life settings. Thus, instead of finding or formulating an optimal
solution in a simulated oversimplified setting, people may satisfice through seeking
for and finding satisfactory solutions that meet their aspiration levels in a more
behaviorally realistic world. The theory of satisficing and associated bounded
rational approach to decision-making analysis cast doubts on the assumption that
people are perfectly rational and always seek for optimized outcome. Although
satisficing decision-making events are ubiquitous across different problems and
environments, it is worth noting that normative, maximizing behaviors also occur,
and the optimization and satisficing strategies tend to co-exist in real-world decision-
making practices (Simon, 1955; Schwartz et al., 2002).

Under the satisficing basis, it would be useful to explore the potential gaps
between ideal or optimized outcomes and people’s aspiration levels in specific
settings and investigate the ways in which the satisficing thresholds and aspiration
levels are related to the nature of presented options and the overall problematic
situation within which the decisions are made by people. In particular, researchers
may need to examine how people’s implicit aspiration levels are connected to
potential reference points (e.g., in situ expectations, prior experiences, existing
beliefs and knowledge) and the operation of System 1 in ongoing decision-making
processes.

Beyond individual cognitive factors and characteristics of available options,
people’s decisions are also affected by group think or herd behavior. Specifically,
people may decide to take an option or make certain decisions without deliberate
thinking or balanced evaluation of potential gains and losses. Instead, they may take
a similar option or point of view simply because other people are doing so, even in
situations where their own opinion is different from that of the majority. This effect
is also referred to as Bandwagon effect. In marketing studies, researchers found that
consumers’ behaviors are often heavily influenced by the actions taken by other
consumers on the same or similar products (Kessous & Valette-Florence, 2019).
Bandwagon effect has been examined in a wide range of application fields, such as
healthcare (e.g., Kaissi & Begun, 2008), e-commerce (e.g., Mainolfi, 2020), travel
and tourism (e.g., Abd Mutalib et al., 2017), as well as consumer purchase on luxury
(e.g., Kastanakis & Balabanis, 2012; Kessous & Valette-Florence, 2019). A more
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detailed review that reports on recent research progress on Bandwagon effects can be
found in Bindra et al. (2022).

Regarding human-information interaction, in addition to the quality of collected
information (e.g., relevance, usefulness, offline-evaluation-metric-based scores on
SERPs) and individual characteristics, researchers may also need to incorporate
popularity and other social factors (if available) into modeling and examine their
impacts on people’s opinions and preferences over different opinions, subtopics, and
specific contents. Including and representing social factors (e.g., other users’ com-
ments and activities on the same systems, events, and activities) can help design
effective social nudging tools that shape and improve users’ interactions with new
systems and programs, such as developing healthy diets, encouraging household
recycling, and improving privacy protection practices (Czajkowski et al., 2019;
Gonçalves et al., 2021; Wisniewski et al., 2017).

4.10 Summary

Continuing our exploration on developing a novel bounded rational approach to
modeling users, this chapter focuses on the research on human behavior and
cognition and discusses the research progress on the triggers and impacts of bounded
rationality, especially on the widely examined human biases and heuristics that
facilitate people’s immediate, “automatic” decision-making and judgments. We
first introduce Kahneman (2003)’s theory of two systems, which offers an overall
theoretical umbrella under which we could investigate and explain two largely
different logics and mechanisms of human decision-making processes.

Moreover, we further clarify the importance and potential of studying boundedly
rational decisions, especially for enhancing formal user models and evaluation
metrics (see Chap. 2). Specifically, this chapter expands our discussion on individual
human biases that are briefly introduced in Chap. 3 where we identify the gaps
between formal models and theories on human biases. To fully explain the role and
impacts of the biases included in discussion, we illustrate their structures and
associated factors based on previous studies, present concrete examples, and discuss
empirical findings on both behavioral and neural levels. In addition, for some of the
biases, based on relevant studies from multiple disciplines, we also explain the
boundaries and conditions for them to generate behavioral impacts. To help readers
better understand the relationships among different types of biases, this chapter also
discusses the similarities and intrinsic connections among these biases, especially
under the analytical framework of reference dependence. We hope that our discus-
sion on the behavioral impacts of human biases and heuristics as well as the
connections among them can help readers better understand and synthesize the
knowledge regarding human biases and apply the integrated knowledge in their
research agenda, both conceptually and empirically, on relevant topics.

The following chapters will build upon the discussion from current and previous
chapters and introduce recent progress and existing challenges on human-bias-
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related research in information seeking, retrieval, and recommendation. In these
chapters, we will also explain the specific implications and possible applications of
the empirical evidences on bounded rationality in building more accurate, behavior-
ally realistic user models.
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Chapter 5
Back to the Fundamentals: Extend
the Rational Assumptions

Abstract In this chapter, we revisit the fundamental formal models of IR and
associated simplified assumptions, with the goal of exploring and introducing
actionable directions toward which the assumptions can be extended to at least
partially cover the triggers and characteristics of bounded rationality. To this end,
we first categorize different types of explicit and implicit assumptions into three
groups, pre-search, within-search, and post-search, and discuss their conflicts with
empirical findings on bounded rationality. Within each group, we discuss possible
ways to extend and revise existing rational assumptions, as a key preparation for
enhancing formal user models and IR evaluation techniques. When explaining the
methods for extending rational assumptions, we also discuss related boundaries and
explain the implications for user modeling and evaluation and how these potential
boundaries are related to IIR-specific factors.

5.1 Introduction

The main goal of our book is to develop a behavioral economics framework that can
characterize the role of human biases and boundedly rational decisions, especially in
the context of search interaction and user-centered system evaluation. Also, we hope
that the knowledge shared in our work can motivate students and future researchers
to broadly explore critical, understudied research problems and hidden research
paths that would enhance bounded rational or bias-aware user modeling and evalu-
ation. In this chapter, we revisit the fundamental formal models of IR and associated
simplified assumptions, with the goal of exploring and introducing actionable
directions toward which the assumptions can be extended to at least partially cover
the triggers and characteristics of bounded rationality. Our analysis is built upon the
in-depth reviews on formal models (e.g., click models, user models of offline
metrics, formal models of search sessions) and human biases offered in Chaps. 2
and 4, respectively. This chapter also takes a step forward from the identified gaps
and preliminary framework introduced in Chap. 3 by discussing ways to extend
rational assumptions and the components of ideal models (e.g., static costs and
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rewards, optimization functions, unbiased judgments) based on relevant concepts,
theories, and empirical evidences prepared in previous chapters.

Although researchers could keep adding new parameters, representations, and
components to accommodate the impacts of various cognitive and perceptual factors
in user models, the increasingly complex models may not be practically applicable,
especially for model training and testing purposes. Also, as discussed in Chap. 4,
different human biases may operate within their respective boundaries and limits and
may involve significant individual differences in actual behavioral impacts. There-
fore, when explaining possible approaches to extending rational assumptions, we
will also discuss related boundaries and explain the implications for user modeling
and evaluation and how these potential boundaries are related to IIR-specific factors,
such as dimensions of search tasks, labels from document judgments (e.g., query-
document relevance, or qrel), as well as the characteristics of individual searchers
(Liu, 2021).

Specifically, this chapter will categorize different types of explicit and implicit
assumptions into three groups, pre-search, within-search and post-search, and dis-
cuss their conflicts with empirical findings on bounded rationality (e.g., Azzopardi,
2021; Kahneman, 2003; Simon, 1955; Thaler, 2016). Most of the existing formal
models and assumptions are proposed to characterize and simulate the activities
during search, especially in ad hoc retrieval scenarios, so that each search iteration
and query-based retrieval evaluation be analyzed and evaluated individually. How-
ever, as indicated in Chap. 4, there are factors associated with bounded rationality
that could affect people’s in situ preferences, expectations, and retrospective evalu-
ations in pre-search estimation and post-search stages as well.

Based on the identified gaps and conflicts, we will discuss possible ways to
extend and revise existing rational assumptions, as a key preparation for enhancing
formal user models and IR evaluation tools and methods. This chapter will be built
upon the gaps and three main problems introduced in Chap. 3 and discuss more
details regarding each category or phase of search modeling and the implications of
research progresses on human biases and bounded rationality for updating rational
assumptions. We believe that extending and revising existing assumptions based on
rich theoretical and empirical basis would be an appropriate initial step toward
building an actionable research agenda on bias-aware IR modeling and
implementing next-generation intelligent search systems that can mitigate the neg-
ative effects of human biases.

5.2 Pre-search Stage

In most formal models of search and implicit assumptions underpinning evaluation
metrics, factors emerging in pre-search stage, such as existing beliefs, initial pref-
erences, pre-search expectations, and motivating tasks, are not represented or exam-
ined. Although there are offline evaluation metrics that include individual
characteristics in underlying user models (e.g., patient and impatient users in
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rank-biased precision measure; Moffat & Zobel, 2008), there are still a wide range of
user features and contextual factors, especially the ones involving human biases and
bounded rationality, that are not considered in user simulation and system evalua-
tion. The implicit assumption behind this general model setup is that users’ search
behavior and strategies of search evaluation are not affected by the factors beyond
topics, queries (and associated search intents), and characteristics of retrieved doc-
uments (e.g., relevance, rank position).

A straightforward approach to revising the general assumption and enhancing
existing user models is incorporating representations of the key pre-search factors
and their associations with search interactions into models and metrics. For instance,
instead of starting with no prior preferences or expectations, different users may have
different in situ search expectations and search strategies due to their varying past
experiences under similar cases, especially in situations where the solution space of
current task is complex and uncertain. According to case-based decision theory
(CBDT) (Gilboa & Schmeidler, 1995), the extent to which past search experience
and actions affect current behaviors of decision makers depends on the perceived
similarity of the past case(s) to the current task. In addition, this basic setup of CBDT
also naturally connects to the principle of satisficing and aspiration levels in
boundedly rational decision-making processes (cf. Schwartz et al., 2002; Simon,
1955).

From the reference-dependence perspective introduced in Chap. 4 (Kahneman,
2003; Tversky & Kahneman, 1991), the effects of past similar cases on current
decision-making strategies and thresholds in judgments can also be framed as a type
of reference effects. Under this circumstance, a representation of pre-search refer-
ence in user-related assumptions may need to crystallize one case or a set of multiple
similar and recent cases that are mentally accessible to the decision maker at the
moment. The case, in this context, can be considered as a motivating task that
happens or is assigned to a person within a particular problematic situation. Different
task facets and characteristics of problematic situations (e.g., available social and
technical support, urgency of the problem) may have varying impacts or weights in
similarity assessment. For instance, a past task (and the associated information
search experience) of learning Python data analytics may be considered as similar
to the current task of studying Python text analysis. However, a past task of learning
a deep learning package for completing a self-designed project and the current task
of learning deep learning functions for preparing a computer science final exam
might be considered as separate cases with low level of similarity, due to the
difference in underlying motivations and requirements in information seeking and
use. In addition, people’s judgments on case similarity may also be affected by users’
familiarity with the involved topics and domains (Liu et al., 2019; White et al.,
2009). Higher levels of knowledge and familiarity on involved tasks, topics, or cases
may increase the accuracy of similarity estimation and enable users to bring truly
relevant past experiences into current decision-making scenarios.

Figure 5.1 summarizes the structure of pre-search user preferences and expecta-
tions under the CBDT framework. The pre-search factors are affected by the cases,
actions, and outcomes a user experienced before, and their respective weights in
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Fig. 5.1 Pre-search factors and search interaction: a CBDT perspective

current search strategies are affected by the implicit similarity assessment. These
pre-search factors, from reference-dependence perspective, could serve as initial
references based on which users evaluate their current information gains and search
efforts. For example, based on past search experience on similar factual tasks, a user
who is working on the task of “finding the Asian supermarket near me” may expect
to see the most relevant results ranked on the top of the first SERP and would be
dissatisfied or perceive a loss if this was not the case. In particular, from the
expectation disconfirmation perspective (Oliver, 1980; Venkatesh & Goyal, 2010),
people may have initial expectations and preferences regarding multiple aspects of
search interactions, such as quality of retrieved results, effectiveness of search
recommendations, and interface layouts. The ways in which these expectations are
confirmed or disconfirmed may affect users’ in situ search tactics, especially query
reformulation types, and the thresholds for evaluating retrieved documents. For
instance, a previous frustrating search experience under similar task (e.g., poor
search results, irrelevant recommendations) may lower the user’s expectation
regarding document quality under their current similar task, which may result in a
relatively lower threshold for relevance judgment and overestimation of document
relevance.

As discussed above, estimating pre-search preferences and expectations from a
traditional reference-dependence or CBDT perspective can enrich the pre-search
component of user models and may facilitate subsequent search behavior predic-
tions. At application level, however, achieving this representation and conducting
model training would be challenging, as it would require sufficient information and
knowledge about the individual users and their past relevant experiences beforehand.
It might also be difficult to infer or simulate these pre-search factors merely based on
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previous search logs or document features. In addition, regarding possible perceptual
biases, we need to take into consideration the gap between actual set of similar cases
and mentally accessible set of similar cases at the moment. This gap can be traced
back to even broader problems of investigating perception-outcome differences
(under the influence of in situ relative gains and losses) and examining the limits
of individuals’ divergent limits in working memory. We will discuss more details
regarding these problems and their implications at the within-search stage. Overall,
although it is challenging to represent and estimate the impacts of all components
discussed above, it would be helpful to utilize the framework illustrated in Fig. 5.1 to
locate the progresses and limitations of our current models on related research
problems and identify potential research themes for future efforts.

Compared to modeling the full structure of pre-search factors presented in
Fig. 5.1 and estimating all initial references, it might be more feasible in most
cases for researchers to estimate people’s initial beliefs and preferences from a
confirmation bias perspective (cf. Nickerson, 1998). Specifically, for instance,
although it would be difficult to infer all accessible past cases, researchers might
be able to infer users’ preferences over different subtopics, opinions, and sentiments
based on their past search logs and initial couple of queries and the associated search
interactions with the SERPs and social media contents (e.g., examination and
clicking, dwell time on content pages that covering certain opinions) (Knobloch-
Westerwick et al., 2015; Rieger et al., 2021; Workman, 2018). Retrieved results that
disconfirm these initial opinions and beliefs may receive less attention and
underestimated relevance score (even though they may actually be topically relevant
to the queries).

Thus, when developing user models for simulation and evaluation purposes, it
would be reasonable to assume that individual users have one or multiple initial
beliefs over a set of subtopics, opinions, and sentiments before the search session
starts, and the search result snippets and documents that confirm the belief(s) would
receive more attention from users and might also reinforce users’ existing beliefs and
biases. From the loss aversion perspective (cf. Tversky & Kahneman, 1991),
examining and accepting the results that confirm existing beliefs and expectations
could be perceived of a gain or at least an avoidance of possible loss, as the user
would not need to give up the existing beliefs that cost previous cognitive resources
to establish. At the implementation level, the initial beliefs and preferences can be
considered as variables affecting browsing patterns and relevance judgments, apart
from several widely examined factors, such as queries, rank positions, and externally
labelled relevance scores. Identifying the implicit initial preferences and beliefs
waiting to be confirmed can help researchers better predict users’ clicking and
evaluation behaviors and design effective low-cost search interventions for mitigat-
ing the potential negative impacts of confirmation bias and algorithmically debiasing
relevance and credibility judgments (Draws et al., 2021; Rieger et al., 2021).

Apart from pre-search references, users’ behaviors are also affected by human
biases and heuristics that operate within search sessions. In the following section, we
will discuss the ways in which we could extend the components of assumptions
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regarding people’s actions and decision-making during information search
processes.

5.3 Within-Search Stage

Compared to pre-search stage, within-search stage is more complicated as it involves
multiple aspects of ongoing search interactions and changing user experience.
Meanwhile, however, researchers can collect more diverse signals based on which
user models and evaluation metrics can be constructed. In this section, we discuss a
series of widely discussed intuitive assumptions applied in a broad range of formal
user models and explain the ways in which we can (and should) revise and extend
them to better predict real-world user behaviors and explain why they search and
evaluate in such ways.

The first set of assumptions is related to the Problem 1 discussed in the Chap. 3.
When modeling users and search interactions, building pre-defined rules and
assumptions based on actual costs and rewards tend to be a natural starting point
for developing user models and evaluating system performances in a simulated
environment. In simulation-based experiments, cost and reward measures are usu-
ally linked to user behavior and relevance-based scores, respectively. Based on these
measures, researchers often assume the following:

1) Users’ behaviors and implicit optimization goals are defined based on the actual
experienced costs and rewards during search processes.

2) The costs associated with different actions (e.g., query formulation, search result
snippet examination, clicks, dwell time on content pages) and the relevance-
based reward functions remain the same across different queries, topics, and task
types.

Based upon these two main assumptions, researchers can model user behavior
and optimize retrieval algorithms on the same ground across different search states
and problematic situations. In IR experiments, the two assumptions and their similar
variants about costs and rewards have been widely applied in various formal models
of search interactions (e.g., Moffat et al., 2012; Zhang et al., 2017; Zhang & Zhai,
2016), including the models that integrate economic theories into search cost
modeling (e.g., Azzopardi, 2011, 2014). These assumptions largely simplify the
process of estimating costs and rewards associated with different components of
searching. They also allow researchers to turn the complex problem of improving
search interactions and experiences into straightforward, mathematically solvable
optimization problems that involve minimizing behavior-based costs and maximiz-
ing rewards and utilities measured by relevance or other judgment labels. In addi-
tion, from replicability and reproducibility perspective, assuming fixed connections
between action types and costs also facilitates more flexible reuse and replication of
user models and IR evaluation experiments. With these assumptions as the basis,
many of the potential challenges related to changes of task nature, individual
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differences, and within-session cognitive variations in IR evaluations (cf. Gäde et al.,
2021; Liu, 2022) could be at least temporarily bypassed in standardized experiments.
In sum, before we bring in the behavioral economics perspective for extending the
assumptions, we believe that it is almost equally important to acknowledge the value
and contribution of the simplified assumptions to the field of IR and computing in
general.

As discussed in Chap. 4, when users perceive and evaluate costs and rewards,
their perceptions and search decisions are usually developed based on gains and
losses relative to certain reference points, rather than the actual absolute values. This
reference dependence perspective casts doubt on the fundamentals of a broad range
of formal models and user-oriented evaluation techniques. When the reference
points change before or during search sessions, it would lead to the variations in
perceived costs and rewards associated with the same type of actions. In addition,
depending on the nature of perceived changes (i.e., as gains or losses), the same size
of changes in search behavior and result quality across queries and sessions may
have different impacts on subsequent search interactions and retrospective evalua-
tions within search sessions (i.e., loss aversion, Tversky & Kahneman, 1992).
Perceived losses, such as increased dwell time or search actions, less relevant search
result snippets or documents, lower readability of retrieved documents, and higher
difficulty in formulating effective search queries, could generate larger impacts on
users’ following search tactics and levels of satisfaction, compared to the same or
similar sizes of perceived search gains.

Therefore, to extend the original cost-reward analytical framework from a
bounded rationality perspective, researchers need to identify the reference points
in effect and compute the in situ perceived gains and losses relative to the reference
points. Previous behavioral economics research introduced in Chap. 4 on related
topics (e.g., reference dependence and prospect theory, confirmation bias, anchoring
bias) have demonstrated that people’s decision-making under uncertainty could be
influenced by varying types of potential references that emerge at varying stages and
are associated with different internal and external factors (Caputo, 2014; Gneezy
et al., 2017; Kahneman, 2003; Nickerson, 1998; Tversky & Kahneman, 1991). In the
context of information seeking and retrieval, different dimensions of search interac-
tions may have different reference levels and are associated with divergent contex-
tual factors, such as different task facets, user characteristics, as well as in situ search
dynamics. Also, the co-exist references may also interact with each other and jointly
affect users’ in situ search evaluations.

Based on the discussion above, the users’ references in search can be written as:

R= f R ω1r1, ω1r2, . . .ωnrnð Þ 5:1Þ

where R represents the integrated reference point for a certain dimension of
current search session (e.g., cost of query reformulation and SERP browsing, gain
from ranked result list). The integrated reference point is formulated based on a
variety of active potential reference points that may have different weights in the
user’s search decision-making and evaluation. For instance, if a user is at m-th query
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segment, the user’s reference point in terms of the cost of browsing may be affected
by the pre-search expectations, beliefs, and preferences. These pre-search references
may emerge from past search experience under similar motivating tasks or cases or
other people’s search interactions that the user observed. In addition to pre-search
references, according to the studies on anchoring bias (e.g., Tversky & Kahneman,
1974; Caputo, 2014), the user’s reference point could also be significantly affected
by the initially encountered information objects (e.g., top ranked results presented on
the SERPs under first or second queries). The content and quality of the first set of
examined documents may heavily influence the user’s understanding and threshold
of document relevance (Scholer et al., 2013) and thereby affect the perceived gains
and losses in following search iterations. The weight distribution on different
original reference points, W = {ω1,ω2,ω3. . .ωn}, may vary significantly across
different dimensions of search interactions and thus may need to be estimated
separately. In addition, changes in reference points and their associated weights
may also be associated with the transitions of local information seeking intentions
and task states (Jansen et al., 2007; Liu et al., 2020). Under different intentions, users
often search and evaluate documents differently and may also be affected by distinct
reference points.

Based on the identified reference points, the perceived gains or losses for each
dimension can be written as:

C=
Xm

i= 1

f c ci, Rcið Þ� j ci -Rci j 5:2Þ

Re =
Xn

i= 1

f Re Re i, RRe ið Þ� j Re i -RRe i j 5:3Þ

U= u C, Re 5:4

where C and Re measure the total perceived gains and losses in terms of search
cost and search reward, respectively. Both Cost and Reward are multidimensional
search components and could be deconstructed into m and n dimensions, respec-
tively. R represents the in situ reference point corresponding to each specific
dimension. U refers to the overall perceived utility, which is a function of C and
Re. Depending on the nature of perceived changes (as gains or losses), the
corresponding weights f c ci, Rcið Þand f Re Re i, RRe ið Þmay vary. Users’ search tactics
and evaluation are more sensitive to perceived losses than to gains. Also, the
dimensions where relative losses are perceived are more likely to attract users’
attentions and thus receive higher weights in decisions. Figure 5.2 summarizes the
process of gain- and loss-based search decision-making in sessions.

As presented, users’ current search interactions and outcomes could be evaluated
based upon a diverse set of potential reference points. The perceived losses relative
to the integrated reference point, such as lower levels of relevance and usefulness of
the retrieved SERP and increased dwell time on retrieved pages, may lead to
significant changes in following query reformulation behaviors (e.g., formulating a
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Fig. 5.2 Gain- and loss-based search decision-making process

new exploratory query, instead of slightly adjusting current query) and in situ search
expectations. These changes of search outcomes and experiences in ongoing ses-
sions may also lead to minor or major changes to the reference points in the user’s
mind, especially for subsequent query segments under similar search intentions.

Apart from the explicit, observable aspects of search behaviors and costs, many of
the implicit components of search introduced in Chap. 2 may also be affected by
reference dependence effects. Regarding clicking behavior, the perceived attractive-
ness and probability of examination on retrieved documents may also be affected by
the user’s previous experience (e.g., similar documents or subtopics encountered on
similar rank positions). Previous examinations of search result snippets, clicking on
documents, and click depth on SERPs as potential reference points may affect the
thresholds of attractiveness and examination decisions for the documents encoun-
tered in following search iterations. When users examine result snippets on current
SERP, the search result snippet that have a clearly lower quality than the previously
encountered ones (e.g., lower perceived relevance or readability, higher level of
ambiguity) may receive significantly less attention from the user. However, if the
users start the session with encountering a set of poor-quality search results and
documents, the relatively low thresholds or reference points may increase the
attractiveness and probability of examination on subsequently retrieved documents
that have an intermediate level of quality and are ranked at similar rank positions.

Note that some of the relative, reference-dependence aspects may be partially
captured and characterized by some of the existing click models (e.g., graph-based
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session click models that take document- and query-based edges into account, cf. Lin
et al., 2021; click model that includes users’ click and examination preferences,
cf. Xing et al., 2013). However, it would still be useful to explicitly investigate the
relative changes in search result features and incorporate gain- and loss-based
parameters into the estimation of the attractiveness, examination probability, and
in situ preferences on clicking. Our multidimensional reference-dependence
approach, which also considers the impacts of other related biases and heuristics
(e.g., loss aversion, confirmation bias, anchoring bias), could also better explain the
individual differences in click actions and extend existing personalized click models
(PCMs) that seek to integrate user factors into click prediction and relevance
estimation algorithms (e.g., Cheng & Cantú-Paz, 2010; Shen et al., 2012).

With respect to search browsing, apart from the explicit observable dimensions,
such as dwell time on different pages and SERP components, scrolling patterns, and
eye movements, users’ implicit cost budgets in evaluation (cf. Zhang et al., 2017), if
any, may also be affected by previously established reference points. Thus, the
existing fixed cost budget setup or assumption in evaluation metrics could be
extended by including the reference points extracted from or simulated based on
empirical evidences. For instance, a lower in situ search expectation or threshold of
relevance may result in higher tolerance of irrelevant documents and extended
browsing sessions. Although these actual interactions can lead to linear increases
of search costs as it is assumed in classic cost-reward models, due to the influence of
relatively low references, users’ perceived costs may increase slowly (e.g., as
characterized by a logarithmic function). As a result, the perceived cost and subject
cost budget may systematically deviate from the actual or simulated cost budgets. On
the contrary, users may perceive a relative quick accumulation of costs under a high
reference point (e.g., high-quality SERPs and documents encountered in previous
query segments and sessions). Once the perceived costs hit the cost budget in mind,
users may become increasingly sensitive to the relative changes in search due to the
effect of loss aversion. Apart from quantifiable references, users’ cost budgets may
also vary across different search intentions and task states. For example, under
exploratory search states, users may be more open to examine more search results
and click deeper results on SERPs. In contrast, under factual known-item searches,
users may have a very limited cost budgets in mind and expect to see the correct
answers being ranked on the top positions of the SERPs.

Regarding search result evaluation, similar to other dimensions of search ses-
sions, users’ perceived gains and rewards obtained from each clicked relevant
document are not fixed. Also, the thresholds of relevance and usefulness judgment
may not be static or predefined as it is often implicitly assumed in user models,
underpinning a variety of offline evaluation metrics. Instead, the in situ gains and
underlying thresholds of relevance and usefulness evaluation could be affected by
threshold priming effects (cf. Scholer et al., 2013) and are related to the document
evaluation experience under previous queries or other similar search tasks. The
threshold priming effects may also be moderated by other user characteristics,
such as topic and task familiarity, domain knowledge, and search skills, in real-life
search scenarios. Compared to topical relevance, document usefulness tends to be
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more subjective and diverse as documents and results could be useful in different
ways during search sessions. From a behavioral economics perspective, estimating
and simulating the reference points of usefulness judgment might be more challeng-
ing and involve a broader range of situational factors, such as search intentions, task
progresses, distractions on SERPs, and information encountering and serendipity
events (e.g., André et al., 2009; Mao et al., 2017; Mitsui et al., 2017; Rahman &
Wilson, 2015).

Related to the idea and assumptions regarding cost budget and evaluation thresh-
olds, users’ stopping rate and utility discounting factor in browsing and evaluation
(e.g., Chapelle et al., 2009; Zhang et al., 2017) may also be gain- and loss-based and
be affected by both pre-search and in situ references. Specifically, a higher perceived
gain (e.g., increased number of relevant documents ranked on top positions; reduced
amount of dwell time needed before collecting useful information from clicked
documents) may result in lower stopping rate and discounting rate in current
SERP browsing. However, if an in situ search loss is encountered (e.g., dropping
in search result quality, increased dwell time), the user’s stopping rate in following
rank positions may increase quickly and result in early search stopping or even query
abandonment behavior. Thus, in the context of interactive search sessions, the
assumptions of fixed or rank-based stopping rate and discounting factor by ranks
could be extended by including reference dependence features or parameters and
connecting to previously encountered search results and search costs within the same
session. For instance, following the stopping rate function adapted from cascade
model and expected reciprocal rank (ERR) measure (Chapelle et al., 2009), a
bounded rational stopping rate function can be written as follows:

Ri =
2ri - Re i- 1 - 1

2r max
ð5:5Þ

Pj =
Yj

i= 1

1-Rið ÞRj ð5:6Þ

where ri measures the graded relevance score of the current document i.
Rei - 1 refers to the total perceived reward or accumulated gains up to the rank
position i - 1. During SERP browsing and document examination, a document
satisfies the user with the probability Ri. Pj represents the probability that the user is
satisfied and stops at document j. In this simple initial setup, we change the absolute
graded relevance score to the relative gain-based score as the basis for calculating the
probability that the user is satisfied with the current document i. Note that in ERR
measure, it is assumed that users will stop searching once they find the one document
that satisfies their information needs. However, in exploratory searches, people may
not stop at just one satisfactory document and be open to broader explorations and
deeper clicking behavior. Under this circumstance, it is critical to extend evaluation
metrics and consider the systematic impacts of perceived gains and losses at different
levels. Incorporating potential reference points and biases into the estimation and
simulation of stopping rate and discounting factor may be a viable approach to
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extending user-centered IR metrics, especially in the context of whole-session IR
evaluation.

Regarding within-SERP examination and evaluation, the interdependence
between different search results may also affect the user’s overall perception of the
SERP and the associated examination behavior. In existing research, Document
interdependence has been examined in a series of offline IR evaluation studies as a
factor or constraint in document relevance estimation (e.g., Montazeralghaem et al.,
2018; Radlinski et al., 2009; Zhai et al., 2015). Taking decoy effect into consider-
ation would offer a new perspective for examining different aspects and forms of
document interdependence (Kahneman, 2003; Tversky & Kahneman, 1985; Wedell
& Pettibone, 1996; Wu et al., 2020). Specifically, for example, under a short
exploratory search query, the SERP may present documents involving different
opinions, information sources, and subtopics, for which users may not have prior
preferences. However, a potential decoy search result associated with a subtopic may
increase the user’s examination and clickthrough probability on results with rela-
tively higher quality or level of informativeness under the same subtopic. Therefore,
in information searches that involve a diverse set of results, users’ in situ preferences
over different types of contents may be shaped by implicit decoy options.

This decoy effect may also interact with the existing impacts of search snippet
features and rank position biases and could be included and represented in both click
models for attractiveness and examination probability estimation and offline evalu-
ation metrics. Note that the decoy effect could happen at multiple dimensions, such
as relevance and informativeness of search result snippets, document readability
(e.g., Collins-Thompson et al., 2011), and perceived credibility of the search results
(e.g., Hilligoss & Rieh, 2008), which may cause different reactions from users.

αi =
d sr1, sr2 . . . srnð Þ

d i, tð Þ ð5:7Þ

d sr1, sr2 . . . srnð Þ=
Xn

r= 1

wr j Srri - Srrt j 5:8Þ

P Ct = 1 dipresent = 1
� �

-P Ct = 1 dipresent = 0
� �

= αi δ max i, t 5:9

At the implementation level, researchers may need to start with identifying
potential decoy options at multiple levels among the retrieved results and estimate
possible decoy effects based on the distance between decoy options and the search
results associated with similar subtopics, opinions, and information sources. This
distance measure should consider both the superficial-level distance (i.e., distance in
rank positions on SERPs) and the distance or difference in search result quality and
presentation. As shown in Formula (5.7), αi measures the potential decoy effect
generated by the decoy option ranked at the rank position i. In Formula (5.8), the
function d measures the aggregated differences between the regular/target result and
decoy result, which plays an essential role in triggering potential decoy effect. As
presented in Formula (5.9), the decoy effect can be represented by the probability
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Fig. 5.3 The structure of decoy effect in IR evaluation

difference in user’s clickthrough rate on the target document (with similar subtopics,
opinions, themes, or sentiments) ranked at position t between two scenarios: (1) the
decoy result is present, and (2) the decoy result is absent. srn represents different
dimensions of search result snippets and corresponding documents, which may
cause perceived quality difference and trigger decoy effect in user judgments.

δ measures the potential discounts on decoy impacts due to rank positions. Based
on previous research on the effects of rank position bias (e.g., Agarwal et al., 2019;
Wang et al., 2018), we assume that with all other conditions remaining the same, the
decoy effect is more likely to occur when the decoy and target results are ranked
higher as they would be more likely to receive the user’s attention during browsing
in top rank positions. In contrast, if both results are ranked in relatively low position,
users may be less sensitive to the potential differences between the two results and
thus are less likely to be influenced by the decoy result in evaluation. Also, given the
potential effect of diminishing sensitivity (Trautmann & Kuilen, 2012; Tversky &
Kahneman, 1991; Wakker & Tversky, 1993), users are less likely to completely
change their click preferences at lower ranked results, especially in situations where
the corresponding level of click depth is already way beyond their expected cost or in
situ cost budget.

Figure 5.3 illustrates the structure of decoy effect discussed above and highlights
the factors that may influence the effect size of decoy results, such as absolute rank
position (where the target search result and decoy result are ranked on the SERP),
rank position distance between target result and decoy result, and, more importantly,
the multidimensional differences perceived by users. Note that different dimensions
involved in comparison may have significantly different levels of saliency to users in
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SERP browsing. For instance, the presentation quality of search result snippet (e.g.,
readability, informativeness, color, and length) may be more salient than some other
implicit factors (e.g., overall usefulness and credibility of the documents) that are
difficult to judge at the first glance, especially for users who are not quite familiar
with the topic and domain involved. In addition, users may be more sensitive to the
dimensions where a clear relative loss is perceived in the comparison between decoy
and target results, such as a significant drop in the quality of search result snippets
and decreased relevance or quality of images (i.e., loss aversion bias). As a result,
different dimensions perceived in comparison may contribute differently to the final
behavioral impacts caused by the decoy result.

As shown in the formulas, when the potential decoy result and regular search
results are close to each other in rank position but significantly differ from each other
in other dimensions, the decoy effect is more likely to occur as the contrast between
the decoy and regular results would be more noticeable to the user. Investigating
decoy effect in SERP evaluation can extend the implicit assumption of document or
search result independence in a wide range of click models and evaluation metrics,
especially in terms of estimating the probability of examination, predicting clicks,
and modeling users’ perceptions of SERP utility. Studying decoy effect in IR can
also pave the path toward a new layer of document interdependence studies. The
structure of decoy effect presented in Fig. 5.3 can serve as a theoretical framework
for characterizing the behavioral impacts of decoy results in information seeking and
retrieval and may also inform the design of controlled user studies (e.g., SERP-based
crowdsourcing evaluation study), focusing on decoy options in SERPs across
different information-intensive decision-making scenarios.

The following section will move on to the post-search stage and discuss the
possible extensions of user model assumptions in light of the knowledge regarding
bounded rationality, especially in terms of whole-session retrospective evaluation.

5.4 Post-search Stage

In addition to modeling user behaviors and system performance during search
sessions, how users retrospectively evaluate the performance of search systems
and their overall search experiences, especially in whole-session IR, is also one of
the central themes in IR research. In post-search retrospective evaluation, researchers
usually evaluate search system performances based on the average value and total
value of each measure or dimension (e.g., sum dwell time on SERPs, average
number of clicks and pages visited, average precision, reciprocal rank and nDCG
scores of SERPs) (e.g., Chen et al., 2017; Liu et al., 2012). In offline Cranfield
experiments, a series of average-value-based evaluation metrics have also been
proposed to evaluate search systems in a set of diverse queries and topics (Voorhees,
2001). Differing from common average-value- and total-value-based metrics, ses-
sion-based DCG (sDCG) metric takes query order into consideration when evaluat-
ing search sessions and discounts relevant search results retrieved from later queries
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within a session (Järvelin et al., 2008). Compared to other retrospective evaluation
metrics, sDCG takes a step forward by simulating the discounted weights of each
search iteration based on the linear query order in the session.

Estimating the weight distribution of different query segments is a critical aspect
of whole-session search evaluation. In light of the empirical findings on peak-end
rule and recency effects (Kahneman, 2003; Redelmeier et al., 2003), researchers can
adjust the average-value-based metrics and linear query weight functions and assign
higher weights on peak experience and most recent search iterations. As discussed in
related behavioral economic experiments, people’s in situ peak experience and most
recent experience could generate relatively higher impacts on the retrospective
remembered utility. This remembered utility, rather than actual experienced utility,
serves as the basis for people’s intuitive judgments and subsequent decision-making,
especially under the operations of System 1 (Kahneman, 2003). Researchers also
found that when retrospectively evaluating an extended episode, people are not
sensitive to the actual duration of the entire session (i.e., duration neglect,
Fredrickson & Kahneman, 1993; Hands & Avons, 2001). In addition, the initial
queries in a session may also be associated with relatively higher weights compared
to other following queries as they may serve the anchoring points in evaluation (i.e.,
anchoring bias, cf. Nickerson, 1998). Also, at the application level, extracting the
anchoring references from initial queries may also facilitate early prediction of
whole-session search effectiveness and thereby offer opportunities for proactive
search intervention and recommendation (e.g., Koskela et al., 2018; Mitsui et al.,
2018; Shah, 2018), especially in cases where the current user is on a potentially poor-
performing or high-loss search path predicted by the search system.

The user biases and heuristics discussed above can help extend the implicit
assumptions regarding the extent to which average-value-based and total-value-
based metrics can approximate whole-session experience. Specifically, knowledge
regarding these biases highlight several key moments in search sessions and can
inform the design of a more behaviorally realistic weight distribution for connecting
query-level evaluation to whole-session-based evaluation of system performance. In
constructing session-level evaluation models and metrics, researchers should con-
sider assigning relatively higher weights to these key points and examining their
respective impacts on user evaluation under different tasks and search scenarios. In
addition, given the impact of duration neglect, researchers may not be able to rely on
session duration time as a main predictor in estimating a user’s remembered whole-
session experience.

Figure 5.4 illustrates and contrasts the key factors involved in the whole-session
evaluations characterized by classical rational approach and boundedly rational
approach, respectively. This figure highlights the difference in weight distributions
of different factors and query positions and explains the role of each related human
bias and heuristics in different aspects of the session evaluation process. Future
researchers can use the framework presented here as a guideline in variable and
model design for predicting whole-session search experience (e.g., levels of search
satisfaction and cognitive loads) and evaluating the performance of bounded rational
prediction models against that of the classic rational models as baselines. In addition
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Fig. 5.4 Boundedly rational whole-session evaluation

to the findings from behavioral experiments introduced in the Chap. 4, in the
following chapter, we will introduce empirical evidences from IR research that
confirms the impacts of peak-end rule on retrospective evaluations and discuss
how we can leverage the knowledge regarding related biases in better answering
critical research questions in information seeking and retrieval communities.

It is also worth noting that peak-end effect usually has its boundaries and limits
across different dimensions of decision-making problems (Langer et al., 2005;
Schneider et al., 2011). The extent to which peak-end rule affects whole-session
evaluation may vary significantly across different facets of search interactions and
thus may have different weights and limits in affecting overall search interaction
experience and judgments of the search system, such as levels of user engagement,
task and cognitive loads, as well as perceived levels of success and satisfaction.
Therefore, the actual weight distributions across different search dimensions may
need be estimated individually based on corresponding search interaction signals.
Given existing research on the divergent effects of peak-end rule across varying
behaviors and decision-making sessions, IR researchers may also find similar vari-
ations in weight distributions and effect sizes of different query moments (particu-
larly the initial, peak, and end queries that may trigger boundedly rational search
decisions) in retrospective session evaluation across different behavioral measures,
offline evaluation metrics, as well as types of search tasks.

In addition to the findings on peak-end rule and recency effects, behavioral
economics research also casts doubt on the fundamental assumption regarding
users’ intents of always pursuing maximized utility. In contrast to the assumption
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of optimization, behavioral science and decision-making researchers found that
people’s decision-making often follows the principle of satisficing and aims for
satisfactory or adequate options in all accessible options, rather than the optimal
solution predicted by normative models (Simon, 1955). The satisficing strategy can
by triggered by different reasons. For instance, people may find it difficult to
deliberately compare and calculate the possible utility from different options as
they are often restricted by limited time, cognitive resources, and computing capa-
bility. Also, although the optimal option can be identified through rational mathe-
matical analysis and simulations, it may not always be actually accessible to users or
decision makers due to the individual differences in varying aspects (e.g., domain
knowledge, information search skills, existing beliefs, and cognitive biases) and
situational limits. Moreover, the threshold of satisficing in each specific decision-
making scenario may be linked to a prior reference point, perceived gains or losses
that a person has in mind before current search iteration or session, and thus may
vary significantly across different individuals and problematic situations (Kahne-
man, 2003; Schwartz et al., 2002).

In IR evaluation, the satisficing strategy in decision-making may be partially
captured by some of the existing offline metrics, assuming that users will stop
searches once they find the first relevant document that satisfies their information
needs (e.g., reciprocal rank, expected reciprocal rank). However, current relevance-
based metrics may not be able to fully characterize the nature of in situ satisficing
moment or threshold. The threshold may also involve other features and dimensions
of search results, such as usefulness for completing the task, topical diversity,
interestingness, as well as unexpectedness (or information serendipity). Also, the
evaluation of relevance itself may also be affected by other related human biases. For
instance, the first couple of documents encountered in a session are often considered
as relevant ones and may significantly affect users’ evaluations of subsequently
retrieved documents. Thus, focusing on available relevance labels in test collections
only may lead to biased search ranking and inaccurate estimation of levels of user
satisfaction. Consequently, it might be difficult for researchers and system designers
to adaptively optimize ranking and search recommendation algorithms toward the
goal of satisficing in real-world information seeking and search settings.

5.5 Summary

This chapter brings together the insights regarding formal IR models and human
bounded rationality discussed in previous chapters and discusses the ways in which
we can extend several widely adopted (explicitly or implicitly) assumptions in user
modeling and make them more behaviorally realistic. Specifically, based on the
nature of human biases and heuristics discussed in Chap. 4, we explain their possible
impacts on users’ search interaction and evaluation at pre-search, within-search, and
post-search retrospective evaluation stages and suggest revised forms of existing
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assumptions that can incorporate the knowledge about human biases into formal user
models and system evaluation metrics.

Nevertheless, it is worth noting that we as a research community still has a long
way to go before achieving reliable, intelligent bias-aware user modeling and
personalized recommendation. Extending rational assumptions and discussing
potential research problems is the first step toward reaching the ultimate goal of
bias-aware IR that addresses both human biases and algorithmic biases. Beyond this
initial step, researchers also need to develop and further enhance bias-aware user
models and incorporate the knowledge regarding bounded rationality into search and
ranking algorithms, evaluation metrics, and standardized IR evaluation experiments
(Liu, 2022). In addition to the open research problems discussed above, methodo-
logically, how to accurately capture and estimate the real impacts of human biases
and heuristics in naturalistic complex information seeking and retrieval settings,
rather than the (over)simplified decision-making experiments employed in a series of
classic behavioral economics research, also remains an open challenge to the
research community. Also, given the high cost of user studies in both lab and
naturalistic environments, we also need to develop and evaluate the methods through
which we can reliably reuse the study materials (e.g., study design and instruments,
collected data, statistical and machine learning models built and tested) and replicate
the completed experiments in different settings. Researchers may need to both
explore existing user study designs and techniques (e.g., Kelly, 2009; Kelly &
Sugimoto, 2013; Liu & Shah, 2019) and also employ additional signals and design
new study settings where boundedly rational decision-making processes could be
better observed and identified.

In the following chapters, we will discuss the recent research progress on
modeling and simulating human biases in information seeking, retrieval, and rec-
ommendation and identify more specific research questions, directions, as well as
challenges that may require more attention and research efforts from future studies.
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Chapter 6
Behavioral Economics in IR

Abstract Following previous discussions on extending rational assumptions and
formal user models, this chapter introduces the research progress on factors associ-
ated with human bounded rationality, especially cognitive and perceptual biases, in
IR and other closely related fields, including information seeking and recommender
systems. By explaining and synthesizing the findings and methods extracted from
empirical research on bounded rational IR, we hope to (1) clarify the existing
progress and achievements that the research community has already made toward
developing and applying intelligent bias-aware search support and, more impor-
tantly, (2) identify existing gaps, open challenges, and unsolved problems that may
require further investigations. In addition, the knowledge learned from previous
studies that leverage the theories from behavioral economics in user modeling,
re-ranking, and simulation-based evaluation of algorithm performances can inform
the development of our behavioral economics research agenda on bias-aware user
modeling, search system design, and evaluation.

6.1 Introduction

In contrast to what most formal models assume, real-world users are susceptible to a
variety of human biases and heuristics, which can lead to bounded rational decisions
that systematically deviate from rational decisions and optimal outcomes (Agosto,
2002; Kahneman, 2003; Simon, 1955). Following the discussions on extending
rational assumptions and formal user models in Chap. 5, Chap. 6 introduces the
research progress on factors associated with human bounded rationality, especially
cognitive and perceptual biases, in IR and other closely related fields (e.g., informa-
tion seeking behavior, recommender systems). By explaining and synthesizing the
methods, findings, and insights from empirical research on bounded rational IR, we
hope to clarify the advances and progress that the research community has already
made toward achieving intelligent bias-aware search support and, more importantly,
identify existing gaps, open challenges, and unsolved problems that require further
investigations. In addition, the information seeking, retrieval, and recommendation
studies that leverage insights from behavioral economics in user modeling and
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search evaluation can inform the development of our behavioral economics
approach or research agenda on bias-aware IR and the associated specific research
questions (which speaks on the focus of Chap. 7).

This chapter adopts the classification scheme from the previous chapter (i.e., pre-
search stage, within-search stage, post-search stage) to organize empirical studies
and data-driven experiments on this topic and categorizes human biases and heuris-
tics based on the stage where they are formed or generate their main behavioral
impacts. For instance, we categorize confirmation bias into the pre-search stage
group as it is often associated with existing beliefs, expectations, and preferences
established before a decision-making process is initiated (e.g., Nickerson, 1998),
despite the fact that this bias also affects users’ in situ relevance judgments and
perceptions of search interactions. Nevertheless, although the underlying mechanism
of anchoring bias is similar to that of the confirmation bias in search interactions, we
put it into the within-search group as it is usually related to the initially encountered
information items and opinions at the beginning of search sessions (Caputo, 2014).
Adopting this typology used in Chap. 5 can allow us to contrast the possible
extensions of formal models and assumptions with existing research findings on
bounded rationality in IR and thus further clarify the progress we have already made
within the same problem space as well as the specific open research problems that we
still need to investigate and resolve in future research.

In general, existing studies have examined different aspects of bias-aware infor-
mation seeking and retrieval under divergent research goals, such as describing the
characteristics of human biases and related contextual factors that trigger the biases,
investigating the impacts of biases and heuristics on search behavior and search
system evaluation, as well as implementing reasonable recommendations, interven-
tions, and nudging techniques for mitigating the negative impacts caused by human
biases on search effectiveness and search experiences (Draws et al., 2021; Rieger
et al., 2021). In addition, researchers have also investigated the effects of human
biases and heuristics in diverse search tasks and environments, such as health
information seeking, sociopolitical information evaluation, as well as general Web
search and document evaluation tasks (Azzopardi, 2021). Note that some of the
biases and general frameworks identified in Chap. 4 (e.g., reference dependence, loss
aversion bias, principle of satisficing) may cause “global impacts” on user decisions
and judgments at multiple stages of search interactions. For instance, the effects of
existing beliefs and previous experience under similar tasks as reference points can
shape users’ evaluations of the search costs and rewards in both single-query-based
search iterations and whole-session retrospective evaluations. Human biases like this
will be mentioned across multiple relevant stages and sections in Chap. 6.

Regarding the logical structure of this book, we hope that the discussions on the
insights and empirical evidences from individual studies on bounded rational infor-
mation seeking, IR, and recommendation can further enrich our preliminary discus-
sions on the gaps between formal models and widely examined human biases
reported in Chap. 3 and partially illustrate the possible extensions of formal model
assumptions explained in Chap. 5. In addition, research advances synthesized and
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summarized in Chap. 3 will also shed light on the discussions on future research
paths, available methods, and challenges in Chap. 7.

6.2 From Rational Agents to Boundedly Rational Decision
Makers

Instead of being perfectly rational, users often engage in search interactions and
document judgments with a series of pre-search beliefs, biases, and expectations
(Azzopardi, 2021; White, 2013). The information seeking and search strategies are
often triggered by and associated with overall information overload and biased
exposure of information items that are from different sources or cover varying topics
and opinions (Baeza-Yates, 2018). When facing information-intensive complex
decision-making scenarios and uncertain solutions space, people usually develop
and rely on mental shortcuts for information seeking and processing, which often
lead to efficient searches and quick decisions without initiating slow effortful
cognitive processes or exhausting all accessible actions. In general, when evaluating
options and making decisions (including search decision-making) under the impacts
of cognitive biases, heuristics, and the operations of System 1, people are more likely
to make mistakes and miss out optimal outcomes. However, it is critical to acknowl-
edge the positive effects of human biases and bounded rational decision-making
strategies given the common constraints in cognitive resources and environments.
Regarding this, researchers found that fast and frugal heuristics that people adopt
often result in good decisions in a wide range of problematic situations, despite their
potential negative impacts on the quality and accuracy of each specific decisions
(Gigerenzer & Brighton, 2009). Part of the reason is that cognitive biases can
simplify the overall process of decision-making and reduce the amount of risk and
uncertainty that needs to be cognitively processed and computed during option
comparisons (Todd & Gigerenzer, 2000).

The cognitively biased or boundedly rational decision-making strategies have
also been examined and conceptualized from a rational perspective. For instance,
Lieder and Griffiths (2020) sought to accommodate human biases and heuristics in
existing decision-making framework and augment classic rational models developed
in economics and behavioral science. They argue that the adoption of mental
shortcuts and biased decisions reflects a smart strategy under situational constraints
and is essentially consistent with the rational use of limited resources, which is an
underlying unifying principle that governs diverse approaches and models of human
decision-making. Within the unified framework, we could reconcile complex, ratio-
nal, decision-making skills with diverse types of biases and irrationality under
resource-rational analysis (Lieder & Griffiths, 2020). Similarly, Bhui et al. (2021)
focused on an information-theoretic formalization of cognitive resources and utilized
it in characterizing widespread cognitive biases, such as reference dependence and
stochastic choice. The researchers argued that while human decisions governed by
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Fig. 6.1 Rational model and bounded rational approach

cognitive biases and heuristics seem to be irrational, they may be associated with an
intrinsic rational solution to the problem of limited resources. Despite the funda-
mental differences in the analytical framework and perspective, Lieder and Griffiths
(2020)’s resource-rational analysis approach is similar to the general behavioral
economics approach (Kahneman, 2003; Tversky & Kahneman, 1992) in that they
both highlight the underlying implicit connections between rational models and
boundedly rational decisions under cognitive and perceptual constraints and speak
to the possibility and importance of accommodating and reconciling these two
largely different approaches under one extended, unified theoretical umbrella of
human behavior and judgment. Apart from traditional human judgment and
decision-making studies, research on information seeking, retrieval, and search
evaluation would also benefit from the unified theoretical framework.

Figure 6.1 illustrates the difference and connections between general rational
models and bounded rational approach to analyzing human decision-making. The
rational assumptions behind formal user models and empirical evidences on
decision-making activities under human biases are presented in Chaps. 2 and 4,
respectively. In the context of information seeking and retrieval, while rational
approach may consider users’ search decision-making activities under the goal of
optimizing reward is common and consistent with most real-world cases, the behav-
ioral economics or bounded rational approach may bring more irrational decisions
and biased choices to researchers’ attention. Within the behavioral economics
framework, the perfectly rational decision-making may be considered as an ideal
simulated scenario that are rare in real-life settings and could be extended by
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incorporating more dynamic user characteristics, such as cognitive and perceptual
biases, individual preferences, and situational limits. With respect to bounded
rational decisions under the influence of human biases, although behavioral eco-
nomics researchers would consider them as common scenarios and may analyze
them under specific bias types and task scenarios, resource-rational analytical
framework may frame them as special rational decision circumstances, where people
try to maximize their accessible utility under the constraints of cognitive resources,
time, and informational support from the search system and environment.

In light of the above discussions on the connection between rational agents and
boundedly rational decision makers, we can better understand the possible rational
roots of seemingly irrational decisions and also explain the potential research paths
and approaches that could bring formal user models, system evaluation metrics, and
optimization algorithms closer to real-world information searchers and their inter-
action experiences.

6.3 Pre-search Stage

Human biases could occur and be established internally before decision-making
activities actually start. In information searching, pre-search biases and heuristics
could be triggered by users’ previous information seeking experiences (especially
the ones under similar tasks and information needs), existing beliefs, as well as other
people’s opinions and actions. These biases are different from several widely
examined external factors, such as rank positions, features of search result snippets,
as well as query-document relevance, and can also affect users’ in situ relevance
judgments, search behaviors, and retrospective evaluation.

In IR, people often formulate queries and engage in search sessions with
pre-search beliefs and hypotheses. During the process of search and document
judgments, due to the impacts of confirmation bias, users may actively search for
the results that confirm their existing beliefs and hypotheses and discount or disre-
gard information that is not consistent with their beliefs (Klayman & Ha, 1987;
Nickerson, 1998; White, 2013). As discussed in Chap. 4, retrieved documents that
confirm a user’s existing hypotheses can help the user avoid the anticipated loss
associated with the cognitive dissonance in rejecting current hypotheses and the
potential efforts in establishing new hypotheses and beliefs. Thus, users’ rejection
and discounts on disconfirming evidences and conflicting results in search interac-
tions can also be considered as a reflection of loss aversion bias.

Investigating the role and impacts of confirmation bias is critical not only for
characterizing boundedly rational decisions in information seeking but also for
explaining the cultural and societal impacts of online information platforms. One
of the key platforms on which polarization of views and confirmation bias often
occur is social media sites (Bail et al., 2018; Cinelli et al., 2021). Modgil et al. (2021)
studied the role of social media in polarizing users’ views and the spreading of
misinformation on climate change, politics, and the COVID-19 pandemic and
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examined the role of users’ confirmation bias in social media induced polarization
(SMIP). The researchers conducted a thematic analysis of data collected from
35 participants engaging in supply chain information processing tasks and found
that users’ choices of social media platforms, prior experiences, and algorithmic
personalization on social media usually trigger and reinforce confirmation bias and
contribute to the development of echo chambers in work tasks. Based on empirical
findings, Modgil et al. (2021) argued that members of online communities need to
actively reflect on and reexamine their preexisting beliefs and biases as a way to
proactively address or mitigate the possible negative effects and investigate the
reinforcement mechanism between their interactions with social media information
and their deep-seated belief system.

Xu et al. (2022) examined information exposure effects and confirmation bias in
the context of COVID-19 vaccination. Based on the results from three national
surveys, researchers found that misinformation exposure, existing attitudes toward
vaccination, and misperceptions reinforced each other over time. In particular, due to
confirmation bias, people’s attitudes toward the COVID-19 vaccine reinforced
themselves through their misperceptions. Regarding users’ interaction with political
online information, Knobloch-Westerwick et al. (2020) examined the impact of
confirmation bias from a cognitive dissonance perspective. They found that selective
exposure in viewing political information is greater when the presented political
messages were aligned with the user’s preexisting political attitudes and that greater
cognitive reflection, greater need for cognition, and worse affective state can
strengthen a user’s existing confirmation bias and lead to the phenomenon of echo
chamber in information interaction.

White and Horvitz (2015) studied the ways in which beliefs about the efficacy of
medical interventions are affected by searchers’ exposure to information retrieved by
Web search engines. They found that users’ pre-search beliefs significantly affect
people’s examinations of search results and people tend to spend longer dwell time
on Web contents that are consistent with their pre-search beliefs and expectations.
Suzuki and Yamamoto (2020) investigated the interactions between confirmation
bias and Web search behavior and found that participants under the influence of
confirmation bias browsed the top ranked search results only, explicitly looked for
information that supports their existing opinions, and completed assigned health
search tasks quickly. On the system side, researchers also found that in online health
information searching, users’ pre-search biases and misbeliefs are usually confirmed
and reinforced by the misinformation presented in search result snippets on SERPs
(Bondarenko et al., 2021; Cacciatore, 2021; Hashavit et al., 2021; Meppelink et al.,
2019).

The empirical research discussed above highlights the ubiquitous impacts of
confirmation bias and demonstrates its dynamic connections to related cognitive
phenomena (e.g., cognitive dissonance, echo chambers) and information biases
generated by personalization algorithms. Based on these empirical findings,
Fig. 6.2 presents the effects of users’ confirmation bias in their interactions with
search systems and illustrates the interaction between users’ existing beliefs and
retrieval algorithms. As the figure shows, users’ confirmation biases motivate them
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Fig. 6.2 Confirmation bias in user-information interactions

to actively search for and collect information that confirms existing beliefs and
hypotheses. Meanwhile, users’ actions on the confirming documents and pages
(e.g., search engine snippet examination, document clicking and reading) are also
employed by the personalization algorithms as implicit feedback in adjusting search
ranking and recommendation strategies for the next search iteration. As a result,
documents and Web pages that confirm users’ existing beliefs may be considered as
relevant and obtain more exposure on SERPs, which, in turn, cause the echo
chamber effect and further reinforce users’ pre-searching beliefs and expectations.

Similar to confirmation bias, status quo bias can also be considered as part of the
pre-search stage cognitive factor and is established based on prior beliefs and
experiences. In human-information interaction, the status quo could be an existing
information system applied in the workplace, current information seeking and search
strategies, as well as a specific set of sites and information sources that users
frequently use for certain types of tasks. In information systems studies, researchers
suggest that introducing the status quo bias perspective (SQBP) into empirical
studies can provide unique insights into the implicit biases in users’ decision-
making and help system designers better overcome user resistance to new informa-
tion systems, tools, and strategies (Fan et al., 2015; Lee & Joshi, 2017; Li et al.,
2016; Nel & Boshoff, 2020). Although studies on status quo bias in information
seeking and retrieval are not as common as they are in management information
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systems research, it might still be valuable to employ SQBP in analyzing users’
search and evaluation behaviors, especially when they are transitioning between
different retrieval systems, user search interfaces, and overall search environments.
Studying users’ status quo bias in different dimensions may allow researchers to go
beyond existing cost-reward-based formal models and simplified optimization func-
tions (e.g., Azzopardi, 2014; Zhang & Zhai, 2016) and further understanding the
impacts of pre-search cognitive factors.

Besides, users’ pre-search reference points and biases can also be partially
characterized by expectation disconfirmation theory (EDT), which has also been
widely adopted in explaining users’ acceptance of new information systems and
predicting their levels of satisfaction (Fan & Suh, 2014; Hsieh et al., 2010; Oliver,
1980; Venkatesh & Goyal, 2010). Compared to the existing beliefs and preferences
behind confirmation biases (e.g., existing attitudes toward COVID-19 vaccine and
climate change; previous political views before reviewing tweets on American
politics), users’ pre-search expectations regarding system performance and interface
layout may be more dynamic, flexible, and sensitive to the changes in search
intentions, search behaviors, and retrospective evaluations of search systems. A
series of information systems research demonstrate that the disconfirmation of
users’ pre-adoption expectation, rather than the absolute final performance or out-
come, significantly affects their acceptance and intention of continuance on new
systems (e.g., Bhattacherjee, 2001; Lankton & McKnight, 2012; Oliver, 1980). The
status of expectation disconfirmation involves both pre-adoption experiences and
also in situ perceived performances influenced by users’ gains and losses in inter-
actions with information systems.

In the context of information seeking and retrieval, Liu and Shah (2019) revised
the traditional user models built upon final search outcomes and post-search percep-
tions and investigated the role and impacts of expectation disconfirmation in Web
search sessions. Specifically, the researchers studied task difficulty expectation
disconfirmation, which is operationalized as the difference between pre-search
estimated difficulty and post-search experienced or retrospectively evaluated task
difficulty (Δ task difficulty). Based on the findings from a controlled user study, Liu
and Shah (2019) demonstrated that unexpectedly difficult task can lead to significant
decreases in users’ perceived levels of search success and major increases in
perceived time pressure in search sessions. Also, the size and direction of task
difficulty expectation disconfirmation (e.g., surpass pre-search expectation or
lower than expectation) significantly affect users’ Web search behavior, such as
dwell time on Web pages, query reformulation strategies, search result snippet
examination, and clicking behavior.

Complex search tasks usually involve different task dimensions or facets (Li &
Belkin, 2008; Liu, 2022), which may be associated with different aspects of users’ in
situ expectations regarding the search process, interface layout, and the system’s
retrieval performance. These different aspects of expectations and associated dis-
confirmation statuses may have varying impacts on users’ search strategies, docu-
ment judgment thresholds, as well as whole-session experience. Liu and Shah’s
research (2019) indicates the value and importance of integrating EDT into the study
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Fig. 6.3 Expectation disconfirmation in information retrieval

of Web search evaluation and serves as the initial step toward exploring other aspects
(e.g., task complexity, perceived knowledge gain, ease of use) and broader impacts
of expectation disconfirmation in IR (see Fig. 6.3). With the prediction models
developed in the study, future IR systems could leverage the knowledge about
users’ in situ expectation disconfirmation status in developing proactive search
support, especially when users encounter unexpected difficult and complex search
tasks (Liu et al., 2020).

The human biases and heuristics identified at the pre-search stage highlight the
initial reference points and biases that users may have in mind before engaging in
interactive search sessions. Different types of references may generate different sizes
and directions of impacts on users’ search behavior and document judgments and
overall interaction experiences. Also, different types of biases may have different
levels of sensitivity to the changes (particularly the perceived losses and costs) in
search interactions and the system-side biases in information exposure associated
with retrieval and ranking algorithms. During search processes, some of the
pre-search biases and preferences may also be reinforced by the personalized search
result ranking and recommendations and affect users’ search decision-making in
subsequent query segments. In the following section, we will discuss the biases and
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boundedly rational decisions that are investigated in the context of information
seeking, retrieval, and recommendation.

6.4 Within-Search Stage

Apart from the impacts from pre-searching references and beliefs, users’ information
search activities, document judgments, and whole-session experiences are also
affected by a series of human biases and heuristics triggered by search result
features, in situ reference points, and perceptions of search gains and losses.

Regarding the impacts of initially encountered information, Shokouhi et al.
(2015) studied the implicit anchoring effect in users’ relevance judgments and
found that when the previously encountered document is highly relevant or to
some extent relevant, it will affect the relevance labels assigned to the document
ranked in the next position and the implicit thresholds of relevance judgment.
Furthermore, based on natural search behavior data, researchers also found that the
implicit relevance judgments inferred from dwell time measures can also be
influenced by the anchoring effect (Shokouhi et al., 2015). Similarly, Thomas
et al. (2022) investigated the role of cognitive factors in large-scale crowd labeling
and found that a user’s current labeling activity is likely to match the previous label,
indicating the effect of anchoring bias and threshold priming. They also found that
this anchoring effect in evaluation tasks tends to decrease over time as users make
more judgments on example documents and better calibrate their own scales and
thresholds. This impact of anchoring bias on human judgment and labeling has also
been examined and empirically confirmed in other crowdsourcing-based experimen-
tal settings (e.g., Draws et al., 2021; Eickhoff, 2018).

Inspired by behavioral economics research on cognitive biases in human judg-
ments, Chen et al. (2022) took a step forward by examining the extent to which
users’ judgments and search decisions are biased toward the initially encountered
search results and also incorporating this anchoring bias into the design of new
anchoring-aware evaluation metrics. Focusing on the widely studied problem of
query-level search evaluation, Chen et al. (2022) integrate anchoring effect param-
eter into the user model behind evaluation metrics based on two assumptions
regarding document utility: (1) the utility obtained from the first document on
SERP only depends on the quality of the document per se, and (2) for the documents
at rank 2 or below, the document utility perceived by a user not only depends on
the quality of the document (e.g., relevance) but is also associated with the quality of
the previously examined document. In this sense, the documents ranked above the
current one being evaluated may serve as the anchoring point. According to Chen
et al. (2022), this document utility model can be written as:

rel0i qð Þ= reli qð Þ i= 1ð Þ
∂�reli- 1 qð Þþreli qð Þ i> 1ð Þ

n
ð6:1Þ



where rel (q) refers to the relevance level of the search result on i-th rank. Based on
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Fig. 6.4 Anchoring effect in a sequence of document judgments

i

this anchoring-aware document utility model, the researchers proposed anchoring-
aware metrics (AM) for a series of offline evaluation metrics, such as ERR, preci-
sion, RBP, and INST. They meta-evaluated the quality of these AM-based metrics
against their corresponding original metrics with fine-tuned parameters in terms of
the correlations with users’ query-level search satisfaction. Based on the experimen-
tal results on a publicly available Web search dataset, researchers found that the
AM-based measures outperformed all original offline evaluation metrics, indicating
that taking anchoring effect into consideration can help researchers better understand
users’ own perceptions and evaluations of search experiences (Chen et al., 2022).
Future studies could extend the anchoring-aware utility models and evaluation
metrics to the session level and investigate the impacts of potential anchoring points
developed at initial queries on users’ retrospective whole-session evaluation. For
this, the modeling and representation of anchoring points may need to consider both
rank positions and query orders and examine the possible variations in their weight
distributions across task types.

Based on the aforementioned empirical evidences on anchoring bias and
anchoring-aware evaluation in IR, Fig. 6.4 illustrates the anchoring effect discussed
above and the process of users’ calibration and adjustment of relevance thresholds
toward the average relevance score or expert assessment of document relevance.
Similar patterns might also be found in users’ judgments of other evaluation
dimensions. Similar to the studies on anchoring effect introduced above, Scholer
et al. (2013) studied the impact of reviewing different degrees of relevant documents
on people’s evaluation and calibration of relevance thresholds in mind. In the
experiments, participants in different groups were presented documents of varying
relevance as their respective initial reference points. Then, all of them were asked to
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evaluate a common set of documents of mixed relevance levels. The results dem-
onstrate that due to the impact of threshold priming, participants who started their
judgment sessions with only non-relevant documents tend to assign significantly
higher relevance scores to the following documents, compared to the participants
who were exposed to highly relevant documents at the beginning of evaluation.
Moreover, researchers found that this threshold priming bias might be mitigated by
the need for cognition as the participants who enjoy engaging in effortful cognitive
tasks achieved significantly higher level of agreement with expert assessors in
relevance judgment, indicating better calibrated relevance thresholds and less
impacts from in situ cognitive biases. The advance in knowledge regarding anchor-
ing bias, threshold priming, and need for cognition can enhance our understanding of
users’ document judgments and the implicit changing thresholds and enables
researchers and system designers to debias users’ judgments and improve the quality
of implicit feedback for facilitating more balanced and accurate IR personalization.

In addition to the human biases and heuristics discussed above, users’ query-level
or within-SERP evaluations, especially their perceptions and judgments of search
result snippets, are also affected by decoy effect and framing effect. Specifically, for
example, Eickhoff (2018) indicates that users’ preferences over two search results
could be altered without changing the nature of the presented results. Instead, this
change could happen merely with one additional information item being added to the
SERP. When two non-relevant items were presented with a relevant result, but one
of the non-relevant items was clearly inferior to the other one on a salient dimension,
the assessor tends to overestimate the relevance of the dominant non-relevant
document. Eickhoff’s crowdsourcing study (2018) shares a similar experimental
setup with many of the behavioral economics studies on decoy effect (e.g.,
Highhouse, 1996; Wedell & Pettibone, 1996; Wu & Cosguner, 2020) and confirms
the behavioral impacts of decoy in relevance judgment. From a reference depen-
dence perspective, the similarity between the two non-relevant items motivates the
user to consider one of the items as a qualified reference point or similar case when
evaluating the other information item or document. Then, since there is a clear
dominant item among the two similar items, a relatively low reference point can
easily generate a major perceived gain or overestimated level of relevance in the
evaluation of the dominant non-relevant item, which in turn leads to the changes of
the user’s in situ document preference.

In Chap. 5, apart from the direct impacts of decoy effect on relevance labeling, we
also discussed other possible dimensions on which users’ judgments could be
influenced by potential decoy items, such as document usefulness and credibility.
Besides, the overall behavioral impacts of decoy may also be moderated by the rank
positions of all items involved, as users tend to pay less attentions to lower ranked
documents in general. This rank position bias may weaken the predicted decoy effect
when the decoy and dominant items are ranked in relatively low positions. To
enhance our understanding of decoy effect in search evaluation and interaction,
future studies need to further explore the implicit dimensions of search result
surrogates and documents that may trigger decoy effect and also investigate the
potential moderating effects of rank positions, task nature, and user characteristics.
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In addition to decoy effect, users may also make different search decisions on the
same information due to the variations in the ways in which the information is
framed and presented (i.e., framing effect). For instance, researchers found that in
Web search, the genre in which diverse sources of information and documents are
presented will affect the extent to which diverse perspectives and opinions are
represented in the retrieval output under a query (Novin &Meyers, 2017a). Different
genres and framing of search results may also lead to divergent perceptions of the
same topic (Novin & Meyers, 2017b). Apart from the document genre, different
forms of result presentations may also lead to different perceptions and user inter-
action patterns. For instance, in click model studies, researchers found that vertical
blocks on SERPs usually appear to be more salient and attract more attention from
users compared to the regular organic search results in SERP browsing processes
(Chen et al., 2012; Chuklin et al., 2015). With the same or similar contents, results
that are presented as verticals (e.g., videos, images, answer cards) may be more
likely to be viewed and clicked and even receive a higher relevance score in
document judgments. Also, the search results that are presented close to verticals
should also be assigned higher weights in the estimation of examination and click
probabilities (Liu et al., 2015). Capra et al. (2013) investigated the impacts of
augmenting text-based search result surrogates with images extracted from related
Web pages. Based on the results from two user studies on evaluating search results
with images, researchers found that re-framing results with the support of good
images can cause small, insignificant benefits in judgment quality and increased
judgment time compared to the traditional framing (i.e., text-only surrogates).
However, on the SERPs where search results had diverse and potentially confusing
meaning, users achieved significantly higher click precision on surrogates with
images. Similarly, Arguello and Capra (2012) examined users’ search behaviors in
aggregated search that involves different specialized search services or verticals. The
study results demonstrate that the behavioral impacts of images on SERP depend on
the topical relevance of the regular Web search results. When text-based search
results are not relevant or merely marginally relevant to the task, the results that are
framed as images have significant effects on users’ search tactics. These results
indicate that different ways of framing search results and surrogates in IR could lead
to significant variations in users’ perceptions, clicking behavior, quality of relevance
judgments, and overall search performances.

Taking a step back from the specific biases and mental shortcuts introduced
above, Liu and Han (2020) investigated the problem of search behavior and user
satisfaction prediction from a general reference-dependence perspective. Specifi-
cally, inspired by the behavioral economics research and gain- and loss-based
evaluations and decision-making (e.g., Kahneman, 2003; Tversky & Kahneman,
1991), Liu and Han (2020) simulated a series of reference points in search sessions.
Then, for each traditional outcome-based evaluation metric, such as dwell time on
Web pages, number of clicks, precision, and nDCG scores, the researchers devel-
oped the corresponding reference-dependent metrics using different simulated ref-
erence points, respectively. The simulated reference points for each behavior or
evaluation metric, built upon behavioral economics experiments on reference depen-
dence, peak-end rule, and recency effects in decision-making, include:
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• Reference 1: peak value up to the current point of search (Peak value)
• Reference 2: end value (or the value from the most recent search iteration) up to

the current point of search (End value or recency effect)
• Reference 3: average value up to the current point of search (Common baseline)
• Reference 4: (Reference 1 + Reference 2)/2 (Combination of peak and end

values)

Based on the psychology-informed simulated reference points, researchers devel-
oped gain- and loss-based evaluation metrics based on the delta value between the
current value or absolute outcome of an evaluation measure and one of the
corresponding reference points. Therefore, for each evaluation metric, Liu and
Han (2020) obtained four reference-dependent evaluation metrics. In statistical
analysis and prediction modeling, the researchers found that the loss-based evalua-
tion measures (e.g., when the delta value is negative) are associated with signifi-
cantly larger changes in query-level user satisfaction, compared to the same size of
gain-based evaluation measures. This result confirms the effect of loss aversion in
Web search evaluation and highlights the asymmetric variations in search satisfac-
tion sensitivity on the two sides of reference points. Furthermore, the researchers
developed a set of experimental prediction models based on the reference-
dependence measures and evaluate their performances against classic final
outcome-based prediction models. The results demonstrate that applying the
reference-dependence approach can significantly improve the performance in
predicting several aspects of search interactions, such as click depth, dwell time in
query segment, average relevance score of documents on SERP, and number of
clicks in top five rank positions. Also, the study result indicates that the prediction
performance of reference-dependence models varies across search tasks of different
types. Thus, future research may need to further examine the hidden heterogeneity
and boundaries in reference-dependence effects in complex search tasks.

Following Liu and Han’s (2020) reference-dependence approach, Brown and Liu
(2022) explored the problem of early predicting session-level search decisions and
user satisfaction, with the ultimate goal of achieving early identification of whole-
session search strategies and offering proactive search support when needed (Shah,
2018). Specifically, the researchers developed reference-dependent early prediction
models based on a series of simulated reference points in first query segments of
search sessions and evaluated the model performance against that of the
non-reference traditional models. Based on the experimental results obtained from
datasets of diverse types, this study demonstrated that the reference-dependent
models, built upon simulated reference points, can achieve significantly high accu-
racy in predicting clicks in sessions, whole-session dwell time, as well as user
satisfaction. Also, by testing a variety of simulated search time expectations,
researchers found that most participants expected to complete their searches within
60 s. Once the actual dwell time surpassed the 60-s reference point, a relative loss
(or extra cost) might be perceived by the participant, which led to a rapid rate of
search satisfaction decay in a logarithmic fashion (Brown & Liu, 2022). The
improvement in early prediction performances achieved with simulated user
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expectations indicates the importance of further investigating varying dimensions of
reference dependence in search interactions and also highlights the value of incor-
porating in situ user expectation into IR user modeling and evaluation measures of
search systems.

Taking a step forward from Brown and Liu’s (2022) simulation of users’ search
expectations, one of our recent user studies investigated users’ in situ search
expectations regarding costs and gains by collecting their explicit response or label
on query-level expectations. Specifically, in our study, participants were recruited
and asked to conduct information searching on open Web for completing assigned
complex search tasks from journalism domain. To control the potential impacts of
task familiarity and topical knowledge, we recruited undergraduate students from
outside the journalism discipline and designed two task topics that our participants
are quite unlikely to be familiar with. The task and topic design were employed and
empirically tested in our previous user studies, which achieved our goal for control-
ling the effects of task types and topics (e.g., Liu et al., 2019; Mitsui et al., 2017).
Our study involved 48 participants, and each participant was asked to complete two
predefined search tasks. To collect information regarding in situ expectations, we
asked each participant to complete a short survey through interface pop-up window
each time they issued a new query and before they could review the results presented
on the related SERP. The survey questions on query-level search expectations
include:

• [Useful pages]: How many useful pages do you expect to find (under the current
query)? [Numeric]

• [Clicks]: How many results/pages do you expect to click before obtaining the
expected number of useful pages? [Numeric]

• [Spending/dwell time]: How much time do you expect to spend on this current
search? [Ordinal]

– Less than 30 s
– 30 s–1.5 min
– 1.5–3 min
– 3–5 min
– More than 5 min

As presented above, our survey questions on search expectation cover both the
information gain aspect and search cost aspect. Similar to relevance judgments,
users’ explicit feedback on in situ expectations can also serve as ground-truth labels
for characterizing users’ query-level search experience and facilitating user-oriented
search evaluation. Based on the search expectation labels collected from different
queries and task-based search sessions, we examined the distribution patterns of user
expectation features across different search contexts.

As shown in Fig. 6.5, we examined the distribution of levels of user expectations
mainly at three key search moments: first query, peak-value query, and end query.
Overall, in a query segment, most users expected to obtain two to four useful search
results. Users often expect to collect less useful search results toward the end of
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Fig. 6.5 In situ expectation regarding number of useful pages collected. CE copy editing task, SP
story pitch task, RE understanding relationship (between different facts) task, IP interview
preparation task

search sessions (the peak density point appears near the point where # useful
pages = 2). Apart from the expectation variations across these three key moments
associated with anchoring bias, peak-end rule, and recency effect (Kahneman,
2003), we also observed overall differences in expectation distributions across the
four task types. In general, we found that compared to more open-ended tasks, the
distributions of useful page expectations in the CE task tend to be more right-skewed
compared to that of other task types. This result indicates that users expected or
needed to collect less useful documents in relatively simple factual tasks (i.e., CE)
compared to the intellectually more challenging search tasks (e.g., SP, IP) (Fig. 6.6).

Similarly, with respect to the expectations regarding the number of clicks needed
before reaching the expected numbers of useful pages, we also observed significant
variations in expectation distributions across different query moments and types of
search tasks. Under the factual search tasks (CE and SP), the distributions are
generally more right-skewed, suggesting that users expected to click less search
results and documents for fulfilling the task requirements. In contrast, for the
intellectual, open-ended search tasks (i.e., RE and IP), users generally expected to
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Fig. 6.6 In situ expectation regarding number of clicks needed

click and review more search results before the search tasks can be completed. Also,
users were open to engage in more effortful searches (e.g., do more clicking) at the
beginning of search sessions. However, at the end of search sessions, they generally
expected to click less search results before achieving the query-level search goal,
suggesting an implicitly increasing in situ expectation regarding search effectiveness
and efficiency (Fig. 6.7).

Similar distribution patterns were also observed in terms of expected dwell/
spending time within query segments. In open-ended search tasks, the expectation
distributions at the three selected query moments were more left-skewed compared
to that of the factual search tasks. Based on the results above, we found that (1) users’
in situ search expectations regarding information gains and search costs vary over
time, which may lead to changes in perceived gains and losses when facing similar
search results or levels of SERP quality, and (2) users’ in situ search expectations
vary significantly across different task types.

Our next-step studies following this line of research will focus on the interactions
between users’ in situ search expectations and Web search behaviors and explore
ways in which the expectation labels could be utilized in building, training, and
evaluating more solid expectation-aware user models and search evaluation metrics.
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Fig. 6.7 In situ expectation regarding spending/dwell time within a query segment

In addition, we hope that the knowledge learned about user expectations on gains
and costs from our research can contribute to the development of intelligent search
systems that can automatically predict and better fulfill users’ in situ expectations at
different moments of search sessions.

Compared to query-level evaluation, modeling whole-session retrospective eval-
uation often tends to be more challenging as it involves more implicit variations at
both cognitive and perceptual levels during search sessions (Belkin et al., 2012). In
the following section, we will discuss existing information seeking and retrieval
research that examines users’ post-search retrospective evaluation of entire search
session or online information seeking episodes.

6.5 Post-search Stage

In addition to developing and evaluating reference-dependent prediction models, Liu
and Han (2020) also examined the role of peak-end rule and recency effect in whole-
session retrospective evaluation. Specifically, the researchers ran ordered logit
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models to examine the effects of within-session peak and end query-level satisfac-
tion (Q-SAT) scores on the final whole-session satisfaction score (S-SAT). The
peak-end-based model was evaluated against the baseline model built upon whole-
session average-value-based and sum-value-based measures. The results of regres-
sion analysis demonstrate that the peak-end-based prediction model can achieve
significant improvement in predicting S-SAT compared to the widely used tradi-
tional model (adjusted R2 increased from 0.21 to 0.45). In addition, researchers
found that both peak Q-SAT and end Q-SAT have significant impacts on the final
S-SAT. Meanwhile, the whole-session dwell time and total numbers of click counts
do not have statistically significant effect on users’ whole-session retrospective
evaluation. This result empirically confirms the effect of duration neglect
(cf. Alaybek et al., 2022; Fredrickson & Kahneman, 1993) in whole-session Web
search evaluation and highlights the value of integrating peak-end rule into evalu-
ation models. To further illustrate the peak-end effect and how it leads to the
deviation of remembered utility from experienced utility (Kahneman, 2003), Liu
and Han (2020) also identified several pairs of search sessions where users had very
similar or the same levels of total Q-SAT scores but largely different distributions of
Q-SAT scores and divergent values of peak and end Q-SAT scores. As a result, in
each pair, the users assigned largely different S-SAT scores to the corresponding
Web search sessions as an indicator of their (remembered) whole-session
experience.

In online information seeking, Agosto (2002) adopted Simon (1955)’s behavioral
decision-making theories of bounded rationality and investigated the principle of
satisficing in young people’s Web-based decisions. Based on the coded qualitative
data collected from group interviews with 22 adolescent females, researchers found
that when searching on open Web and utilizing the collected information in making
decisions, young searchers did operate within the limits of their bounded rationality.
In addition, Agosto (2002) also identified two main methods or forms of satisficing
behaviors: reduction and termination. Reduction method is usually employed to
reduce the amount of information and information sources that need to be examined
and processed. Specifically, it includes a series of specific methods, such as returning
to previously known sites, adopting indexing categories to remove sites from further
consideration, and relying on site synopses. In addition, the researchers also found
behavioral patterns under the termination category that contradict the original theory
of bounded rationality and satisficing: although searchers sometimes use finding a
satisficing search result as the search stop (or acceptance) rule, they also employed
other events as stop rules, such as preset time limits, physical discomfort onset, and
boredom onset. These occurrences may appear and stop searchers’ sessions before a
satisficing option is actually obtained, which could result in unsatisfactory and
frustrating search experiences. These search-experience-related stop rules that are
independent of aspiration levels echo related findings from search stopping studies at
both query and whole-session/task levels (e.g., Browne et al., 2007; Wu & Kelly,
2014).

Similar satisficing search strategy discussed above was also confirmed in other
empirical studies. Wirth et al. (2007) found that when exploring a new topic through
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Web search, users tend to quickly scan the clicked search results and see if any
relevant information is included and move on to the next page or query segment.
During the SERP browsing process, users navigate quickly and do not apply much
reflection and deliberate evaluation. Users seek to gather useful information that is
sufficient for continuing the exploration, rather than achieving optimal information
gains. This result echoes the finding on satisficing principle in Agosto (2002).

6.6 Behavioral Economics and Recommender Systems

In addition to information seeking and retrieval research, we also briefly discuss
relevant studies in Recommender Systems (RecSys) where behavioral economics
approach was adopted to model user behavior and improve recommendation perfor-
mances measured by a series of offline evaluation metrics. The RecSys studies on
human biases and bias-aware ranking and personalization may inspire further
research on boundedly rational users’ interactions with recommendations in Web
search engine and social media sites and also inform the design, implementation, and
evaluation of bias-aware intelligent search systems. We hope that our work can
further strengthen the connections between IR and RecSys studies, especially in
terms of modeling users’ biases and heuristics in decision-making activities.

Ge et al. (2020) investigated the interactions between users’ interests as anchoring
point and the personalized recommendations from e-commerce recommender sys-
tems. Particularly, based on the clicks, purchases, and browsing logs collected from
Alibaba Taobao transactions, the researchers sought to explore possible self-rein-
forcement effect on users’ interests due to the narrowed exposure of product types.
This mutual reinforcement between users’ initial interests and preferences and the
recommendations tailored according to users’ behaviors may lead to the echo
chamber effect. To measure the strength and temporal changes of the possible
reinforcement on users’ interests, the researchers employed cluster validity (Halkidi
et al., 2008) to compare the user embeddings of two user groups and investigated the
changes in clustering over several months. With respect to the reinforcement from
users’ behaviors on the narrowed scope of recommendations, Ge et al. (2020)
measured the temporal changes of content diversity in recommendation lists based
on the pairwise distance of item embeddings. The listwise diversity is represented by
the average of the item distances. The experimental results indicate that the echo
chamber effect does exist in user click behaviors. Users’ initial interests on certain
product or product types can be reinforced by the repeated exposure to similar
recommended items. Knowledge regarding the mutual reinforcement process
learned from Ge et al. (2020)’s simulation-based experiments may enable future
real-world e-commerce systems to better predict the changes of users’ interests and
debias the iterative recommendation process in order to mitigate negative impacts of
echo chamber.

Similarly, Xu et al. (2020) developed a weighted expected utility model in
predicting users’ clicks and adjusting product ranking and represented personalized
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risk attitude and psychological biases toward outcome probabilities in their models
based on the empirical findings associated with Prospect Theory (Tversky & Kah-
neman, 1992). Specifically, within the rational expected utility function, the
researchers introduced probability weight function (WEU), which characterizes
people’s tendencies of overestimating small-probability events and underestimating
high-probability events. With respect to evaluation, the researchers randomly sam-
pled 1000 negative items from the e-commerce datasets for each user and rank them
with the ground-truth items extracted from the user’s click and purchase logs. The
experimental WEU models were evaluated against classic rational expected utility
models. Based on the results from extensive re-ranking experiments, Xu et al. (2020)
showed that the weighted EU framework achieved significant improvements in item
ranking performances measured by Precision@10, Recall@10, F1@10, and
nDCG@10 across different types of e-commerce settings. This study illustrates a
viable approach to integrating the knowledge regarding risk attitudes and biased
probability estimation into ranking algorithms and to enhancing human-bias-aware
recommender systems. The insights, model design, and experimental setups from
related RecSys studies could be adapted and reused in IR and other related fields to
further investigate the effects of human biases and heuristics in information-
intensive decision-making tasks.

6.7 Summary

This chapter introduces the user studies and simulated-based experiments that
incorporate the knowledge of human biases, heuristics, and bounded rational
decision-making into the models of IR, information seeking, and recommender
systems. The research findings and insights discussed above jointly illustrate the
existing advances and progresses we, as a research community, have made toward
addressing the open questions presented in Chap. 5 and developing bias-aware
intelligent information systems. The bias-aware user models, revised assumptions,
and evaluation metrics proposed in existing studies can be leveraged in further
exploring the impacts of a broader range of human biases and heuristics and
constructing corresponding user behavior prediction, item re-ranking, and system
evaluation models.

More broadly, the current and continuing research on bounded rationality can
complement ongoing mainstream computing research on algorithmic bias and offer a
more comprehensive research agenda and analytical framework for investigating the
interaction between human biases and algorithmic biases in general human-
information interactions. The mutual reinforcement between users’ preferences and
personalized biased recommendations is a good example to illustrate the interaction
between the two-side biases (e.g., Modgil et al., 2021; Xu et al., 2020). Researchers
still need to further explore other dimensions of both human and algorithmic biases
and reflect on the bias-related concepts, such as diversity, fairness, and transparency,
from a user-oriented perspective.
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Existing IR studies that involve the knowledge of bounded rationality serve as an
important initial step toward addressing the research challenges discussed in previ-
ous chapters and open new research paths within this problem space. Chapter 7 will
continue our discussion on the behavioral economics approach and explain the
implications, new directions, and perspectives that this new approach could bring
to us in different sub-areas of IR theories, research, and practices.
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Chapter 7
Implications and New Directions for IR
Research and Practices

Abstract Previous chapters have thoroughly discussed recent advances and pro-
gresses in IR formal user models and behavioral economics research on human
bounded rationality in decision-making. As presented in Chap. 6, some recent
studies in IR, information seeking, and recommendation have empirically confirmed
the impacts of human biases and heuristics on users’ search interactions, judgments
of information items, and reactions to personalized recommendations and partially
incorporate the knowledge of bounded rationality into developing user behavior
prediction models, system evaluation metrics, and bias-aware re-ranking algorithms.
Taking a step forward from previous discussions, this chapter will introduce existing
unresolved research gaps and open challenges from bounded rationality perspective
and discuss the main research questions, practical implications, and new directions
of our behavioral economics approach for various sub-areas of IR studies.

7.1 Background

Previous chapters have thoroughly discussed recent advances and progresses in IR
formal user models and behavioral economics research on human bounded rational-
ity in decision-making (with empirical evidences associated with both behavioral
patterns and neural correlates). Contrasting the specific assumptions, model setups,
and findings from these two areas of research clarify a series of gaps between
simulated rational agents and real-world users engaging in search interactions
under varying tasks. These gaps motivated us to reflect on the existing
oversimplified assumptions and rational user models and encouraged us to explore
ways in which we could extend the assumptions about user characteristics and
behavioral patterns and also enhance existing formal models. As presented in
Chap. 6, some recent studies in IR, information seeking, and recommendation
have empirically confirmed the impacts of human biases and heuristics on users’
search interactions, judgments of information items, and reactions to personalized
recommendations and partially incorporate the knowledge of bounded rationality in
developing user behavior prediction models, system evaluation metrics, and bias-
aware re-ranking algorithms. Taking a step forward from previous discussions,
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Chap. 7 will introduce existing unresolved research gaps and open challenges from
bounded rationality perspective and discuss the main research questions, practical
implications, and new directions of our behavioral economics approach for various
sub-areas of IR studies. We hope that our synthesis of the insights from related areas
and new bias-aware research agenda can be of help for students and researchers who
are interested in further investigating more specific human-bias-related IR problems
and leveraging the learned knowledge in enhancing intelligent search systems.

7.2 Characterizing Bounded Rationality in IR

When making decisions under uncertainty, people are often boundedly rational due
to a series of individual characteristics and situational limits, such as cognitive and
perceptual biases, mental shortcuts, as well as limited resources and support (Simon,
1955; Kahneman, 2003). In the context of IR, previous studies have explored a set of
the widely examined human cognitive biases and described their implicit connec-
tions to users’ information search behaviors, document judgment thresholds, and
whole-session evaluations (e.g., Azzopardi, 2021; Eickhoff, 2018; Liu & Han, 2020;
Scholer et al., 2013). To further enhance our understanding of boundedly rational
search decisions, researchers may need to address several general limitations.

First, it is worth noting that people’s boundedly rational decisions and judgments
usually involve perceived multidimensional changes, gains, and losses (Kahneman,
2003). Although existing IR research has examined several types of human biases
and heuristics (see Chap. 6), many of them only focused on one or two dimensions
associated with the impacts of biases. One of the widely examined dimensions is
relevance judgment as a large body of user studies, and offline IR evaluation
experiments include external relevance labeling as part of the standard experimental
setup. However, users’ biased perceptions and decisions could occur in other
dimensions as well, such as the judgments of document credibility and usefulness,
acceptance of different types of search recommendations, as well as the experience
with certain search interfaces. For instance, the impact of decoy results and threshold
priming could not only be triggered by the relevance labels of documents examined
in sequence but also initiated by the difference in document presentation (e.g., text
only or augmented with relevant images; presented as regular organic search results
or vertical results) and perceived document credibility. In addition, users’ search
satisficing strategy and aspiration level may also be multidimensional in nature and
are influenced by the perceived gains and losses on a variety of facets of search
interactions, rather than depending on query-document relevance (qrel) only. More
broadly, from the reference-dependence perspective (e.g., Tversky & Kahneman,
1991), users’ pre-search and in situ preferences and expectations may also involve
different dimensions, such as search interactions and costs, system effectiveness, and
document quality, as well as overall search experience. These different dimensions
of references could also change over time as a search session proceeds and may have
different weights in users’ search decision-making and whole-session remembered
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utility. It is difficult to characterize diverse references and associated temporal
variations (e.g., changes of SERP quality across different queries; changes of
users’ preferences over diverse subtopics) with only one or two ground-truth labels.

Next, related to the first limitation, when characterizing the temporal changes
along different dimensions and associated with varying human biases, researchers
also need to explore the interactions among different dimensions of search interac-
tions and biases. For instance, based on e-commerce click and purchase logs, Ge
et al. (2020) identified the mutual reinforcements between individual users’ interests
and the biases in item exposure in recommender systems, which confirmed the echo
chamber effect in personalized product recommendations. Azzopardi (2021) also
discussed possible compounding effects caused by two or more cognitive biases on
searchers. For example, individuals’ decisions are often heavily influenced by the
initial information available in a given sequence (Primacy effect; Jones et al., 1968).
This primacy effect may couple with anchoring bias: when a user evaluates results in
a SERP, the first item presented or examined may be considered as most relevant and
used as an anchoring point for judging the relevance and credibility of following
documents. Also, for each individual search decisions in a session, such as query
reformulation, document clicking, and search stopping, the user may be influenced
by both in situ reference points (e.g., search results with varying types of framing)
and pre-search existing beliefs and preferences (Confirmation bias, Nickerson, 1998;
White, 2013).

Although mutual reinforcement effect could occur among diverse human biases
(Azzopardi, 2021), different biases may also compete with each other for people’s
attention and relatively higher weights in final decision-making. For instance,
suppose a user has pre-search doubts about the effectiveness of a certain brand of
vaccine. During the information search process, the user may be actively searching
for results that confirm or is aligned with their pre-search beliefs. However, when the
top ranked search results contradict with the pre-search expectations, the confirma-
tion bias might be mitigated by the anchoring bias or in situ reference dependence as
the user may consider the initially encountered or top ranked search results as most
relevant. This impact of in situ reference may be weaker if the disconfirming results
are ranked in lower positions on the SERP. Therefore, to comprehensively investi-
gate the interaction between confirmation bias and anchoring bias (as well as the
interplay of other human biases), researchers may also need to take into consider-
ation the roles of several IR-specific factors, such as search query features, search
result presentations (e.g., as organic search results or vertical blocks), and adaptive
learning to rank algorithms.

With respect to the behavioral impacts of bounded rationality, researchers from
multiple disciplines (including IR) have extensively studied the negative impact on
search performance, document judgment quality, and overall experiences. As a
result, a series of negative effects and biased decision strategies have been identified
through the behavioral experiments where researchers start with assumed negative
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effect of human biases.1 However, the potential positive effects of human biases
remain understudied. For instance, cognitive biases and heuristics may reduce the
complexity of decision-making processes (Azzopardi, 2021). Relying on a set of
simple rules and mental shortcuts, individuals may be able to quickly obtain
satisficing or good-enough outcomes without processing a large amount of new
information (Kahneman, 2011). Also, people may be more likely to be affected by
cognitive biases when facing conflicting information (which usually increases the
uncertainty in option evaluation and decision-making). Thus, using certain mental
shortcuts may help reduce the uncertainty and improve the efficiency in decision-
making activities. This could be of high value to users, especially in scenarios where
timeliness is more important than optimized accuracy. Future IR researchers should
actively explore the positive effects of human biases and heuristics in making search
decisions, judging information items, and performing information-intensive work
tasks. More broadly, estimating the positive impact of bounded rationality may also
enable researchers and system engineers to build more comprehensive computa-
tional models of real-time human decisions under bounded cognitive resources
(Gershman et al., 2015).

Apart from the research gaps above, characterizing human biases and boundedly
rational decisions in IR is also methodologically challenging. To capture the “pure
effect” of human biases and heuristics, behavioral economics researchers often
choose to observe human decisions within well-controlled, simplified, and some-
times unrealistic experimental settings (e.g., Kahneman, 2003; Thaler, 2016; Weber
& Camerer, 2006), such as gambling with two options, selling or buying one item, or
deciding the treatment plan with the complete knowledge of the probability of cure
associated with each alternative. These simplified experimental settings allow
researchers to extract one decision-making segment out of complex real-world
settings and directly observe the phenomenon of bounded rationality with other
contextual variables (e.g., work task characteristics, other people’s opinions and
actions, domain knowledge, and information seeking skills) being controlled. How-
ever, interactive search sessions often tend to be complex, dynamic, and involve
contextual factors of multiple levels, such as action level, query level, search task
level, as well as motivating task level. Even in controlled user study settings where
users conduct search activities under a predefined search task, it is still difficult to
redesign or deconstruct the complex search processes into a set of single-decision-
based simplified experiments. In addition, to address the problem of observing and
modeling the interactions between diverse human biases, researchers may not be
able to restrict the decision-making experiment within an oversimplified setting.

As shown in Fig. 7.1, within a simplified representation of general methodolog-
ical spectrum, researchers need to find the scientifically reasonable and practically
accessible balance between the two directions or sides: On the one side, (over)-
simplified task and study designs that are widely applied in behavioral economics

1This phenomenon may also confirm the existence of confirmation bias in IR research on bounded
rationality.
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Fig. 7.1 Methodological challenges in IR research on bounded rationality

and cognitive psychology experiments can increase the chance of observing pure
behavioral effects caused by human biases and heuristics. The well-controlled
experimental settings can make the bias trigger for salient (e.g., a clear decoy option
among different alternatives) and thus more likely to generate significant, testable
behavioral variations. On the other side, however, we also need to consider the level
of realism of the simulated tasks and decision-making settings. Although the
simplified environments can better facilitate the investigation on human biases, it
may affect the generalizability and practical value of the research findings. The
behavioral effect measured in simple experiments may not be practically meaningful
in complex IR settings where multilevel search decisions are mixed with each other.
Also, it is worth noting that several types of biases are identified under artificially
constructed experimental sessions; this may be because the study participants are not
intrinsically motivated to find out the real credible information items (Azzopardi,
2021). For instance, a high school student participant may not have a clear motiva-
tion for learning about available retirement plans, except for the compensation
payment for their participation. As a result, the participant may be more likely to
stop searching at satisficing results, which present clear but overestimated signals of
bounded rationality to the researchers who may be subject to observer-expectancy
effect (Rosenthal, 1976). This issue of participants’motivations in task completion is
a common issue in crowdsourcing studies (e.g., Law et al., 2016; Posch et al., 2019;
Rogstadius et al., 2011) and may cause extra risk for user studies on human biases
and heuristics. However, when completely departing from controlled lab experiment
contexts and customized interventions, researchers may also find it difficult to
identify and access reliable signals that indicate boundedly rational actions and
capture the implicit deviation of biased decisions from mathematically optimal
outcomes.

Crowdsourcing-based user experiments, especially the ones focusing on the
judgment and labeling of information items (e.g., Eickhoff, 2018; Maddalena
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et al., 2016; Roitero et al., 2022), enable researchers to partially characterize users’
evaluation decisions under the influence of cognitive biases that emerge from
individuals’ naturalistic settings. However, how to go beyond a single slice of search
process and reasonably approximate whole-session search interaction experience
that involves multistage decision-making still remains an open challenge. To address
this challenge, researchers will need to both design effective tasks, interfaces, and
interventions that can be naturally implemented in real-life settings and also identify
new measures and signals for capturing the multidimensional effects of human
biases, heuristics, and situational limits and depicting boundedly rational decisions.

This section summarizes the existing limitations and research gaps in terms of
characterizing bounded rationality in IR. For each limitation, we have identified
specific research problems to be addressed and suggested possible paths for future
studies. The knowledge learned through exploring and characterizing users’
bounded rationality can provide a solid behavioral and psychological basis for
designing new search and ranking algorithms, user interface components, and
recommendations, as well as bias-aware evaluation metrics.

7.3 Development of Bias-Aware Interactive Search Systems

The second part of our research agenda adopting the behavioral economics perspec-
tive focuses on the open challenges we need to address regarding the development of
bias-aware interactive search systems. Our ultimate goal is that the bias-aware search
algorithms and systems can take into account the impacts of both algorithmic biases
and human biases and proactively address the potential negative effects from users’
biased perceptions, judgments, and search decisions, especially in complex search
tasks of varying types.

Taking a step forward from the discussions in the above section, researchers need
to properly present diverse types of human biases, heuristics, as well as other
situational factors that contribute to boundedly rational decisions and estimate
corresponding parameters in updated formal user models with real-world search
interaction data. As summarized in Chaps. 4 and 6, there are a large body of
behavioral economics experiments and IR user studies that described and statisti-
cally tested the effects of various human biases on judgment and decision-making
(Azzopardi, 2021; Kahneman, 2003). However, the knowledge of bounded ratio-
nality accumulated in a variety of disciplines has rarely been incorporated into the
design of formal user models. This research gap can be considered as part of the
broader, deeper disconnection between information seeking community and IR
community: although a variety of online information seeking behavior models
have been proposed in diverse specific settings, populations, and task scenarios,
many of them have not been introduced or represented in formal, computational
models of user behavior in IR experiments, partly because of the descriptive nature
and significant individual differences embedded in information seeking models and
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practical limitations in available training datasets and ground truth labels (Liu,
2022).

The enhancement of formal user models under a bounded rational framework
would start with the multifaceted extension of simplified rational assumptions
discussed in Chap. 5. For instance, when estimating the attractiveness and probabil-
ity of examination before clicking, researchers should consider not only the textual
features of search result surrogates and the rank position of the document but also the
past history of browsing, clicking, and judgments, especially the reference levels,
anchoring points, and in situ preferences hidden in past search interactions. Also,
due to the threshold priming effect (cf. Scholer et al., 2013), users may keep
adjusting and calibrating their thresholds of relevance judgments during a sequence
of query-driven search iterations. Regarding usefulness judgments, researchers will
also need to examine search task facets (e.g., Li & Belkin, 2008; Liu, 2021) and
monitor the distance between the current document and the overarching search tasks.
Due to the subjective nature and since individual differences involved usefulness
judgments, the calibrated thresholds may not regress to a relatively stable value as it
is expected in relevance judgments (Thomas et al., 2022). Thus, researchers may
need to design and empirically test different forms of customized task-document
distance measures and see which one(s) best capture the user’s in situ usefulness
perceptions.

The dynamic nature of references, judgment thresholds, and information need
often lead to unexpected deviations of users’ examination and clicking behaviors
from the predictions of traditional click models. Therefore, incorporating explicit
representations of in situ references and implicit judgment thresholds into click
models may improve the accuracy in both unbiased relevance estimation and click
prediction. The connections between previous references extracted from actions,
documents, and explicit feedback (if available) and current search actions could be
represented by extra edges in the session flow of graph-based click models (Lin et al.,
2021). Adopting a data-driven approach, the weights of hidden edges among
pre-search and in situ references, implicit thresholds, and current document features
could be learned through neural networks from search log data containing both intra-
session and inter-session information. In addition to the graph-based method,
researchers could also adopt a personalized click model (PCM) approach and
incorporates users’ reference points and cognitive biases into click models as part
of the user factors. For instance, within Shen et al. (2012)’s PCM framework, user
biases could be represented as elements of user matrix, which in turn shapes the
Gaussian prior of the document attractiveness parameter in click modeling.

In addition to predicting clicking and characterizing within-SERP browsing,
researchers have also developed a series of rational models for formally modeling
interactive search sessions. One of the common modeling approaches is to decon-
struct users’ search sessions into the transitions of a fixed set of phases or states. The
phases and states are either defined under a starting theoretical framework and a set
of axioms in a top-down fashion (e.g., Dungs & Fuhr, 2017; Zhai, 2016) o
empirically extracted from users’ search logs and explicit annotations (e.g.,
Hendahewa & Shah, 2013; Liu et al., 2020; Liu & Yu, 2021). With the state-based
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framework, researchers have proposed a variety of optimization algorithms to
iteratively maximize the search effectiveness or scores of evaluation metrics (e.g.,
nDCG, average precision, document usefulness) that measure ranking performances
and SERP qualities (Luo et al., 2014; Liu & Shah, 2022; Zhang & Zhai, 2016). To
enhance existing state transition models, researchers can incorporate bias-related
factors into the models and estimate their impacts on state transitions. For instance,
with the same local retrieval outcome, a relative change (perceived as a gain or loss)
in the relevance of search result surrogate or page dwell time may significantly affect
the probabilities of browsing continuation and transition to the stage of query
reformulation. Also, encountering a document that confirms the user’s existing
beliefs and expectations may result in an unexpectedly high probability of clicking
and relevance score that deviate from the average probability estimated based on past
search behaviors and the textual features of current documents.

Another possible approach to integrate bounded rationality factors into session
modeling is to add the hidden bias-aware states to the framework of observable
behavioral states. Specifically, for example, in addition to the explicit transitions
among query, search result snippet examination, and clicking, researchers can also
characterize and monitor the reference-dependent state. With the knowledge of
pre-search beliefs and preferences, researchers can estimate and label the (dis)-
confirmation state of each document and also represent the query/SERP-level
perceived utility based on the state associated with each document. In formal
modeling, researchers can still focus on relevance-based scores as the main compo-
nent of utility modeling and at the same time add factorized residuals and use latent
confirmation-state factors to depict individuals’ deviations from the “global model”
built upon query-document relevance. Similarly, researchers could also model
reference-dependent states with respect to the anchoring bias by investigating the
anchoring effects of initially encountered documents, subtopics, and associated
opinions from content generators and other users. In addition, based on the studies
on user expectations in interactions with search and management information
systems (e.g., Lankton & McKnight, 2012; Liu & Shah, 2019; Venkatesh &
Goyal, 2010), researchers could estimate users’ general multifaceted expectations
regarding rewards and costs or efforts in search interactions and predict the expec-
tation (dis)confirmation state at different moments of real-time search sessions.
Behavioral and textual signals that indicate a negative expectation disconfirmation
(i.e., search efficiency or SERP quality lower than pre-search expectations) may
serve as useful features for predicting the changes of subsequent search tactics and
users’ in situ thresholds and criteria for usefulness judgment and search satisfaction.

On the system side, one of the central topics that connect multiple sub-areas of IR
research is learning to rank (LTR). L2R refers to the research that applies machine
learning (ML) techniques in training ranking models based on annotated relevance
labels and implicit feedback (e.g., clicks) from users’ search logs (Li, 2011). The
goal of LTR research is to train a learning function that produces a ranking score
πμ(d ) based on the feature vector of each document d so that the ranking result based
on πμ(d ) would be the same as the result of ranking by the intrinsic relevance of
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documents. According to Ai et al. (2021), this ranking optimization goal can be
formally written as:

μ� = argμ minL μð Þ= argμ min

Z Q

q
l πμ, rq
� �

dP qð Þ ð7:1Þ

where rq refers to the perfect ranking generated based on the ground-truth intrinsic
relevance of documents and Q refers to the set of all queries or topics q involved in
ranking. l(πμ, rq) represents the loss of local ranking computed based upon the
ranked list of retrieved documents and their relevance levels. One of the key
challenges is LTR experiments to improve the unbiasedness in ranking, especially
in situations where the implicit feedback (in particular, clicking) is noisy and
affected by different types of biases. To achieve unbiased learning to rank
(ULTR), many IR researchers have designed and tested multiple click models and
formal assumptions, based on features of query-document pairs, rank position
information, and sequences of user actions, in order to facilitate the extraction of
reliable relevance signals from noisy and biased click logs (e.g., Ai et al., 2018;
Craswell et al., 2008; Joachims, 2002). Apart from the research efforts on reducing
rank position bias, some recent studies focus on the behavioral side of LTR and have
adopted inverse propensity weighting (IPW) (cf. Joachims et al., 2017) in addressing
trust bias and recency effects (e.g., Agarwal et al., 2019; Chen et al., 2019; Vardasbi
et al., 2021).

Following the line of research introduced above, researchers may be able to make
further progress in ULTR research by taking a broader range of human biases into
consideration. As discussed in previous chapters, apart from the widely examined
rank position bias, knowledge of human biases and heuristics employed in search
can enhance our understanding of the motivations behind clicking behavior. For
instance, for documents being ranked at similar positions, users’ examinations and
clicks may be biased toward the documents that confirm their pre-search beliefs or
are consistent with their initially encountered information in one or multiple aspects
(e.g., subtopic, opinion, sentiment), due to the effects of confirmation bias and
anchoring. Also, in addition to the document features that most ranking algorithms
focus on, users’ probability of clicking on certain documents may be affected by
adjacent documents that may be perceived as a decoy option. In click modeling,
identifying potential decoy search results along varying dimensions (e.g., relevance
and presentation of search result surrogate, perceived credibility of documents) may
be included as part of the modeling of local contextual factors. From a broader
reference-dependence and CBDT perspective (e.g., Gilboa & Schmeidler, 1995;
Tversky & Kahneman, 1991), the probability of clicking on a document may also
be biased due to a recent experience of examining and reading similar documents
under similar motivating tasks. This similarity could be represented with a vector
containing multiple elements, such as the specific contents and involved subtopics,
type of information sources, general opinion and sentiment, as well as other salient
textual and graphical features. A past bad experience (e.g., a long reading session
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without much useful information obtained) accessible in the user’s current short-
term memory may result in a low estimated utility or predicted loss associated with
the current document, which, in turn, leads to a fairly low probability of clicking
(i.e., loss aversion bias). When evaluating search results under uncertainty (e.g.,
exploring an unfamiliar domain), users may tend to avoid potential risks and losses
and click the search results that seem to be familiar and involve low risk of search
failure to them (i.e., risk aversion bias). Actively debiasing noisy clicks based on the
knowledge of human biases, heuristics, and search expectations could be useful for
further improving the unbiasedness, generalizability, and reliability of ULTR
algorithms.

In addition to predicting users’ clicks, modeling search sessions, and improving
LTR algorithms, researchers should also explore possible recommendation tech-
niques and methods that can reactively or even proactively address the potential
negative effects of bounded rationality. In the context of IR, query auto-completion
and suggestion are two common and widely employed forms of search support. To
stimulate critical thinking and careful decision-making, interactive IR researchers
employed query recommendations to present search terms (e.g., survey, comparison,
evidence) that could encourage critical thinking in search evaluation and query
reformulation (Yamamoto & Yamamoto, 2018). Based on the results from
crowdsourcing-based experiments, researchers found that the query priming with
critical-thinking terms motivated users to issue more queries and revisited SERPs
more frequently. Also, under the query priming condition, users were exposed to
more Web pages that encourage evidence-based decision-making. From the
bounded rationality perspective, the query priming techniques designed in Yama-
moto and Yamamoto (2018) presented a positive anchoring point for users and
motivated them to examine and click more search results that are aligned with the
critical thinking terms advocated through recommended search terms. Similarly,
Ong et al. (2017) manipulated the initial information scent levels for participants by
changing the number and distribution of relevant documents on the first result page
in a session. The results indicate that when improving the number and positioning of
relevant results on the first result page, the participant’s ability to locate relevant
results were also improved in both desktop-based and mobile search environments.
Therefore, in addition to passively react to biased implicit feedback (e.g., clicks) and
search decisions (e.g., early abandonment of query), search systems could proac-
tively adjust the initial query recommendations and the presentations of SERP items
in order to mitigate possible negative effects of mental shortcuts and help users find
the desired information items. Beside query priming and relevant documents,
researchers can also explore other dimensions of SERP (Speicher et al., 2015),
such as informativeness, information density, possible confusions and distractions,
as well as the potential scrolling and interaction efforts, in order to estimate users’
perceived costs in a more accurate manner (instead of assuming fixed equal costs of
each action across all queries and topics) and address biased search decisions with
more SERPs of higher levels of usability and accessibility.

Built upon the above discussions on different aspects of IR and bounded ratio-
nality, a broader vision we aim to pursue in future research is developing bias-aware
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intelligent task support (BITS) systems. The ultimate goal of this BITS system is to
predict and proactively address the negative effects of both algorithmic biases and
human biases in real-time information interactions and offer scalable, reliable, and
unbiased informational support for users engaging in complex search and motivating
tasks of varying types. As introduced and explained throughout this book, achieving
the vision of BITS would require the completions of a series of interrelated research
tasks, including:

• Reflecting on and redefining the basic unit of user and search session modeling
and moving from absolute-outcome-based variables and measures to gain- and
loss-based units and measures. A hidden challenge related to this is identifying
potential reference points and estimating their weights in real-time search deci-
sion-making.

• Leveraging the knowledge of bounded rationality in extending simplified
assumptions about users and their rules of decision-making and enhancing formal
user models applied in predicting single search actions (e.g., examination of
search result surrogates, clicking, and query reformulation), characterizing and
simulating whole-session interaction processes, and building reusable evaluation
metrics.

• Based on the predicted user behaviors and judgments within the limits of bounded
rationality, adaptively adjusting the available tools and components for improv-
ing search support, such as query auto-completion and suggestion, learning to
rank algorithms, and other usability dimensions of SERPs and overall search
interface.

• Building new bias-aware evaluation framework that comprehensively assesses
the performance of BITS system, at both single-iteration and whole-session
levels, in terms of satisfying users’ information needs and mitigating the negative
impacts of both algorithmic biases and cognitive biases on users’ search interac-
tion, judgment of information items, as well as post-search information-intensive
decision-making.

Based on the discussions above, Fig. 7.2 illustrates the basic structure and main
components of the envisioned BITS system, which in real-time search sessions is
evaluated in terms of both enhancing search effectiveness and addressing the effects
of interrelated biases from both human and algorithm sides. In the third part of our
research agenda, we will focus on the problem of bias-aware evaluation and discuss
the ways in which we can leverage the knowledge of bounded rationality in better
assessing the support that an intelligent search system offers for users engaging in
complex tasks.
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Fig. 7.2 The structure of BITS system. The main activities of the BITS system are denoted by
dotted lines

7.4 Bias in Multiple Forms and Modalities of Search
Interactions

As people increasingly rely on intelligent information systems for accessing infor-
mation and making decisions, human biases could occur and operate in various
modalities of information search interactions. Recent progress in automatic speech
recognition (ASR), deep learning (DL), and natural language processing (NLP)
opens new opportunities for research, applications, and technological innovations
in Conversational Information Seeking (CIS) (Trippas et al., 2018; Yan et al., 2022).
Instead of typing queries and studying logical operators in advanced search, users are
enabled to simply speak natural language queries and receive visual or verbal
respond from IR systems. Furthermore, systems can also help users refine their
queries and better express their intentions by asking system-initiated clarifying
questions (Sekulić et al., 2021; Zhang et al., 2018). Inspired by multimodal human
conversations and interactions, IR researchers have developed models and tech-
niques to go beyond standard SERP presentations, combine multiple channels of
information interactions (e.g., spoken/voice-based, text-based, visual information),
and facilitate the design, implementation, and evaluation of multimodal CIS
(Deldjoo et al., 2021). Under the impact of human biases and contextual triggers
(e.g., initially encountered information, existing beliefs and expectations, perceived
gains and losses), users may change their inputs on multiple channels, such as
queries and natural questions, conversational cues and intonations, eye movements,
gestures, and facial expressions. Information communicated through these ways can
be perceived as indicators of user preferences by search and recommendation
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systems and reinforce existing cognitive and algorithmic biases. Differing from
traditional desktop searches, conversational search and retrieval systems are often
used in in situ factual searches (e.g., looking for nearby convenience store and gas
station), little-effort judgments, and intuitive quick decision-making (e.g., selecting
an item to purchase among multiple similar items in online shopping sites, picking a
restaurant for a quick meal, making subscription decisions for online services).
Under these circumstances, people’s behaviors are more likely to be affected by
cognitive biases, mental shortcuts, as well as the rapid operation of System 1 (Kah-
neman, 2003). As many HCI researchers seek to build human-like features into
conversational systems and treat them as social agents (Thomas et al., 2021), the
cognitive and behavioral effect of human biases may occur more naturally and
unconsciously in information interactions.

Given the challenges and opportunities associated with human biases in CIS,
researchers need to first identify new signals and CIS-specific features that allow
them to better identify and estimate the risks of human biases generating negative
effects at the moment of interactions. The risk estimation will require the knowledge
of both user characteristics (e.g., existing beliefs and expectations, prior experiences
with search and CIS) and potential contextual triggers of biases (e.g., results that
confirm certain misleading beliefs, biased presentation of varying perspectives).
Furthermore, researchers need to develop bias-aware user models that predict
users’ judgments and decisions based on the signals from ongoing interactions and
estimated risks of certain biases. The prediction results could be leveraged as part of
the basis for developing and implementing adaptive and even proactive recommen-
dations and interventions for effective debiasing. This process could be achieved
through modifying the internal result ranking algorithms based on the predicted risks
of biases, changing system-initiated questions to reminders of potential biases in
mixed initiative CIS systems, and adaptively adjusting online evaluation metrics
according to users’ search intentions and the nature of predicted biases. Researchers
can evaluate the performance of systems and the associated intervention techniques
based on the extent to which they can predict and mitigate the risks of biased
behaviors and judgments in search interactions.

In addition to CIS, the behavioral impact of user biases could also happen and
need to be addressed in other modalities of search interactions, such as mobile search
(Lagun et al., 2014; Mao et al., 2018), augmented-reality-based search (Büschel
et al., 2018), and tangible IR (Leon et al., 2019; Jansen et al., 2010). Under varying
modalities of interactions, researchers will need to identify different sets of signals,
rebuild models to predict potential biases, and identify contextual triggers in system
outputs and the problems that motivate users to interact with systems. With new
signals collected, researchers can infer the perceived informational gains and search
costs at different stages and under varying local intentions and utilize them as
features in predicting users’ search decisions (e.g., query/question reformulation or
engaging with current responses, accepting or skipping system recommendations)
and in situ experiences (e.g., search satisfaction, perceived cognitive load, overall
level of engagement). Knowledge learned about human biases in multimodal



194 7 Implications and New Directions for IR Research and Practices

information searching will allow researchers to better capture and address the impact
of biases in real time.

7.5 Bias-Aware Evaluation and FATE in IR

To develop trustable AI-assisted intelligent systems (which include BITS and other
types and modalities of intelligent search systems), researchers and system designers
need to recognize the impacts of both algorithmic and human biases in AI and
understand how and where they contribute to harms (Schwartz et al., 2022). In
particular, users who are vulnerable to the negative effects of certain biases (e.g., due
to prior beliefs, lack of domain knowledge and algorithmic awareness) should be
protected from the recommendations and system interventions that leverage the
knowledge about their biases for profits and engagements. Apart from formally
modeling users and improving retrieval algorithms, the insights about bounded
rationality discussed in previous chapters and sections can also be applied in
enhancing multiple aspects of user-oriented IR evaluation. For example, in query-
level or single-SERP evaluation, representing and estimating anchoring effectwould
be useful for improving the correlation between (anchoring-aware) evaluation met-
rics and users’ levels of search satisfaction (Chen et al., 2022). Beyond Chen et al.
(2022)’s work, in future evaluation experiments, researchers should go beyond
relevance labels and explore other dimensions of initially encountered documents
that may affect users’ perceived utility. Based upon the identified anchoring point
and other potential references, researchers can develop reference-aware evaluation
metrics that assess the perceived performance of search systems based on the
estimated search gains and losses.

In addition, at task level, researchers need to study pre-search existing beliefs,
expectations, as well as their origins, such as past search experience under similar
tasks, existing opinions and stereotypes, as well as other people’s actions and
opinions. Then, during search sessions, researchers can build and test expectation-
aware evaluation metrics that consider both pre-search general expectations and in
situ dynamic expectations and examine the impacts of expectation disconfirmation
on users’ search strategies and effectiveness, post-search decision-making, as well as
the overall levels of satisfaction and engagement. Similar to query-level evaluation,
the exploration of expectation disconfirmation states will also require researchers to
investigate multiple facets of search tasks and system outputs (Liu & Shah, 2019), as
different facets and dimensions may have significantly different impacts on users’
decisions under uncertainty. Besides, in whole-session retrospective evaluation,
researchers need to examine a series of key moments, such as initial experience,
peak values, and last or most recent experience (Kahneman, 2003; Liu & Han, 2020;
Liu et al., 2019) and examine their respective effects on users’ remembered utility
obtained from the session. Moving forward from the discrete reference points
identified in studies on peak-end rule and recency effects, future research could
design and implement a more generalizable and flexible continuous weight
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distribution that considers the varying impacts of all moments of search interactions.
From this perspective, in evaluation analysis, different types of search tasks could be
linked to different kinds of reference-aware weight distributions that partially char-
acterize the associated search sessions.

More broadly, the behavioral economics research agenda presented in this chap-
ter also motivates us to reflect on the problem of fairness, accountability, transpar-
ency, and ethics (FATE) in the context of IR evaluation. Although contemporary IR
systems provide rapid ubiquitous access to information, they also encode and even
amplify the biases, inequalities, and historical gaps through information presentation
and recommendation. Addressing the limitations and inherited bias in algorithms
would require a deep understanding of human bias as well. Specifically, for instance,
when seeking to improve algorithmic fairness and avoid discrimination against
different populations and communities, search systems need to take into consider-
ation the specific thinking style and hidden cognitive biases associated with different
task types, work environments, and cultural backgrounds (e.g., Ma-Kellams, 2020).
Without proper regulation and intervention, the existing beliefs and preferences that
people have may be leveraged and exploited by AI-assisted systems in promoting
misinformation, obtaining unfair profits, and encouraging biased decision-making.
Similarly, search systems need to be transparent to users in terms of why and how the
search results are generated and make the search results scrutable to users. Systems
should also inform users of the potential risks and biases associated with personal-
ized search results, such as confirmation bias, framing effects and echo chamber
effects, and offer proactive support to help users avoid or mitigate the negative
effects of biases triggered by retrieved results, search recommendations, and users’
own previous experiences. The ultimate goal is that users with different back-
grounds, existing beliefs, and knowledge base should have equal chance of achiev-
ing desired or optimal outcomes, regardless of their individual vulnerability to
varying cognitive and perceptual biases in search interactions.

Inspired by equal-odds fairness measures in machine learning (ML) research
(cf. Hardt et al., 2016), we write the human-side debiasing or fairness goal as
follows:

P Y = Y�ð j M= 0, A= aÞ=P Y = Y�ð j M= 1, A= að 7:2Þ

where Y� refers to the desired or accessible optimal outcome of an individual or
group, given the nature of search intentions and motivating task. A represents the set
of general contextual attributes that are not directly related to human biases.
M indicates if the individual is part of the protected group that is more vulnerable
to certain user biases. Note that as it is introduced in previous chapters, different
cognitive and perceptual biases may involve different contextual triggers and behav-
ioral impacts. Thus, the associated risks may need to be assessed separately with
individual functions. In contrast to algorithmic bias research in AI and ML, users’
membership in high risk of human bias category (i.e., protected group) is less likely
to be predefined and may need to be inferred from user traits and contextual triggers
identified in real-time information seeking and search episodes.
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In addition, IR and recommender systems need to be hold accountable when they
are used in making automatic critical decisions about different aspects of human-
information interaction and everyday life in general, such as approving home loans,
generating clinical recommendations based on health records, making hiring deci-
sions, and retrieving a family doctor. The accountability assessment on IR algo-
rithms should include the real-time evaluation of the potential risks of triggering and
exploiting factors associated with bounded rationality in making obscure and harm-
ful decisions. This assessment should also cover the explanations that search
systems provide for justifying recommendations. Systems need to provide explana-
tions that are consistent with how the algorithms actually generate real-time recom-
mendations and what features and user information were utilized in the process,
rather than simply offering a plausible story that increases the user’s acceptance and
trust of recommendations by confirming their existing beliefs, biases, and expecta-
tions regarding the recommendation mechanism.

Compared to the observable impacts of problematic algorithms on discrimination
and bias, the interaction between biased algorithms and boundedly rational users and
the associated consequences are usually difficult to characterize, predict, and regu-
late. Extending the mainstream definition of algorithmic FATE in IR (e.g.,
Culpepper et al., 2018), we argue that the next-generation AI-assisted search systems
should be designed and encouraged to not only monitor and address algorithmic
biases (e.g., enhancing fair exposure of documents from different content generators
and with different perspectives and political views) but also be transparent about and
proactively address the existing problems and potential risks associated with human
biases and heuristics in search interaction and judgments of information items.
Under the effect of certain cognitive biases and mental shortcuts, users may make
local satisficing decisions that may contradict with their goals and tasks behind
whole-session interactions. With respect to evaluation, systems need to be assessed
in terms of both enhancing algorithmic fairness and transparency and predicting and
addressing the potential undesired outcomes caused by human biases and heuristics.
Human bias mitigation could be carried out through re-adjusting query recommen-
dations and learning to rank algorithms, or actively reminding users of the possible
biases they might have, such as focusing on a narrowed scope of item types or only
clicking documents that represent the one single perspective on a controversial topic.
Achieving this extended version of FATE in IR will require the integration of
insights from data-driven IR experiments, bounded rational research, as well as
user interaction design. In practical applications and regulations, the extended
FATE approach will go way beyond intelligent search systems and retrieval algo-
rithms themselves and involve a collective social practice consisting of actors,
forums and platforms, shared beliefs and norms, performativity, as well as regula-
tions and sanctions in broad sociotechnical systems (Johnson, 2021; König, 2020).
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7.6 Summary

Chapter 7 brings together the insights from bounded rationality research from
multiple disciplines and formal modeling and evaluation in IR and discusses the
open problems and new directions under our behavioral economics research agenda.
Specifically, based on the research gaps identified in Chap. 6, we take a step forward
and discuss more specific problems that need to be addressed in bias-aware IR under
three broad sub-areas: Characterizing bounded rationality in IR, developing bias-
aware interactive search systems, and bias-aware evaluation. We introduce different
ways in which researchers could incorporate the knowledge of bounded rationality
into formal user models and different modalities of search systems (especially
conversational information seeking and search). Also, we connect our research on
bias-aware IR to a broader definition of FATE and present our vision of BITS
system, which considers and addresses the negative effects of both algorithmic
biases and human biases in human-information interaction and critical decision-
making under uncertainty. We hope that the ideas and questions presented in this
chapter could encourage future students and researchers to further explore the
specific problems and methodological challenges in bias-aware user modeling,
system design, and FATE-based system evaluation and include boundedly rational
users in the studies of IR and human-AI interaction in general.
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Chapter 8
Conclusion

Abstract Our book brings together the multidisciplinary insights, methods, and
empirical findings related to bounded rationality and human biases in decision-
making and presents a behavioral economics research agenda under which a series
of specific research questions, new directions, and methodological challenges can be
further investigated by students and researchers in future IR studies. In this final
chapter, we summarize the contents of previous chapters and discuss the contribu-
tions, practical implications, and related new directions under our behavioral eco-
nomics research approach to IR problems. We hope that this book can serve as a
useful starting point for studying bias-aware IR and motivate students and
researchers from diverse backgrounds to further explore and advance the science
and technology on supporting boundedly rational people interacting with
information.

Understanding how people behave and why they behave in such ways is a central
topic to information seeking and retrieval research. The knowledge learned about
users’ search behavioral patterns, strategies of search result judgments, and evalua-
tion of system performances is essential for not only predicting users’ in situ search
actions and feedback but also developing built-in formal user models for retrieval
and ranking algorithms, search recommendation techniques, as well as scalable
evaluation metrics. In contrast to the rational assumptions of existing formal models,
people tend to be boundedly rational and are affected by a series of human biases and
heuristics when making decisions under uncertainty (Kahneman, 2003; Simon,
1955). Behavioral economics researchers have explored and empirically tested a
broad range of human biases and factors that contribute to bounded rationality in a
variety of real-life and simulated simple decision-making scenarios (Kahneman,
2003; Thaler, 2016; Weber & Camerer, 2006). Although the operation of System
1 and the adoption of mental shortcuts enable individuals to simply the decision-
making process and make quick judgments without processing a large amount of
new information (Gigerenzer & Brighton, 2009), the decisions and associated out-
comes tend to be affected by higher error rates and deviate from the optimal results
predicted by rational models. Many of these systematic deviations have been ignored
or abstracted out from formal user models and simulation-based experiments, which
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largely restricts the actual contributions from the advances in IR algorithms and
systems to understanding and supporting real-world users engaging in information
search interactions.

To address the above research gap, our book brings together the multidisciplinary
insights, methods, and empirical findings related to bounded rationality and human
biases in decision-making and presents a behavioral economics research agenda
under which a series of specific research questions, new directions, and methodo-
logical challenges can be further investigated by students and researchers in future
IR studies. Specifically, Chap. 1 offers an overview of the theoretical basis and
involved disciplines related to the problem of bias-aware IR and clarifies the
structure of this book. Chapter 2 thoroughly reviews the basic structures and recent
advances in a series of mainstream formal user models applied in various sub-areas
of IR (e.g., click modeling, simulation of search sessions, offline evaluation exper-
iments) and highlights their contributions in modeling search behaviors and limita-
tions with respect to accommodating biased human decisions. Based on this review
on formal models, Chap. 3 briefly introduces the gaps between simulated rational
agents or assumptions and empirically confirmed human biases that frequently
appear in real-world decision-making activities.

To further enrich our discussions on the identified gaps and bring in the relevant
insights from behavioral economics, Chap. 4 goes beyond rational agents and pre-
sents a comprehensive overview of behavioral experiments and findings on the
human biases and heuristics emphasized in Chap. 3. Built upon the identified gaps
and knowledge regarding both formal modeling and human bounded rationality,
Chap. 5 revisits the rational assumptions underpinning user models and evaluation
metrics and proposes reasonable approaches to revising and extending the rational
oversimplified assumptions and offering the assumptions a more solid behavioral
and psychological basis.

Built upon the knowledge synthesized in previous chapters, Chap. 6 moves
forward by introducing the progress we as a research community have made on
understanding human biases and bounded rationality in IR and related fields (e.g.,
Azzopardi, 2021; Liu & Han, 2020), including information seeking and recommen-
dations (e.g., Agosto, 2002; Ge et al., 2020; Xu et al., 2020). Based on the identified
research gaps and existing findings, Chap. 7 presents a full behavioral economics
research agenda that addresses three different aspects of bias-aware IR, including
characterizing bounded rationality, building search systems, and developing bias-
aware search evaluation. In particular, we highlight the importance of going beyond
traditional evaluation metrics focusing on relevance-based search effectiveness and
discuss a new vision named BITS system, which can proactively address the
negative impacts from both algorithmic biases and human biases and offer unbiased
support for users engaging in complex tasks. With respect to developing reliable,
ethical, and trustworthy IR and AI in general (cf. Schwartz et al., 2022), we also
discuss how the studies on human bounded rationality could further extend current
conceptualization and research on FATE in IR and redefine the assessment and
regulation of AI-assisted interactive search systems and retrieval algorithms.
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Compared to mature standardized IR evaluation experiments (e.g., TREC1) and
recent fast-growing research on algorithmic bias and fairness,2 the research on
human bounded rationality and its applications in IR problems is still at a very
early stage. However, with the increasing interests on human perceptions and
cognitive biases in multiple fields of computing research (e.g., Barbosa & Chen,
2019; Dingler et al., 2020; Draws et al., 2021; Lee & Rich, 2021; Taniguchi et al.,
2018; Saab et al., 2019), it is an appropriate timing to draw attention to and further
investigate the intersection between bounded rationality research and IR experi-
ments. Our book contributes to this line of research mainly by clarifying the related
theoretical roots and technical basis, synthesizing the insights and empirical findings
from multiple disciplines that may be useful for IR modeling and evaluation, and
developing a bias-aware research approach with specific open problems and new
directions. To address the identified research problems (see Chap. 7), future studies
will need to make further progresses on four aspects:

1. Further studying the search behavioral patterns, cognitive activities, and decision-
making models of boundedly rational users through user studies conducted in
naturalistic settings

2. Designing, testing, and fine-tuning different forms of bias-aware formal user
models and assessing their performances in predicting user behaviors (e.g.,
examination, clicking, query reformulation, and search stopping) and facilitating
in situ adaptive ranking and recommendations

3. Developing and implementing experimental search systems of varying modalities
(e.g., desktop search, mobile search, conversational search) that can detect
potential human and algorithmic biases in real-time search sessions

4. Designing and meta-evaluating bias-aware search evaluation metrics that mea-
sure the actual contributions of search systems and retrieval algorithms to
improving search effectiveness and addressing both human and algorithmic
biases in decision-making activities.

In addition, to achieve these four goals, researchers also need to go beyond
existing user study design and tools (e.g., Kelly, 2009; Liu & Shah, 2019) and
overcome a series of new methodological obstacles, such as collecting users’ in situ
feedback on the role of biases in searching at different moments of sessions,
designing realistic search tasks that could trigger the adoption of mental shortcuts
in decision-making, and disambiguating the divergent effects that come from dif-
ferent cognitive biases.

Current methods for predicting and resolving the potential harmful impacts of
algorithmic biases in IR mainly focus on computational components from ML
pipelines (Mehrabi et al., 2021). However, human biases and societal factors are
significant sources of AI biases in intelligent information systems of varying types

1Text Retrieval Conference (TREC): https://trec.nist.gov
2A new research community emerged and is growing rapidly around the ACM Conference on
Fairness, Accountability, and Transparency (ACM FAccT): https://facctconference.org/
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and are usually overlooked (Schwartz et al., 2022). Therefore, to address the
challenges in developing unbiased, reliable search systems, IR researchers need to
take all forms of biases into consideration. We hope that this book can serve as a
useful starting point for the above research journey and motivate students and
researchers from diverse backgrounds to further explore and advance the science
and technology on supporting boundedly rational people interacting with
information.
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Glossary

Algorithmic fairness Refers to the absence of any favoritism or prejudice toward
an individual or group based on their inherent or acquired characteristics in the
predictions and decisions of algorithms.

Ambiguity effect Refers to the phenomenon that people prefer options and out-
comes with low uncertainty or ambiguity to the ones with high uncertainty, even
if the latter has higher expected utility value.

Anchoring bias Refers to the phenomenon that people are more likely to accept the
information that is consistent with the information they initially encountered.

Asymmetric dominance effect/decoy effect Refers to the phenomenon that people
change their preferences between two choices when presented with a third option
(i.e., the decoy) that is asymmetrically dominated.

Bandwagon effect Refers to the phenomenon that people tend to choose an option
or make certain decisions simply because other people do so.

Behavioral economics The area of study that focuses on the impacts of psycho-
logical, cognitive, emotional, cultural, and social factors on the decisions of
individuals and groups and how those decisions deviate from the predictions
from classical economic theory.

Bias-aware intelligent task support (BITS) system Intelligent systems that can
predict and proactively address the negative impacts of both system biases and
human biases in real-time information interactions and offer scalable, unbiased
informational support for people engaging in complex search tasks.

Bounded rationality A human decision-making process where people attempt to
satisfice or find “good enough” options, rather than pursuing optimal outcomes
predicted by formal models built upon perfectly rational assumptions.

Click models Mathematical models that characterize a typical user’s decision-
making activities as the user interacts with the search engine result page and
infer users’ judgments on document relevance from user actions (e.g., browsing,
skipping, examination, and clicking).
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Confirmation bias Refers to the phenomenon that people tend to accept the
information and option that are consistent with their prior beliefs and
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expectations.
Contextual triggers In this work, contextual triggers refer to the search contextual

factors that trigger the cognitive, perceptual, and behavioral impacts of human
biases and heuristics.

Evaluation metrics Refers to the measures employed to assess how well the
retrieved search results satisfy the user’s intent associated with the submitted
query.

Expectation confirmation Refers to the phenomenon that an individual’s decision
to continue using or purchasing a system is affected significantly by the individ-
ual’s expectation and previous experience with the system.

Framing effect Refers to the phenomenon that people’s reactions or decisions on
options depend on whether the options are framed as a loss or a gain.

Human-computer interaction (HCI) A multidisciplinary field of study focusing
on the design, implementation, and evaluation of interaction interfaces between
human and computing systems.

Human-side fairness In this work, human-side fairness refers to the goal or
evaluation requirement that users with different backgrounds, experiences, and
knowledge levels should have equal opportunities to obtain desired or optimal
outcomes through search interactions and decision-making, regardless of their
vulnerabilities to potential cognitive and perceptual biases.

Information behavior (IB) The study of the interactions between people and
information objects in situations and tasks where the interactions occur.

Interactive information retrieval (IIR) The area of study focusing on users’
interactions with search systems and their judgments and satisfaction on retrieved
information.

Information retrieval (IR) The area of study concerned with searching for docu-
ments (relevant to an information need), information within documents, and
related metadata, as well as searching structured storage, relational databases,
multimedia resources, and the World Wide Web.

Information seeking (IS) The process or activity of purposively seeking for
relevant and useful information through human and technological sources.

Learning to rank (LTR) The area of research that applies machine learning
techniques in the construction and enhancement of ranking models and interac-
tive IR systems.

Loss aversion Refers to the phenomenon that people prefer avoiding losses to
acquiring equivalent amount of gains in decision-making activities.

Machine learning (ML) The area of study focusing on the design, use, and
evaluation of algorithms and computer systems that are able to learn and draw
inferences from patterns in data, without following explicit instructions or
predefined rules.
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Nudging Design features and components that encourage users to follow the
designer’s preferred paths and behavioral patterns in users’ interactions with
systems without explicitly intervene or disrupt the interaction process.

Peak-end rule Refers to the phenomenon that an individual’s evaluation of a
session or sequence of options, decisions, and/or interactions is often significantly
affected by several key reference points within the session, such as the initial
points, peak points, and end points.

Position bias Refers to the tendency of users to interact with top ranked information
items with higher probability than with the items ranked at lower position of the
result list.

Priming effect Refers to the phenomenon that an individual’s exposure to a
stimulus subconsciously affects their response to a subsequent stimulus.

Recommender system (RS) A subclass of information systems that suggests
relevant items to users based on predicted ratings and preferences of users.

Reference dependence Refers to the phenomenon that people evaluate outcomes
associated with each option based on the perceived gains and losses with respect
to a reference point.

Relevance Refers to the extent to which a retrieved document or set of documents
satisfies the information need of a user.

Salience bias Refers to the phenomenon that when reviewing different options or
reviewing multiple information objects, people are more likely to interact with the
items that are especially remarkable or prominent and pay less attention to those
that lack prominence.

Satisfaction Fulfillment of a specified goal or desire.
Search intention A local or subgoal that a user seeks to accomplish under a query

in a search session or a sequence of queries motivated by an overarching task.
Theory of satisficing Satisficing is a cognitive heuristic that entails exploring the

available options until an acceptable or “good enough” option.
Users Refer to the people who are using a system.
User model A data structure that is used to characterize the features of individual

users’ profiles and predict their actions and experiences in interactions with
systems.
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