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Preface

This volume contains the papers accepted for presentation at I4CS 2022, the first
International Conference on Cryptology, Coding Theory and Cyber Security. The aim
of I4CS is to provide an international forum for researchers and practitioners from
academia and industry from all over the world to present and discuss all forms of
cryptography and coding theory and their applications, specifically in cybersecurity.
I4CS 2022 was held in Casablanca, Morocco, during October 27–28, 2022, on the
initiative of the organizers from Ben M’sick Faculty of Sciences, Hassan II University,
Casablanca, in cooperation with the International Association for Cryptologic Research
(IACR).

The contents of the volume consists of three full invited papers and four contributed
papers. In total, 12 papers were submitted. The Technical Program Committee was
composed of 18 members and two external reviewers, and decided to accept four
papers. All submitted papers received three reviews in a double-blind process. We are
grateful to the members of the Program Committee and the external reviewers for their
work.

We heartily thank the authors of all submitted papers for their interest in the con-
ference. The authors of accepted papers were given a week to revise and prepare their
papers according to the suggestions of the reviewers. The revised versions of the
accepted papers were not checked again by the Program Committee, so authors bear
full responsibility for their content. The president of the Hassan II University of
Casablanca, the Dean of the Ben M’sick Faculty of Sciences, Mhammed Talbi, and the
General Chair, Khadija Bouzkoura, as well as the local Organizing Committee
deployed a great effort in the planning phase of the conference. We are also thankful to
the staff at Springer for their help with producing the proceedings and to the staff of
EasyChair for the use of their conference management system.

October 2022 Abderrahmane Nitaj
Karim Zkik
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Cryptanalysis of a Code-Based
IdentificationScheme Presented in CANS 2018

Boly Seck1,2 , Pierre-Louis Cayrel2 , Idy Diop1 ,
and Morgan Barbier3

1 École Supérieure Polytechnique (ESP) de Dakar, Laboratoire D’imagerie
Médicale et de Bioinformatique, Dakar, Sénégal

seck.boly@ugb.edu.sn
2 Univ Lyon, UJM-Saint-Etienne, CNRS, Laboratoire Hubert Curien UMR 5516,

F-42023, Saint-Etienne, France
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3 ENSICAEN, Groupe de Recherche en Informatique et Instrumentation de Caen,
CNRS, Boulevard Maréchal Juin 14 000, Caen, France

morgan.barbier@ensicaen.fr

Abstract. NIST recently published the first four winning algorithms from the
post-quantum cryptography (PQC) standardization process that has been
ongoing since 2017. The four algorithms selected are a key establishment
algorithm called CRYSTALS-Kyber and three digital signature algorithms
called CRYSTALS-Dilithium, FALCON, and SPHINCS+. The first two
of these signature schemes are based on structured lattices and the last is a
hash-based signature scheme. These future standards will be the default options
for post-quantum algorithm selection in most security products. To diversify
post-quantum signature standards, NIST has issued a call for submissions for
signature schemes that have short signatures and fast verification before June 1,
2023. Code-based signatures schemes are promising candidates for this addi-
tional process. In this paper, we first show that the rank-based Veron’s identi-
fication scheme proposed in [6] in CANS 2018 reveals information in the
response step. Second, we perform an attack on the support of the error to find
the secret in this scheme. Finally, we propose a secure zero-knowledge identi-
fication protocol with rank settings and a code-based signature scheme with fast
verification.

Keywords: NIST PQC standardization� Code-based signature� Cryptanalysis�
Rank metric
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https://orcid.org/0000-0002-6708-868X
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An Embedded AI-Based Smart
IntrusionDetection System for Edge-to-Cloud

Systems

Ritu-Ranjan Shrivastwa , Zakaria Bouakka, Thomas Perianin,
Fabrice Dislaire, Tristan Gaudron, Youssef Souissi, Khaled Karray,

and Sylvain Guilley

Secure-IC S.A.S., 15 Rue Claude Chappe Bât. B, 35510, Cesson-Sévigné,
France

ritu-ranjan.shrivastwa@secure-ic.com, zakaria.
bouakka@secure-ic.com, thomas.perianin@secure-ic.com,
fabrice.dislaire@secure-ic.com, tristan.gaudron@se-

cure-ic.com, youssef.souissi@secure-ic.com, khaled.kar-
ray@secure-ic.com, sylvain.guilley@secure-ic.com

https://www.secure-ic.com/

Abstract. This article proposes a general purpose IoT framework usually
applicable to all Edge-to-Cloud applications and provides an evaluation study on
a use-case involving automotive V2X architecture, tested and verified on a toy
smart-car in an emulated smart-car environment. The architecture in study is
finely tuned to mimic actual scenarios and therefore the sensors available on the
toy car encompasses almost all the sensors that assist a regular ADAS in smart
cars of today. The cloud connectivity is maintained through the CoAP protocol
which is a standard IoT connectivity protocol. Finally, the security solution
proposed is that of a smart Intrusion Detection System (IDS) that is built using
Machine Learning (ML) technique and is deployed on the edge. The edge IDS is
capable of performing anomaly detection and reporting both detection results as
well as sensor collected big data to the cloud. On the cloud side the server stores
and maintains the collected data for further retraining of ML models for edge
anomaly detection which is differentiated into two categories viz. sensor
anomaly detection model and network anomaly detection model. To demon-
strate Software update Over The Air (SW-OTA) the cloud in the evaluation
setup implements a ML model upgrade capability from the cloud to the con-
nected edge. This implementation and evaluation provides a Proof-of-Concept
of the choice of ML as IDS candidate and the framework in general to be
applicable to various other IoT scenarios such as Healthcare, Smart-home,
Smart-city, Harbour and Industrial environments, and so on, and paves way for
future optimization studies.

Keywords: Edge computing � Artificial intelligence � Cybersecurity services �
Embedded security � Anomaly detection � Intrusion detection systems � V2X �
Internet of Things � Advanced Driver Assistance Systems (ADAS)
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A New Addition Law in Twisted Edwards
Curves on Non Local Ring

Moha Ben Taleb Elhamam1 , Abdelhakim Chillali2 ,
and Lhoussain El Fadil1

1 Sidi Mohamed Ben Abdellah University, FSDM, Fez, Morocco
mohaelhomam@gmail.com, lhouelfadil2@gmail.com

2 Sidi Mohamed Ben Abdellah University, FP, LSI, Taza, Morocco
abdelhakim.chillali@usmba.ac.ma

Abstract. Let Fq be a finite field of q elements with q ¼ pr for some odd prime
integer p and a positive integer r. Let R ¼ Fq½e�; where e2 ¼ e: The purpose of
this paper is to investigate EE;a;dðRÞ be the twisted Edwards curves over R, with
a; d 2 R. In the end of the paper, we study the complexity of this new addition
law in EE;a;dðRÞ and highlight some links of our results with elliptic curves
cryptosystem.

Keywords. Twisted edwards curves � Addition law � Cryptography
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New Lattice-Based Signature Based
on Fiat-Shamir Framework Without Aborts

Chik How Tan and Theo Fanuela Prabowo

Temasek Laboratories, National University of Singapore, Singapore
tsltch@nus.edu.sg, tsltfp@nus.edu.sg

Abstract. Recently, a number of side-channel attacks were launched on
lattice-based signatures based on ‘‘Fiat-Shamir with aborts’’. This shows that
signature based on Fiat-Shamir with aborts is vulnerable to side-channel attacks.
In this paper, we construct a lattice-based signature scheme based on
Fiat-Shamir framework without aborts, and instantiate it over NTRU lattices.
The proposed signature is proved to be secure in the random oracle model under
some newly defined problems. We also prove the hardness of these new
problems and show that the search RLWE problem is as hard as these newly
defined problems. The public key size, secret key size and signature size of the
proposed signature scheme are 1920 bytes, 512 bytes and 4096 bytes respec-
tively for 180-bit quantum security level. The key and signature sizes of the
proposed signature are comparable to those of the currently known signatures,
such as, Dilithium, Falcon, qTESLA, MLS, BCM and MITAKA.

https://orcid.org/0000-0001-7550-3890
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A Complementary Result on the Construction
of Quadratic Cyclotomic Classes

Kamil Otal1 and Eda Tekin2

1 TÜBİTAK BİLGEM UEKAE, Gebze, Kocaeli, Türkiye
kamil.otal@gmail.com

2 Karabük University, Karabük, Türkiye
tedatekin@gmail.com

Abstract. Side-channel analysis (SCA) is a general name for cryptanalytic
methods based on side information gathered by measuring and analyzing of
various physical parameters. Threshold implementation (TI) is one of the suc-
cessful countermeasure techniques for some types of SCA. Within this scope,
Nikova et al. gave an algorithm on the decomposition of power permutations
into quadratic power permutations over finite fields F2n in [Cryptogr. Commun.
11, 37–384 (2019)]. Later on, Otal and Tekin gave a sufficient way in [Cryptogr.
Commun. 13, 837-845 (2021)] to reduce the precomputation cost in the algo-
rithm of Nikova et al. substantially. In this paper, we prove that this sufficient
way is also necessary, in other words, the proposed way is an optimal solution.
In that way, we provide a complementary result on the construction of quadratic
cyclotomic classes.

Keywords: Boolean functions � S-boxes � Power permutations

https://orcid.org/0000-0001-8995-8327
https://orcid.org/0000-0001-9271-7487


A Framework for the Design of Secure
and Efficient Proofs of Retrievability

Françoise Levy-dit-Vehel1 and Maxime Roméas2

1 LIX, ENSTA Paris, INRIA, Institut Polytechnique de Paris, 91120 Palaiseau,
France

levy@ensta.fr
2 LIX, École polytechnique, INRIA, Institut Polytechnique de Paris, 91120

Palaiseau, France
romeas@lix.polytechnique.fr

Abstract. Proofs of Retrievability (PoR) protocols ensure that a client can fully
retrieve a large outsourced file from an untrusted server. Good PoRs should have
low communication complexity, small storage overhead and clear security
guarantees with tight security bounds. The focus of this work is to design good
PoR schemes with simple security proofs. To this end, we propose a framework
for the design of secure and efficient PoR schemes that is based on Locally
Correctable Codes, and whose security is phrased in the Constructive Cryp-
tography model by Maurer. We give a first instantiation of our framework using
the high rate lifted codes introduced by Guo et al. This yields an infinite family
of good PoRs. We assert their security by solving a finite geometry problem,
giving an explicit formula for the probability of an adversary to fool the client.
Moreover, we show that the security of a PoR of Lavauzelle and Levy-dit-Vehel
was overestimated and propose new secure parameters for it. Finally, using the
local correctability properties of Tanner codes, we get another instantiation of
our framework and derive an analogous formula for the success probability
of the audit.



Compression Point in Field of Characteristic 3

Ismail Assoujaa , Siham Ezzouak, and Hakima Mouanis

University Sidi Mohammed Ben Abdellah FSDM (labo: LASMA) Fez, Morocco
ismail.assoujja@usmba.ac.ma, siham.ezzouak@usmba.ac.

ma, hmouanis@yahoo.fr

Abstract. For some applications, systems and devices, it might be desirable to
take as few as possible of bit memory space and still keep the same result.
Compression point is a new method that used some arithmetic operation in
(ECC) elliptic curve cryptography to reduce memory space. If we take any point
on the elliptic curve, we can see that this point is consisting of two coordinates x
and y, so with compression point we can compressed this point and keep only
one coordinate x or y and one sign bit/trit, requiring only half the space. In this
paper, we will show new methods of compression point that can save 25% of the
space memory in fields of characteristic 3, and compare it with previous result.

Keywords. Elliptic curve � Compression point � Affine coordinate � Field of
characteristic 3
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Cryptanalysis of a Code-Based
Identification Scheme Presented

in CANS 2018

Boly Seck1,2(B) , Pierre-Louis Cayrel2 , Idy Diop1 , and Morgan Barbier3

1 Laboratoire d’imagerie médicale et de bioinformatique,
École Supérieure Polytechnique (ESP) de Dakar, Dakar, Senegal

seck.boly@ugb.edu.sn
2 Univ Lyon, UJM-Saint-Etienne, CNRS, Laboratoire Hubert Curien UMR 5516,

42023 Saint-Etienne, France
pierre.louis.cayrel@univ-st-etienne.fr

3 ENSICAEN, Groupe de recherche en informatique et instrumentation de Caen,
CNRS, Boulevard Maréchal Juin 14 000, Caen, France

morgan.barbier@ensicaen.fr

Abstract. NIST recently published the first four winning algorithms
from the post-quantum cryptography (PQC) standardization process
that has been ongoing since 2017. The four algorithms selected are a
key establishment algorithm called CRYSTALS-Kyber and three dig-
ital signature algorithms called CRYSTALS-Dilithium, FALCON, and
SPHINCS+. The first two of these signature schemes are based on struc-
tured lattices and the last is a hash-based signature scheme. These future
standards will be the default options for post-quantum algorithm selec-
tion in most security products. To diversify post-quantum signature stan-
dards, NIST has issued a call for submissions for signature schemes that
have short signatures and fast verification before June 1, 2023. Code-
based signatures schemes are promising candidates for this additional
process. In this paper, we first show that the rank-based Veron’s iden-
tification scheme proposed in [6] in CANS 2018 reveals information in
the response step. Second, we perform an attack on the support of the
error to find the secret in this scheme. Finally, we propose a secure zero-
knowledge identification protocol with rank settings and a code-based
signature scheme with fast verification.

Keywords: NIST PQC standardization · Code-based signature ·
Cryptanalysis · Rank metric

1 Introduction

Over the past four decades, public key cryptography has become a cornerstone
of our digital communication systems. In an increasingly connected world in
the age of the Internet of Things, it has become more important than ever for

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. Nitaj and K. Zkik (Eds.): I4CS 2022, CCIS 1747, pp. 3–19, 2022.
https://doi.org/10.1007/978-3-031-23201-5_1
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4 B. Seck et al.

individuals, businesses, and governments to communicate securely. Identification
protocols are essential to the security of computer networks and smart cards.
A zero-knowledge protocol is an interactive protocol where we prove knowledge
about something without revealing any information about that knowledge. It is a
useful tool for proving that a protocol can be reused without loss of security. Most
practical zero-knowledge protocols are based on number theory, and it is worth
looking for alternatives for at least two reasons: First, number theory-based
schemes are often costly in terms of computational complexity, and second, Shor
has shown in [40] that there are quantum algorithms that can solve the difficult
problems of integer factorization and discrete logarithm. It was therefore crucial
to develop cryptosystems that are resistant to quantum attacks. Thus, the NIST
PQC has given a significant boost to research in post-quantum cryptography.
The main goal of the process, which began in 2017, is to replace three standards
that are considered particularly vulnerable to quantum attacks, namely public
key encryption, key establishment, and digital signature.

On July 5, 2022, NIST published the first four winning algorithms, three of
which are signature schemes. CRYSTALS -Dilithium [34] is a signature scheme
from identification scheme using Fiat- Shamir with aborts. Its security can be
reduced to the security of the module learning with errors (MLWE) and mod-
ule short integer solution (MSIS) problems. It is designed to allow fast multi-
plications using the NTT transformation and avoids generation of randomness
from a discrete Gaussian distribution. FALCON [23] is a signature scheme whose
design is based on the Gentry-Peikert-Vaikuntanathan (GPV) blueprint [52] for
lattice-based signatures using trapdoor functions. FALCON is constructed using
NTRU lattices and is designed to compute all arithmetic operations using Fourier-
transform techniques. SPHINCS+ [10] is a framework that describes a family of
hash-based signature schemes. Unlike other signature schemes that require a hard-
to-solve mathematical problem, the general concept of building signature schemes
from hash functions goes back to the beginning of public-key cryptography [30].
As a result, SPHINCS+ is widely considered to be the most conservative secu-
rity signature scheme. The code-based signature is a promising candidate for the
additional NIST PQC standardization process for digital signature.

The idea of using error-correcting codes to build an identification algorithm
comes from Harari [27] and Stern’s scheme, which was the first identification
scheme based on the syndrome decoding (SD) problem [42]. Unlike McEliece’s
public-key encryption scheme [36] or the signature scheme of Courtois, Finiasz,
and Sendrier (CFS) [18], Stern’s scheme uses a random binary matrix in the Ham-
ming metric, meaning that there is no trap in it. Therefore, other identification
schemes in the Hamming metric have been proposed. The identification scheme
of Véron [43], unlike the other schemes based on the SD problem, defines a dual
version of Stern using a generator matrix of a random linear binary code. In
[14], Cayrel, Véron, and El Yousfi propose a zero-knowledge identification scheme
called CVE based on the q-ary SD problem. Unfortunately, most of these schemes
are impractical, with the major drawback being the large signature size. In [3]
Baldi et al. introduce a new variant of the SD problem called the Restricted
Syndrome Decoding (R- SD) problem, where the entries of the searched vector
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are defined over a subset of the underlying finite field. They describe how zero-
knowledge identification schemes based on the SD problem can be modified to be
based on the R- SD problem. They show that this leads to compact public keys as
well as significantly reduced communication costs. The original idea of code-based
cryptography is not tied to the choice of metric and is adapted for other metrics.

In response, Chen proposed [17] an efficient zero-knowledge identification
protocol in the spirit of Shamir’s Permuted Kernel Problem (PKP) [21] without
using a hash function and based on the Syndrome Decoding problem in the rank
metric (RSD). This problem is less known and less studied than in the case
of the Hamming metric but it is believed to be hard by the community. After
two attacks proposed in [15] and [37], the Chen zero-knowledge identification
protocol is completely broken by Gaborit et al. in [26]. The two attacks proposed
in this paper are made possible by the fact that the zero-knowledge proof of the
Chen protocol is flawed. The first attack relies on an unsatisfactory way to hide
the secret vector by simple right-hand matrix multiplication. The second attack
exploits the non-use of a hash function in the commitment step. In the end, they
propose a new zero-knowledge identification scheme in rank metric. Therefore,
all zero-knowledge identification schemes in Hamming metric can be adapted to
rank metric. However, the rank-based Veron’s protocol presented in [6] in CANS
2018 leaks information in the response step.

Contribution. In this paper, we first found an information leak in the rank-based
Véron identification protocol proposed in [6] before breaking it with an error sup-
port attack. The attack relies on an unsatisfactory way to mask the secret error
vector e by a simple permutation over Fn

qm . Second, we present a zero-knowledge
rank-based Véron identification protocol with the rank-metric settings. Finally,
we propose an efficient code-based signature scheme in rank metric.

Organisation. The paper is organized as follows. Sections 2 and 3 recall the basic
facts on the rank metric and the rank-based Véron identification protocol pro-
posed by Bellini et al.. In Sect. 4, we show the weak masking of the secret in
their protocol and how to break it with low complexity. In Sect. 5, we propose
a repaired version of the identification scheme with rank metric parameters.
Section 6 presents our efficient code-based signature scheme and finally, we con-
clude this paper in Sect. 7.

2 Notation and Definitions for Rank-Based Cryptography

Gabidulin introduced the rank metric into code theory in 1985 [24]. The com-
plexity of generic decoding in the rank metric is exponential and more difficult
than in the Hamming metric for the same parameters. Codes in the rank metric
have been variously proposed as alternatives to error-correcting codes in cryp-
tography. We refer the reader to Loidreau’s paper [33] for more details on the
rank metric and its applications in cryptography.



6 B. Seck et al.

2.1 Notation

Let q be a power of a prime p, m an integer, and let x be an n-dimensional
vector space over the finite field Fqm . Let β1, . . . , βm be a basis of Fqm over Fq.
To each vector x ∈ F

n
qm we can associate a matrix Mx.

x = (x1, . . . , xn) ∈ F
n
qm → Mx =

⎛
⎜⎝

x1,1 . . . xn,1

...
...

x1,m . . . xn,m

⎞
⎟⎠ ∈ F

m×n
q (1)

such that xi =
m∑

j=1

xijβj for each i ∈ {1, . . . , n}. The rank weight of a vector x

is defined as the rank of the associated matrix Mx. We have r(x) = r(Mx) and
the rank metric between two vectors x, y is given by dr(x, y) = r(Mx − My).

2.2 Definitions

Definition 1 (Support of a word). Let x = (x1, . . . , xn) ∈ F
n
qm . The support

E of x is the Fq-subspace of Fqm generated by the coordinates of x:

E = 〈x1, . . . , xn〉Fq

The weight of a word is equal to the dimension of support. The number Fq-vector

subspaces of dimension w in Fqm is denoted by the Gaussian coefficient
[
m
w

]

q

and is equal to [32]:

[
m
w

]

q

=
w−1∏
i=0

qm − qi

qw − qi
≈ qw(m−w).

Definition 2 (Special permutation). Let x = (x1, . . . , xn) ∈ F
n
qm of rank

weight r(x) = w and support E. Let Σ ∈ Sn be a permutation and an (m × m)-
matrix Γ (Γi,j �= 0, i = 1, . . . , n and j = 1, . . . , m) of rank weight w. We define
the transformation ΠΓ,Σ as:

ΠΓ,Σ : Fn
qm −→ F

n
qm

(x1, . . . , xn) �−→ (Γ1,1x1,Σ(1) + . . . + Γ1,mxm,Σ(1) . . . Γm,1x1,Σ(n) + . . . + Γm,mxm,Σ(n))

The formula to compute the function ΠΓ,Σ(x) is as follows:

ΠΓ,Σ(x) := Σ

⎛
⎜⎝

⎛
⎜⎝

Γ1,1 . . . Γ1,m

...
...

Γm,1 . . . Γm,m

⎞
⎟⎠

⎛
⎜⎝

x1,1 . . . x1,n

...
...

xm,1 . . . xm,n

⎞
⎟⎠

⎞
⎟⎠

=

⎛
⎜⎝

Γ1,1x1,Σ(1) + . . . + Γ1,mxm,Σ(1) . . . Γ1,1x1Σ(n) + . . . + Γ1,mxmΣ(n)

...
. . .

...
Γm,1x1Σ(1) + . . . + Γm,mxm,Σ(1) . . . Γm,1x1Σ(n) + . . . + Γm,mxm,Σ(n)

⎞
⎟⎠ ∈ F

m×n
q
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Notice that r(ΠΓ,Σ(x)) = r(x) = dim(E) = w.
This function has the property of preserving the rank of a vector in F

n
qm . We

use Γ for the linear transformation and Σ for the coordinate permutation. This
definition can be generalized as in [26]. This transformation has improved the
security of some schemes presented in CANS [5] and [7].

Definition 3 (Syndrome Decoding (SD) problem). Let H ∈ F
(n−k)×n
q be

a parity-check matrix of an [n, k] code over Fq , s ∈ F
n−k
q and t an integer. The

SD problem is to find e ∈ F
n
q such that HeT = s and wt(e) ≤ t, where wt denotes

the Hamming weight.

The SD problem was proven NP-hard in [8]. This problem can be naturally
extended in the case of the rank metric.

Definition 4 (Syndrome Decoding problem in the rank metric (RSD)).
Let the parity-check matrix H ∈ F

(n−k)×n
qm , s ∈ F

n−k
qm and w an integer. The RSD

problem is to find e ∈ F
n
qm such that HeT = s and r(e) = w, where r denotes

the rank weight.

Definition 5 (Small-weight codeword problem). Let C be an [n, k] code
and w an integer. The problem consists to find a codeword c ∈ C such that
r(c) = w.

2.3 Rank-Based Cryptography

The security of the rank-based Véron protocol is based on the syndrome decoding
problem in the rank metric. We first recall here the SD problem in the Hamming
metric.

Syndrome Decoding problem. The most efficient generic attack against code-
based cryptosystems like the McEliece encryption scheme, the CFS signature
scheme, and others is the Information Set Decoding (ISD) approach [39]. The
original algorithm of ISD starts from the received word y = xG+ e and consists
of guessing a set of k coordinates of y with no error (an information set). If we

find this set with probability (n−t
k )
(nk)

, we will do a linear inversion of a k×k matrix
to recover x.

Another approach consists of starting from the syndrome HyT of length n−k.
The idea is in guessing a set of n − k coordinates which contains the support of

the error e with probability

(
n−t

n−k−t

)
(

n
n−k

) , it is possible to recover the error e by an

(n − k) × (n − k) matrix inversion from the syndrome of the message.
The first classical ISD algorithm in Hamming metric is proposed by Prange

in [39] followed by a series of improvements in [4,11,12,20,22,35,38,41].
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Syndrome Decoding Problem in the Rank Metric. The analog of ISD attack in
the Hamming metric is how to randomly choose information sets and check
if the respective coordinates are the error support. The main improvement is
how to cleverly choose the information set. To recover the support, the naive
approach is to try all possible supports i.e. all vector spaces of dimension w
before solving a system. This is the Chabaud-Stern [15] attack with qw(m−w)

bases to enumerate. The attack is improved by Ourivski and Johannson in
[37] and the number of bases is now less than (k + w)3q(w−1)(m−w)+2. The
algorithm proposed by Gaborit et al. in [25] improves the support attacks in
min(O((n − k)3m3qw� km

n �),O((n − k)3m3q(w−1)� (k+1)m
n �)). Thereafter, Aragon

et al. [2] proposed a new algorithm that gives the support attack in O((n −
k)3m3qw� (k+1)m

n �−m).

2.4 The Algorithm of Gaborit, Ruatta, and Schreck (GRS)

The general idea to solve the RSD problem is to find an overspace E′ such that
E ⊂ E′. Then we can express the coordinates of x on the basis of E′ and solve
the linear system given by the parity-check equations.

Let C be an [n, k] random code over Fqm with generator matrix G ∈ F
k×n
qm

and suppose we receive y = c + e for c ∈ C and r(e) = w, in particular for
e = (e1, . . . , en) there exists a subspace E of dimension w which contains all
the errors coordinates ei. If we denote by (E1, . . . , Ew) a basis of E, we get
ei,j ∈ Fq(1 ≤ i ≤ n, 1 ≤ j ≤ w) such that

ei =
w∑

j=1

ei,jEi,j (2)

Let H be a matrix of the dual code of C. Then the parity equations are:

HeT = HyT . (3)

Suppose now we know a subspace E′ of dimension w′ ≥ w which contains E,
then for all ei, we denote (E′

1, . . . , E
′
w′) a basis of E′, there exist e′

i,j ∈ Fq such
that

ei =
w∑

j=1

e′
i,jE

′
i,j .

Hence we obtain nw′ unknowns. The number of syndrome equations (3) over Fq

is (n − k)× m and it is possible to recover ei by solving a linear system, as long
as, nw′ ≤ (n − k) × m; and hence:

w′ ≤
⌊
(n − k)m

n

⌋
= m +

⌊−km

n

⌋
(4)

Now we find the probability that E ⊂ E′.
Suppose that E′ is fixed. The number of choices for E is the number of vector

subspaces of dimension w in a space of dimension m with coefficients in Fq, is
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[
m
w

]

q

. The number of favorable cases is equal to the number of vector subspaces

of E′ of dimension w′ (it is necessary that E is either one of them), is
[
w′ w

]
q
.

Thus we have:

P(E ⊂ E′) =

[
w′

w

]

q[
m
w

]

q

≈ qw(w′−w)

qw(m−w)
= q−w(m−w′) (5)

Hence if we take w′ = m+ �−km
n � we obtain a probability that E is included

in a random space E′ of dimension w′, which is q−w(m−w′) = qw
⌈

km
n

⌉
. Therefore,

if we also take into account the complexity of the matrix inversion, we obtain
the complexity below:

O
(
(n − k)3m3qw� km

n �
)

(6)

Let us consider the subspace e−1E of dimension w containing the vector 1.
We apply the same method as before, but the dimension of the code is k + 1
and we know one element of E. The number of syndrome equations over Fq is
(n − k − 1) × m. Therefore, the dimension w′ of E′ must satisfy:

w′ = m +
⌊−(k + 1)m

n

⌋
(7)

Remark: this algorithm is also a search algorithm for small-weight words in
random code.

The probability that e−1E ⊂ E′ is therefore

P(e−1E ⊂ E′) =

[
w′

w − 1

]

q[
m

w − 1

]

q

≈ q−(w−1)(m−w′) (8)

Since we know that 1 ∈ E, we just need that the remaining w − 1 elements

of a basis of E are also in E′, which gives a probability q(w−1)
⌈

(k+1)m
n

⌉
. Once

we recover e−1E, taking e−1 as unknown in syndrome equations permits us to
recover it at almost no cost. Overall if we add the polynomial complexity we get:

O
(
(n − k)3m3q(w−1)

⌈
(k+1)m

n

⌉)
(9)

It is important to note that knowledge of more than one vector of the basis of
E allows the improvement of this algorithm.
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Fig. 1. Rank-based Véron’s identification protocol in [6]

3 The Protocol Proposed by Bellini et al.

In this section, we describe the protocol presented in [6]. They instantiate the
Véron identification protocol (from [43]) in rank-metric settings.

The Véron identification protocol is a 3-pass zero-knowledge protocol with a
cheating probability of 2

3 . The scheme uses a random (n×k) matrix G over Fqm

as the generator matrix of a random linear code. The context is as follows:

Common Public Data: G a generator matrix and hash a hash function,
Secret Key: x ∈ F

k
qm and e ∈ F

n
qm ,

Public Key: y = xG + e and r(e) = w.

Alice (the prover) knows the solution e of the SD NP-complete problem.
Bob (the verifier) asks Alice a series of questions. If Alice knows e, she can
answer all the questions correctly. If she does not, she has a probability q of
answering correctly. After δ successful rounds of the protocol, Bob will be con-
vinced that Alice knows e with a probability of 1 − qδ.
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The crucial point of this protocol is to make good masking of the secret e
i.e., to transform e with a given rank weight w into any other word with the
same weight. But in implementing the protocol, Bellini et al. use a permutation
σ in Fqm Fig. 1. This is not sufficient to properly mask e, so this scheme is not
zero-knowledge and leaks information during the response step. The properties
of this scheme are given in Table 1 (h is the output size of the hash function).

Table 1. Properties of identification protocol in [6]

Size of the matrix in bits m × k × n

Size of the public identification mn + log2(w)

Size of the secret key mk + mn

Total number of bits exchanged δ(3h + 2 + 2
3
(n + m(k + n)))

4 Cryptanalysis

In this section, we highlight the flaw in the zero-knowledge proof of the previous
protocol and use the GRS algorithm to recover the e secret. We need only to
access the public data exchanged during the protocol to recover the secret. The
hiding of the secret e in step 4 (Fig. 1, b = 1) by a simple permutation in Fqm is
weak and leaks information.

4.1 Flaws in Rank-Based Véron protocol

Recall that this attack on the support ofe has been used in other scenarios such
as in [26] and [31]. In the protocol in [6], a random permutation σ is used to
mask the private vector e into a potential secret σ(e) of rank w. However, this
reveals the non-zero values of the vector while keeping their positions secret.
This information is useless when binary codes are used, but it gives the attacker
an advantage when the codes belong to F

n
qm . So, masking the secret by σ is weak

and leaks information. In addition, in the case of Stern’s protocol, a permutation
of coordinates over F2m has the property that it can transform any codeword
with a given Hamming weight into any codeword with the same weight. This
point is crucial for indistinguishability in the zero-knowledge proof. In the case
of this protocol, the permutation is not the equivalent notion to that of the
permutation for the Hamming distance. The permutation σ(e) permits to change
of coordinate positions of e but not the support of e. So, the coordinates of σ(e)
and e generate the same vector space E over Fq. To break this scheme we apply
the GRS algorithm.
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4.2 Our Attack and Result

In the interactive protocol, the prover wants each time to prove the knowledge
of e without revealing any information about it. The attack presented here takes
place in step 4 (b = 1) in the description of the protocol (Fig. 1). This is the
time during which the prover must send σ(e). The attack uses the fact that the
support of e can be recovered from σ(e) with low complexity.

In this scenario, the attack avoids the exponential search of basis as in [15].
We generate a basis of w vectors and express each coordinate ei of e into
this basis as in Sect. 2.4. We construct a basis (E1, . . . , Ew, Ew+1, . . . , Em) of
Fqm over Fq and write the syndrome equation (3) with this basis. We obtain
(n − k) × m equations on Fq and n × w unknowns. Thus the GRS algo-
rithm is reduced to the resolution of a linear system. The parameters proposed
(q = 2, n = 64, w = 9, k = 30,m = 80) in [6] permit to solve directly the system
by Gaussian elimination for recovering the secret e. The cost of this attack in
this case for all parameters proposed in [6] is a Gaussian elimination for a matrix
of size (n − k) × m.

This attack was performed on an Intel R© Core
TM

i7-7700 CPU running at
3.60×8 GHz, having 32 GB of RAM, and running a 64-bit version of Ubuntu
18.04.5 LTS. The runtime results with the proposed parameters in [6] are pre-
sented in Table 2.

Table 2. Runtime of our attack.

Variant n m w k Time (ms)
Véron80 35 48 5 16 14
Véron128 64 80 9 30 26

5 New Identification Scheme

We propose a new protocol for which correct zero-knowledge proof is possible.
It implies in particular the use of correct masking (using a special permutation
of definition 2). Masking the secret e by a random permutation σ(e) is replaced
by ΠΓ,Σ(e) as summarized in Fig. 2.

We recall that the cost of a complete interaction between the two parties is
the number of bits exchanged. In Steps 3 and 5 (Fig. 2, b = 0 and b = 2) of our
identification scheme (or repaired rank-based Véron’s identification), the prover
sends �Σ bits (where �Σ < n) and �Γ bits (where �Γ < m). These are the seeds
that will allow the verifier to generate respectively the random permutation Σ
and the (m×m) matrix Γ of rank weight w. Furthermore, we choose them such
that �Γ + �Σ < n . This trick allowed us to reduce the cost of communication
in our identification scheme. The properties of the repaired rank-based Véron’s
identification protocol are presented in the following Table 3.
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Table 3. Properties of the repaired rank-based Véron identification scheme.

Size of the matrix in bits m × k × n

Size of the public identification mn + log2(w)

Size of the secret key mk + mn

Total number of bits exchanged δ(3h + 2 + 2
3
(�Γ + �Σ + m(k + n))

Since �Γ + �Σ < n the number of bits exchanged in our scheme is lower than
the scheme proposed by Bellini et al. (Table 1 and Table 3). Thus, in addition to
being zero-knowledge, our identification scheme has a lower communication cost.

5.1 Security and Parameters

The zero-knowledge proof in this protocol is based on the RSD problem. We
have to select parameters, especially w, for the Gilbert-Varshamov bound to
avoid possible small rank attacks. We need to choose m,n, k, and w satisfying
the following conditions:

– if the algebraic attack in [25] is applicable in the more generic scenario of
k <

⌈ (k+1)(w+1)−(n+1)
w

⌉
, then we have log2(w3k3q� (k+1)(w+1)−(n+1)

w �) ≥ � where
� is the security level.

– for the best known generic combinatorial attack [2], we have log2((n −
k)3m3qw� (k+1)m

n �−m) ≥ l.

For the case of parameters that are secure even in the post-quantum setting,
we will simply square-root the exponential term of the formula of each attack.
We also need to choose the number of rounds δ to decrease the impersonation
probability. In the Véron protocol the impersonation probability of one single
round is 2

3 . To compute the number of round δ, we need to set δ = log2(1/2�).
We propose 2 sets of parameters as in Table 2, respectively for 80 and 128-bit
security levels with the repaired identification scheme.

6 Signature Scheme

Using the Fiat-Shamir transformation [21], we can implement a signature scheme
from our rank-based Véron identification scheme. We describe the signature
process below.

6.1 Signing Procedure

In the first step, we compute a commitment cmt as:

cmt = (c01, c02, c03) ‖ (c11, c12, c13) ‖ · · · ‖ (cδ−1,1, cδ−1,2, cδ−1,3) (10)

In the second step, we compute the challenge ch = hash(cmt ‖ msg), where msg
is the message (typically the content of some file). Every two bits of ch give a
partial challenge, where the bit pattern 11 is mapped to b ∈ {0, 1, 2} cyclically.
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Finally, we compute for each partial challenge b the response rspi (0 ≤ i ≤ δ).
Denote all responses by rsp = (rsp0 ‖ rsp1 ‖ · · · ‖ rspδ−1) and the final signature
is (cmt ‖ rsp).

Fig. 2. The repaired rank-based Véron’s identification protocol

6.2 Verification Procedure

Once the signature is received, the verifier extracts cmt and computes ch =
hash(cmt ‖ msg). He uses the individual bytes of ch to obtain δ and challenges
b ∈ {0, 1, 2}. Using b, he extracts the corresponding response contained in rsp
and calculates the commitment cij , where j = b and i denotes the current round.
Finally, the verifier computes hash(cij) of cmt and compares this value with the
cij contained in the triplet (ci1, ci2, ci3). So we identify here the value hash(cij)
and cij . If the values of cij match for all rounds, the signature is valid.

Our signature scheme in rank metric has the following keys and signature size:

– |sk| = |x| + |e| = mk + nk,
– |pk| = |y| + |G| + |w| = mn + mkk + log2(w) (we use the systematic form of

G),
– The average size of the signature is |sgn| = |cmt| + |rsp| = δ(3h + 1

3 (2m(k +
n) + 2�Σ + α) + m2).
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6.3 Signature Comparison

In the Table 4, we compare our signature scheme for 128-bit security level with
the best current post-quantum signature schemes. Schemes such as CRYSTALS-
Dilithium, FALCON, and SPHINCS+ can be considered the best digital signa-
tures and meet the NIST requirements. Therefore, future digital signatures must
be significantly better than these winners of the standardization process in the
relevant applications and/or guarantee substantial additional security proper-
ties. We also present alternative candidates for digital signatures such as Picnic
[16] and GeMSS [13]. Picnic is a digital signature algorithm designed to provide
security against quantum computer attacks. It uses only symmetric key prim-
itives and is an instantiation of the MPC-in-the-head paradigm [28]. GeMSS
is a multivariate-based signature. The public key for GeMSS is a multivari-
ate quadratic system of equations over F2 and is built from the Hidden Field
Equations (HFE) cryptosystem. In addition, we present results provided for the
rank-based CVE identification [6], the first rank-based hash-and-sign signature
scheme Wave [19], and Durandal [1], a variant of the Schnorr-Lyubashevsky app-
roach for designing a rank-based cryptographic signature. We used 48-bit long
seeds and a 256-bit hash function.

Table 4. Comparison of public keys and signature bit sizes of our scheme with the
most popular code-based signature schemes. For numerical values, we have used the
formulas in Sect. 6.2 with the same parameters in [6].

Scheme Scheme parameters |sgn| |pk|
CRYSTALS-Dilithium (mod, d, η, δ) 2 420 1 312

(8380417,13,2,78)
FALCON-512 (mod, n, δ) 666 897

(12289,512,165.736)
SPHINCS+ (n, h, d, log(t), k, w) 17 088 64

(16,66,22,6,33,16)
GeMSS (λ, D, n, Δ, v,nb-ite) 32.25 360 640,512

128,513,174,12,12,4)
Picnic (N, M, δ) 12 288 64

(64,343,27)
Wave (n, k, w, kU , kV ) 8 326 7 840 000

(5172,3908,4980,2299,1609)
Durandal (q, n, m, k, w, l, l′, d, r, λ) 40 150 148 851

(2,226,263,113,56,4,1,7,7,14)
CVE-128 (q, n, m, k, w, δ, h) 27 389 952 310 084

(2,64,80,30,9,128,256)
Our scheme-128 (q, n, m, k, w, δ, h) 2 679 392 77 124

(2,64,80,30,9,219,256)
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From the Table 4, we can see that our signature scheme aligns with most code-
based identification schemes. Compared to other code-based signature systems,
we have a slightly larger but acceptable signature size of 2.7 million bits. But
we have the smallest public key size of 77 thousand bits, which allows us to
have a fast verification time. For other digital signatures that are considered the
best at the moment, our key size is also competitive. For example, we are better
than GeMSS with 360 thousand bits of public key size which was considered a
credible alternative to the NIST standardization process for digital signature. As
far as security is concerned, our signature scheme is beyond the reach of existing
attacks on code-based signatures.

7 Conclusion

In this paper, we first presented a full cryptanalysis of the scheme presented in
[6]. This attack takes advantage of the structure of hiding the secret e by a simple
permutation in Fqm . This weakness in this scheme allowed us to recover the error
support and thus break the scheme in polynomial time using the algorithm of
Gaborit, Ruatta, and Schreck. Second, we proposed a new rank-based identifica-
tion protocol. The masking of the e secret is achieved using a special permutation
that avoids information leakage during the response phase of our identification
scheme. Finally, we presented a signature scheme with low communication cost
and a small public key size that allows us to perform fast verification. Our scheme
is overall resilient against attacks on quantum computers.
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1 Introduction

The connected device market is getting flooded as technology becomes more
scalable and computing resources at the device level increased. Thus, the IoT is
no longer a fancy concept and has become the need to solve the real-time crisis as
researchers observe possibilities to optimize livelihood in every sector of human
civilization through a properly connected device infrastructure. This in turn is
boosting the growth of standards and protocols to unify the development process
which also, not so surprisingly, is opening new attack surfaces. Autonomous
cars are running along-side manual cars and Artificial Intelligence is diagnosing
medical symptoms in patients. The applications of sensing and actuation and end
nodes of a IoT network are in fact pushing the Data Scientists to properly handle
the generated Big Data streams and utilize it to improve the services for the end
customers. Implementing sophisticated features implies that the security needs
to be inherently robust to handle such complex system and therefore, prevent
from compromising the whole system since, depending upon the use-case, there
might be a safety risk involved. To prevent the exploitation of the smart solutions
by adversaries on the edge side which is exposed to threat actors, it is important
to have a smart solution that is able to track minute differences in operational
environment and alert the mother system at the edge or cloud level.

The motivation behind this work is to propose a smart Intrusion Detection
System (IDS) in a connected edge-to-cloud system that is capable of sensing
from every sensory node available on board and aggregate the results of anomaly
detection from each and report back to the cloud. This is achieved by mimicking
the architecture of a smart car (V2X) ecosystem (where the car is connected to
the cloud and its locomotion greatly depends on its on-board sensors) through
a toy smart car and emulated environment with dedicated threats with a nearly
full coverage on all sensing equipment on the toy smart car.

The idea is to emulate threats at both sensor and network level (all possi-
ble attacks to disrupt the functionality of the smart car) and develop a system
capable enough to observe these differences in a real-time scenario. The experi-
mental setup consists of a toy smart car with on-board sensor array connected
to the internal IDS which is composed of two separate Machine Learning (ML)
cores, one for detecting anomalies through the sensor data and one for detecting
anomalies through the network data (packets). The toy smart car is connected to
a cloud server through popular IoT connectivity protocol CoAP and transmits
detection signal back to the cloud along with the collected data from the sensor
and network. Through careful and lengthy evaluation of a multitude of scenar-
ios and through a rigorous experimentation process, we find that the proposed
IDS is suitable to a wide variety of input data and therefore can be universally
applied to any IoT use-case.
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The rest of the paper is organized as follows: the Sect. 2 provides a generic
background of topics linked with the proposed work by running through the
problem statement and navigating through the solution while talking about var-
ious aspects of the system. It also provides some common standards that are
(being) developed to streamline IoT product development. Next, the Sect. 3 pro-
vides the details about the proposed method with details about the evaluation
concept, experimental setup, and results. It also talks about the implications of
the same in the real world. Finally, the Sect. 4 presents other important top-
ics that are extremely relevant, and acclaimed by technology providers, to the
edge-to-cloud ecosystem. Eventually, Sect. 5 concludes the paper.

2 General Background

2.1 Edge-to-Cloud

Today’s devices are clearly becoming smarter by having more and more interac-
tions with the outside world. Such interaction is offering much more capabilities
and obviously opening new ways for new applications targeting most of technol-
ogy ecosystems such as connected vehicles, Industry 4.0, smart cities, healthcare,
smart agriculture, smart homes, etc. In the literature, those smart devices are
often called edge devices if they have the capability to ensure back-and-forth con-
nectivity with other devices or with a central system that we call Cloud server
in the sequel. The edge device is basically composed of a processing unit that
can be an MCU with low resources or an MPU with more power and comput-
ing resources. edge devices themselves can be used as bridges between a server
and Internet of Things objects (IoT). Typically, we can define an edge-to-Cloud
system as a technology composed of three main actors as follows:

– Actor 1: the edge device that comes with a connectivity module, alongside
a host CPU for the software, and a hardware layer.

– Actor 2: the sever side is a machine with much more power and computing
capabilities. It is a central element that talks with a fleet of edge devices.
The server shall come with application services to manage and monitor the
connected devices.

– Actor 3: the user interacting with the server to send requests to edge devices
and monitor the fleet of edge devices. Users could have different privileges and
roles with regards to the server.

An illustration of such system is depicted in Fig. 1.
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Fig. 1. Edge-to-cloud main nodes and actors.

Very often, any similar technology faces two basic challenges, namely security
and performance. Safety is a third challenge that shall be considered for related
technologies as automotive and avionics. In the sequel we focus only on security.
In fact, security is the way how data is protected. The data is by default sensitive
and can be everywhere, at rest or in-transit. Based on the Fig. 1, we can dis-
tinguish 6 nodes where end-to-end security shall be considered in edge-to-Cloud
context as follows:

– Node 1: at the hardware layer of the edge device. The security here
is generally managed by a technology dependent secure layer as a Trusted
Execution Environment (TEE), Trusted Platform Module (TPM), or a dedi-
cated Secure Element (SE), as described here [24]. Such layer ensures a strong
security level as per data isolation, secure storage of secrets, etc. A TEE con-
sists in separating the same Host processor into two spaces: normal space
and secure space. All security operations shall run within the secure space by
ensuring an isolation with the normal space. However, such security mecha-
nism is less secure than a dedicated hardware as TPM or SE. In fact, within a
TEE, the shared components as internal Host processor memories might leak
sensitive data. The TPM is theoretically more secure than TEE as it comes
with a separated hardware chip. However, the leakage might come from the
link between the Host processor and the TPM. In fact, the data in transit
might be probed and stolen if not encrypted. Finally, an integrated secure
element shall be the most secure as it is embedded in the same SoC as Host
processor. That said, physical attacks such as Side-channel attacks (SCA) [17]
or Fault injection attacks (FIA) [5] are the first enemy against the hardware
layer. Fortunately, countermeasures like data hiding exist.

– Node 2: at the CPU Host layer of the edge device. The security of data
shall be considered by the Host processor that would implement a software
bridge handling a secure channel with the server side. The Host processor
shall be able to use cryptographic software engines if security hardware com-
ponents are not available. For this purpose, the processor shall manage the
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secure communication with the server side by supporting software clients for
security protocols as TLS and DTLS alongside crypto libraries as OpenSSL
[29]. The processor might use cryptographic embedded hardware accelerators
for performance purposes. Globally, the goal is to ensure that the edge device
is identified, authenticated, and authorized relatively to the server side. For
this purpose, the Host might hold and manipulate device IDs considered to
be sensitive and that need to be protected. Moreover, the Host layer is in
charge of all the software typically running at bare metal or OS level. That
software might be obfuscated or signed and encrypted for more security. In
fact, threats like malwares, binary reverse engineering are still redoubtable
against Host layer.

– Node 3: at the connectivity layer between the edge device and the
server. The connectivity layer is all about network stack ranging from the
physical channel to applicative protocols. Edge devices are basically commu-
nicating over IP-based channels as Ethernet, WiFi, Cellular (4G, 5G, 6G,
etc.), etc. Some RF protocols use an encapsulation technique to allow IP-
based communication. The security shall consider all the layers of the net-
work. The OSI model for instance suggests securing the lowest layers with
MACSec (for data link) or IPSec (for transport). Then application protocols
are proposed as TLS and DTLS. Higher applicative frameworks for connec-
tivity like LwM2M, MQTTS come with a set of schemes to securely manage
a device. As a matter of fact, LwM2M is based on CoAP and DTLS protocols
to initiate a communication with an edge device.

– Node 4: at the server core layer including its data storage compo-
nents. The server is the central element in the system. It manages the input
and output data from edge devices. Security is a big matter and should at
least be ensured for the data at rest like edge devices’ logs and users’ cre-
dentials, often stored in databases; data in transit like direct requests from
users to edge devices; or also the server components and interactions between
those components themselves. In fact, the server is the most impacted node
as it is exposed to internet. In other words, it is the target of a tremendous
number of cyberattacks. As a matter of fact, a long list of cyberattacks is
regularly updated by the OWASP web pentesting framework group. Hence,
security shall be thoroughly checked from the server infrastructure level to
applicative micro-services. The literature has recently proposed a new app-
roach with several security requirements, called “zero-trust”, that aims at
maximizing the security at cloud server node.

– Node 5: at the connectivity layer between the server and the user
machine. Same as for node 3, the connectivity here is more about the rela-
tionship between the user and the server. The security of this node is cru-
cial as it deals with user credentials and devices registration initial inputs
alongside secret data as keys and certificates. Thankfully, a known approach
called IAM that stands for Identity Access Management, comes with a set
of tools, protocols, and frameworks to securely authenticate, and authorize
users to access the server. We cite 0Auth2 [14] for instance. In addition to
that, security could be reinforced by a double authentication technique as it
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is proposed by FIDO2. Moreover, the security could be maximal by combin-
ing such software-based solutions with hardware tokens. The attack surface is
about letting data to be transferred as plaintext without any mutual authen-
tication or privilege mechanism. The attacks are numerous like data sniffing,
probing, fuzzing, man-in-the-middle, etc.

– Node 6: at the user machine level. This node regards the user machine
that interacts with the server side. Most commonly known attacks are per-
formed on software web browsers and interfaces. Technically, this represents
the front-side of the server solution that can be a web interface, a web appli-
cation, a command line interface, an exposed API, etc. The security scope is
about all the known attacks as SQL injections against databases, cross-site
scripting attacks (XSS), traversal directory attacks, etc.

2.2 AI and Machine Learning for Anomaly and Intrusion Detection

Artificial Intelligence (AI) and particularly the Machine Learning (ML) sub-
field provide powerful prediction algorithms that constitute state-of-the-art tech-
niques in several research areas: image processing, natural language processing,
medical diagnosis, etc. Naturally, those methods are also drawing increasing
interest in the cybersecurity landscape. Indeed, the advanced modelling capa-
bilities of ML algorithms allow to leverage on large quantities of available data
and knowledge to improve security systems in various fields of application. ML
approaches are perfectly suited for attack or failure detection applications as
they allow creating a model of the normal predictable behavior of a system
[25]. After this profiling phase, it becomes possible to detect significant devia-
tions from the model. A typical example of application are intrusion detection
systems which analyse a network traffic to detect, block and report malicious
packets. A “traditional” IDS uses a database of known malicious signatures that
compares with the incoming packets to detect attacks. This approach presents
a significant drawback: it detects attacks based on known threats and is unable
to handle new attacks. On the other hand, it is possible to use ML algorithms
to create a model of the normal behaviour of a network and to detect abnormal
activities based on the observed deviations from the base profile. This approach
has the advantage of detecting unknown or zero-day attacks.

The same idea can be applied to sensor data analysis. Standard deployment
of fleet of sensors requires calibration, and threshold-based analysis is necessary
to process sensor values, which often leads to false positives. AI-based sensor
aggregation and analysis enable detection of fault injection attacks, anomalies
and failures, and advanced diagnosis [11], while reducing the number of false
alerts. To build such a system, a test chip is characterized in controlled envi-
ronment, in order to generate sample data and train a detection model to be
deployed on the final chip. Then, in operation, the model classifies new data, pro-
vide useful information (attack? anomaly? failure? type of attack?) and report
to upper layers. Based on desired security policy or user feedback, the detection
sensibility can also be adapted after deployment.
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It is worth mentioning that AI techniques can also be used as tools to conduct
attacks or assist security evaluations. For example, in the field of side-channel
analysis, ML-based methods are employed to process measurements obtained
during the execution of a security target to extract secret values such as private
keys [21]. However, Machine Learning systems can also be the target of attacks,
Typically, fault injections attacks can be used to fault the computation of a
neural network and to bypass a security verification. More recently, a whole new
class of attacks, called adversarial attacks [13], have been designed to fool ML
algorithms by crafting malicious inputs which can go through neural network-
based detection.

2.3 Connectivity

Over the past years, the rise of IoT market highlighted the need for efficient
communication layers with small footprint, allowing low end devices like sensors
or cameras to ensure low power consumption, low network bandwidth and a long
living time if powered by a battery.

In the edge-to-cloud context, some protocols emerged and were standardized
by the industry for machine to machine (M2M) communication. We can mention
the most commonly used ones:

– Message Queue Telemetry Transport (MQTT) [28], based on the publish-
subscribe methodology allowing one-to-many communication through brokers.

– Constrained Application Protocol (CoAP) [27], a client-server protocol offering
a RESTful interface allowing a client node to directly command another node.

Both protocols are IP-based and come with activable security features: MQTTS
using TLS for MQTT, and DTLS or IPSec for CoAP, ensuring transport encryp-
tion and mutual authentication.

More recently, higher level protocols including an application layer have been
presented as standards. OMA Lightweight M2M (LwM2M) [4] is a protocol
for device management and service enablement, defining the application layer
communication protocol between a server and a client, which is the IoT device.
In the same way, the Matter protocol (previously known as Project CHIP) [2] for
home automation connectivity is being standardized. It promises interoperability
among smart home devices from different vendors and IoT platforms.

2.4 Security Standards and Frameworks

The aforementioned edge-to-cloud type IoT systems involve massive data trans-
fer through the network that includes sensitive information, unauthorized access
to which might jeopardize the whole system leading to security and even safety
related hazards. Therefore, such systems are equipped with state-of-the-art
cyber-security mechanisms to deal with security threats and intrusions. To ensure
a secure development and assure the consumer of the degree of competence and
robustness of the systems in terms of security features, it is essential to go
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through the certification process of such products. Any edge-to-cloud system
might fall under a typical IoT framework and therefore it becomes quintessen-
tial to secure the system based on standard practices. The widely acclaimed
certification schemes that would help reach such standards of security are listed
below:

1. Common Criteria (CC) - The [7] (ISO/IEC 15408) provides seven assur-
ance levels based on which any general purpose product can be certified. The
framework is based on the IT product security but the presence of protec-
tion profiles makes it more suited for different market verticals. Certification
with CC is gaining momentum for IoT products as more and more companies
enter to compete with this product line, since IoT has already reached to our
homes.

2. SESIP [12] is a platform-level certification scheme for IoTs, promoted by the
Global Platform association. It is meant to be similar in the rigor to the CC
albeit with a more simple applicability.

3. FIPS 140-3 - The FIPS 140-3 [19] (ISO/IEC 19790) from the NIST (USA)
is an upgrade over the extremely popular FIPS 140-2 standard. It provides a
technical baseline for security products and can be easily framed around IoT
ecosystem. With four distinct levels of security, the Cryptographic Module
Verification Program (CMVP) ensures that the security of the product is
optimized as per the security scope.

4. ENISA Cloud certification scheme ENISA [9] is a popular and respected
European agency for cybersecurity that provides useful standards from time
to time. In 2020, it provided a draft certification scheme for cloud based
applications targeting the IoT edge-to-cloud products.

5. Eurosmart IoT certification scheme This standard [10] based on the
European Cybersecurity Act, provides a targeted framework for IoT products
with three different levels of security such as basic, substantial, and high.

6. PSA Certified Similar to the CC, the PSA Certified [22] provides third-
party lab evaluation for security assurance for IoT product vendors and man-
ufacturers with three distinct assurance levels.

3 Monitoring Cyber Use-Case

This section describes our proposed embedded IDS architecture and implemen-
tation, designed to be deployed on fleets of devices in the context of IoT moni-
toring.

3.1 Typical Architecture

The proposed IDS is comprised of multiple anomaly detection cores, each one
being in charge of processing a different type of inputs. The IDS can be deployed
with a variable number of detection cores, depending on the target device. The
architecture described in this paper contains two cores: for WLAN connectivity
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and for sensors. Additional cores can be plugged, for CAN intrusion detection
for instance. Each core has access to a local storage where a detection model
is stored. The global architecture is summarized in Fig. 2 for an automotive
use-case which we chose for the evaluation in our work.

A COAP server is used for bi-directional communication with the cloud server
side: on one hand, for sending notifications to the cloud and on the other hand, for
configuring the edge IDS from the cloud server. The cloud is equipped with tools
for monitoring real-time data from the connected device and displays anomaly
notification.

The edge, along with the telemetry of core anomaly detectors, also uploads
the aggregated sensor data. This data is collected in the cloud in a desired format
which is later used for offline-training to further tune the Machine Learning core.
Finally, the cloud has the capability, through the CoAP channel, to push a new
ML model with newly trained/tuned parameters based on more collected data on
the edge, and update the Intrusion Detection System. This is a typical Software
update Over The Air (SW-OTA).

Fig. 2. Typical edge-to-cloud architecture.

3.2 Security Threats and Attack Surface

The attack surface of an edge device varies from case to case, depending on its
connectivity features (WiFi, Bluetooth, etc), its hardware and software archi-
tectures (OS, bare metal, microcontroller or pure hardware) but in most cases,
we can identify the following threats:

– Fault Injection Attacks (FIA)
This class of attack consists in actively stressing a system in order to com-
promise its security. In short, when perturbing a security system, an attacker
can induce faults during a computation or generate bit-flips in memory cells.



An Embedded AI-Based Smart Intrusion Detection System 29

Those effects can then be exploited for sensitive variable recovery, for exam-
ple with differential fault analysis (DFA) [8] or to skip specific instructions
in order to bypass a security mechanism. There are several physical channels
that can be used to generate the perturbation: power glitching, clock glitch-
ing, by temperature, electromagnetic injection, laser injection, etc., as well as
software or hybrid methods [23].
Fault tolerant systems can be designed at the cost of performance: those sys-
tems use redundancy as countermeasure for fault injection attacks, in various
ways: statically (e.g. second order statements, step counters), or dynamically
(e.g. checksums, control-flow graph redundancy). Active defense against fault
injection consists of analysing sensors values to detect attacks at runtime:
this approach, enhanced with machine learning, is one of the focus of the IDS
presented in this paper.

– Connectivity related cyberattacks
These attacks target communication interfaces of the devices. Multiple
attacks can be realized, with various objectives. Some examples are detailed
here.
Denial of Service (DoS) attacks aim at flooding a service with traffic in
order to prevent the device to operate correctly, for example by occupying
all the available bandwidth, consuming all the device resources, making the
system crash or preventing legitimate traffic to reach its destination.
Address Resolution Protocol (ARP) spoofing is a different type of
attack where the attacker aims at impersonating a valid host device, causing
the target device to send any traffic directed at the true host to the attacker
instead. The attacker can then listen to the packets, discard them, or falsify
them before sending them to the true host, achieving a Man-in-the-Middle
(MiTM) position. ARP is a protocol used in Ethernet and WiFi to resolve a
MAC address given an IP address. Devices can broadcast ARP requests to a
network when they need the MAC address associated to a certain IP (in this
case, the IP of the host). Anyone connected to the network can reply with an
ARP response. Since ARP does not support any authentication mechanism,
an attacker can send fake ARP responses containing its own MAC address,
causing the target to send packets to the attacker instead of the host. However,
during such an attack, the attacker generates unusual activity on the network
which can be detected by an intrusion detection system.
Lastly, port scanning consists in scanning each port in a network in order
to discover which ports are open and whether they give access to vulnerable
applications. While actually not an attack, this malicious behaviour can be
detected by an intrusion detection system.
The IDS framework presented in this paper is designed to handle connectivity
related cyberattacks with a focus on the TCP/IP network interface.

– Side Channel Attacks (SCA)
Side Channel Attacks are a type of passive attacks where the attacker “listens”
to a system during a sensitive computation, through a physical channel like
the power consumption or EM emanations, in order to discover the sensitive
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information being processed. This often implies using physical equipment to
generate measurements and employing statistical tools to process those traces
and extract the secret values. Some side-channel attacks can be conducted
entirely by software, with no physical access to the device [1].
Side-channel attacks, because they passive, are not in the scope of the detec-
tion framework presented in this paper. However, runtime detection of cache-
based side channel attacks is an area of research as the malicious processes
performing those attacks have observable side effects on hardware perfor-
mance counters, which can be characterized as abnormal behavior. In future
works, it could be considered to extend the scope of the proposed IDS to
specific types of side channel attacks.

– Application level attacks
On rich edge devices containing an operating system and applications, attacks
can target directly vulnerabilities present in software applications, such as
stack buffer overflows. This part of the attack surface is not covered by this
paper. In many cases, those attacks can be prevented by source code analysis
or dynamic testing.

3.3 On-Board Intrusion Detection

The main challenge on the edge is to aggregate all the sensor information from
various channels and detect abnormalities or falsified perturbation and detect a
difference (glitch) using ML, pertaining to the whole system. In this work we
try to classify a normal scenario (un-perturbed case) and an anomalous scenario
while the smart car is in motion. In order to ensure good training, the data
is significant. Therefore, separate sessions were run to collect different types of
data. As mentioned earlier, two anomaly detectors are embedded within the edge
viz. sensor anomaly detector and network anomaly detector. The sensors data
recorded is from a variety of sensors including:

1. External: Ultrasonic ranger, Camera, LDR sensor, IR sensors (for lines-
tracing in the test area), Gyroscope, Accelerometer, Magnetometer, Barom-
eter, Temperature and Humidity Sensor;

2. Internal: CPU temperature, clock, voltage, memory split, throttle status.

Apart from the sensors, the Network packet data is also monitored for anoma-
lous activity. In order to collect precise data without any phase difference, an
additional on-board system called the data aggregation unit is installed to col-
lect inputs from all sensors and stack them together balancing the phase. Once
the data is collected, the training for the sensor and network anomaly detectors
is carried out. The training process is completed as shown in the Fig. 3.
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Fig. 3. Anomaly detection ML core training and model generation flow diagram.

Fig. 4. Results table.

Results. The results obtained from testing the robot smart car with different
attacks involving both sensors as well as network, are highlighted below in the
Fig. 4.

The on-board IDS could easily detect both the sensor anomalous activity
as well as the network anomalous packet activity. Thus, securing the Proof-
of-Concept (PoC) of the designated motivation of having a generic framework
of Intrusion Detection System for IoT systems (in our case a V2X scenario)
by running smart filtration of sensor and network activity (surfaces prone to
threats from different adversarial actors) including both human-error (accidents,
improper operation, etc.) as well as induced faults, to detect and classify them
against normal operation. Additionally, it connects to the cloud for sending both
real-time (with only latency due to connectivity) anomaly detection status as
well as collected sensor data which is used to re-train existing anomaly detection
ML models or new models on the cloud and push new ML core models to the
edge. The capabilities of the cloud services available for our use-case are shown
in Fig. 5.
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Fig. 5. Cloud remote monitoring and management console.

3.4 Device Fleet Monitoring with AI

The architecture of the embedded IDS presented above is designed for a deploy-
ment on single devices, meaning that the IDS is deployed on an embedded system
and analyses the data of that system only. In the context of IoT, the challenge
is to monitor and to ensure security to large fleets of heterogeneous IoT devices,
equipped with different sensors or different interfaces. In this case, it is of course
possible to deploy the IDS on compatible devices, each one endowed with an
IDS running at the edge and reporting to the central cloud server. This is nec-
essary to provide real-time detection capabilities, but the constrained resources
on the edge limit the usage of powerful AI-based detection model. However, on
the server side, alerts and data from the whole fleet can be aggregated and high
computation resources are available, enabling a lot of new analysis possibilities:
from intrusion, anomaly or failure detection, to smart visualization and business
intelligence.

Cloud IDS. Since the edge computation resources and storage are limited, it is
not always possible to use cost intensive ML models at edge level. For instance,
large deep neural networks sometimes require several gigabytes of memory, or
rely on GPU to run in reasonable computation time. On the edge, lightweight
models are sometimes preferred. However, it is possible to deploy powerful and
expensive models on the server side, with the goal of verifying and confirming
alerts generated on the edge side. In other words, when an alarm is generated
on the edge, it is notified on the server along with some metadata and on the
server side, it is analyzed a second time by the “twin” detection model. With
this architecture, one can provide real-time, lightweight detection systems at the
edge while fully exploiting the capabilities of AI based detection on the server
side, while minimizing the amount of transmitted data.

Fleet Anomaly Detection. At server level, it also becomes possible to aggre-
gate the alerts and other information from multiple devices to improve the
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security analysis. When analysing the relations of similar devices between each
other, if we assume a nominal operation for the fleet of devices, we can detect
devices behaviors diverging from the general tendency [15], and thereby build an
anomaly detection system at fleet level. Depending on the monitored data used
as input of this system, it is possible to vary the scope of detected anomalies,
from attacks, missuses, environment induced variations, or failures.

Visualization and Business Intelligence. After aggregation and detection, the
next use-case of fleet monitoring is smart visualization. Smart visualization
should allow the user to view the fleet in a condensed way providing insight
regarding what is happening and what is going to happen, in order to take
action if necessary. When dealing with IoT devices, the data is heterogeneous
and difficult to interpret: the edge side provides notifications from the IDS and
from other components, logs and in some cases sensor values. So there is a need
to aggregate this information in a form meaningful for an end user. For this
purpose, AI-based dimensionality reduction have shown to be efficient [6], with
algorithms like Principal Component Analysis, LLE, t-SNE and its variants, etc.
Those methods reduce data in high dimension into 2-D or 3-D dimensional maps,
while preserving similarities and dissimilarities of the original inputs. Dimen-
sionality reduction can directly bring out devices with different distributions
than others, thus giving hints at possible failures and providing valuable insight
regarding the devices behaviour or their life-cycle (a device may for example
degrade at a different pace depending on its geographical location). For the
same purpose, clustering methods can be used.

3.5 Case-Studies: Automotive and Healthcare

In this sub-section we provide two similar state-of-the-art research studies that
suggest similar solutions. However, with our advanced edge capabilities to moni-
tor multiple different anomalies through sensor aggregation as well as monitoring
the network for threats, we provide additional value to the existing IoT solutions
or propositions.

1. Healthcare: The authors in [20] propose a cloud-based intelligent healthcare
monitoring system that focuses on providing a smart solution to locate human
organs to aid in the transplant surgical processes in the Hospitals. It is a
classic approach of using IoT infrastructure in delivering life saving solutions
in healthcare.

2. Automotive: Similarly to the approach in healthcare, as proposed in this
work, the automotive industry greatly gains from the edge-to-cloud approach
in the V2X infrastructure. In the paper [16], the authors, from Denso Corpo-
ration and Nanzan University in Japan, share their insights and experiences
about the growing influence of cloud-based solutions in the Automotive sector.
They claim that the Automotive software is evolving to become Automotive
Cloud Service System (ACSS) and will continue to do so in the coming days.
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4 Discussion: Other Security Services for Edge-to-Cloud

Edge devices have a life cycle like human beings. The life of an edge device starts
at design, then semiconductor and Original Equipment Manufacturer (OEM)
level, to pass through manufacture that will oversee feeding the device with its
identity, software program, applications, and services. When the edge device is
ready, it is shipped by the system maker to the market by distribution supply
chains. Hence, the edge device will be able to start its mission in the field. From
security viewpoint, several security services shall be considered in edge-to-cloud
context. We mainly mention assets provisioning, secure firmware update over
the air (SFUOTA) and device identity. Those can be seen as micro-services fully
managed by a remote side that is the server. An illustration can be depicted in
Fig. 6.

4.1 Assets Provisioning

An asset is any sensitive data that is used to derive or manipulate secrets. Those
assets could be:

– Chip/device private asymmetric key along with signed certificate for the pub-
lic key.

– Chip/device symmetric master key.
– Device unique identifier.
– Chip maker/OEM public key certificate.

We can distinguish two provisioning phases in the life cycle of an edge device:
before shipping (i.e. at manufacture stage) and after shipping (i.e. in the field
stage). Before shipping, the provisioning is generally made locally in a safe zone
at the manufacture and not remotely. This is to reduce the risk of tampering

Fig. 6. Edge-to-cloud security services.
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with the initial assets. Ideally, an HSM, Hardware Security Module local server,
is needed to ensure a maximal security by considering a certification authority
(CA) that will be the unique guardian of signing certificate, as requested from
OEMs generally, and storing secret keys. Then those assets are injected to the
devices through a physical access such as JTAG, on a specific machine called
the tester. One other approach to be used for sake of convenience, is to map the
HSM server with a remote central server to allow remote provisioning to several
manufacturer distant sites. The server itself may hold an HSM server as CA.
Such HSM would serve the same purposes as the local HSM. In practice, such
scheme could be applied when a central site as head quarter oversees provisioning
several manufacturers that he may own or not. After shipping, the edge device
may need to update or revoke its assets. In that case, in-field provisioning is
obviously needed. Here, the remote server shall be able to provision the edge
device provided that the latter is reachable from the network. Technically, a
secure channel is initiated and established by the user after properly verifying
the mutual identities of both parties: the server and the edge device. Therefore,
the server could generate new assets and send them to the edge device. Now,
the edge device will make the Host processor handle the received assets to safely
store them and send them to a secure hardware layer as TPM or SE as described
previously. Besides, the remote server shall be able to revoke those assets and
suspend the device’s activity.

4.2 Secure Firmware Update

The edge device runs a software which is a piece of code that needs to be pro-
visioned before shipping and then updated, similarly to the key assets. More
precisely, the software, called firmware, comes packed as a binary image stored
in some persistent memory like the Flash. When the device starts, it boots on an
embedded code from the static memory (ROM) that allows loading the firmware.
The firmware itself is composed of the system code with initial applications and
services needed by the kernel image or the full operation system to work prop-
erly. Before shipping, the OEM basically needs to provision the device with the
firmware. That could be performed either locally by interacting directly and
simultaneously with many devices at factory/OEM level; or remotely based on
a management server. Such server is necessary when the edge device is already
shipped and in the wild. Such mechanism would make the life of chip makers
and OEMs much easier. As a matter of fact, for automotive, the conventional
situation today is to drop your car off at the repair shop to get it updated with
new software version. Updating the firmware remotely is a sensitive task. For
this purpose, several standardization bodies are about to push upward a unified
solution. We mention for instance the IETF SUIT framework [18].

4.3 Device Identity

Before the heavy presence of connected objects in our landscape, security con-
sisted in protecting users and their access to shared resources by ensuring their
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identities based on security standards. Nowadays, it has become similarly impor-
tant to ensure the protection of data generated by these connected objects.

Authentication. The principle of authenticating objects is the same as authen-
ticating users, but the technologies to be implemented are quite different. Obvi-
ously, both cases share the same objectives. Authentication is the process of ver-
ifying the identity of a user or an object by comparing the credentials provided
as an input with those stored in a database. These data are called authentication
factors, which form the basis of authentication protocols and methods available
in the cybersecurity world. We can categorize these said methods into four types:

– Hardware: includes any physical device that stores or generates a secret key
on a real time basis.

– Memorial: such as passwords.
– Corporeal: which uses the human characteristics that only the rightful

user has, the example of facial recognition and biometric authentication.
As far as an IoT is concerned, the equivalent of a biometric is a “PUF”
(Physically Unclonable Function) [26], whose security is standardized as per
ISO/IEC 20897.

– Reactional: includes everything that is unique, that only the user can pro-
duce, like a signature or a gesture.

Based on these methods we can distinguish between three types of authentica-
tions:

– Mono-Factor Authentication: which consists of using a single (fac-
tor/method) to validate both the user and the object identity.

– Multi-Factor Authentication: which consists of using more than one
method to validate both the user and the object identity.

– Single-Sign On (SSO) authentication: it is a mechanism that allows the
user and the object to access one or more resources at the same time without
having to go through the authentication service each time.

Authorization. Authorization is the mechanism of determining whether the
authenticated user can gain access to resources or perform specific actions. This
function is called RBAC (Role Based Access Control), which is a security con-
cept for managing access rights in a computerized system. Access rights are
not managed by an administrator but delegated to an IAM (Identity Access
Management) solution also called User-IAM that is based on authentication
and authorization. The aims of an User-IAM can be applied by analogy to the
Device-IAM. The difference lies in the tools and the implementation of the con-
cept. As for IAM-Device, unique identifiers such as IMEI serial numbers, UUIDs,
MAC addresses, etc., allow to establish a first level of Mono-Factor Authentica-
tion of devices. Some devices reinforce their security by storing these identifiers
in secure elements in the hardware (such as in Hardware Security Modules or
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HSMs, Trusted Execution Environments or TEEs, Secure Elements, etc.). How-
ever, this mono-factor authentication aspect can be improved. Like User-IAM,
this mechanism can be strengthened by adding a second layer of authentica-
tion through PUF (Physically Unclonable Function). PUF is a technology that
extracts a unique identifier from the intrinsic properties of each device. The out-
put of a PUF is unique to a device and reproducible, and therefore constitutes
an identifier.

Practical Use-Case. In general practice, a server-side microservice implements
a standard connectivity protocol, such as Lightweight M2M (LwM2M) or FIDO
device on-boarding [3]. It allows to connect the device at its first connection to
authenticate and authorize it to access the server resources. More precisely, the
process is realized in two phases:

– On-boarding: First, a primary server-side microservice will ask the Device to
communicate its identifier. This identifier will be verified by another microser-
vice. In a second step, the primary microservice will request the PUF image
which will be compared to its exact value in a secure database in the cloud.

– Authorization: Once, and only if, the authentication is verified, the primary
microservice will assign a token to the device to allow it to access the server’s
resources.

5 Conclusion

We propose a novel approach for anomaly and intrusion detection, based on
Artificial Intelligence in the context of edge-to-cloud security monitoring. This
framework is motivated by the need to provide security services, like monitoring,
device identity management or secure firmware update, to fleets of IoT devices
in various applications fields: automotive, healthcare, smart-homes, etc. In those
ecosystems, millions of edge devices need to embed real-time security systems to
prevent attacks and intrusions, all reporting to a central server. We propose to
enhance such systems with machine learning-based anomaly detection methods
in order to improve the detection scope and capabilities and to make an overall
better usage of the complex and heterogeneous data processed at the edge. We
introduce a customizable edge IDS, monitoring network interfaces and sensors
to detect multiple types of threats including but not limited to fault injections,
and network cyberattacks like DoS or ARP spoofing attacks. The scope of our
framework extends to advanced analytics: artificial intelligence can be used at its
best on the cloud server side for fleet monitoring by aggregating and correlating
data from millions of devices to detect anomalies, failures, to provide smart
visualizations and eventually gain valuable insight for business intelligence.
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Abstract. Let Fq be a finite field of q elements with q = pr for some odd
prime integer p and a positive integer r. Let R = Fq[e], where e2 = e.
The purpose of this paper is to investigate EE,a,d(R) be the twisted
Edwards curves over R, with a, d ∈ R. In the end of the paper, we study
the complexity of this new addition law in EE,a,d(R) and highlight some
links of our results with elliptic curves cryptosystem.
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1 Introduction

The use of elliptic curves in cryptography is an important tool in several cryp-
tography going back independently to Koblitz [10] and Miller [11]. Elliptic curve
cryptography (ECC) is an approach to public-key cryptography based on the alge-
braic structure of elliptic curves over finite fields. It allows smaller keys to provide
equivalent security compared to other cryptosystem. It can also be used to encrypt
images of different sizes in embedded systems such as in (cf. [12–14]). In particular,
it is shown that Edwards curves and twisted Edwards curves can be very useful to
improve the efficiency of protocols (cf. [1–4]). Let us quote here some interesting
works that are related to the subject of our paper. In 2007, Edwards introduced a
new normal form for elliptic curves on a field K with characteristic an odd prime
p, containing a unified addition formula for adding and doubling points (cf. [1]).
Bernstein and Lange, presented fast explicit formulas for group operations on an
Edwards curve and they compared it to the different shapes of elliptic curves and
different coordinate systems for base group operations. The comparison indicated
that the Edwards curve is a good choice in cryptography (cf. [2]).

Thereafter, in 2008, Bernstein and his co-authors introduced the twisted
Edwards curves with equation:

(aX2 + Y 2)Z2 = Z4 + dX2Y 2. (1)

For Z �= 0 the homogeneous point (X : Y : Z) represents the affine point
(X/Z, Y/Z) of equation: aX2 + Y 2 = 1 + dX2Y 2, where a, d ∈ K are non zero
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and distinct. In addition, they introduced explicit formulas for addition and
doubling over a finite field K as follows:

(X1, Y1) + (X2, Y2) = (
X1Y2 + Y1X2

1 + dX1X2Y1Y2
,

Y1Y2 − aX1X2

1 − dX1X2Y1Y2
),

the group operations on Edwards curves were faster than those of most other
elliptic curve models known at the time. The mentioned authors gave quick
explicit formulas for twisted Edwards curves in projective and inverted coordi-
nates. Furthermore, they showed that twisted Edwards curves save more times
than many other curves (cf. [3]). In the same year, Bernstein and his co-authors
introduced the binary Edwards curves (cf. [5]). In 2019, Boudabra and Nitaj
studied the twisted Edwards curves on the finite field Fp where p ≥ 5 is a prime
number, and they extend their study to the ring Z/pr

Z and Z/prqs
Z. They also

proposed a new scheme and studied its efficiency and security (cf. [4]). In the
current work, we study twisted Edwards curves over the ring R = Fq[e], with
e2 = e and Fq the finite field of order q = pn, n a positive integer, and p an
odd prime integer. Furthermore, we give the relation between twisted Edwards
curves over a finite field Fq and twisted Edwards curves over the ring R. In
2022, Elhamam and his co-authors studied the binary Edwards curves on the
ring F2n [e], e2 = e (cf. [8]). This paper is structured as follows: In Sect. 2, we
collect some known arithmetic properties of the ring R which we need to use in
the remainder. In Sect. 3, we define the twisted Edwards curves EE,a,d(R) over
R and study the invertibility of ab(a− b) in R, which allows us to define the two
twisted Edwards curves EE,π0(a),π0(d)(Fq) and EE,π1(a),π1(d)(Fq), where π0 and
π1 are two surjective morphisms of rings defined by:

π0 : Fq[e] → Fq

x0 + x1e �→ x0
and

π1 : Fq[e] → Fq

x0 + x1e �→ x0 + x1.

Next, we present the elements of Ea,d(R) and give a bijection between the two
sets; EE,a,d(R) and EE,π0(a),π0(d)(Fq)×EE,π1(a),π1(d)(Fq). Section 4 is dedicated
to the study of the addition in twisted Edwards curves over the ring R. We define
the additive law P +̃Q in EE,a,d(R) by P +̃Q = π̃−1(π̃(P )+π̃(Q)), for all points P
and Q of EE,a,d(R), and we conclude that the map π̃ is an isomorphism between
the groups EE,a,d(R) and EE,π0(a),π0(d)(Fq) × EE,π1(a),π1(d)(Fq). Thereafter, we
study the complexity of the sum law in the twisted Edwards curve EE,a,d(R).
We conclude by highlighting some links of our results with cryptography. For
more works in this direction we refer the reader to [7,9].

2 The Ring Fq[e], e
2 = e

Let Fq be a finite field with q = pr for some odd prime integer p and a positive
integer r. Consider the quotient ring R = Fq [X]

X2−X . Since X2 − X is the minimal
polynomial of e over Fq, the ring R is identified to the ring Fq[e], where e2 = e.
Therefore,

R = {x0 + x1e|(x0, x1) ∈ (Fq)2}.
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The arithmetic operations in R can be decomposed into operations in Fq and
they are computed as follows:

X + Y = (x0 + y0) + (x1 + y1)e,
X · Y = (x0y0) + (x0y1 + x1y0 + x1y1)e.

Then we have the following known proprieties [6] :

1. (R,+, ·) is a finite unitary commutative ring.
2. R is an Fq-vector space of dimension 2 with Fq-basis {1, e}.
3. X · Y = (x0y0) + ((x0 + x1)(y0 + y1) − x0y0)e.
4. X2 = x2

0 + ((x0 + x1)2 − x2
0)e.

5. X3 = x3
0 + ((x0 + x1)3 − x3

0)e.
6. Put X = x0 + x1e ∈ R. Then, X is invertible in R if and only if x0 �= 0 and

x0 + x1 �= 0. In this case we have, X−1 = x−1
0 + ((x0 + x1)−1 − x−1

0 )e.
7. R is a non local ring.
8. π0 and π1 are two surjective morphisms of rings.

In the remainder of this paper we assume that p �= 2.

3 Twisted Edwards Curves over the Ring R

Let X,Y , a and d be four elements of R such that X = x0 + x1e, Y = y0 + y1e,
a = a0 +a1e and d = d0 +d1e. We recall that a twisted Edwards curve is defined
over finite fields. By analogous, we extend it as follows:

Definition 1. A twisted Edwards curve is defined over R is defined by the equa-
tion:

aX2 + Y 2 = 1 + dX2Y 2

such that Δ = ad(a − d) is invertible in R. We denote it by EE,a,d(R);

EE,a,d(R) := {(X,Y ) ∈ R | aX2 + Y 2 = 1 + dX2Y 2}.

The following proposition allows to test the inversibility of Δ.

Proposition 1. Let Δ0 = a0d0(a0−d0) and Δ1 = (a0+a1)(d0+d1)((a0+a1)−
(d0 + d1)). Then,

Δ = Δ0 + (Δ1 − Δ0)and
{

Δ0 = π0(Δ)
Δ1 = π1(Δ).

Proof. We have:

Δ = ad(a − d)

= (a0 + a1e)(d0 + d1e)((a0 + a1e) − (d0 + d1e))

= [a0d0 + (a0d1 + a1d0 + a1d1)e][(a0 − d0) + (a1 − d1)e]

= a0d0(a0 − d0) + [a0d0(a1 − d1) + (a0d1 + a1d0 + a1d1)(a0 − d0) + (a0d1 + a1d0 + a1d1)(a1 − d1)]e

= a0d0(a0 − d0) + [(a0 + a1)(d0 + d1)((a0 + a1) − (d0 + d1)) − a0d0(a0 − d0)]e

= Δ0 + (Δ1 − Δ0)e.

Thus, Δ0 = π0(Δ) and Δ1 = π1(Δ). ��
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The following corollary is an immediate consequence of Proposition 1.

Corollary 1. Δ is invertible in R if and only if Δ0 �= 0 and Δ1 �= 0.

By Corollary 1, if Δ is invertible in R, then EE,π0(a),π0(d)(Fq) and
EE,π1(a),π1(d)(Fq) are two twisted Edwards curves over the finite field Fq. Note
that

EE,π0(a),π0(d)(Fq) = {(x, y) ∈ (Fq)2 | a0x
2 + y2 = 1 + d0x

2y2},

EE,π1(a),π1(d)(Fq) = {(x, y) ∈ (Fq)2 | (a0 + a1)x2 + y2 = 1 + (d0 + d1)x2y2}.

The following theorem characterizes the points of the twisted Edwards curves.

Theorem 1. Let X and Y be two elements of R. (X,Y ) ∈ EE,a,d(R) if and
only if (πi(X), πi(Y )) ∈ EE,πi(a),πi(d)(Fq), for i ∈ {0, 1}.

Proof. We have:

aX2 + Y 2 = (a0 + a1e)(x0 + x1e)2 + (y0 + y1e)2

= (a0 + a1e)(x2
0 + ((x0 + x1)2 − x2

0)e) + y2
0 + ((y0 + y1)2 − y2

0)e

= a0x
2
0 + y2

0 + [(a0 + a1)(x0 + x1)2 + (y0 + y1)2 − a0x
2
0 − y2

0 ]e, and

1 + dX2Y 2 = 1 + (d0 + d1e)(x0 + x1e)2(y0 + y1e)2

= 1 + (d0 + d1e)(x2
0 + ((x0 + x1)2 − x2

0)e)(y
2
0 + ((y0 + y1)2 − y2

0)e)

= 1 + d0x
2
0y

2
0 + [(d0 + d1)(x0 + x1)2(y0 + y1)2 − d0x

2
0y

2
0 ]e,

As {1, e} is an Fq-basis of the Fq-vector space R, then aX2+Y 2 = 1+dX2Y 2

if and only if⎧⎨
⎩

a0x
2
0 + y2

0 = 1 + d0x
2
0y

2
0

and
(a0 + a1)(x0 + x1)2 + (y0 + y1)2 = 1 + (d0 + d1)(x0 + x1)2(y0 + y1)2

.

Which gives the result. ��
Corollary 2. The mapping:

π̃i : EE,a,d(R) → EE,πi(a),πi(d)(Fq)
(X,Y ) �→ (πi(X), πi(Y ))

is well defined, i ∈ {0, 1}.
Proof. By Theorem 1, we have (πi(X), πi(Y )) ∈ EE,πi(a),πi(d)(Fq). If (X1, Y1) =
(X2, Y2), then X2 = X1 and Y2 = Y1. Therefore,

π̃i(X2, Y2) = (πi(X2), πi(Y2))
= (πi(X1), πi(Y1))
= π̃i(X1, Y1).

��
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Now we classify the elements of EE,a,d(R). In fact we have:

Proposition 2. The elements of EE,a,d(R) are of the form:

• (X,Y ) such that X is invertible,
• (xe, α + ye) such that α ∈ {−1, 1} and (x, α + y) ∈ EE,π1(a),π1(d)(Fq),
• (x − xe, y + (α − y)e) such that α ∈ {−1, 1} and (x, y) ∈ EE,π0(a),π0(d)(Fq).

Proof. Let P = (X,Y ) ∈ EE,a,d(R), where X = x0 + x1e and Y = y0 + y1e.
We distinguish two cases of X:
The First case: X is invertible.
The second case: X is not invertible. In this case we distinguish the next two
sub-cases:

i) If X = xe, where x ∈ Fq, we have: π0(xe, y0 + y1e) = (0, y0) ∈
EE,π0(a),π0(d)(Fq) then, (0, y0) = (0, 1) or (0, y0) = (0,−1), so (xe, Y ) =
(xe, α + ye) such that (x, α + y) ∈ EE,π1(a),π1(d)(Fq); α ∈ {−1, 1}.

ii) If X = x−xe, where x ∈ Fq, then we have: π1(x−xe, y0+y1e) = (0, y0+y1) ∈
EE,π1(a),π1(d)(Fq) then, (0, y0 + y1) = (0, 1) or (0, y0 + y1) = (0,−1), so
(x − xe, Y ) = (x − xe, y + (α − y)e) such that (x, y) ∈ EE,π0(a),π0(d)(Fq);
α ∈ {−1, 1}.

��
Corollary 3. The maps π̃0 and π̃1 are surjective.

Proof. Let (x, y) ∈ EE,π0(a),π0(d)(Fq) (resp. (x′, y′) ∈ EE,π1(a),π1(d)(Fq)), then
(x − xe, y + (1 − y)e) (resp. (x′e, 1 + (y′ − 1)e)) is an antecedent of (x, y) (resp.
(x′, y′)). ��
The following theorem establishes a 1 − 1 correspondence between EE,a,d(R)
and EE,π0(a),π0(d)(Fq)×EE,π1(a),π1(d)(Fq), and so it will be used to calculate the
cardinal of EE,a,d(R) in Corollary 4.

Theorem 2. The map π̃ defined by:

π̃ : EE,a,d(R) → EE,π0(a),π0(d)(Fq) × EE,π1(a),π1(d)(Fq)
(X,Y ) �→ ((π0(X), π0(Y )), (π1(X), π1(Y )))

is a bijection.

Proof.

• As π̃0 and π̃1 are well defined, then π̃ is well defined.

• Let ((x0, y0), (x1, y1)) ∈ EE,π0(a),π0(d)(Fq) × EE,π1(a),π1(d)(Fq), then

a0x
2
0 + y2

0 = 1 + d0x
2
0y

2
0 ,

(a0 + a1)x2
1 + y2

1 = 1 + (d0 + d1)x2
1y

2
1 ,
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Put X = x0 + (x1 − x0)e and Y = y0 + (y1 − y0)e. We have:

aX2 + Y 2 = a0x
2
0 + y2

0 + [(a0 + a1)x2
1 + y2

1 − a0x
2
0 − y2

0 ]e,

1 + dX2Y 2 = 1 + d0x
2
0y

2
0 + [(d0 + d1)x2

1y
2
1 − d0x

2
0y

2
0 ]e,

So (X,Y ) ∈ EE,a,d(R). Note that π̃((x0 + (x1 − x0)e, y0 + (y1 − y0)e)) =
((x0, y0), (x1, y1)). Hence π̃ is a surjective map.

• Let (X,Y ) and (X ′, Y ′) are elements of EE,a,d(R), where X = x0 + x1e,
Y = y0 + y1e, X ′ = x′

0 + x′
1e, Y ′ = y′

0 + y′
1e. If (x0, y0) = (x′

0, y
′
0) and

(x0 + x1, y0 + y1) = (x′
0 + x′

1, y
′
0 + y′

1), then
{

x′
0 = x0

y′
0 = y0

and
{

x′
1 = x1

y′
1 = y1.

Therefore, π̃ is an injective application.
We can easily show that the mapping π̃−1 defined by:

π̃−1((x0, y0), (x1, y1)) = (x0 + (x1 − x0)e, y0 + (y1 − y0)e)

is the converse of π̃.

��
Corollary 4. The cardinal of EE,a,d(R) equals to the cardinal of
EE,π0(a),π0(d)(Fq) × EE,π1(a),π1(d)(Fq).

Example 1. In R = F5[e], let a = 1 + 3e and d = 2 + 3e. We have:

EE,a,d(R) = {(0, 1), (0, 4), (0, 1 + 3e), (0, 4 + 2e), (2, 2 + 3e), (2, 3 + 2e), (3, 2 + 3e), (3, 3 + 2e),

(2e, 1 + 4e), (2e, 4 + e), (3e, 1 + 4e), (3e, 4 + e), (1 + 4e, e), (1 + 4e, 4e),

(2 + e, 2 + 3e), (2 + e, 3 + 2e), (2 + 3e, 2 + 2e), (2 + 3e, 2 + 4e), (2 + 3e, 3 + 3e),

(2 + 3e, 3 + e), (3 + 4e, 2 + 3e), (3 + 4e, 3 + 2e), (1 + e, 0), (4 + e, e),

(4 + e, 4e), (1 + 2e, 0), (3 + 2e, 2 + 2e), (3 + 2e, 2 + 4e), (3 + 2e, 3 + 3e),

(3 + 2e, 3 + e), (4 + 3e, 0), (4 + 4e, 0)},

EE,π0(a),π0(d)(F5) = {(0, 1), (0, 4), (1, 0), (2, 2), (2, 3), (3, 2), (3, 3), (4, 0)},

EE,π1(a),π1(d)(F5) = {(0, 1), (0, 4), (2, 0), (3, 0)}.

4 Addition in Twisted Edwards Curve EE,a,d(R)

Let (x1, y1), (x2, y2) two points on the twisted Edwards curve EE,πi(a),πi(d)(Fq),
for i ∈ {0, 1}.

The sum of these points on EE,πi(a),πi(d)(Fq), for i ∈ {0, 1} is given by:

(x1, y1) + (x2, y2) = (
x1y2 + y1x2

1 + πi(d)x1x2y1y2
,

y1y2 − πi(a)x1x2

1 − πi(d)x1x2y1y2
). (2)

The neutral element of this law is (0, 1) and the inverse of an element (x1, y1)
is (−x1, y1). These formulas are complete if πi(a) is a square and πi(d) is a
non-square in the field Fq, for i ∈ {0, 1} (cf. [3]).
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Lemma 1. Let a = a0 + a1e be an element the R. Then, a is a square in R if
and only if a0 and a0 + a1 are squares in Fq.

Proof. Let us start by proving the direct implication. If a is a square in R, then
there exists b = b0+b1e ∈ R, with a = b2. Thus, a0+a1e = b20+((b0+b1)2−b20)e.
So a0 = b20 and a1 = (b0 + b1)2 − b20. Therefore, a0 = b20 and a0 + a1 = (b0 + b1)2,
i.e. a0 and a0 + a1 are squares in Fq.
For the converse let a = a0 + a1e be an element of R, with a0 and a0 + a1 are
squares in Fq. Then, there exists (b0, b1) ∈ (Fq)2, where a0 = b20 and a0+a1 = b21.
Therefore, a0 +a1e = b20 +(b21 − b20)e = (b0 +(b1 − b0)e)2, i.e. a0 +a1e is a square
in R. ��

The following example shows that if a is not a square in R, then the addition
on EE,a,d(R) is not always defined as in the following example. Consider p = 5,
a = 2 + 3e, d = 2 + 3e, then a and d are not squares and P = (2 + 4e, 1) and
Q = (4, 4 + 2e) are a point on EE,a,d(R). Nevertheless, P + Q not possible since
the inverse of 1 + dX1X2Y1Y2 = e does not exist.

Lemma 2. Let d0 + d1e, α ∈ {−1, 1}, and (X1, Y1), (X2, Y2) be two points of
the twisted Edwards curve EE,a,d(R), where X1 = x0 + x1e, Y1 = y0 + y1e,
X2 = x′

0 + x′
1e and Y1 = y′

0 + y′
1e, then α + dX1X2Y1Y2 is invertible in R if and

only if α+d0x0x
′
0y0y

′
0 �= 0 and α+(d0+d1)(x0+x1)(x′

0+x′
1)(y0+y1)(y′

0+y′
1) �= 0

in Fq.

Proof. We have:

α + dX1X2Y1Y2 = α + (d0 + d1e)(x0 + x1e)(x′
0 + x′

1e)(y0 + y1e)(y′
0 + y′

1e)

= α + d0x0x′
0y0y′

0 + [α + (d0 + d1)(x0 + x1)(x
′
0 + x′

1)(y0 + y1)(y
′
0 + y′

1)−
(α + d0x0x′

0y0y′
0)]e,

α + dX1X2Y1Y2 is invertible in R if and only if π0(α + dX1X2Y1Y2) �= 0 and
π1(α + dX1X2Y1Y2) �= 0 in Fq, i.e.: α + d0x0x

′
0y0y

′
0 �= 0 and α + (d0 + d1)(x0 +

x1)(x′
0 + x′

1)(y0 + y1)(y′
0 + y′

1) �= 0 in Fq. ��
Corollary 5. Let d0 +d1e be an element in R and (X1, Y1), (X2, Y2) two points
of the twisted Edwards curve EE,a,d(R). If π0(d) and π1(d) are not a square in
Fq, then α + dX1X2Y1Y2 is invertible in R, α ∈ {−1, 1}.
Corollary 6. Let a, d be two elements of R and (X1, Y1), (X2, Y2) two points
of the twisted Edwards curve EE,a,d(R). Assume that a is a squre and d is not
a square in R, then

(X1, Y1) + (X2, Y2) = (
X1Y2 + Y1X2

1 + dX1X2Y1Y2
,

Y1Y2 − aX1X2

1 − dX1X2Y1Y2
)

is well defined in EE,a,d(R).
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In order to reduce the computation cost in EE,a,d(R), we introduce a new
addition in EE,a,d(R) in Sect. 4, and we compare the computation cost of the
new law with the that law given in Corollary 6.

As π̃ is a bijection mapping between the two sets EE,a,d(R) and
EE,π0(a),π0(d)(Fq) × EE,π1(a),π1(d)(Fq), we can define the sum on EE,a,d(R).

Definition 2. Let P = (X1, Y1) and Q = (X2, Y2) be two points of the twisted
Edwards curve EE,a,d(R), assume that a is a square and d is not a square in R,
we define the additive law P +̃Q in EE,a,d(R) by: P +̃Q = π̃−1(π̃(P ) + π̃(Q)).

Keep the assumptions of the above definition during this section. The follow-
ing corollaries can be easily proved:

Corollary 7. The set (EE,a,d(R), +̃) is a commutative group, which has (0, 1)
as its zero element and the inverse of (X1, Y1) is (−X1, Y1).

Corollary 8. The π̃ mapping is an isomorphism of groups.

By using formula (2), Theorem 2 and Proposition 2, we shall give the explicit
formula of sum of two points in the twisted Edwards curve EE,a,d(R) in the next
lemmas.

Lemma 3. Let P = (xe, α + ye) and Q = (x′e, β + y′e) be two elements of
EE,a,d(R) such that α ∈ {−1, 1} and β ∈ {−1, 1}. Then P +̃Q = (x3e, αβ +
(y3 − αβ)e), where

x3 =
x(β + y′) + (α + y)x′

1 + π1(d)xx′(α + y)(β + y′)
and y3 =

(α + y)(β + y′) − π1(a)xx′

1 − π1(d)xx′(α + y)(β + y′)
.

Proof. As
{

π̃0(xe, α + ye) = (0, α)
π̃0(x′e, β + y′e) = (0, β) and

{
π̃1(xe, α + ye) = (x, α + y)
π̃1(x′e, β + y′e) = (x′, α + y′) ,

according to the formula (2), we have:

π̃0(xe, α + ye) + π̃0(x
′
e, β + y

′
e) = (0, αβ) and π̃1(xe, α + ye) + π̃1(x

′
e, β + y

′
e) = (x3, y3),where

x3 =
x(β + y′) + (α + y)x′

1 + π1(d)xx′(α + y)(β + y′)
and y3 =

(α + y)(β + y′) − π1(a)x′

1 − π1(d)xx′(α + y)(β + y′)
.

Therefore,

P +̃Q = π̃−1((0, αβ), (x3, y3)) = (x3e, αβ + (y3 − αβ)e).

��
Lemma 4. Let P = (xe, α+ ye) and Q = (x′ −x′e, y′ +(β − y′)e) be two points
of the twisted Edwards curve EE,a,d(R) such that α ∈ {−1, 1} and β ∈ {−1, 1}.
Then P +̃Q = (αx′ + (βx − αx′)e, αy′ + (β(α + y) − αy′)e).



48 M. B. T. Elhamam et al.

Proof. As
⎧
⎪⎨

⎪⎩

π̃0(xe, α + ye) = (0, α)

π̃0(x
′ − x′e, y′ + (β − y′)e) = (x′, y′)

and
⎧
⎪⎨

⎪⎩

π̃1(xe, α + ye) = (x, α + y)

π̃1(x
′ − x′e, y′ + (β − y′)e) = (0, β)

,

According to the formula (2), we have:

π̃0(xe, α + ye) + π̃0(x
′
e, β + y

′
e) = (αx

′
, αy

′
) and π̃1(xe, α + ye) + π̃1(x

′
e, β + y

′
e) = (βx, β(α + y)).

Then

P +̃Q = π̃−1((αx′, αy′), (βx, β(α+ y))) = (αx′ + (βx − αx′)e, αy′ + (β(α+ y)− αy′)e).

��

Lemma 5. Let P = (x − xe, y + (α − y)e) and Q = (x′ − x′e, y′ + (β − y′)e)
be two points of the twisted Edwards curve EE,a,d(R) such that α ∈ {−1, 1} and
β ∈ {−1, 1}. Then P +̃Q = (x3 − x3e, y3 + (αβ − y3)e), where

x3 =
xy′ + yx′

1 + π0(d)xx′yy′ and y3 =
yy′ − π0(a)xx′

1 − π0(d)xx′yy′ .

Proof. As
⎧
⎪⎨

⎪⎩

π̃0(x − xe, y + (α − y)e) = (x, y)

π̃0(x
′ − x′e, y′ + (β − y′)e) = (x′, y′)

and
⎧
⎪⎨

⎪⎩

π̃1(x − xe, y + (α − y)e) = (0, α)

π̃1(x
′ − x′e, y′ + (β − y′)e) = (0, β)

,

According to formula (2), we have:

π̃0(x − xe, y + (α − y)e) + π̃0(x′ − x′e, y′ + (β − y′)e) = (x3, y3) and

π̃1(x − xe, y + (α − y)e) + π̃1(x′ − x′e, y′ + (β − y′)e) = (0, αβ),where

x3 =
xy′ + yx′

1 + π0(d)xx′yy′ and y3 =
yy′ − π0(a)xx′

1 − π0(d)xx′yy′ .

Therefore,

P +̃Q = π̃−1((x3, y3), (0, αβ)) = (x3 − x3e, y3 + (αβ − y3)e).

��
Lemma 6. Let P = (xe, α + ye) and Q = (x0 + x1e, y0 + y1e) be two points
of the twisted Edwards curve EE,a,d(R) such that α ∈ {−1, 1}. Then P +̃Q =
(αx0 + (x3 − αx0)e, αy0 + (y3 − αy0)e), where

x3 =
x(y0 + y1) + (α + y)(x0 + x1)

1 + π1(d)x(x0 + x1)(α + y)(y0 + y1)
and y3 =

(α + y)(y0 + y1)− π1(a)x(x0 + x1)

1− π1(d)x(x0 + x1)(α + y)(y0 + y1)
.

Proof. As
⎧
⎪⎨

⎪⎩

π̃0(xe, α + ye) = (0, α)

π̃0(x0 + x1e, y0 + y1e) = (x0, y0)
and

⎧
⎪⎨

⎪⎩

π̃1(xe, α + ye) = (x, α + y)

π̃1(x0 + x1e, y0 + y1e) = (x0 + x1, y0 + y1)
,

According to the formula (2), we have:

π̃0(xe, α + ye) + π̃0(x0 + x1e, y0 + y1e) = (αx0, αy0) and

π̃1(xe, α + ye) + π̃1(x0 + x1e, y0 + y1e) = (x3, y3), where
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x3 =
x(y0 + y1) + (α + y)(x0 + x1)

1 + π1(d)x(x0 + x1)(α + y)(y0 + y1)
and y3 =

(α + y)(y0 + y1)− π1(a)x(x0 + x1)

1− π1(d)x(x0 + x1)(α + y)(y0 + y1)
.

Therefore,

P +̃Q = π̃−1((αx0, αy0), (x3, y3)) = (αx0 + (x3 − αx0)e, αy0 + (y3 − αy0)e).

��
Lemma 7. Let P = (x − xe, y + (α − y)e) and Q = (x0 + x1e, y0 + y1e) be
two points of the twisted Edwards curve EE,a,d(R) such that α ∈ {−1, 1}. Then
P +̃Q = (x3 + (α(x0 + x1) − x3)e, y3 + (α(y0 + y1) − y3)e), where

x3 =
xy0 + x0y

1 + π0(d)xx0yy0
and y3 =

yy0 − π1(a)xx0

1 − π1(d)xx0yy0
.

Proof. As
⎧
⎪⎨

⎪⎩

π̃0(x − xe, y + (α − y)e) = (x, y)

π̃0(x0 + x1e, y0 + y1e) = (x0, y0)
and

⎧
⎪⎨

⎪⎩

π̃1(x − xe, y + (α − y)e) = (0, α)

π̃1(x0 + x1e, y0 + y1e) = (x0 + x1, y0 + y1)
,

According to the formula (2), we have:

π̃0(x − xe, y + (α − y)e) + π̃0(x0 + x1e, y0 + y1e) = (x3, y3) and

π̃1(xe, α + ye) + π̃1(x0 + x1e, y0 + y1e) = (α(x0 + x1), α(y0 + y1)), where

x3 =
xy0 + x0y

1 + π0(d)xx0yy0
and y3 =

yy0 − π1(a)xx0

1 − π1(d)xx0yy0
.

Therefore,

P +̃Q = π̃
−1

((x3, y3), (α(x0+x1), α(y0+y1))) = (x3+(α(x0+x1)−x3)e, αy0+(α(y0+y1)−y3)e).

��
Lemma 8. Let P = (x0+x1e, y0+y1e) and Q = (x′

0+x′
1e, y

′
0+y′

1e) be two points
of the twisted Edwards curve EE,a,d(R). Then P +̃Q = (x3 + (x′

3 − x3)e, y3 +
(y′

3 − y3)e), where

x3 =
x0y

′
0 + x′

0y0
1 + π0(d)x0y′

0x
′
0y0

, y3 =
y0y

′
0 − π0(a)x0x

′
0

1 − π0(d)x0y′
0x

′
0y0

,

x′
3 =

(x0 + x1)(y′
0 + y′

1) + (y0 + y1)(x′
0 + x′

1)
1 + π1(d)(x0 + x1)(y′

0 + y′
1)(y0 + y1)(x′

0 + x′
1)

and

y′
3 =

(y0 + y1)(y′
0 + y′

1) − π1(a)(x0 + x1)(x′
0 + x′

1)
1 − π1(d)(x0 + x1)(y′

0 + y′
1)(y0 + y1)(x′

0 + x′
1)

.

Proof. As
⎧
⎪⎨

⎪⎩

π̃0(x0 + x1e, y0 + y1e) = (x0, y0)

π̃0(x
′
0 + x′

1e, y′
0 + y′

1e) = (x′
0, y′

0)
and

⎧
⎪⎨

⎪⎩

π̃1(x0 + x1e, y0 + y1e) = (x0 + x1, y0 + y1)

π̃1(x
′
0 + x′

1e, y′
0 + y′

1e) = (x′
0 + x′

1, y′
0 + y′

1)
,

According to the formula (2), we have:

π̃0(x0 + x1e, y0 + y1e) + π̃0(x′
0 + x′

1e, y
′
0 + y′

1e) = (x3, y3) and
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π̃1(x0 + x1e, y0 + y1e) + π̃1(x′
0 + x′

1e, y
′
0 + y′

1e) = (x′
3, y

′
3), where

x3 =
x0y

′
0 + x′

0y0
1 + π0(d)x0y′

0x
′
0y0

, y3 =
y0y

′
0 − π0(a)x0x

′
0

1 − π0(d)x0y′
0x

′
0y0

,

x′
3 =

(x0 + x1)(y′
0 + y′

1) + (y0 + y1)(x′
0 + x′

1)
1 + π1(d)(x0 + x1)(y′

0 + y′
1)(y0 + y1)(x′

0 + x′
1)

and

y′
3 =

(y0 + y1)(y′
0 + y′

1) − π1(a)(x0 + x1)(x′
0 + x′

1)
1 − π1(d)(x0 + x1)(y′

0 + y′
1)(y0 + y1)(x′

0 + x′
1)

.

Therefore,

P +̃Q = π̃−1((x3, y3), (x′
3, y

′
3)) = (x3 + (x′

3 − x3)e, y3 + (y′
3 − y3)e),

which completes the proof. ��
Lemmas 3, 4, 5, 6, 7 and 8 can be regrouped in the next theorem which given

the additive law of the twisted Edwards curve EE,a,d(R).

Theorem 3. Let P = (X1, Y1) and Q = (X2, Y2) be in EE,a,d(R). Assume that
πi(a) is a square and πi(d) is not a square in Fq, where i ∈ {0, 1}. Under the law
+̃, (EE,a,d(R), +̃) is an Abelian group with zero element (0, 1). More precisely
for every α, β ∈ {−1, 1}, we have P +̃Q = (X3, Y3) is given by:

1) If π̃0(P ) = (0, α), then

X3 = απ0(X2) + (x3 − απ0(X2))e,
Y3 = απ0(Y2) + (y3 − απ0(Y2))e,

where
π̃1(P ) + π̃1(Q) = (x3, y3).

2) If π̃1(P ) = (0, α), then

X3 = x3 + (απ1(X2) − x3)e,
Y3 = y3 + (απ1(Y2) − y3)e,

where
π̃0(P ) + π̃0(Q) = (x3, y3).

3) If π̃0(P ) = (0, α) and π̃1(Q) = (0, β), then

X3 = απ0(X2) + (βπ1(X1) − απ0(X2))e,
Y3 = απ0(Y2) + (βπ1(Y1) − απ0(Y2))e.
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4) If π̃0(P ) �= (0, α) and π̃1(P ) �= (0, α), then

X3 = x3 + (x′
3 − x3)e,

Y3 = y3 + (y′
3 − y3)e,

where
π̃0(P ) + π̃0(Q) = (x3, y3),

π̃1(P ) + π̃1(Q) = (x′
3, y

′
3).

Proof. For the proof, we can easily show that the lemmas from 3 to 8 verify the
cases of the theorem.

�

Now we shall focus on the complexity of the sum law in the twisted Edwards
curve EE,a,d(R).

Let S be the cost of the sum and M the cost of the multiplication in the
field Fq. The computation cost of calculating P + Q the sum that is defined in
Corollary 6 and P +̃Q the sum that is defined in Definition 2 are given in the
following table (Table 1):

Table 1. The complexity of the additions in the twisted Edwards curve EE,a,d(R).

Addition + +̃

Cost Sum Mult Sum Mult

Lemma 3 21S 75M 13S 13M

Lemma 4 3S 7M 2S 4M

Lemma 5 7S 27M 5S 13M

Lemma 6 41S 146M 13S 13M

Lemma 7 12S 32M 6S 13M

Lemma 8 48S 284M 26S 26M

The following graphics illustrate the above results (Fig. 1).
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Fig. 1. The complexity of the additions in the twisted Edwards curve EE,a,d(R).

Concerning the complexity reduction of the sum law in the twisted Edwards
curve EE,a,d(R), one can remark that the direct calculation of the sum P +
Q is more expensive compared to the calculation of this sum P +̃Q using the
isomorphism π̃. Which explain the need of this study.

Links with Cryptography

Let us close this section with few applications in cryptography. We have:

• card(EE,a,d(R)) = card(EE,π0(a),π0(d)(Fq)) × card(EE,π1(a),π1(d)(Fq)).
• EE,a,d(R) and EE,π0(a),π0(d)(Fq) × EE,π1(a),π1(d)(Fq) have the same security

discrete logarithm problem.
• In cryptanalysis, break the discrete logarithm problem on EE,a,d(R) is equiv-

alent to break the discrete logarithm problem on EE,π0(a),π0(d)(Fq) and
EE,π1(a),π1(d)(Fq).
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Abstract. Recently, a number of side-channel attacks were launched on
lattice-based signatures based on “Fiat-Shamir with aborts”. This shows
that signature based on Fiat-Shamir with aborts is vulnerable to side-
channel attacks. In this paper, we construct a lattice-based signature
scheme based on Fiat-Shamir framework without aborts, and instantiate
it over NTRU lattices. The proposed signature is proved to be secure
in the random oracle model under some newly defined problems. We
also prove the hardness of these new problems and show that the search
RLWE problem is as hard as these newly defined problems. The public
key size, secret key size and signature size of the proposed signature
scheme are 1920 bytes, 512 bytes and 4096 bytes respectively for 180-
bit quantum security level. The key and signature sizes of the proposed
signature are comparable to those of the currently known signatures,
such as, Dilithium, Falcon, qTESLA, MLS, BCM and MITAKA.

1 Introduction

There are two generic frameworks to construct signature, that are, hash-and-sign
constructions and Fiat-Shamir framework [17] constructions. The hash-and-sign
construction requires some trapdoor functions, while Fiat-Shamir framework
construction does not necessarily use trapdoor function. In lattice-based signa-
ture, there are a number of signatures constructed based on Fiat-Shamir frame-
work [17], for example, Lyubashevsky signature [26], Dilithium [13], qTESLA [4]
and BCM [6]. Due to the original Fiat-Shamir framework for lattices being sub-
jected to statistical attacks, Lyubashevsky introduced a technique with aborts
to make signature independent of the secret key against statistical attack for
recovering the secret key. Since then, numerous practically efficient lattice based
signatures based on “Fiat-Shamir with aborts” were proposed. These include
Lyubashevsky [27], Dilithium [13], qTESLA [4] and BCM [6].

Although lattice-based signatures based on “Fiat-Shamir with aborts” is
secure against statistical attack, it is subjected to side channel attacks, for exam-
ple, fault attacks [9,15,33] on qTESLA and Dilithium respectively, power anal-
ysis attack [23] on Dilithium, electromagnetic attack [22] on Falcon etc. The
attacks exploit the aborts condition to generate a valid signature that will leak
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. Nitaj and K. Zkik (Eds.): I4CS 2022, CCIS 1747, pp. 57–76, 2022.
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the secret key. In [6], Behnia, et al. introduced a method for removing one rejec-
tion sampling condition in signature generation. This reduced the number of
aborts when generating signature, but it still keeps the same secret key in sig-
nature generation. In this paper, we construct new lattice-based signature that
eliminates the use of rejection sampling, that is, Fiat-Shamir without aborts.
Our approach is different from that of [4,6,13,27] which fixed secret key for sig-
nature generation. Our idea is to change the secret key as ephemeral secret key
in each signature generation. Hence, this resists statistical attack as the statis-
tical attack required a fixed secret key in signature generation. The proposed
signature uses the trapdoor function in NTRU lattices as long term secret key
that enable us to have an ephemeral secret key that is dependent on and different
from the long term secret key. The public key size, secret key size and signa-
ture size of the proposed signature are 1920 bytes, 512 bytes and 4096 bytes
respectively for 180-bit quantum security level. The key and signature sizes of
the proposed signature scheme are comparable to those of the currently known
signatures, such as, Dilithium [13], Falcon [18], qTESLA [4], MLS [12], BCM [6]
and MITAKA [16] schemes.

The organization of this paper is as follows. In Sect. 2, we provide a brief
review on lattices and BKZ algorithm, as well as setup some notations that will
be used throughout this paper. In Sect. 3, we define some useful distributions
that will be used to construct a signature. In Sect. 4, we define some new prob-
lems on lattices and showed that the search RLWE problem is as hard as these
newly defined problems. These new problems will be used to prove that the
proposed signature is secure against existential forgery under adaptive chosen
message attack in the random oracle model. In Sect. 5, we give a brief defini-
tion of signature schemes and propose a new lattice based signature which is
instantiated over NTRU lattices. In Sect. 6, we give detailed security proof for
the proposed signature under random oracle model. In Sect. 7, we examine the
public/secret key size and signature size for various security levels. Finally, we
conclude the paper in Sect. 8.

2 Preliminaries

2.1 Notations

Let n be a power of 2 and q be odd prime; and q1 = q−1
2 throughout this paper.

Rings. Let Zq = Z/qZ denote the quotient ring of integers modulo q, and let
R, Rq denote the rings Z[x]/(xn + 1) and Zq[x]/(xn + 1) respectively. Denote
R∗

q = {a(x) ∈ Rq | a(x) is invertible}.
For a polynomial ā(x) = ā0 + ā1x + · · · + ān−1x

n−1 ∈ R, define a(x) =
∑n−1

i=0 aix
i where ai = āi mod q =

{
ai if ai ≤ q1,

ai − q otherwise
. So, ai ∈ [−q1, q1]. We

denote its vector form as a = (a0, a1, · · · , an−1). We also denote the vector form
of a(x)b(x) ∈ Rq as ab.
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Euclidean and Infinity Norm. Given a(x) = a0+a1x+· · ·+an−1x
n−1 ∈ R, define

the Euclidean norm as ‖a ‖ =
√∑n−1

i=0 a2
i and the infinity norm as ‖a ‖∞ =

maxi{ | ai | }. The length of a is defined as its Euclidean norm ‖a ‖.

Distribution. Let t < n be a positive integer and t1 = �n
3 �.

(1) Distribution Xt,n on {−1, 0, 1}, defined by Pr[Xt,n = 1or − 1] = t
n and

Pr[Xt,n = 0] = n−t
n .

(2) Distribution set Et := {z = (z1, · · · , zn) ∈ Rq | zi ← Xt,n for i =
1, · · · , n}.

(3) Distribution Yt1,n on {−1, 0, 1}, defined by Pr[Yt1,n = 1] = t1+1
n , Pr[Yt1,n =

−1] = t1
n , and Pr[Yt1,n = 0] = n−2t1−1

n .
(4) Distribution set Ft1 := {z = (z1, · · · , zn) ∈ Rq | zi ← Yt1,n for i =

1, · · · , n}.
(5) Distribution χσ: A distribution χ with standard deviation σ.
(6) Normal Distribution: Denote as N (0, σ2) with mean 0 and standard devi-

ation σ.
(7) Uniform Distribution on [−K,K]: Denote as UK with mean 0 and standard

deviation
√

K(K+1)
3 .

(8) z ← χσ: z is drawn from distribution χσ.
(9) Distribution set N n

σ := {z = (z1, · · · , zn) ∈ Rq | zi ← N (0, σ2) for i =
1, · · · , n}.

(10) Distribution set BN σ,B,ε := {z ∈ N n
σ | ‖z‖∞ ≤ B} such that Pr[ z ∈

N n
σ | ||z||∞ > B ] < ε, where B < q1.

(11) DK := {a ∈ Rq | ‖a‖∞ ≤ K}, where K < q1.

2.2 Lattices and BKZ Algorithm

In this section, we give a brief review on lattices and hard problems in lattices.
We first give a formal definition of lattices as follows.

Definition 1. Let B = {b1, · · · ,bd} ⊂ R
d be a set of d linearly independent

vectors. Define a lattice L(B) generated by b1, · · · ,bd as the set

L(B) :=

{
d∑

i=1

xibi | xi ∈ Z, i = 1, · · · , d

}

.

The set of vectors B = {b1, · · · ,bd} is called a basis of the lattice L(B).

A basis B can be represented as a matrix B = [b1, · · · ,bd]T ∈ R
d×d having

the basis as its row vectors. Then L(B) = {xB | x ∈ Z
d}, L(B) also uses to

denote the lattice L(B). The determinant of a lattice L(B) is defined as

det(L(B)) = |det(B)| =
√

|det(BTB)|.
Note that the determinant of a lattice does not depend on the choice of the
basis B. The determinant of L(B) is also called the volume of a lattice L(B)
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as Vol(L(B)) = |det(B)|. The length of a vector v = (v1, · · · , vd) ∈ R
d is the

Euclidean norm of v and defined as ‖v‖ :=
√∑d

i=1 v2
i . A non-zero vector in a

lattice L(B) with the minimum Euclidean norm is called the shortest vector of
the lattice.

The problem of finding the shortest non-zero lattice vector is called the short-
est vector problem (SVP). It is known to be NP-hard under randomized reduc-
tion [1]. So far, the best algorithm to find shortest vector in a lattice is by
Blockwise-Korkine-Zolotarev (BKZ) algorithm [10,34], which is a generalization
of the LLL algorithm [25]. The BKZ algorithm takes a basis b1, · · · ,bd of dimen-
sion d as an input and proceeds by solving SVP on lattices of dimension β < d
using either sieving or enumeration. If the basis B∗ is BKZ-reduced, then the
computed short vector in BKZ algorithm [10] is based on the following assump-
tions.

Assumption 1 (Root Hermite factor δ).

δ = ((πβ)
1
β · β

2πe
)

1
2(β−1) .

Assumption 2. Let B∗ = {b∗
1, · · · ,b∗

d} be a BKZ-reduced basis, then

||b∗
1|| = δd · Vol(L(B∗))1/d.

Assumption 3 (Geometric Series Assumption). Let {b∗
1, · · · ,b∗

d} be a
BKZ-reduced basis, then ||b∗

i || = δ−2(i−1)||b∗
1||.

The time complexity of BKZ algorithm with block size β on a random lattice
is estimated to be 20.292β+o(β) in classical computers [5]. With Grover speedups,
the time complexity is lowered to 20.265β+o(β) in quantum computers [5].

2.3 Ring-Based Learning with Errors

Let Rq = Zq[x]/(xn + 1). Let χ be a distribution over Rq. For a fixed s ∈ Rq

such that s is a short vector, the RLWE-distribution is defined as follows

Ds,χ = {(a,b = sa + e) ∈ Rq × Rq

∣
∣ randoma ← Rq, e ← χ}.

Definition 2 (Search RLWEs,χ Problem). Given l independent samples of
RLWEs,χ instance (ai,bi = sai + ei) ∈ Ds,χ, find s ∈ Rq.

Definition 3 (Decision RLWEs,χProblem). Given l independent samples
(ai,bi) ∈ Rq × Rq, determine whether these samples are from Ds,χ or random
from Rq × Rq.

Lyubashevsky et al. [28] showed that the search RLWE problem quantumly
reduces to the decision RLWE problem. Therefore, the decision RLWEs,χ prob-
lem is a hard problem. They also showed that Ds,χ is pseudorandom.
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3 Distributions

In this section, we use the notation introduced in Sect. 2.1 and examine the
properties of some distributions. We first compute the mean and variance of
some distributions on {−1, 0, 1} as follows.

Lemma 1. Let n > t ≥ 1. Consider the distribution Xt.n on {−1, 0, 1} defined
in Sect. 2.1. Then, the mean and variance of this distribution are 0 and t

n respec-
tively.

Lemma 2. Let n be a power of 2, t1 = �n
3 �. Consider the distribution Yt1,n on

{−1, 0, 1} defined in Sect. 2.1. Then, the mean and the variance of this distribu-
tion are 1

n and 2t1n+n−1
n2 respectively.

Lemma 3. Let UK be the uniform distribution on [−K,K]. Then, the mean and
the variance of this distribution are 0 and K(K+1)

3 respectively.

Lemma 4. Let U, V be independent random variables with mean E(U),E(V )
and variance V(U),V(V ). Then,
(a) E(U ± V ) = E(U) ± E(V ) and V(U ± V ) = V(U) + V(V ),
(b) E(UV ) = E(U)E(V ) and V(UV ) = (V(U) + E(U)2) × (V(V ) + E(V )2) −
E(U)2E(V )2.

Corollary 1. Let n be a power of 2 and t < n be an integer, t1 = �n
3 �. Let

U, V be independent distributions Xt,n and Yt1,n on {−1, 0, 1} respectively. Then
E(UV ) = 0 and V(UV ) = t(2t1+1)

n2 .

Proof. By Lemma 1, E(U) = 0 and V(U) = t
n . By Lemma 2, E(V ) = 1

n and
V(V ) = 2t1n+n−1

n2 . By Lemma 4 (b), it is clear that E(UV ) = 0 and we compute
the variance as follows.

V(UV ) = (
t

n
+ 02)(

2t1n + n − 1
n2

+
1
n2

) − 0 =
t(2t1 + 1)

n2
.

Now, consider the normal distribution N (0, σ2) with mean 0 and standard

deviation σ and the density function ρσ(x) = ( 1√
2πσ2 )e− x2

2σ2 for x ∈ R.

Theorem 1 ([30] Theorem 2.23 (Central Limit Theorem). Let
X1,X2, · · · ,Xn be independent and identically distributed random variables such
that E(Xi) = μ and Var(Xi) = σ2. Let X̄ =

∑n
i=1 Xi. Then (X̄ − μn) approxi-

mates to the normal distribution N (0, nσ2) with mean 0 and standard deviation√
nσ.

Corollary 2. Let u,v ∈ Rq and suppose each coordinate ui, vi of u,v is sampled
independently from the normal distribution N (0, σ2

u) and N (0, σ2
v) respectively.

Then each coordinate of u + v follows N (0, σ2), where σ =
√

σ2
u + σ2

v.
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Lemma 5. Let u,v,w ∈ Rq and each coordinates ui, wi of u and w are inde-
pendently distributed random variables with mean 0 and variance σ2

u and σ2
w

respectively. Each coordinates vi of v is independently distributed random vari-
able with mean μv and variance σ2

v. Then,

(1) Each coordinate of uv approximates to N (0, σ2), where σ =
√

nσu√
σ2
v + μ2

v,
(2) Each coordinate of uvw approximates to N (0, σ2), where σ = nσuσw√

σ2
v + μ2

v.

Proof. (1) Let uv = (s0, · · · , sn−1), then st =
∑n−1

i=0 ±uivn−i+t mod n. By Lemma
4(b), each ±uivj follows a random variable with mean 0 and variance σ2

u(σ2
v+

μ2
v). By the Central Limit Theorem, each st approximates to N (0, nσ2

u(σ2
v +

μ2
v)).

(2) Let uvw = (y0, · · · , yn−1), then yj =
∑n−1

i=0 ±siwn−i+j mod n, where si is as
defined above in (1). It follows that yj is a sum of n2 terms, each of the form
±uivjwk. Note that each ±uivjwk follows a random variable with mean 0
and variance σ2

u(σ2
v + μ2

v)σ2
w. Thus, by the Central Limit Theorem, each yj

approximates to N (0, n2σ2
u(σ2

v + μ2
v)σ2

w).

Lemma 6 [11]. For k > 2, Z ∼ N (0, σ2), then

Pr[ |z| > kσ | z ← Z ] ≤ 1
2
(e−k2

+ e− k2
2 ).

Proposition 1. If u,v ∈ Rq such that each coordinate of u and v are inde-
pendently distributed random variables with mean μu = 0 and μv; and variance
σ2
u and σ2

v respectively. Then, Pr[ ‖uv‖∞ ≤ kσ] ≥ 1 − min{n
2 (e−k2

+ e− k2
2 ), 1},

where σ =
√

nσu

√
σ2
v + μ2

v.

Proof. Let uv = {s0, · · · , sn−1}. By Lemma 5 (1), si approximates to
N (0, σ2), where σ =

√
nσu

√
σ2
v + μ2

v. Let Si = {|si| > kσ} and Smax =
{max0≤i≤n−1{|si|} > kσ}. Then, Smax =

⋃n−1
i=0 Si. By Lemma 6, Pr[ |si| >

kσ] ≤ 1
2 (e−k2

+ e− k2
2 ) for 0 ≤ i ≤ n − 1. We have,

Pr[Smax] = Pr[S0 ∪ · · · ∪ Sn−1] ≤ n

n−1∑

i=0

Pr[Si] ≤ min
{n

2
(e−k2

+ e− k2
2 ), 1

}
,

since Pr[Si] ≤ 1
2 (e−k2

+ e− k2
2 ). Hence,

Pr[ ‖uv‖∞ ≤ kσ] = 1 − Pr[ ‖uv‖∞ > kσ] ≥ 1 − min
{n

2
(e−k2

+ e− k2
2 ), 1

}
.

Based on Lemma 5 and Proposition 1, we define the following distributions.

Definition 4. For z ∈ Rq, we define the following distributions

(1) N n
σ = {z = (z1, · · · , zn) ∈ Rq | zi ← N (0, σ2) for i = 1, · · · , n}.

(2) Let B < q1 be integer, we define the bounded distribution BN σ,B,ε as follows

BN σ,B,ε = {z ∈ N n
σ | ‖z‖∞ ≤ B}

such that Pr[ z ∈ N n
σ | ||z||∞ > B ] < ε.
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4 NTRU Lattices and New Problems

In this section, we will define some new problems and prove that the search
RLWE problem is as hard as these newly defined problems.

Definition 5. Let K < q1, we define the K-bounded set DK as DK := {a ∈
Rq | ‖a‖∞ ≤ K}.

If K = 1, then D1 consists of elements with all coordinates in {−1, 0, 1}.

Definition 6 (NTRU Problem). The NTRU distribution DNTRU is
h = f−1g ∈ R∗

q , where f ,g ∈ R∗
q ∩D1. The NTRU problem is: given h ∈ DNTRU,

find f ,g.

Definition 7 (Decision NTRU problem (DNTRU)). Let DNTRU be an
NTRU distribution. The decision NTRU problem is to distinguish between sam-
ples from DNTRU and random from R∗

q . The advantage of an algorithm A against
the DNTRU problem is defined as

AdvDNTRU(A) =
∣
∣
∣ Pr[A(h ∈ DNTRU) = 1] − Pr[A(h ∈ R∗

q) = 1]
∣
∣
∣.

In [31, page 33], Peikert showed that search RLWEs,χ problem is at least
as hard as the decision NTRU problem. This only provides the hardness upper
bound for decision NTRU problem. Recently, Pellet-Mary and Stehlé [32] proved
that NTRU problem is a hard problem by reduction from ideal SVP prob-
lem to an average-case search variant of the NTRU problem and then from
an average-case search variant of the NTRU problem to the decision NTRU
problem. Therefore, the advantage of solving DNTRU problem is negligible, i.e.
AdvDNTRU(A) ≤ εDNTRU.

Definition 8 (NTRU Lattices). Let f ,g ∈ R∗
q ∩ D1. Let h = f−1g ∈ R∗

q .
Define NTRU lattices L as L := {(u,v) ∈ R2

q | v = uh mod q}.
Lemma 7. Let K < q1 and suppose a is chosen uniformly random from Rq.
Then Pr[a ∈ DK ] ≤ ( 2K+1

q )n.

Proof. Let a = (a0, · · · , an−1), then Pr[ |ai| ≤ K] ≤ 2K+1
q . Therefore, Pr[a ∈

DK ] ≤ ( 2K+1
q )n.

Proposition 2. Let b < q1 and a R← Db. Then Pr[ah ∈ Db ] ≤ ( 2b+1
q )n.

Proof. As h is invertible in Rq, if a,a′ ∈ Rq such that a′h = ah, then a′ = a.
Hence, |{ah | a ∈ Rq}| = qn. We also note that |Db| = (2b + 1)n. Hence,
Pr[ah ∈ Db ] ≤ ( 2b+1

q )n.

Definition 9 (Small Vectors Problem (SmVPĥ,K)). Let K < q1, given ĥ ∈
R∗

q , find (u,v) ∈ Rq×Rq such that v = uĥ ∈ Rq and u,v ∈ DK . The advantage
of an adversary A to solve SmVPĥ,K problem is defined as AdvSmVPĥ,K

(A) =

Pr[A( (u,v) ∈ DK × DK |uĥ = v )].
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So far, the best known method to find such short vectors u,v is via BKZ

algorithm on the lattice
[

In ĥ
0n qIn

]

. But, the BKZ algorithm has exponential

time complexity. Therefore, SmVP seems difficult to solve and assumes to be
hard.

Definition 10 (Sum of Small Vectors Problem (SSVh,K)). Let K < q1
and BN σ,K,ε be bounded distribution set. Define the SSVh,K distribution to be

DSSVh,K = {u = u′ + u′′ ∈ D2K | u′ ∈ UK ,u′′ ∈ BN σ,K,ε, u
′h /∈ DK ,u′′h ∈ DK}.

Given u = u′ + u′′ ∈ DSSVh,k
and h, find (u′,u′′) ∈ DK × DK such that u′′h ∈

DK .

For given u = u′ + u′′ ∈ DSSVh,K
, u information-theoretically hides u′ and

u′′ as there are many possibilities for u′ and u′′ for given u.

Definition 11 (Decision Sum of Small Vector Problem (DSSVh,K)).
Let K < q1. Given l independent samples ui ∈ D2K , determine whether these
samples ui are from the SSVh,K distribution (DSSVh,K

) or random from D2K .
The advantage of an adversary A for solving DSSVh,K is defined as follows.

AdvDSSVh,K
(A) =

∣
∣
∣ Pr[A(u ∈ DSSVh,K

] = 1) − Pr[A(u ∈ D2K) = 1]
∣
∣
∣.

By substituting h with h−1 in the definitions above, we can similarly define
SSVh−1,K , DSSVh−1,K and AdvDSSVh−1,K

(A).

Proposition 3. The search RLWE problem is as hard as the decision SSV prob-
lem.

Proof. Given l independent samples ui ∈ D2K , the decision SSV problem is to
determine whether these samples ui are from the SSVh,K distribution (DSSVh,K

)
or random from D2K . We reduce this problem to the search RLWE problem. Sup-
pose we have an oracle O to solve search RLWE problem with high probability.
Then we have an algorithm to solve DSSVh,K problem as follows. The algo-
rithm first chooses two distributions χσs

and χσe
; and s ← χσs

, where σs, σe

are the standard deviation of the distributions χσs
and χσe

respectively. Let
σe >

√
n(σ2 + σ2

u)σf , where σ is defined for BN σ,K,ε, σu is the standard devi-
ation of the uniform distribution UK and σf is the standard deviation of the
distribution used to sample the coordinates of f and g. Then the algorithm
constructs l RLWE pairs as

(uih,uihs + ei), where ei ← χσe

and give these to the search RLWE oracle O. The oracle O considers the following
two cases:

Case (1): ui are random: Then the input to O are properly distributed RLWE
samples with secret s. So, the oracle O returns s with high probability and the
algorithm accepts.
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Case (2): ui = ui1 +ui2 ∈ DSSVh,K
: Then ui1 ∈ UK ,ui2 ∈ BN σ,K,ε and consider

the following

uihs + ei = (ui1h + ui2h)s + ei

= (ui1h + ūi2)s + ei where ūi2 = ui2h ∈ DK

= (ui1h + ūi2)(s + f) + ei − ui1g − ūi2f

As the standard deviation of the distribution used to sample the coordinates
of f and g is σf , then ui1g and ūi2f follows N n

σ1
and ui1g − ūi2f follows N n

σ1
,

where σ1 =
√

n(σ2 + σ2
u) σf . Since σe > σ1 and χσe

is “wider” than N n
σ1

, then
(uih,uihs + ei) “information-theoretically hide” the value of s. So, there are
many possibilities for the secret and errors that are consistent with the pairs
(uih,uihs + ei), for example, s+f and ei−ui1g−ūi2f . Therefore, no matter how
the oracle O works internally, even the input pairs are not properly distributed
RLWE samples. So, the oracle will reject it and the algorithm will also reject it.
Hence, the search RLWE oracle could be used to solve the decision SSV problem.

Definition 12 (Advance Sum of Small Vectors Problem (ASSVh,K)).
Let K < q1 and BN σ,K,ε be bounded distribution. Define the ASSVh,K distribu-
tion to be

DASSVh,K
= {v = e1f + e2g ∈ D2K | e1, e2 ∈ Et, f ,g ∈ Ft1 , e1f , e2g ∈ BN σ,K,ε,

e1fh, e2gh−1 ∈ DK , e1fh−1, e2gh /∈ DK}.

Given v = u′ + u′′ ∈ DASSVh,k
and h, find (u′,u′′) ∈ DK × DK such that u′h ∈

DK , u′′h−1 ∈ DK and u′h−1 /∈ DK , u′′h /∈ DK .

Similarly, for given v = e1f + e2g ∈ DASSVh,K
, v information-theoretically

hides e1f and e2g as there are many possibilities of e1f and e2g for given v.

Definition 13 (Decision Advance Sum of Small Vector Problem
(DASSVh,K)). Let K < q1. Given l independent samples vi ∈ D2K , deter-
mine whether all vi are sampled from the ASSVh,K distribution (DASSVh,K

) or
random from D2K . The advantage of an adversary A is defined as follows.

AdvDASSVh,K
(A) =

∣
∣
∣ Pr[A(v ∈ DASSVh,K

] = 1) − Pr[A(v ∈ D2K) = 1]
∣
∣
∣.

Proposition 4. The search RLWE problem is as hard as the decision ASSV
problem.

Proof. Given l independent vi ∈ D2K , the decision ASSV problem is to deter-
mine whether these samples vi are from the ASSVh,K distribution (DASSVh,K

)
or random from D2K . We reduce this problem to the search RLWE problem.
Suppose we have an oracle O to solve search RLWE problem with high proba-
bility. Then we have an algorithm to solve DASSVh,K problem as follows. The
algorithm first chooses two distributions χσs

and χσe
; and s ← χσs

, where σs, σe

are the standard deviation of the distributions χσs
and χσe

respectively. Let
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σe >
√

2nσσg, where σ is defined for BN σ,K,ε and σg is standard deviation
of the distribution used to sample the coordinates of g. Then the algorithm
constructs l RLWE pair as follows:

(vih,vihs + ei), where ei ← χσe

and give these to the search RLWE oracle O. The oracle O considers the following
two cases:

Case (1): vi are random: Then the input to O are properly distributed RLWE
samples with secret s. So, the oracle O returns s with high probability and the
algorithm accepts.

Case (2): vi = ei1f + ei2g ∈ DASSVh,K
: Then ei1f , ei2g ∈ BN σ,K,ε and consider

the following

vihs + ei = g(ei1 + ei2h)s + ei

= g(ei1 + ei2h)(s +
vi

ei1 + ei2h
) + ei − vig

= g(ei1 + ei2h)(s + f) + ei − vig

As the standard deviation of the distribution used to sample the coordinates
of g is σg, then vig follows N n

σ2
, where σ2 =

√
2nσσg. Since σe > σ2 and

χσe
is “wider” than the distribution of vig, then (uih,uihs + ei) “information-

theoretically hide” the value of s. So, there are many possibilities for the secret
and errors that are consistent with the pairs (uih,uihs + ei), for example, s + f
and ei − vig. Therefore, no matter how the oracle O works internally, even the
input pairs are not properly distributed RLWE samples. So, the oracle will reject
it and the algorithm will also reject it. Hence, the search RLWE oracle could be
used to solve the DASSV problem.

5 New Lattice-Based Signature

In this section, we construct a new provably secure signature scheme based on
NTRU lattices. We recall the definition of a signature scheme that normally
involves three algorithms, that is, key generation K, signature generation S and
signature verification V. A formal definition is described as follows:

Definition 14. A digital signature scheme (K,S,V ) consists of three algo-
rithms, which are defined as follows:

• The key generation algorithm K takes a security parameter λ and returns a
key pair (pk, sk), where pk is a public key and sk is a private key; we write
(pk, sk) ←− K.

• The signing algorithm S takes the private key sk and a message m and returns
a signature σ; we write σ ←− S(sk,m)

• The verification algorithm V takes the public key pk, a message-signature pair
(m,σ) and returns either true or false; we write V(pk,m, σ) = true or false.
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Definition 15 (EUF-CMA Security). A signature scheme is existential
unforgeable under adaptive chosen message attack (EUF-CMA) if for any
polynomial-time adversary A, the probability of winning the following game is
negligible.

• Set Up: The challenger C runs key generation algorithm K and produces a
pair of public keys pk and secret key sk, and sends pk to the adversary A.

• Signature Queries: The adversary A issues signature queries on messages
m1, · · · ,mt from the message space. The challenger C runs the signing algo-
rithm S to generate signature σi for message mi and sends these correspond-
ing signatures σ1, · · · , σt to the adversary A.

• Output: Finally, the adversary A produces a pair of (m′, σ′) where m′ is not
from {m1, · · · ,mt} and σ′ is a valid signature.

Define the success probability of an adversary A as Pr[SuccEUF−CMA
A (λ) = 1].

Our proposed lattice-based signature is based on NTRU lattices and Fiat-
Shamir framework without aborts. The main idea of the proposed signature is
to change the ephemeral secret key for each signature creation. This is to resist
the statistical attack on fixed secret key.

Key Generation: Let n be a power of 2 and q be prime, t, bv, bs, b̂v, b̂s be five
integers such that bv � bs and b̂v � b̂s. Let t1 = �n

3 � and H be a hash function
from {−1, 0, 1}∗ ×R3

q to {−1, 0, 1}n. To generate a private and public key pairs,
the sender performs the following:

(1) Choose two random secret polynomials f ,g ∈ Ft1 such that f and g are unit
elements in Rq.

(2) Compute h = f−1g ∈ R∗
q .

(3) Then, the public key is h and the secret key is (f ,g).

Signing: Let m be a message to be signed. The signing process is as follows:

(1) Choose e1, e2 ∈ Et, u1,u2 ∈ Ubs/2, compute

v = e1f + e2g, w = u1h−1 + u2h, c = H(m,v,w,h) ∈ Et2 ,

s1 = u1 + ce1g, s2 = u2 + ce2f .

(2) Then, the signature is (v, c, s1, s2).

We note that v ∈ Dbv
and s1, s2 ∈ Dbs

with high probability due to our
choice of parameters explained in Sect. 7.1. This means that each signature will
not be rejected for each signature generation with very high probability. This is
different from those signature schemes based on Fiat-Shamir with aborts, which
require to reject a number of signatures before the correct signature generated.

Verification: Verify the signature (v, c, s1, s2) as follows:

(1) Compute w′ = s1h−1 + s2h − cv = u1h−1 + u2h.
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(2) Check the following

c
?
= H(m,v,w′,h), ‖v‖∞

?≤ bv, ‖si‖∞
?≤ bs, ‖v‖ ?≤ b̂v, ‖si‖

?≤ b̂s for i = 1, 2.

(3) If all the above checks are correct, then accept the signature, otherwise,
reject.

The signing process needs 4 polynomials additions and 8 polynomials multi-
plications in Rq. On the other hand, the verification process needs 2 polynomials
additions/subtractions and 3 polynomials multiplications in Rq. Hence, the com-
putation of both signing and verification are efficient.

6 Security Proof and Analysis of the Proposed Signature

In this section, we will give a security proof and key recovery analysis of the
proposed signature in Sect. 6.1 and Sect. 6.2 respectively.

6.1 Security Proof of the Proposed Signature

In this section, we will give the security proof of the proposed signature and show
that it is secure in the random oracle model based on the following assumptions.

Assumption 4 (SmVecPĥ,K Assumption). The Small Vectors assumption is
the assumption that the advantage AdvSmVPĥ,K

(A) is negligible, i.e.,
AdvSmVPĥ,K

(A) ≤ εSmVPĥ,K
.

Assumption 5 (DASSVh,K Assumption). The Decision Advance Sum of Small
Vector assumption is the assumption that the advantage AdvDASSVh,K

(A) is neg-
ligible, i.e., AdvDASSVh,K

(A) ≤ εDASSVh,K
.

Assumption 6 (DSSVh,K Assumption). The Decision Sum of Small Vector
assumption is the assumption that the advantage AdvDSSVh,K

(A) is negligible,
i.e., AdvDSSVh,K

(A) ≤ εDSSVh,K
.

It is noted that we may substitute h with h−1 in Assumption 6 to obtain the
DSSVh−1,K assumption.

Theorem 2. Under the DASSVh,K , DSSVh,K , DSSVh−1,K and SmVecPĥ,K

assumptions and the hardness of DNTRU problem, then the proposed signature
scheme is existentially unforgeable under adaptive chosen-message attacks (EUF-
CMA) in the random oracle model.

Proof. Let LS be the proposed signature scheme, and let A be a PPT (proba-
bilistic polynomial time) adversary attacking LS. In order to analyse the success
probability of the adversary A, we proceed by introducing a sequence of games
G0, · · · ,G3. Let Pr[Gi] denote the probability that the game Gi returns 1 at
the end of game Gi. The sequence of games are described as follows:
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• Game G0: This is the standard game of EUF-CMA for the signature scheme
LS. The adversary A can access to the signing oracle to obtain valid signa-
tures. Then,

Pr[G0] = Pr[SuccEUF−CMA
A (λ) = 1].

• Game G1: In Game G0, we have v = e1f + e2g, now we replace v by a
random vector v′ ∈ Dbv

. The adversary A will not notice this change as
the change is a DASSVh,K problem which is indistinguishable. Therefore, we
have ∣

∣ Pr[G1] − Pr[G0]
∣
∣ ≤ εDASSVh,K

.

In this setting, compute w′ = s1h−1 + s2h−c′v′. Then query random oracle
OH on w′,v′,h and set c′ = H(m,v′,w′,h).

• Game G2: In this game, we replace s1, s2 by random s′
1, s

′
2 ∈ Dbs

. As these
changes are DSSVh−1,K problem and DSSVh,K problem respectively which
are indistinguishable, so the adversary A will not notice these changes. There-
fore, we have

∣
∣ Pr[G2] − Pr[G1]

∣
∣ ≤ εDSSVh,K

+ εDSSVh−1,K
.

In this setting, compute w′′ = s′
1h

−1+s′
2h−c′′v′. Then query random oracle

OH on w′′,v′,h and output c′′ = H(m,v′,w′′,h).
• Game G3: We now replace h = f−1g by a random vector ĥ ∈ R∗

q . This
change corresponds to an instance of the DNTRU problem. So, the adver-
sary A will not notice the change as DNTRU problem is indistinguishable.
Therefore, we have

∣
∣ Pr[G3] − Pr[G2]

∣
∣ ≤ εDNTRU.

At this step, the public key is random and independent from the secret key.
Hence, the security of the scheme is reduced to the case where no signature is
given to the adversary. The adversary A only has information of public key as ĥ.
If the adversary A can compute a valid signature (v̄, c̄, s̄1, s̄2) in Game G3, then
the adversary A can compute v̄, that is, the adversary A must solve the small
vector problem (SmVPĥ,K) with the advantage less than εSmVPĥ,K

. Therefore,
we have

Pr[G3] ≤ εSmVPĥ,K
.

From Game G0 to Game G3, we have

∣
∣ Pr[G0] − Pr[G3]

∣
∣ =

∣
∣
∣

2∑

i=0

(
Pr[Gi] − Pr[Gi+1]

) ∣
∣
∣

≤
2∑

i=0

∣
∣ Pr[Gi] − Pr[Gi+1]

∣
∣

=
2∑

i=0

∣
∣ Pr[Gi+1] − Pr[Gi]

∣
∣.
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Hence,

Pr[G0] ≤
2∑

i=0

∣
∣ Pr[Gi+1] − Pr[Gi]

∣
∣ + Pr[G3]

≤ εDASSVh,K
+ εDSSVh,K + εDSSVh−1,K

+ εDNTRU + εSmVPĥ,K
.

6.2 Analysis of Key Recovery Attacks

Given a public key h = f−1g, the adversary is to find f ,g. There are four
approaches to do this, namely, exhaustive search of f , lattice attack to find
shortest vector of a lattice, subfield attack on a lattice, and hybrid attack.

(1) Key Exhaustive Search: For NTRU with ternary secret key over
{−1, 0, 1}n with means 1

n , let −1 appears t1 times and 1 appears t1 + 1 times,
zero appears n − 2t1 − 1, where t1 = �n

3 �, then the total number of searching
f is at least 1

nCn
t1C

n−t1
t1+1 (The factor 1/n comes from the fact that an attacker

can guess any of the n cyclic rotations of the secret key, rather than just the
secret key itself). For example, if n = 1024, then we have at least 21602 possible
keys. By key search of ternary LWE [20], the complexity of key search is at least
(21602)0.24 ≈ 2384.48 (classical) and (21602)0.19 ≈ 2304.38 (quantum) respectively.
Hence, the exhaustive search attack has exponential time complexity.

(2) Lattice Attack: To find f ,g in h = (h0, · · · , hn−1), one could find a shortest

vector of the lattice L =
[

In h
0n qIn

]

via BKZ algorithm. Then (f , e)L = (f ,g)

as f(x)h(x) = g(x) − qe(x)(xn + 1) in Rq for some e(x) ∈ Rq. So, (f ,g) is a
short vector of the lattice L.

The best known algorithm to find the shortest vector is BKZ 2.0 algorithm
[10], with time complexity 20.292β+o(β) and 20.265β+o(β) in classical and quantum
computer respectively [5], where β is the block size. It is believed that the current
technique of BKZ 2.0 algorithm [10] is only able to find a shortest vector with
a root Hermite factor of at least 1.005. If β is large, then BKZ algorithm has
exponential time complexity. Hence, finding f ,g from the public key h via BKZ
algorithm has exponential time complexity.

(3) Subfield Attack: One of the powerful attack on NTRU lattices is called
subfield attack, which has been considered in [7]. In [2,24] and [29], they exploit
the subfield attack for certain “over-stretched” NTRU parameters with ring
Zq[x]/(xn + 1), where n is a power of 2. But this attack only applies to the
NTRU lattices with large q that are used to instantiate a (fully) homomorphic
encryption. Recently, Ducas and Woerden [14] gave a fatigue point for q to
be 0.004n2.484. This means that subfield attack will not be applicable for q <
0.004n2.484. Based on this fatigue point, our parameters (refer to Sect. 7.2) for
q and n are chosen such that q < 0.004n2.484 (e.g. q = 18433, n = 1024 and
0.004n2.484 = 120128.23 > q). Hence, our scheme is not subject to the subfield
attacks.
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(4) Hybrid Attack: The hybrid attack [21] is a hybrid of lattice attack and
meet-in-the-middle attack. The hybrid attack was first proposed to perform
attack on NTRU and it was later revised [35] to attack special lattices which

have similar structure to NTRU as L =
[

In h
0n qIn

]

and L′ =
[

C A
0 B

]

, where

(f , e)L = (f ,g) and (vf ,ve)L′ = (vf ,vg). The idea of hybrid attack is to reduce
the dimension of the original lattice and preserve the determinant of the original
lattice by guessing a small number of coordinates of the unknown f or vf (i.e.
the first few coordinates of f and vf respectively). According to [35], the com-
plexity of hybrid attacks on NTRU [19] and NTRU prime [8] are higher than
the claimed security level. Our lattice is similar to NTRU prime. Applying the
analysis of the hybrid attack in [35], the hybrid attack will not be a threat to
our signature scheme as our security parameters are chosen to be secure against
this attack.

7 Suggested Parameters

7.1 Parameters of bv , bs, b̂v , b̂s

We choose bv = kσv and bs = 2kσs, where σv and σs are the standard deviations
of the coordinates of v and ce1g (and ce2f) respectively, such that v ∈ Dbv

and
s1, s2 ∈ Dbs

with high probability. By Proposition 1, the probability is at least
1 − min{1, n

2 (e−k2
+ e−k2/2)}. So, choosing k = 10, the probability is at least

1 − 2−62.
Since f ,g follows the distribution Ft1 with mean 1

n and variance 2t1n+n−1
n2

and e1, e2 follows the distribution Et with mean 0 and variance t
n , then by

Corollary 1 and Lemma 5 (1) , each coordinate of e1f and e2g approximates to
N (

0, t(2t1+1)
n

)
. Thus, each coordinate of v = e1f+e2g approximates to N (0, σ2

v),

where σv =
√

2t(2t1+1)
n . We take bv = 10σv = 10

√
2t(2t1+1)

n and b̂v = 1.1σv
√

n.
Similar to the above argument, each coordinate of e1g approximates to

N (0, σ2
1), where σ1 =

√
t(2t1+1)

n and c is also taken from Et2 , where t2 ≥ t.
Recall that Et2 is a distribution with mean 0 and variance t2

n . By Lemma 5 (2),
each coordinate of ce1g approximates to N (0, σ2

2), where σ2
2 = t(2t1+1)

n ∗ t2
n ∗n =

tt2(2t1+1)
n . We let bs1 = 10σ2 = 10

√
tt2(2t1+1)

n . Since s1 = u1 + ce1g, let

u1 ∈ Dbs1
. As s2 is similar to s1, so, we let bs = 2bs1 = 20

√
tt2(2t1+1)

n and

b̂s =
√

( 2bs1 (bs1+1)

3 + σ2
2)n.

With bv = 10
√

2t(2t1+1)
n and bs = 20

√
tt2(2t1+1)

n , then the probability of

v ∈ Dbv
, s1 ∈ Dbs

and s2 ∈ Dbs
are at least 1 − min{1, n

2 (e−k2
+ e−k2/2)}

respectively. Then, we obtain the following table (Table 1).
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Table 1. Parameters for t, t1, bv, bs, b̂v, b̂s

n t t1 = �n
3
� t2 bv bs b̂v b̂s Approx. Prob.

512 44 170 44 76 718 189 6691 > 1 − 2−64

1024 60 341 60 89 980 313 12911 > 1 − 2−63

2048 120 682 120 126 1958 627 36463 > 1 − 2−62

7.2 Security Parameters

The most successful approach to solve h in NTRU is by converting this prob-
lem into solving the shortest vector problem (SVP) in lattice and then applying
lattice reduction algorithm that solves this [3]. The best algorithm for finding
shortest vector problem in practice is the Block-Korkine-Zolotarev (BKZ) algo-
rithm [10].

Given h = f−1g mod q in NTRU, we construct a lattice L̄ of dimension 2n as[
In h
0n qIn

]

. The lattice L̄ has an SVP solution v = (f ,g). The time complexity

for finding shortest vector in BKZ algorithm with block size β is 20.292n+o(β) and
20.265n+o(β) in classical and quantum computer respectively [5]. Based on the
appropriate block size β of BKZ algorithm for n and q, we compute the public
key size, secret key size and signature size as n ∗ (�log2 q� + 1)/8 bytes, 4n/8
bytes and n ∗ (2+ �log2 bv�+1+2(�log2 bs�+1))/8 bytes respectively. Then, we
list the public key, secret key and signature key at different security level in the
following Table 2.

Table 2. Parameters at different security level

PQ security level n q PKSize[bytes] SKSize[bytes] SIGSize[bytes]

80 512 12289 896 256 2048

180 1024 18433 1920 512 4096

264 2048 40961 4096 1024 8704

In the above security parameters of the proposed signature scheme, we com-
pare with those publicly known lattice-based signature schemes in the following
Table 3.
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Table 3. Comparisons with other signature schemes

Scheme PQ security n q PKSize [bytes] SKSize[bytes] SIGSize[bytes]

Dilithium [13] 128 256(5x4) 8380417 1472 3504 2701

Falcon [18] 103 512 12289 896 7553 666

qTESLA [4] 139 1024 43576577 14880 5224 2592

MLS [12] 149 1024 216 + 1 2048 103 2048

BCM [6] 170 (classical) 512(3x5) ≈ 231 9952 5952 6021

MITAKA [16] 92 512 12889 896 16000 713

This paper 180 1024 18433 1920 512 4096

As it can be seen in Table 3, the public key size of the proposed signa-
ture scheme is smaller than all of the above signature schemes except for Fal-
con, Dilithium and MITAKA. But Falcon, Dilithium and MITAKA are 103-bit,
128-bit and 92-bit quantum security respectively, while the proposed signature
scheme achieves 180-bit quantum security. The secret key size of the proposed
signature scheme is smaller than all other signature schemes except for the MLS
schemes. Although the signature size of the proposed signature scheme is slightly
larger than all of the above schemes (except BCM), but the proposed signature
scheme achieves higher security. It is noted that BCM is of 170-bit classical
security.

8 Conclusion

In this paper, we defined a number of new hard problems on NTRU lattices and
showed that the search RLWE problem is as hard as these new hard problems.
Then, we constructed a new lattice-based signature scheme which is based on
NTRU lattices and Fiat-Shamir framework without aborts in order to avoid the
side channel attacks exploiting the weakness in the ”Fiat-Shamir with aborts”
framework. The proposed signature scheme is based on the trapdoor of NTRU
lattices, that is, h = f−1g such that f ,g are short vectors. Then, we gave a
security proof of the proposed signature against existential forgery under the
chosen message attacks in the random oracle model. The security proof is based
on those new problems. The public key size, secret key size and signature size
of the proposed signature scheme are 1920 bytes, 512 bytes and 4096 bytes
respectively for 180-bit quantum security level. The key and signature sizes of
the proposed signature scheme is comparable to those of the currently known
signatures, such as, Dilithium [13], Falcon [18], qTESLA [4], MLS [12], BCM [6]
and MITAKA [16].
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Abstract. Side-channel analysis (SCA) is a general name for cryptana-
lytic methods based on side information gathered by measuring and ana-
lyzing of various physical parameters. Threshold implementation (TI) is
one of the successful countermeasure techniques for some types of SCA.
Within this scope, Nikova et al. gave an algorithm on the decomposition
of power permutations into quadratic power permutations over finite
fields F2n in [Cryptogr. Commun. 11, 37–384 (2019)]. Later on, Otal and
Tekin gave a sufficient way in [Cryptogr. Commun. 13, 837–845 (2021)]
to reduce the precomputation cost in the algorithm of Nikova et al. sub-
stantially. In this paper, we prove that this sufficient way is also neces-
sary, in other words, the proposed way is an optimal solution. In that
way, we provide a complementary result on the construction of quadratic
cyclotomic classes.

Keywords: Boolean functions · S-boxes · Power permutations

1 Introduction

Classical cryptanalysis considers attack scenarios of possible adversaries in a
cryptosystem. An adversary may have additional side-channel information by
measuring or analyzing various physical parameters and thus be more powerful
in real life. Side-channel analysis (SCA) aims to obtain some secret data using
this extra information.

SCA and contermeasures to SCA have become of interest intensely espe-
cially in the last decade. SCA uses different methods such as monitoring the
electromagnetic emanations, the acoustic produced by devices or the power con-
sumption to obtain extra information. Simple, differential, and correlation power
analysis are the most notable side-channel attacks (see [11] as a compact source
to follow the advances in the field).

Threshold implementation (TI) is a masking technique proposed as a counter-
measure to some types of SCA. In particular, TI provides secure countermeasures
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against differential power analysis attacks. For implementation purposes, decom-
position of S-boxes into smaller (even quadratic) maps is an important question
[7]. Decomposition of power permutations and their cycle structure has been
studied and some decomposition techniques of permutations for side-channel
attacks have been given in [2,4,5,9].

1.1 Related Work

Nikova et al. gave an algorithm on decomposition of power permutations into
quadratic power permutations over finite fields F2n in [9]. To obtain quadratic
permutations, they first apply a precomputation to find all cyclotomic classes of
F2n , then they use the quadratic ones among these classes.

Later, Otal and Tekin gave an efficient way in [10] to reduce the precom-
putation cost in the algorithm of Nikova et al. drastically. In particular, they
proposed a small set which consists of at least one element from each cyclotomic
class.

1.2 Our Contribution

In this paper we examine whether the small set given in [10] can be reduced
further. That is, we try to understand whether the set consists of at most one
element from each cyclotomic class. As a result, we prove that the answer is
affirmative and hence show that the solution proposed in [10] is an optimal
solution.

1.3 Organization of the Paper

The paper is organised as follows. In Sect. 2 we give some preliminary information
and restate the algorithm in [9]. We present our main result, Theorem 2, and
prove it in Sect. 3. In the last section, we conclude the paper summarizing our
contribution.

2 Preliminaries

In this section, we first give some fundamental notions and then state the algo-
rithm in [9] for the sake of completeness.

Let n > 2 be an integer, F2n denote the finite field of size 2n, and f : F2n →
F2n be a permutation polynomial. A finite sequence of t permutation polynomials
f1, . . . , ft over F2n satisfying

f = ft ◦ · · · ◦ f1

is called a decomposition of f , where ◦ denotes the composition of functions. A
monomial xd for 1 ≤ d ≤ n − 2 is a permutation if and only if gcd(d, 2n − 1) =
1 and is called a power permutation. Further information about permutation
polynomials can be found in [8].
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Power permutations utilized to construct S-boxes in cryptography and the
decomposition problem of such permutations into power permutations with lower
degrees have a special interest considering efficient implementations in hardware
[1,6]. Decomposition of power permutations is also important for TIs and side-
channel countermeasures [2,4,7,12].

The degree of a permutation is defined as follows. Let 0 ≤ i1 < i2 < · · · <
it ≤ n − 2 be integers for some n > 2 and t > 1. If a power permutation f over
F2n can be expressed as

f(x) = x2i1+2i2+···+2it ,

then t is called the degree of f . In particular, permutations with degree 2 are
called quadratic permutations.

Carlitz showed in [3] that all permutation polynomials over Fq, where q > 2,
can be generated by the inversion xq−2 and affine polynomials ax+b. Therefore,
the inversion mapping x2n−2 has a further importance in cryptography under
similar efficiency concerns.

Let us denote by A(k) the cyclotomic class of a power permutation xk,
namely

A(k) := {k · 2i mod (2n − 1) :
gcd(k · 2i, 2n − 1) = 1 for i = 0, . . . , n − 1}.

Nikova et al. presented an algorithm to decompose power permutations into
quadratic power permutations in [9] using cyclotomic classes, see Algorithm 1.

We express that Step 1 in Algorithm 1 is the precomputation step and it
exhaustively search for quadratic cyclotomic classes. We can decrease the mem-
ory complexity substantially if we apply Theorem 1 below.

Theorem 1 [10]. If Step 1 of Algorithm 1 is replaced by command

CPQ = {1 + 2i : 1 ≤ i ≤ �n/2�, gcd(1 + 2i, 2n − 1) = 1} (1)

then the output of the algorithm does not change.

The motivation behind Theorem 1 is to construct a set in which there are at
least one representative from each cyclotomic class. The proof of Theorem 1 is
based on the fact that

x1+2�n/2�+u ≡ x2�n/2�+u ◦ x1+2�n/2�−u

mod (x2n − x)

for some positive integer u. This fact means that there exists at least one element
in the set in Eq. (1) from each cyclotomic class.

Remark 1. The precomputation and memory cost of both the adaptive and the
exhaustive searches in Algorithm 1 are 2n−1. On the other hand using Theorem
1 and Algorithm 2 given in [10],we need no precomputation step and the memory
reduces to �n/2� numbers.
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Algorithm 1: Algorithm of Decomposition into Quadratic Permutations
in [9]
Input: Integers n and d.
Output: All quadratic decompositions of xd over F2n [x].
1. First we build the set of all cyclotomic classes A(k), which are permutations
and denote this set by CP. Note that for any permutation xd, the degree d will
belong to only one cyclotomic class A(k) ∈ CP. Further, we consider the subset
of CP consisting of quadratic permutations denoted by CPQ.
2. For each k from CPQ compute the order of k as the smallest power mk such
that wt(kmk mod (2n − 1)) = 1. In other words, xmk has algebraic degree 1, i.e.
is a linear function. Hence, for each set A(k) we construct a corresponding set
P(k) which we call the power set of k, namely
P(k) = {ki mod (2n − 1)|i = 1, . . . , mk}. The collection of all power sets P(k)
we denote by P. Last define l = |P| and enumerate the representatives k of
P(k) ∈ P for example, ki for i = 1, . . . , l. Note 2 is not among them since it
generates a linear permutation.
3. Exhaustive Search: For each ji = 0, . . . , mki − 1 and j = 0, . . . , n − 1
compute the number z(j, j1, . . . , jl) = 2j

∏l
i=1 kji

i mod (2n − 1). Then check the
condition (�), i.e. whether z(j, j1, . . . , jl) = d. Note that the number

∑l
i=1 ji

corresponds to the length of the decomposition. If the check (�) is satisfied then
we remember the tuple (j′, j′

1, . . . , j
′
l) which results in the shorter decomposition

length. Naturally at the end we have the decomposition with the shortest
length. The complexity of this exhaustive search is n

∏l
i=1 mki .

4. Adaptive Search: We start in the same way as in the exhaustive search i.e.
for each ji = 0, . . . , mki − 1 and j = 0, . . . , n − 1, but with the additional
constrain on the length of the decomposition, i.e.

∑l
i=1 ji ≤ t for a chosen t.

However, when a tuple (j′, j′
1, . . . , j

′
l) is found which satisfies the check (�) and

achieves a shorter decomposition length than the already known, then search
space is reduced to only those tuples which have even shorter decomposition
length.

3 A Complementary Result for Theorem 1

In this section, we investigate whether the set given in Theorem 1 can be reduced
further. We formalize our problem as follows.

Problem 1. Find a systematic way to construct a set in which there is exactly
one element from each quadratic cyclotomic class.

We present Theorem 2 below which proves that Theorem 1 is a solution for
Problem 1.

Theorem 2. For all i, j, k ∈ Z satisfying 1 ≤ i < j ≤ n
2 and 0 ≤ k ≤ n − 1, we

have
1 + 2i 	≡ (1 + 2j)2k mod (2n − 1). (2)
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Proof. Assume the contrary: Let there exist integers i, j and k satisfying 1 ≤
i < j ≤ n

2 , 0 ≤ k ≤ n − 1 and Eq. (2). Then

2j+k + 2k − 2i − 1 = (2n − 1)l (3)

for some l ∈ Z
+ ∪ {0} (note that l cannot be negative since 0 < i < j). We

examine the rest in separate cases.

Case 1: Let l = 0, then 2j+k+2k = 2i+1. Since 2k ≥ 1, we must have 2i ≥ 2j+k

and hence i ≥ j. But this contradicts with the assumption that i < j.
Case 2: Let l > 0, then there exist unique l1, l2, . . . , lm ∈ Z satisfying 0 ≤ l1 <

l2 < · · · < lm and l = 2l1 + · · · + 2lm . Thus

2j+k + 2k + 2l1 + · · · + 2lm = 1 + 2i + 2n+l1 + · · · + 2n+lm . (4)

Taking the right hand side of Eq. (4) into account, we use the notation min =
0, min0 = i, min1 = n+ l1, . . . , minm = n+ lm.

Case 2.1: Let k = 0, then j ≥ max = n + lm and hence j ≥ n, which is a
contradiction.

Case 2.2: Let k > 0, then l1 = 0 since the right hand side is an odd number.
Then

2j+k + 2k + 2l2 + · · · + 2lm = 2i + 2n + 2n+l2 + · · · + 2n+lm .

Case 2.2.1: Let k = i, then max = n+ lm ≤ j + i. Thus j + i ≥ n, which is a
contradiction.

Case 2.2.2: Let k 	= i, then we must have k > i and l2 = i, since the equation
must be kept when we take modulo 2i+1. Then

2j+k + 2k + 2l3 + · · · + 2lm = 2n + 2n+l2 + · · · + 2n+lm .

Here, the terms of the right hand side are all distinct, therefore the right
hand side is in the base 2 representation. On the other hand, the number of
terms on the left hand side is equal to the number of terms on the right hand
side, which means that all the terms on the left hand side are all distinct,
too (otherwise, the number of terms of the base 2 representation of the left
hand side will decrease). Here, the smallest term on the right hand side is
2n whereas the smallest term on the left hand side is smaller than 2n since
k < n. This is a contradiction again. �

Remark 2. We would like to emphasize that the proof of Theorem 2 is based on
some elementary tools and presented compactly.

4 Conclusion

The problem of decomposition of power permutations into quadratic power per-
mutations over finite fields F2n , motivated from the applications to cryptography,
was investigated by Nikova et al. in [9]. The memory cost of the precomputation
step of the algorithm in [9] was substantially reduced by Otal and Tekin in [10].
In this paper, we proved that this reduction cannot be improved further; in that
way, we complemented the solution in [10].
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Abstract. Proofs of Retrievability (PoR) protocols ensure that a client
can fully retrieve a large outsourced file from an untrusted server. Good
PoRs should have low communication complexity, small storage overhead
and clear security guarantees with tight security bounds. The focus of
this work is to design good PoR schemes with simple security proofs. To
this end, we propose a framework for the design of secure and efficient
PoR schemes that is based on Locally Correctable Codes, and whose
security is phrased in the Constructive Cryptography model by Maurer.
We give a first instantiation of our framework using the high rate lifted
codes introduced by Guo et al. This yields an infinite family of good
PoRs. We assert their security by solving a finite geometry problem,
giving an explicit formula for the probability of an adversary to fool the
client. Moreover, we show that the security of a PoR of Lavauzelle and
Levy-dit-Vehel was overestimated and propose new secure parameters
for it. Finally, using the local correctability properties of Tanner codes,
we get another instantiation of our framework and derive an analogous
formula for the success probability of the audit.

1 Introduction

1.1 Context and State-of-the-Art

With the continuous increase in data creation, individuals and business entities
call upon remote storage providers to outsource their data. This new dependency
raises some issues, as the storage provider can try to read and/or modify the
client’s data. Besides, when a client does not often access his data, the service
provider can delete it to make room for another client’s data. In this context,
it appears important to deploy client side protections designed to bring secu-
rity guarantees like confidentiality and integrity. In this work, we focus on the
following problem: given a client who stored a file on a server and erased its
local copy, how can he check if he is able to retrieve his file from the server in
full? Addressing this issue is the goal of a class of cryptographic protocols called
Proofs of Retrievability (PoRs).
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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The first PoR scheme was proposed in 2007 by Juels and Kaliski [8] and
was based on checking the integrity of some sentinel symbols secretly placed
by the client before uploading its file. This scheme has low communication but
its drawback is that it is bounded-use only, as the number of possible verifica-
tions depends on the number of sentinels. To correct this drawback, Shacham
and Waters [15] proposed to append some authenticator symbols to the file.
Verification consists in checking random linear combinations of file symbols and
authenticators. Then comes a few PoR schemes based on codes. Bowers et al.
[2] proposed a double-layer encoding with the use of an inner code to recover
information symbols and an outer code to correct the remaining erasures. Dodis
et al. [4] formalize the verification process as a request to a code which mod-
els the space of possible answers to a challenge. They use Reed-Solomon codes
to design their PoR scheme. In 2013, Paterson et al. [14] laid the foundation
for studying PoR schemes using a coding theoretic framework. Following these
ideas, Lavauzelle and Levy-dit-Vehel [11] (2016) used the local structure of the
lifted codes introduced by Guo et al. [5] to build a PoR scheme, that compares
favourably to those presented above w.r.t. storage overhead.

Unfortunately, PoR schemes have a few issues. Indeed, their security defini-
tions are often unclear, making it hard to understand what they really achieve.
Moreover, when a client wants to retrieve his data, the security guarantees
brought by the use of the PoR scheme only holds under the condition that
both client and server unveil some private information (client’s secret material
and server’s state). We give a detailed explanation of this in Sect. 2.2. In 2018,
Badertscher and Maurer [1] used the Constructive Cryptography (CC) model
[12] to propose a new PoR definition, that avoids the aforementioned flaws.
They also designed a PoR scheme based on generic erasure codes. Generalizing
[1] and [11], we introduce a framework for designing secure, composable and
efficient PoR protocols based on locally correctable codes.

Our approach allows us to design and study the security of PoR schemes in a
modular fashion, that achieves stronger security and clearer security guarantees
than previous schemes (whose security was based on so-called ε adversaries or
related notions). Using another definitional model such as the Universal Com-
posability one by Canetti [3] would probably give closely related results. We
chose to use CC because it makes the resources available to the parties (namely,
untrusted server storage, local memories, communication channels) explicit. It
also makes the switching between computational, statistical and information-
theoretic security notions easy.

Locally correctable codes (LCCs), which are at the core of our work, were
formally introduced by Katz and Trevisan [9] in 2000. Reed-Muller codes are
well known to be locally correctable, but with poor rate as their length grows.
The year 2011 has seen a breakthrough in the theory of codes with locality,
with the construction by Kopparty et al. [10] of a class of high-rate LCCs -the
multiplicity codes- generalizing the Reed-Muller class. Other high-rate LCCs are
notably the lifted codes introduced by Guo et al. [5], and the expander codes of
Hemenway et al. [6]. The high rates of these codes permit to minimize the server
storage overhead, making them best suited for the outsourced storage context.
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We give an instantiation of our framework using the lifted codes of Guo et al.
In a nutshell, we exploit the geometric properties of lifted codes and the CC
security model for PoRs to give simple security proofs with tight bounds. This
is a key difference between our approach and the one of Lavauzelle and Levy-
dit-Vehel [11], which is also based on lifted codes and can in fact be seen as a
different instantiation of our framework. We also propose another instantiation
of our framework using the graph codes of Tanner [16].

1.2 Contributions

Given a LCC, we propose a canvas for deriving a PoR scheme. We get efficiency
by taking advantage of the local correctability of the code to design an audit
with low communication complexity. Using the CC security model for PoRs of
[1], we give clear and composable security guarantees for our PoR construction.
We are also able to give security bounds derived from geometric/combinatorial
proofs and we reevaluate the security of the scheme of [11].

As in many protocols, the client first encodes its file and uploads it to the
server. Retrieving the file is done by iterating the local decoder. With such a decod-
ing process in mind, for extracting the file, we identify the adversarial configura-
tions of corruptions that would prevent its extraction. This analysis of adversarial
impact permits us to phrase the security of the audit -which heavily relies on the
local correction step- as a problem about the structure of the code. Namely, if the
code uses geometric properties of Fm

q , we reduce the security of the audit to a finite
geometry problem that we thoroughly address in Sect. 5.2. If the code is a graph
code, we reduce the security to a graph theoretic problem in Sect. 5.3.

Instantiating our Framework with the Lifted Reed-Solomon Codes: we character-
ize all the configurations of corruptions that are impossible to correct using the
local correctability of those codes. More precisely, we show that these configura-
tions of corruptions correspond to sets of points verifying a geometric property
inside a vector space over a finite field. Then, we show that these sets of points
belong to a large number of affine lines. From this we derive an explicit formula
for the probability of the adversary to fool the client. Thus, we get a family of
PoR schemes with precise security guarantees. Efficiency of this construction is
shown in Fig. 6 and 7 of Sect. 6, where we also give a comparison between our
parameters and those of the PoR scheme of [11]. Our security analysis shows
that their scheme is insecure for their choice of parameters. Fortunately, we are
able to give new ranges of secure parameters in Fig. 6.

Instantiating Our Framework with Tanner Codes: we proceed analogously as in
the lifted Reed-Solomon codes case to first design a global decoder, and then
to characterize the configurations of erased edges that are unrecoverable by the
decoding algorithm. This way, we derive a bound for the failure probability of
the audit, that only depends on the choice of the graph.

In order to design our framework, we constructed a protocol to authenti-
cate outsourced data (aSMR, for Authentic Server Memory Resource1) that is
1 Following the terminology of [1].
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tailored for PoR purposes (see Sect. 4). Our aSMR is different from the one
of [1] in several aspects, notably, when dealing with encoded data, we halve the
extra storage needed in comparison to [1]. Further details are to be found in
Sect. 4. This new construction might be useful in other code-based schemes. It
can also be used to improve the efficiency of the generic PoR of [1].

2 Background

2.1 The Constructive Cryptography Model

The CC model, introduced by Maurer [13] in 2011, aims at asserting the real
security of cryptographic primitives. To do so, it redefines them in terms of so-
called resources and converters. In this model, starting from a basic resource
(e.g. communication channel, shared key, memory server...), a converter (a cryp-
tographic protocol) aims at constructing an enhanced resource, i.e., one with
better security guarantees. The starting resource, lacking the desired security
guarantees, is often called the real resource and the obtained one is often called
the ideal resource, since it does not exist as is in the real world. An example of
ideal resource is a confidential server, where the data stored by a client is read-
able by this client only. The only information that leaks to other parties is its
length. This resource does not exist, but it can be emulated by an insecure server
on which the client uses a suitable encryption protocol. We say that this con-
struction of the confidential server is secure if the adversary in the ideal world,
i.e. when a confidential server is used, is able to do the same things than in the
real world setting, i.e. when an insecure server is used together with the protocol.
We use the fact that the ideal world is by definition secure and contraposition
to conclude. This construction notion is illustrated in Fig. 2.

The CC model follows a top-down approach, allowing to get rid of superfluous
hypotheses made in other models. A particularity of this model is its composabil-
ity, in the sense that a protocol obtained by composition of a number of secure
constructions is itself secure. We give the required material to understand how
we use CC below. We follow the presentation of [7].

Resources, Converters and Distinguishers. A resource R is a system that inter-
acts, in a black-box manner, at one or more of its interfaces, by receiving an
input at a given interface and subsequently sending an output at the same inter-
face. Do note that a resource only defines the observable behavior of a system
and not how it is defined internally.

In CC, converters are used to link resources and reprogram interfaces, thus
expressing the local computations of the parties involved. A converter is plugged
in a set of interfaces at the inside and provides a set of interfaces at the outside.
When it receives an input at its outside interface, the converter uses a bounded
number of queries to the inside interface before computing a value and outputting
it at its outside interface. A converter π connected to the interface set I of a
resource R yields a new resource R′ := πIR. The interfaces of R′ inside the
set I are the interfaces emulated by π. A protocol can be modeled as a tuple of
converters with pairwise disjoint interface sets.



A Framework for the Design of Secure and Efficient Proofs of Retrievability 87

A distinguisher D is an environment that connects to all interfaces of a
resource R and sends queries to them. At any point, the distinguisher can end
its interaction by outputting a bit. Its advantage is defined as ΔD(R,S) :=
|Pr[D(R) = 1] − Pr[D(S) = 1]|.

In this work, we make statements about resources with interface sets of the
form I := P ∪{S,W}, where P := {C0,C} is the set of honest client interfaces. A
protocol is a pair of converters π := (πC0 , πC) that specifies one converter for each
interface. The goal of this protocol is to construct a so-called ideal resource from
an available real resource in presence of a potentially dishonest server S. The
world interface W models the direct influence of a distinguisher on a resource.

Specifications. In CC, systems are grouped according to desired or assumed prop-
erties that are relevant to the user, while other properties are ignored on purpose.
A specification S is a set of resources that have the same interface set and share
some properties, for example confidentiality. In order to construct this set of
confidential resources, one can use a specification of assumed resources R and a
protocol π, and show that the specification πR satisfies confidentiality. Proving
security is thus proving that πR ⊆ S, sometimes written as R π−→ S, and we say
that the protocol π constructs the specification S from the specification R. The
composition property of the framework comes from the transitivity of inclusion.
Formally, for specifications R,S and T and protocols π for R and π′ for S, we

have R π−→ S ∧ S π′
−→ T ⇒ R π′◦π−−−→ T .

We use the real-world/ideal-world paradigm, and often refer to πR and S
as the real and ideal-world specifications respectively, to understand security
statements. Those statements say that the real-world is “just as good” as the
ideal one, meaning that it does not matter whether parties interact with an
arbitrary element of πR or one of S. This means that the guarantees of the ideal
specification S also apply in the real world where an assumed resource is used
together with the protocol.

We use simulators, i.e., converters that translate behaviors of the real world
to the ideal world, to make the achieved security guarantees obvious. For exam-
ple, one can model confidential servers as a specification S that only leaks the
data length, combined with some simulator σ, and show that πR ⊆ σS. It is
then clear that the adversary cannot learn anything more that the data length.

Server-Memory Resources. We recall the constructions of [1] that we will use
or improve in this work. The first resource is the basic server-memory resource
(SMR) denoted by SMRΣ,n where Σ is the alphabet and n is the number of
data blocks. It allows a client to read and write data blocks that are encoded
as elements of a finite alphabet Σ via interface C. The interface C0 is used to
set up the initial state of the resource. The server can be “honest but curious”
by obtaining the entire history of accesses made by the client (a log file) and
reading its data at interface SH . The server can also be intrusive and overwrite
data using its interface SI when the resource is set into a special write mode.
This write mode can be toggled by the distinguisher at the world interface W.
The specification of the resource SMRΣ,n is given in Fig. 1.
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Fig. 1. Description of the basic server-memory resource

In Fig. 2, taken from [1], we illustrate the CC construction notion on SMRs.
The SMR security guarantees can be augmented to provide authenticity by using
a suitable protocol in this construction notion. This new SMR is called authentic
SMR, denoted by aSMRΣ,n, and is constructed in [1]. In aSMR, the behavior
of the server at interface SI is weakened as the server cannot modify the content
of data blocks but is limited to either delete or restore previously deleted data
blocks. A deleted data block is indicated by the special symbol ε. In this work,
we use a different aSMR specification that the one used in [1]. We modify
the restore behavior to only restore data blocks that were deleted after the
last client update of the database. We introduce a version number that tracks
the number of said updates in the history of the aSMR and the client is now
allowed to overwrite corrupted data blocks. These changes decrease the storage
overhead along with the communication complexity of read operations while the
communication complexity of write operations is increased in comparison to the
specification of [1]. Our changes to the aSMR yield substantial improvements
for the parameters of our code-based PoR schemes. Our take on the aSMR
resource is described in Fig. 3 and our changes are precised in Sect. 4.
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Fig. 2. Illustration of the construction notion for SMRs. On the left, we have a real
SMR with a protocol for the client. On the right, we have an ideal SMR with stronger
security guarantees. The construction is secure if there exists a simulator that makes
these two resources indistinguishable.

Fig. 3. Our new authentic SMR (only the differences with SMR are shown)

2.2 Proofs of Retrievability

Proofs of Retrievability (PoR) are cryptographic protocols whose goal is to guar-
antee that a file stored by a client on a server remains retrievable in full. PoRs
thus involve two parties: a client who owns a file F and a server, here modeled
as a SMR, on which F is stored. We recall the commonly used definitions for
PoR security as presented in [11]. A PoR scheme is composed of three main
procedures:

• An initialization phase. The client encodes his file F with an initialization
function Init(F ) = (F̃ , data). He keeps data (e.g. keys, etc.) for himself,
then he sends F̃ to the server and erases F .

• A verification phase. The client produces a challenge c with a randomized
Chall function and sends it to the server. The latter creates a response r =
Resp(F̃ , c) and sends it back to the client. The client checks if r is correct
by running Verif(c, r), which also access data, and outputs accept if r is
considered correct and reject otherwise.
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• An extraction phase. If the client has been convinced by the verification phase,
he can use his Extract algorithm to recover his whole file with high proba-
bility.

The security of PoR schemes is usually defined with ε-adversaries. In a PoR
scheme, the client wants to use the Verif procedure to be sure that he will be
able to retrieve his file in full when using the Extract procedure. The following
definition models the fact that, if the server’s answers to client’s challenges make
him “look like” he owns the file, then the client must be able to recover it entirely.

Definition 1 (ε-adversary). Let P be a PoR system and X be the space of
challenges generated by Chall. An ε-adversary A for P is an algorithm such
that, for all files F , Prx∈X [Verif(x,A(x)) = false] ≤ ε.

The client models the server as an ε-adversary and uses his verification pro-
cess to maintain an approximation of ε. Depending on this estimate, the client
can decide whether his file is retrievable or not. The security of PoRs is thus
usually measured as follows:

Definition 2 (PoR security). Let ε, ρ ∈ [0, 1]. A PoR system is (ε, ρ)-sound
if, for all ε-adversaries A and for all files F , we have Pr[ExtractA = F ] ≥ ρ
where the probability is taken over the internal randomness of ExtractA.

As pointed out by Badertscher and Maurer in [1], this model has a major
drawback concerning client-side security guarantees. The most important thing
for the client, the availability of his data, is conditioned to the execution of
the Extract algorithm which needs to access the client’s private data and the
server’s strategy (as indicated in Definition 2). In practice, no server would reveal
its entire state to a client. This problem is addressed in [1], where the authors
used the CC framework to propose a definition of PoRs that fixes this drawback.
In their work, they introduced an ideal abstraction of PoRs in the form of an
ideal SMR that sees the client’s interface augmented with an audit mechanism.
On an audit request, the resource checks whether the current memory content
is indeed the newest version that the client wrote to the storage. If a single
data block has changed, the ideal audit will detect this and output reject to
the client. In case of a successful audit (returning accept), this guarantee holds
until the server gains write-access to the storage, in which case a new audit has to
reveal whether modifications have been made. We present the specification of the
auditable and authentic SMR aSMRaudit

Σ,n in Fig. 4. In addition to the advantages
we discussed, we believe that this CC based security model is simpler and more
intuitive than the one of ε-adversaries.

In CC, a PoR scheme is given by a pair of converters por := (porinit, poraudit)
where porinit implements the (write, F ) query that uploads F (or an
encoded/encrypted version of F ) on the SMR, where F is the client’s file and
poraudit implements the audit query that returns either accept or reject, and
the read query that extracts the file F from the SMR.
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2.3 Locally Correctable Codes

In [1], Badertscher and Maurer give a protocol based on generic erasure codes to
construct the auditable aSMR. Due to the use of classical codes, a client who
wants to read a single data block needs to read the entire memory in order for
him to run the decoding algorithm of the code to recover (or not) the data block.
In this work, we show how one can use LCCs, so that one has to read only a
small number of memory positions to recover one data block, while keeping the
auditable property of the constructed resource. We now briefly present LCCs,
which were formally introduced by Katz and Trevisan [9] in 2000.

Fig. 4. Description of the auditable and authentic SMR of [1] (only the differences
with our aSMR are shown)

Definition 3 (Locally correctable code). Let r ∈ N, δ ∈ [0, 1] and ε : [0, 1] →
[0, 1]. A code C ⊆ F

n
q is said to be (r, δ, ε)-locally correctable if there exists a

probabilistic decoding algorithm A such that,

1. For all c ∈ C, for all i ∈ �1, n� and for all vectors y ∈ F
n
q with relative

Hamming distance Δ(c,y) ≤ δ, we have Pr[Ay(i) = ci] ≥ 1 − ε(δ), where the
probability is taken over the internal randomness of Ay.
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2. The algorithm A makes at most r queries to the vector y.

In this work, we consider locally correctable codes for erasures and we do not
use the estimate of their failure probability. See Sect. 3 for more details.

3 Our Framework

We describe our framework which derives PoR schemes from a given LCC C.
In all our PoRs, the client’s file is encoded as a codeword of C and uploaded to
the server. We want to protect the client from an adversary able to introduce
corruptions on the outsourced file. To do so, we need to describe an audit that
probes a few symbols of the outsourced file and accepts if it thinks that the
corruptions can all be corrected. Recall that, in the CC definition, an audit is
considered secure if it only succeeds when the outsourced file is retrievable in
full, without modifications. If we want to derive PoR schemes from an LCC C in
CC, we thus need to do the following three things:

1. Give an extraction procedure that aims at retrieving the outsourced file while
correcting any corruption encountered.

2. Characterize the configurations of corruptions that are uncorrectable by this
extraction procedure.

3. Give an audit procedure that is able to detect those configurations of uncor-
rectable corruptions on the outsourced file.

Since a good PoR scheme must have low communication complexity, we want
to exploit the locality of LCCs to design our audit procedure. We choose our
extraction procedure as an iteration of the local correction algorithm of the LCC.
This means that our schemes will try to locally correct any corruption encoun-
tered during the extraction. Thus, we need a way to identify those corruptions.
Using the composability of the CC framework, we will place ourselves in a set-
ting where adversaries can only introduce erasures on the outsourced file. We
can design our PoR schemes with this assumption and we will need to construct
an authenticated server to realize it later on. Our blueprint becomes:

1. Give an extraction procedure that aims at correcting erasures by using the
local correctability of C.

2. Characterize the configurations of erasures that are uncorrectable by this
extraction procedure.

3. Our audit is the following: try to locally correct a random position of the out-
sourced file, if the correction is impossible return reject, else return accept.

In step 2, we identify the configurations of erasures that are unrecoverable
when iterating the local correction of C. We find a lower bound on the number of
local correction queries that would fail if such a configuration of erasures existed.
When instantiating our framework in Sect. 5, we shall see that this problem is,
in practice, much easier than giving a lower bound on the minimum size of such
a configuration of unrecoverable erasures. In the CC model of security for PoRs,
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the advantage of the adversary in breaking the security of the scheme is the
probability that the audit accepts while the file is not retrievable. In our case,
our audit consists in checking if a random local correction query succeeds. Our
file is not retrievable if there exists a configuration of unrecoverable erasures.
Thus, the lower bound we computed above is all we need to assess the security
of the PoR. We give a complete proof when instantiating our framework, see
Theorem 1 of Sect. 5.

More precisely, let C be an erasure code of length n, alphabet Σ and erasure
symbol ⊥. Suppose that C possesses a local erasure decoder L with query space
Q ⊆ 2[1,n]. On query q ∈ Q and input w ∈ (Σ ∪ {⊥})n such that there exists
c ∈ C such that for any i ∈ [1, n], wi �=⊥ implies wi = ci, L probes the symbols
w|q := (wi)i∈q of w and attempts to correct its erasures if they exist. We can
define a global decoder G for C by iterating L until no erasures remain. Let
P be a predicate on ∪n

i=0(Σ ∪ {⊥})i, i.e., for w ∈ (Σ ∪ {⊥})n and q ∈ Q,
P (w|q ) ∈ {true, false}. Let 0 ≤ ε ≤ 1 and suppose that we have the following
property:

∀w ∈ (Σ ∪ {⊥})n, if at least one erasure of w cannot be corrected by G
then Pr

q∈Q
[P (w|q ) = false] ≥ 1 − ε (1)

We define our general PoR scheme por := (porinit, poraudit), where:

1. On input (write, F ), porinit encodes F into a codeword F̃ of C and writes F̃
in the aSMR memory.

2. On input audit, poraudit samples a query q ∈ Q uniformly. If w is the file stored
in the SMR, poraudit retrieves w|q with read queries. Then, the converter
returns accept if P (w|q = true) and returns reject otherwise.

3. On input (read), the converter poraudit tries to extract the file F using the
global decoder G of C.

Recall that in the CC model of security for PoRs, the advantage of the
adversary in breaking the security of por is the probability that the audit accepts
while the file is not retrievable. In our case, this advantage is upper bounded by
ε (see Eq. 1). We believe our security model for PoRs to be cleaner, simpler and
to give clearer security guarantees than the ε-adversary model.

4 Our Authentication Protocol

Recall that we focus on schemes based on erasure capabilities of error correcting
codes. Thus, we need a setting where the actions of adversaries only lead to
introducing erasures, instead of errors, in the outsourced data. This is exactly
what an authentic server-memory resource (aSMR) achieves since the adversary
can only delete data or restore previously deleted data. Thus, we need a protocol
that constructs an aSMR from a basic SMR.

In [1], Badertscher and Maurer present a protocol that constructs an aSMR
using a MAC function, timestamps and a tree structure on the outsourced data.
Their construction of the aSMR has the following features:
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1. The aSMR of size n with alphabet Σ is constructed from an SMR of size
2n − 1, alphabet Σ × Zq × T and a local memory of constant size for the
client. T is the tag space of the MAC function used.

2. To read or write one memory cell on aSMR, the protocol of [1] produces
O(log n) read and write queries to SMR.

Our work focuses on PoR schemes where the client uploads a very large
encoded file to an outsourced server. In this context, the logarithm of the size
of the alphabet Σ is an order of magnitude smaller than the length of the MAC
tags. The aSMR construction of [1] is thus not suited for this kind of application.
Its issues are threefold. First, since the file size is huge, a factor of 2 in the storage
overhead is a big problem. Second, the O(log n) communication complexity for
write operations is of no use to us since we will be working on encoded data
and updating a codeword requires anyway to read a linear number of symbols.
Third, the verification phase of PoRs often consists in probing as few symbols as
possible to ensure that the outsourced file is retrievable in full. Having a O(log n)
read communication complexity is a problem in this context.

With these observations, we now present a different protocol that constructs
an aSMR with good features for our context:

1. Our aSMR of size n with alphabet Σ is constructed using an SMR of size
n, alphabet Σ × T and a local memory of constant size for the client.

2. A read request to our aSMR produces only one read request to SMR.
3. A write request to our aSMR produces at most 2n − 1 read and write

requests to SMR.

This way, we minimize the storage overhead and the communication com-
plexity of read requests on the one hand. On the other hand, the increased
communication complexity for write requests does not matter since our PoR
schemes use only one such request. We sketch our protocol.

In the following, let n be the size of the SMR, fsk(·) be a MAC function
with tag space T and Σ be a finite alphabet. The protocol auth starts with the
clients choosing a secret key sk for the MAC function, setting a version number
ctr to 0. The main idea is the following: if the i-th cell is supposed to store the
data x ∈ Σ, the protocol will store the pair (x, fsk(x, ctr, i)) ∈ Σ×T instead. Do
note that the version number ctr is incremented with every write request. This
also means that every valid tag needs to be updated with every write request.
Intuitively, this protocol prevents the adversary from:

1. Replacing the data x with y �= x since this would make the tag invalid.
2. Moving the data stored in location i to location j �= i since this would make

the tag invalid.
3. Replaying an older value since the version numbers would not match and the

tag would thus be invalid.
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5 Instantiation with High Rate LCCs

5.1 Lifted Reed-Solomon Codes

We introduce a very interesting class of LCCs, namely the high rate lifted Reed-
Solomon (RS) codes of Guo et al. [5]. In the following, let Fq be the finite field
with q elements and m be a positive integer. The set of affine lines in F

m
q is

denoted by Lm := {(at + b)t∈Fq
| a, b ∈ F

m
q }. RSq[q, d] is the q-ary RS code of

length q and minimum distance d = q − k + 1.

Definition 4 (Lifted Reed-Solomon Code [5]). Let Fq be a finite field. Let
d,m ∈ N

∗. The m-lift of RSq[q, d] is Liftm(RSq[q, d]) := {w ∈ (Fq)qm | ∀ line 	 ⊆
F

m
q , w|� ∈ RSq[q, d]}.

As we are using an aSMR, codewords can only be affected by potential
erasures. A codeword of the RS base code RSq[q, d] is the vector of evaluations
of a polynomial f of degree strictly less than k = q − d + 1. Thus, if there are at
most d−1 erasures, we can always recover the codeword i.e. the polynomial f by
interpolating on k > deg f points. Therefore, if we want to correct a coordinate
x ∈ F

m
q of the Liftm(RSq[q, d]) code, we can pick a random line going through x

and run the aforementioned local decoding algorithm.

5.2 The Lifted RS PoR Scheme

In this section, we use our PoR framework to design a secure and efficient PoR
scheme using lifted RS erasure codes. We call this scheme lifted RS PoR scheme.
We build our PoR for an aSMR and then use the composability of CC. Since
this server is authenticated, we only have to deal with potential erasures instead
of errors. Using the blueprint of Sect. 3, we need to do the following:

1. Give a global decoding algorithm for lifted RS codes using their local cor-
rectability.

2. Characterize the configurations of erasures that are unrecoverable by this
algorithm.

3. Give an audit procedure that is able to detect those configurations of uncor-
rectable corruptions on the outsourced file.

Let us start with the global decoding algorithm. For the lifted RS code
Liftm(RSq[q,m]), our global decoder works as follows. For each erasure, the
decoding algorithm corrects it by finding, if it exists, a line going through the
erasure and containing less than d − 1 other erasures (using interpolation as
quoted in Sect. 5.1). If one or more erasures have been corrected during this step,
the algorithm tries to correct the remaining erasures using the same method.
Indeed, since some erasures were corrected, there exist lines with less erasures
than before. If, during one iteration, no erasures have been corrected, the algo-
rithm stops and returns the current vector. We give a pseudo-code description
of this algorithm in Fig. 5.
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Fig. 5. Our global decoding algorithm for lifted Reed-Solomon codes.

We now study the fail cases of the global decoding algorithm. Let
Liftm(RSq[q, d]) be a lifted RS code. For an erased position s ∈ F

m
q to be unre-

coverable, it is necessary that each line going through s possesses at least d
erasures. However, it is not sufficient. Indeed, suppose that there exists a line 	
going through s with exactly d erasures. If there exists an erasure position s′ on
the line 	 and a line 	′ going through s′ with at most d − 1 erasures then the
symbol erased at position s′ can be recovered using the RSq[q, d] decoder. Since
s′ lies on 	, this means that 	 now contains only d − 1 erasures and they all can
be corrected, the one at s included.

In order to capture a set of unrecoverable erasures for our global decoding
algorithm, we introduce the following property:

Definition 5. Let Fq be a finite field and m, d be positive integers. We say that
a set S ⊆ F

m
q is a d-cover set if S verifies the following property:

∀s ∈ S,∀ line 	 ⊆ F
m
q going through s, |S ∩ 	| ≥ d

Or equivalently, for all line 	 ⊆ F
m
q , |S ∩ 	| = 0 or |S ∩ 	| ≥ d

Since the d-cover subsets of Fm
q represent the unrecoverable erasure patterns,

we want to find an audit procedure that can detect their existence with high
probability and low communication complexity. We propose the following audit:

1. The client randomly chooses a line 	 ⊆ F
m
q .

2. The client retrieves the restriction of the outsourced file to the chosen line.
3. If it contains d or more erasures, reject, if not, accept.

The next step is to determine the probability that this audit detects a set
of unrecoverable erasures if one exists. Let S ⊆ F

m
q be a non-empty d-cover set.

Then there exists s ∈ S and for each line 	 going through s, |	 ∩ S| ≥ d. We also
know that for any line 	 ⊆ F

m
q , either |	 ∩ S| = 0 or |	 ∩ S| ≥ d.

Recall that L := (qm −1)/(q−1) is the number of lines going through a point
in F

m
q and that qm−1L is the total number of lines in F

m
q . Let 	 be the randomly

chosen line for the audit and s be an element of S. We have:
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Pr[|	 ∩ S| �= 0] =
L

qm−1L
+

(
1 − 1

qm−1

)
· Pr[|	 ∩ S| �= 0 | s /∈ 	]

Let E be the event {|	 ∩ S| �= 0 | s /∈ 	}. For each point x ∈ 	, there is a
unique line (xs) going through x and s. Since s ∈ S, this line contains at least d
erased points in S, one being s. Since lines in F

m
q have q points, the probability

that x ∈ S is at least (d − 1)/(q − 1). Moreover, if at least q − d + 1 points of 	
do not belong to S we immediately know that 	 ∩ S = ∅ since, by definition of
S, either |	∩S| = 0 or |	∩S| ≥ d. Thus, Pr[E] ≥ 1− (1− (d − 1)/(q − 1))q−d+1.

Therefore, Pr[|	 ∩ S| �= 0] ≥ 1 −
(

1 − 1
qm−1

)(
1 − d − 1

q − 1

)q−d+1

.

The calculation we just made is essential. Indeed, since we supposed S �= ∅,
the event ¬{|	∩S| �= 0} can be interpreted as ‘on probed line 	, the audit accepts
although the file is not retrievable‘. In the CC security model for PoR, this is
exactly the advantage of the distinguisher, i.e. the security of the scheme. In
other words, we just upper-bounded the security of our PoR scheme.

We now formally prove the security of our PoR in the CC framework. We
quickly describe the converters lift rs porinit and lift rs poraudit. Both use the
encoder and global decoder for lifted RS codes. On input (read, i), both con-
verters retrieve the whole memory using read requests, then they call the global
decoder on the obtained word (corrupted values ε are replaced with erasures) and
return the i-th symbol of the output if decoding succeeds. On input (write, i, x),
both converters retrieve the whole memory with read requests and decode it like
before. If decoding succeeds, they replace the i-th symbol by x, encode the whole
word and store it on the SMR using write requests.

On input audit, lift rs poraudit chooses a random line 	 ⊆ F
m
q and retrieves

the restriction of the outsourced file to 	 through read requests. If the restriction
contains d or more erasures, it returns reject. If not, it returns accept.

Theorem 1. Let d,m, 	 ∈ N, Fq be a finite field. The protocol lift rs por :=
(lift rs porinit, lift rs poraudit) for the lifted RS code Liftm(RSq[q, d]) of dimension
	 constructs the auditable and authentic SMR, say aSMRaudit

Σ,� , from aSMRΣ,qm ,
with respect to the simulator simaudit. More precisely, for all distinguishers D
making at most r audits, we have

ΔD(lift rs porP aSMRΣ,qm , simS
audit aSMRaudit

Σ,� ) ≤ r ·
(

1 − 1

qm−1

) (
1 − d − 1

q − 1

)q−d+1

Proof. Since our scheme is clearly correct (i.e. the client can always retrieve its
file when there is no adversary), we alleviate notations and proofs by omitting
correctness. We prove security by comparing the behaviors of the audit of the real
system (the aSMR with the protocol) with that of the ideal one (the aSMRaudit

with the simulator). We describe the simulator simauth. It maintains a simulated
memory, emulating the real world memory, using the history of the ideal resource.
On (delete, i), the simulator replaces the i-th entry of its simulated memory
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by ε. On (restore, i), the simulator restores the content of the i-th entry of its
simulated memory to the last value written there. The simulator maintains a
simulated history using the ideal history of the aSMRaudit.

If, after a delete request, the set of corrupted locations of the simulated
memory contains a d-cover subset of Fm

q , the simulator deletes the whole ideal
memory by sending delete requests to aSMRaudit. Similarly, if after a restore
request, the set of corrupted locations of the simulated memory does not contain
a d-cover subset of Fm

q , the simulator restores the whole ideal memory by sending
restore requests to aSMRaudit.

On an audit request, the simulator chooses a random line 	 ⊆ F
m
q , adds the

entries (read, i) for i ∈ 	 to its simulated history. Then, if the restriction of its
simulated memory to 	 contains strictly less than d corrupted cells, the simulator
sends allow to aSMRaudit. Else, it instructs the aSMRaudit to output reject.

Upon auditReq at Interface SH : Recall that d-cover sets are the sets of unre-
coverable erasures for our global decoder of lifted RS codes. Suppose that a
subset of the corrupted cells forms a d-cover set. In order to run the audit, the
converter chooses a random line 	 ⊆ F

m
q , retrieves the restriction of the memory

to this line through read requests and adds the corresponding entries to its sim-
ulated history. We showed, see Eq. 5.2, that the probability that this restriction
contains strictly less than d erasures, i.e., that the audit is successful, is less than
(1 − 1/qm−1)(1 − (d − 1)/(q − 1))q−d+1.

The simulation is perfect unless the following BAD event occurs: having sim-
ulated a real audit, the simulator answers allow (audit should succeed) whereas
a d-cover subset of corrupted cells exists. In that case, the simulator has chosen a
restriction of the memory to a line 	 that contains strictly less than d corrupted
cells, and has written the corresponding read requests to its simulated history.
Note that the distinguisher has access to the simulated history. Then, the simu-
lator outputs allow to the ideal resource, that runs the ideal audit. Since there
exists a d-cover set of corrupted memory cells, the file is unretrievable so the ideal
audit fails and the client receives reject. The distinguisher thus observes the
following incoherence: reject is output while the (simulated) history contains
the trace of a valid audit. The adversary knows that this is the ideal system.

To sum up, the only observable difference from a distinguisher point of view
lies in the audit procedure. The overall distinguishing probability is thus the one
of distinguishing a real audit from a simulated one. As we saw, if the distinguisher
runs r audits, this probability is less than r·(1−1/qm−1)·(1−(d−1)/(q−1))q−d+1,
yielding the aforementioned result. ��

5.3 The Graph Code PoR Scheme

We give another instantiation of our framework using the graph codes of Tanner
[16]. We briefly recall how these codes are constructed.

Let G = (V,E) be a q-regular graph on n vertices. For a vertex v ∈ V , let
Γ(v) be the set of vertices adjacent to v. Let F be a finite field and let C0 ⊆ F

q be
a linear code, called the inner code. Fix an arbitrary order on the edges incident
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to each vertex of G and let Γi(v) be the i-th neighbor of v. A Tanner code is
defined as the set of all labelings of the edges of G that respect the inner code
C0. Formally,

Definition 6 (Tanner code). Let G = (V,E) be a q-regular graph on n vertices
and let C0 ⊆ F

q be a linear code. The Tanner code C(G, C0) ⊆ F
E is a linear code

of length nq/2, so that for c ∈ F
E, c ∈ C(G, C0) if and only if, for all v ∈ V ,

(c(v,Γ1(v)), . . . , c(v,Γq(v))) ∈ C0.

One can easily check, by counting constraints, that if C0 has rate R, then
C(G, C0) has rate at least 2R−1. These codes possess some sort of local correction.
Indeed, to correct an edge e incident to a vertex v, one can retrieve the vector
(c(v,Γ1(v)), . . . , c(v,Γq(v))) of labels of edges incident to v and correct it using the
decoder of C0.

In the following, let d be the minimum distance of the inner code. Again,
using the composability of CC, we only have to deal with potential erasures.
Following our framework of Sect. 3, we start by sketching our global decoder.
In the following, we say that an edge is erased when the label of that edge is
erased. Similarly, we say that we correct an edge if we correct the label of that
edge.

Assume that we want to correct an erasure on an edge e incident to a vertex
v. If v is incident to less than d−1 erased edges, we can use the erasure decoding
of C0 to correct all the edges incident to v, e included. Otherwise, v is incident
to k > d − 1 erased edges. Pick an erased edge incident to v. This edge is also
incident to a vertex v′ �= v. If v′ is incident to less than d − 1 erased edges, we
can correct them all and v is now incident to k − 1 erased edges. If k − 1 ≤ d− 1
we can correct the edge e. Else, we iterate the process on v and its neighbors.

Now, we have to characterize the configurations of erased edges that are
unrecoverable for our decoding algorithm. We claim that these unrecoverable
configurations correspond to subgraphs of G of minimum degree d. Indeed, these
are the graph analogues of the d-cover sets for lifted RS codes. We prove our
claim: suppose that the subgraph formed by the unrecoverable edges possesses a
vertex v incident to less than d − 1 unrecoverable edges. Then, by iterating the
local decoding algorithm, we can recover the other edges incident to v so that
only these unrecoverable edges remain erased. Then, since there are less than
d − 1 erased edges incident to v and since the minimum distance of the inner
code is d, we can correct all the edges incident to v using the decoder of the
inner code. This is in contradiction with these edges being unrecoverable.

Finally, the audit consists in randomly choosing a vertex v and retrieving
the vector w := (c(v,Γ1(v)), . . . , c(v,Γq(v))) of labeling of edges incident to v. If w
contains d or more erasures, the audit rejects. Else, it accepts.

The security of the audit depends on the graph G and the minimum distance
d of the inner code C0. The bigger the minimum subgraphs of G with minimum
degree d are, the better the security of the PoR will be. Indeed, let s be the
minimum size (number of vertices) of a subgraph of G with minimum degree d.
For a configuration of unrecoverable erasures to exist, we thus need at least s
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vertices of G with at least d erased edges. Recall that our audit chooses a random
vertex of G and accepts if and only if this vertex is incident to less than d − 1
erased edges. Thus, the probability that our audit accepts when there exists an
unrecoverable set of erased edges is less than 1 − s/|V |. In our framework, this
is exactly the advantage of the adversary in breaking the security of our PoR. A
similar proof ans simulator to the ones of Theorem 1 yield the following theorem:

Theorem 2. Let G = (V,E) be a q-regular graph with |V | = n and let C0 ⊆ F
q

be a linear code with minimum distance d and rate R. Let s be the minimum size
(number of vertices) of a subgraph of G with minimum degree d. The protocol
graph por := (graph porinit, graph poraudit) for a Tanner code C(G, C0) of length
nq/2 and rate at least 2R − 1 that:

1. Starts by encoding the file and uploads it to the server.
2. On an audit request, chooses a random vertex v ∈ V and accepts if and only

if v is incident to less than d − 1 erased edges.
3. Extracts the file using the algorithm sketched above.

constructs the auditable and authentic SMR, say aSMRaudit
F,(2R−1)nq/2, from

aSMRF,nq/2, with respect to the simulator simaudit. More precisely, for all dis-
tinguishers D making at most r audits, we have

ΔD(graph porP aSMRF,nq/2, sim
S
audit aSMRaudit

F,(2R−1)nq/2) ≤ r ·
(
1 − s

n

)

6 Parameters

The impact of the choice of the lifted RS code on the parameters of our lifted RS
PoR scheme are highlighted in Fig. 7. The grey line gives a choice of parameters
with a storage overhead of 13.9% and total communication of 0.01% of the file
size. Increasing the length q of the RS base code decreases the storage overhead
and increasing the lifting parameter m increases the size of the file stored. Exact
formulae for the parameters of our scheme is given in Fig. 6.

Let us compare our parameters with the ones of [11]. First, in both schemes,
the client’s file is encoded using a lifted RS code and the audit consists in probing
the restriction of this codeword to a random affine line. In our case, we authenti-
cate the data using our MAC based authentication protocol (see Sect. 4) whereas
[11] binds data to a specific location by using an encryption scheme. Let κ be
the computational security parameter of both schemes and Σ be the alphabet
of the code. Our scheme stores a code symbol along with a MAC tag, that is
κ + log |Σ| bits, in each memory location of the server whereas [11] stores a
ciphertext, that is κ bits, in each memory location. Since log |Σ| � κ (we have
κ = 128 and |Σ| = q in Fig. 7), our scheme and the one of [11] have very close
storage overhead and communication complexity. In [11], the minimum distance
of the code d is chosen to be equal to 2. Using our security analysis of Theo-
rem 1, we show that the [11] scheme has only 1.44 bits of statistical security,
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when d = 2, whereas state-of-the-art schemes expect at least 40. See Fig. 7 for
our recommended parameters.

A major benefit of our scheme is that our audit produces less “false positives”
than the one of [11]. For PoRs, a false positive occurs when an audit rejects while
the file is still retrievable. In other words, the client thinks that he lost his file, but
it is still retrievable in full. The number of false positive audits has no influence
on the security of the PoR but, in practice, it is a situation that we absolutely
wish to avoid. The audit of [11] rejects if the restriction of the file to an affine
line does not belong to the RS base code. In other words, if there is at least one
corruption on the line probed by the audit, it deems the file unretrievable. If the
adversary introduces at least one erasure on every line of the space, the audit
would always reject independently of the correction capability (i.e. the minimum
distance) of the code. Using our framework and our authentication protocol, we
are able to fix this problem. Indeed, our audit deems the file unretrievable only
if the probed line contains at least d erasures, where d is the minimum distance
of the RS base code. This means that we drastically decrease the number of false
positive audits, making our scheme much more reliable and usable in practice.

For example, suppose that the outsourced file is encoded using a lifted RS
code over F

2
q with minimum distance d ≥ 3. Let 	1, 	2 be two intersecting lines

in F
2
q. Suppose that an adversary erases all the file’s symbols at the locations

given by 	1 and 	2 and no other symbols. Of course, the file is still retrievable
since the local decoder can correct all the erasures of 	1 \ 	2 by querying all the
lines parallel to 	2 (these lines contain only one erasure and d ≥ 3). Then, the
local decoder can correct all the erasures of 	2 by querying any line intersecting
	2. Unfortunately, in this situation, the audit of [11] rejects with probability 1.
Indeed, their audit chooses a random line 	 in F

2
q and rejects if 	 contains at

least one erasure. This is always the case here since, either 	 intersects 	1 or, 	
is parallel to 	1 and is thus intersecting 	2. This is not the case with our audit.
Indeed, since only two lines of F2

q have d or more erasures, our audit rejects with
probability 2/(q2 + q) since there are q2 + q lines in F

2
q.

Future work includes evaluating the efficiency of our Tanner code PoRs
according to different choices of inner codes and graphs as well as instantiat-
ing our framework with other families of high-rate locally correctable codes.

Fig. 6. The exact parameters of our scheme. |F | denotes the file size in bits, κ the
security parameter of the MAC, q the field size and m ≥ 2 the lifting parameter. We
have Rqm log q = |F |.
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Fig. 7. Different choices of lifted Reed-Solomon codes for our PoR scheme.
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Abstract. For some applications, systems and devices, it might be
desirable to take as few as possible of bit memory space and still keep the
same result. Compression point is a new method that used some arith-
metic operation in (ECC) elliptic curve cryptography to reduce memory
space. If we take any point on the elliptic curve, we can see that this
point is consisting of two coordinates x and y, so with compression point
we can compressed this point and keep only one coordinate x or y and
one sign bit/trit, requiring only half the space. In this paper, we will
show new methods of compression point that can save 25% of the space
memory in fields of characteristic 3, and compare it with previous result.

Keywords: Elliptic curve · Compression point · Affine coordinate ·
Field of characteristic 3

1 Introduction

The benefice of (ECC), which was finded by the authers of [1,2] independently
(Neal Koblitz and Victor Miller) is that requires a smaller key sizes (less mem-
ory space) than the other public cryptosystems. Compression point method is
used if we want to compress the points on the elliptic curve which contain two
coordinates x and y, to reduce them into just one coordinate x or y and one sign
bit/trit, this compression can save half of the memory space but add a numbers of
arithmetic operation like inversion, square, multiplication, square root and cube
root operation, the last two operations are hard to calculate. In general and also
in [4], an elliptic curve is define as P (x, y) = f(x) − y2 = x3 + ax2 + b − y2 = 0,
a point (x, y) on this curve E(Fq3) is compressed as (x, β) where β is a single
sign bit, to return to the full point (x, y), we can decompress the value y are
recovered it from (x, β) by solving for y the curve equation P (x, y) = 0, which
involves computing a square root

√
f(x). There is other way to apply compres-

sion point, it when compress (x, y) as (α, y), to return to the full point (x, y)
we can recover the point x by solving the curve equation for x instead of y, in
this case a cubic root is required. In the 21th centuries, a lot of researchers was
developing more and more application in this fields [6–11]. Khabbazian et al.
in [5] have remarked that two points P1 = (x1, y1) and P2 = (x2, y2) may be
simultaneously compressed as (x1, x2, y1 + y2), thus we take the addition of the
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two y-coordinates and combined them into one. Also we can compress two points
P1 = (x1; y1) and P2 = (x2; y2) as (x1 + x2, y1, y2) and when we work with this
method we can save 25% of the memory space. The present article extended the
previous results in a field of characteristic 3. More precisely, we will compare our
work with the basic arithmetic operation of elliptic curves in a field of charac-
teristic 3 with affine coordinate. The article is organized as follows: so in Sect. 2,
we recall some background on the basics arithmetic operation of elliptic curves
in a field of characteristic 3 with affine coordinate. Section 3 presents our main
theorems in this work and the results of our work. Eventually, Sect. 4 concludes
the paper and provides some perspectives for further works.

2 Mathematical Background

In everything that follows, we shall use, without explicit mention, the following:

• p: prime number.
• q: power of prime number.
• E: An elliptic curve over the field Fq.
• P∞: point a l’infinity.
• E[r] = {P ∈ E(Fp)\[r]P = P∞}.
• E(Fq): Set of all points on elliptic curve E defined over Fq and including P∞.
• #E(Fq): Number of points on the curve, called also the order of the curve E.
• Fq: The finite field containing q elements. For this Standard, q shall be a

power of 3 (q = 3m).
• I: inversion. • M: multiplication. • S: squaring.
• SR: square root. • CR: cube root.

2.1 Arithmetic of Elliptic Curve with Affine Coordinate in a Field
of Characteristic 3

(see [6] 3–4) In characteristic 3, every ordinary elliptic curve over the finite field
F3m can be written in the Weierstrass form:

y2 = x3 + ax2 + b, where a, b ∈ F3m and ab �= 0.

• Addition:
The addition of two (different) points (x1, y1), (x2, y2) on E is the point
(x3, y3) given by

Operation Formula with

Addition (1) x3 = λ2 − x1 − x2 − a λ = (y2−y1)
(x2−x1)

y3 = λ(x1 − x3) − y1

The cost of the addition formulas are I + 2M + S.
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3 Compression Point

To work with this new methods of compression point, we will follow the steps
bellow:

1. Take the elliptic curve equation in the field of characteristic 3 with affine
coordinate.

2. Instead of take the values of P = (x1, y1), Q = (x2, y2) we keep only the value
of (x1, x2, α = y1 + y2) or (α = x1 + x2, y1, y2).

3. Calculate the value of β = y1 − y2 or β = x1 − x2.
4. Calculate the cost of decompression.
5. Replace the value of y1, y2 or x1, x2 in the formula of addition.
6. Calculate the cost of the new addition, for the cost of new addition is require

the cost of decompressions plus the cost of classical addition.

3.1 First Wew Compression Points

In field of characteristic 3, the elliptic curve equation E with affine coordinate
is given by:

y2 = f(x) = x3 + ax2 + b.

Instead of take the values of P = (x1, y1), Q = (x2, y2) such that P �= ±Q,
we take the value of (x1, x2, α = y1 + y2).
• If a = 0, we have y2 = f(x) = x3+b. (a cuspidal cubic or semi cubical parabola
curve)

We can calculate

β = y1 − y2 =
(y1 − y2)(y1 + y2)

y1 + y2
=

y2
1 − y2

2

y1 + y2
=

f(x1) − f(x2)
α

=
x3
1 − x3

2

α

so y1 = α+β
2 and y2 = α−β

2
To compute β, we need 2C + I = 2S + 2M + I.

Algorithm 1. y-coordinate decompression with affine coordinate with a=0
Input: (x1, x2, α = y1 + y2)
Output: (y1, y2)

1: β ← y1 − y2 =
x3
1−x3

2
α

2: y1 ← α+β
2

3: y2 ← α−β
2

4: return (y1, y2)

Addition:
We take (x1, x2, α = y1 + y2) to calculate the addition P ⊕ Q = (x3, y3)
We replace the value of y1 and y2 in the formulas (1) of classical addition above.
So the new formulas of addition become:
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Operation Formula with

Addition x3 = λ2 − x1 − x2 β =
x3
1−x3

2
α

y3 = (x1 − x3)λ − α+β
2

λ = β
x1−x2

The cost of this addition formulas require 2I + 4M + 3S.

• If a �= 0,

We can calculate

β = y1 − y2 =
(y1 − y2)(y1 + y2)

y1 + y2
=

y2
1 − y2

2

y1 + y2
=

f(x1) − f(x2)

α
=

x3
1 + ax2

1 − x3
2 − ax2

2

α

so y1 = α+β
2 and y2 = α−β

2
To compute β, we need 2C + I = 2M + 2S + I.

Algorithm 2. y-coordinate decompression with affine coordinate with a �= 0
Input: (x1, x2, α = y1 + y2)
Output: (y1, y2)

1: β ← y1 − y2 =
x3
1−x3

2+a(x2
1−x2

2)

α

2: y1 ← α+β
2

3: y2 ← α−β
2

4: return (y1, y2)

Addition:
We take (x1, x2, α = y1 + y2) to calculate the addition P ⊕ Q = (x3, y3)
We replace the value of y1 and y2 in the formulas (1) of classical addition above.
So the new formulas of addition become:

The cost of this addition formulas require 2I + 4M + 3S.

Operation Formula with

Addition x3 = λ2 − x1 − x2 − a β =
x3
1−x3

2+a(x2
1−x2

2)

α

y3 = λ(x1 − x3) − α+β
2

λ = β
x1−x2

3.2 The Second New Compression Points to Reduce Memory

In field of characteristic 3, the elliptic curve equation E with affine coordinate
is given by:

y2 = f(x) = x3 + ax2 + b.

Instead of take the values of P = (x1, y1) and Q = (x2, y2) such that P �= ±Q
we take the value of (α = x1 + x2, y1, y2).
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• If a = 0 we have y2 = f(x) = x3 + b.

We compute

β = x1 − x2 = 3
√

(x1 − x2)3 = 3

√
x3
1 − x3

2 = 3

√
y2
1 − y2

2

because 3x1x
3
2 = 0 = 3x2

1x2 (char(Fq) = 3),
so x1 = α+β

2 and x2 = α−β
2

To compute β we need 1CR + 2S.

Algorithm 3. x-coordinate decompression with affine coordinate with a=0
Input: (α = x1 + x2, y1, y2)
Output: (x1, x2)

1: β ← x1 − x2 = 3
√

y2
1 − y2

2

2: x1 ← α+β
2

3: x2 ← α−β
2

4: return (x1, x2)

Addition:
We take (α = x1 + x2, y1, y2) to calculate the addition P ⊕ Q = (x3, y3)
We replace the value of x1 and x2 in the formulas (1) of classical addition above.
So the new formulas of addition become:

Operation Formula with

Addition x3 = λ2 − α β = 3
√

y2
1 − y2

2

y3 = λ(α+β
2

− x3) − y1 λ = y1−y2
β

The cost of this addition formulas require 1I + 2M + 3S + 1CR.

• If a �= 0

We have y2
1 − y2

2 = x3
1 + ax2

1 − x3
2 − ax2

2,
y2
1 − y2

2 = x3
1 − x3

2 + ax2
1 − ax2

2

y2
1 − y2

2 = (x1 − x2)3 + a(x1 + x2)(x1 − x2).
We can calculate β = x1 − x2 by resolving the cubic equation:

β3 + aαβ = y2
1 − y2

2

So the solution of this cubic equation is given by:

β =
3

√
y2
1 − y2

2

2
+

√
(y2

1 − y2
2)2

4
+

(aα)3

27
+

3

√
y2
1 − y2

2

2
−

√
(y2

1 − y2
2)2

4
+

(aα)3

27



Compression Point in Field of Characteristic 3 109

Algorithm 4. x-coordinate decompression with affine coordinate with a �= 0
Input: (α = x1 + x2, y1, y2)
Output: (x1, x2)

1: β ← x1 − x2 =
3

√
y2
1−y2

2
2

+

√
(y2

1−y2
2)

2

4
+ (aα)3

27
+

3

√
y2
1−y2

2
2

−
√

(y2
1−y2

2)
2

4
+ (aα)3

27

2: x1 ← α+β
2

3: x2 ← α−β
2

4: return (x1, x2)

so x1 = α+β
2 and x2 = α−β

2
To compute β, we need 2CR + 1SR + C + 3S = 2CR + 1SR + 4S + M.

Addition:
We take (α = x1 + x2, y1, y2) to calculate the addition P ⊕ Q = (x3, y3)
We replace the value of x1 and x2 in the formulas (1) of classical addition above.
So the new formulas of addition become:

Operation Formula with

Addition x3 = λ2 − α − a β =
3

√
y2
1−y2

2
2

+

√
(y2

1−y2
2)

2

4
+ (aα)3

27
+

3

√
y2
1−y2

2
2

−
√

(y2
1−y2

2)
2

4
+ (aα)3

27

y3 = λ(α+β
2

− x3) − y1 λ = y1−y2
β

The cost of this addition formulas require 1I + 3M + 5S + 1SR + 2CR.

3.3 Comparison

For all these compression points, we can save at least 25% of memory size, also,
we don’t need any operation to calculate the compression, so the table below
show their cost (Table 1):

Table 1. The cost of decompression and addition

Operation of addition Decompression cost Addition cost

No compression: 0 1I+2M+ S

Compression with (x1; x2; α = y1 + y2) if a=0 1I+2M+2S 2I+4M+3S

Compression with (x1; x2; α = y1 + y2) if a �= 0 1I+2M+2S 2I+4M+3S

Compression with (α = x1 + x2; y1; y2) if a=0 2S+1CR 1I+2M+3S+1CR

Compression with (α = x1 + x2; y1; y2) if a �= 0 M+4S+1SR+2CR 1I+3M+5S+1SR+2CR

In the table above we see that the cost of new addition in affine coordinate
is the cost of classical addition I+2M+S plus the cost of decompression to save
25% of memory.

– So, in the case of compression with (x1;x2;α = y1 + y2) the cost of decom-
pression is I + 2M + 2S, so the cost of new addition is 2I + 4M + 4S.
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– Also, in the case of compression with (α = x1 + x2; y1; y2) if a = 0, the cost
of decompression is 1CR + 2S, so the cost of new addition is 1I + 1CR + 2M
+ 3S.

– Finally, in the case of compression with (α = x1 + x2; y1; y2) if a �= 0, the
cost of decompression is 2CR + 1SR + 4S + M, so the cost of new addition
is 2CR + 1SR + 5S + 3M + 1I.

The complexity of Addition:
Cipolla’s in [4], show that the complexity of square-root algorithm attains
O(m3log3q) for any finite field Fqm , particularly he give an efficient algorithm
to compute r-th roots in Fqm with complexity O((logm + rlogq)m2log2q) so
for compute the cube root we have a complexity of O((logm + 3logq)m2log2q).
In [3], to compute multiplication, we have a complexity of O(mlogm) and to
compute inversion we have a complexity of O(mlog2mloglogm). For this study,
we work with field of characteristic 3, so Fqm = F3m thus q = 3 (Table 2). So
M = O(mlogm), I = O(mlog2mloglogm), SR = O(logm + 2log3)m2log23) and
CR = O((logm+3log3)m2log23), our table above in term of complicity become

Table 2. The complexity of addition

Operation of addition Addition complexity

No compression: O(mlogm(3+logmloglogm))

Compression with (x1; x2; α = y1 + y2) if a=0 O(mlogm(7+2logmloglogm))

Compression with (x1; x2; α = y1 + y2) if a �= 0 O(mlogm(7+2logmloglogm))

Compression with (α = x1 + x2; y1; y2) if a=0 O(mlogm(5 + mlog23 + logmloglogm))

Compression with (α = x1 + x2; y1; y2) if a �= 0 O(mlogm(8 + 3mlog23 + logmloglogm)) + 8m2log33

4 Conclusions

In this work, we provided details and important improvements of two new meth-
ods of compression points in a field of characteristic 3 with two type of curve
y2 = x3 + b and y2 = x3 + ax2 + b, also provide the cost of these operations and
complexity. We see that if our method of (x1, x2, α = y1 + y2) costs the same
complexity time, our method can achieve better implementation efficiency com-
pared with the classical method, so it will save 25% of memory size. Moreover,
we see that we work with this compression point (x1, x2, α = y1 + y2) is more
better than the other compression point (α = x1 + x2, y1, y2).
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