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Preface

We are delighted to introduce the proceedings of the 11th edition of the European
Alliance for Innovation (EAI) International Conference on Game Theory for Networks
(GameNets 2022). This conference brought together researchers, developers, and prac-
titioners around the world who are leveraging and developing game theory for networks.
The theme of GameNets 2022 was “game theory for next-generation networks”.

The technical program of GameNets 2022 consisted of 25 full papers that were
selected from XX submissions in a XX blind review process, with each submission
receiving at least XX reviews. The papers were distributed into the following conference
tracks: Track 1 - Wireless Networks, Track 2 – Internet of Things, Track 3 – Game
Theory. Aside from the high-quality technical paper presentations, the technical program
also featured three keynote speeches given by Zhiguo Ding from the University of
Manchester, UK, Haijun Zhang from the University of Science and Technology Beijing,
China, and Yuan Wu from the University of Macau, Macao, China.

Coordination with the steering commitee was essential for the success of the con-
ference. We sincerely appreciate their constant support and guidance. It was also a great
pleasure to work with such an excellent organizing committee team for their hard work
in organizing and supporting the conference. In particular, we are grateful to the Techni-
cal Program Committee, who have completed the peer-review process for the technical
papers and helped to put together a high-quality technical program. We are also grateful
to Conference Manager Ivana Bujdakova for her support and to all the authors who
submitted their papers to the GameNets 2022 conference.

We strongly believe that the GameNets conference provides a good forum for all
researchers, developers, and practitioners to discuss all science and technology aspects
that are relevant to game theory. We also expect that the future GameNets conferences
will be as successful and stimulating as this year’s, as indicated by the contributions
presented in this volume.AQ1

Fang Fang
Shu Fu

Quoc-Viet Pham
Huan Zhou
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Block-Chain Abnormal Transaction Detection
Method Based on Dynamic Graph

Representation

Chenbin Qiao1(B), Yuanzheng Tong1, Ao Xiong1, Jing Huang2, and Wei Wang3

1 Beijing University of Posts and Telecommunications, Beijing 100876, China
qiaochenbin@bupt.edu.cn

2 Nanjing University of Aeronautics and Astronautics, Nanjing 200216, China
3 Beijing University of Technology, Beijing 100124, China

Abstract. The advent of cryptocurrency introduced by Bitcoin ignited an explo-
sion of technological and entrepreneurial interest in payment processing. The user
scale of Bitcoin is dynamic, and the participating identities are anonymous, which
will lead to more hidden, sophisticated and intelligent money laundering crimes.
Therefore, in order to realize intelligent anti-money laundering, it is necessary to
accurately detect abnormal transactions. Recently, graph representation learning
has shown strong advantages in the field of machine learning, and the current
blockchain anomaly detection models based on graph representation learning are
mainly designed for static graphs, however, real-world graphs evolve over time.
Based on this, this paper proposes a block-chain abnormal transaction detection
model DynAEGCN based on dynamic graph representation learning. This model
uses the autoencoder as the framework. Firstly, the encoder uses the graph con-
volutional neural networks to gather neighborhood information to obtain low-
dimensional feature vectors. Then, considering the dynamics of graphs, the GRU
network is used to evolve the graph model itself over time. Finally, the decoder
reconstructs the adjacency matrix and compares it with the real graph to construct
the loss. Extensive experiments on the Bitcoin transaction dataset for edge clas-
sification tasks against financial crimes show that DynAEGCN model has better
performance compared with related approaches.

Keywords: Dynamic graphs · Graphs convolution network · Graph
representation learning

1 Introduction

The rapid development of science and technology has prompted the financial industry
to move from the real economy to Internet finance, especially with the emergence of
blockchain technology, virtual digital currencies represented byBitcoin have poured into
the financial market. With virtual currency, low-cost, peer-to-peer cross-border transac-
tions can be realized. The use of blockchain to implement transactions has lowered the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022
Published by Springer Nature Switzerland AG 2022. All Rights Reserved
F. Fang and F. Shu (Eds.): GameNets 2022, LNICST 457, pp. 3–15, 2022.
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entry threshold of the financial industry to a certain extent. Because the user partici-
pation, transaction and consensus mechanism of blockchain are open, the user scale is
dynamic, and the participant identity is anonymous, which will lead to the more hidden
process of money laundering crime, and the money laundering methods tend to be more
complex and intelligent, thus bringing new problems and challenges to the traditional
anti-money laundering supervision system.

Although it is difficult to achieve the supervision of blockchain transactions in tra-
ditional ways, the complete transaction data is open and transparent on the blockchain,
mining the transaction data on the chain, establishing a multi-dimensional data model,
and using technologies such as big data and artificial intelligence to achieve data-driven
intelligent supervision schemes have become a new solution direction, and the primary
goal of this intelligent supervision scheme is to accurately identify abnormal transac-
tions on the blockchain: identify suspicious users (such asmembers ofmoney laundering
organizations) or suspicious transactions (such as credit card fraud transactions).

At present, representation learning based on graph structure data has become an
important machine learning task, which is universally applicable in various structures
such as social networks, cooperative networks, protein networks, and so on. Transactions
on the blockchain can also bemapped as graph structure, the current blockchain anomaly
detection model based on graph representation learning is mostly designed for static
graphs, but transactions on the blockchain will change dynamically over time, as users
continue to trade, the graph structure will also continue to change, so we not only need
to pay attention to the information of the current moment in the graph, but also need to
analyze the information of the historical moment on the graph.

Therefore, this paper combines the advantages of graph convolutional networks
(GCN) ingraph structure extraction, and the advantages of gatedRecurrentUnit (GRU) in
learning time series, and designs an anomaly detectionmodel DyAEGCN learning graph
structure and temporal characteristic information, which is used to mine the information
in blockchain transaction data and realize a more essential portrayal of transaction data.
Designed to improve abnormal transaction detection performance.

The DyAEGCN model takes the autoencoder as the framework. First of all, the
encoder uses GCN to learn the structural characteristics of the network, aggregate the
neighbor information of the nodes, and at the same time use the GRU adaptive update
parameters to learn the time dynamics in the network, and finally build the loss in
the comparison of the decoder reconstruction network with the real network. In this
paper, the experiment is used to evaluate the node classification task, and compared with
other algorithms, the experiment shows that the DyAEGCN model is better than the
comparison algorithm in the edge classification task.

2 Related Work

The rapid development of blockchain technology has prompted the transformation of
the Internet of Information to the Internet of Value, which has a wide range of appli-
cation scenarios. However, due to the lack of regulatory mechanisms, many risks or
violations of laws and regulations have been derived, such as money laundering, tax
evasion and illegal ICO financing. Countries have incorporated blockchain technology
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into their regulatory systems, and abnormal transaction detection has played a positive
role in promoting the healthy development of the blockchain industry. The conventional
solution for abnormal transaction detection is to design an alert system based on fixed
threshold rules to detect and flag suspicious transactions, and thenmake human decisions
or judgments on suspicious behaviors. However, the challenges faced by such regulatory
schemes are reported: 1) How to construct effective rules from massive and heteroge-
neous transaction data, and keep the rules advanced and relevant; 2) How to set alarm
thresholds for the calibration of suspicious transaction behaviors.

The emergence of Internet finance such as virtual “digital currencies” has created
enormous challenges for rules-based regulatory solutions. It has become a trend to break
the traditional supervision thinking and build an intelligent supervision scheme based
on data and using technologies such as artificial intelligence and big data analysis.
The research work on abnormal transaction detection in intelligent supervision mainly
focuses on supervised learning and unsupervised learning. Learn. Supervised learning
predicts the classification of unknown data samples (test set) by using labeled data
(training set) to learn to discriminate binary (such as legal versus illegal transactions)
or multi-class machine learning detection models. Unsupervised learning explores the
structure and characteristics of unlabeled data, finds the optimal division of clusters or
classes, and regards outliers far from other sample points as outliers, that is, abnormal
data. For example, Jullum et al. [1] used information such as sender/receiver background,
transaction early behavior, and transaction history to train an XGBoost supervised pre-
dictive model to identify potential money laundering behaviors in financial transactions
and applied to banks. Paula et al. [2] extracted 18 important features from related cat-
egories such as registration information, financial transactions, and electronic invoices,
and combined auto-encoder (AE, auto-encoder) algorithm to train an unsupervised deep
learning model to detect and anti-money laundering-related export fraud;

At present, representation learning based on graph-structured data has become an
important machine learning task. The basic idea of graph representation learning is to
learn the low-dimensional vector representation of nodes, which requires the vector to
retain the structural information and attribute information of nodes in the graph as much
as possible etc., are generally applicable in various structures such as social networks,
cooperative networks, protein networks, etc. Transactions on the blockchain can also be
mapped to a financial network with users as nodes and transactions between users as
edges. For example, Weber et al. [3] map Bitcoin transactions into a huge and complex
graph structure, and extract the number of transactions and transaction amounts and other
related features, and then use the graph convolution network (GCN, graph convolution
network) algorithm to distinguish illegal and legal transactions.

At present, most static graph representation learning can effectively learn the vector
representation of nodes, but a large amount of real data in life shows complex time
characteristics, and transactions based on blockchain are also dynamic. The graph struc-
ture and its attributes will evolve dynamically over time. Nodes and edges in the graph
will be inserted and deleted over time, and node attributes and edge attributes will also
change over time. Therefore, we not only need to pay attention to the information of
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the current moment in the graph, but also need to analyze the information of the histor-
ical moment on the graph. In this context, dynamic network modeling is important to
accurately predict node attributes and future links.

As graph convolutional neural networks show great advantages in obtaining graph
structure information, a new dynamic graph embedding learning method is to combine
GCN and RNN, where GCN is used to extract information on graph structure, and RNN
is used to extract information on graph structure. Used to model dynamic changes in the
time dimension. Seo et al. [4] proposed two GCRN architectures, the common feature
of which is to use GCN to learn the vector representation of nodes, and then input the
vector sequence learned for a period of time into the LSTMmodel tomodel the dynamics
on the sequence. The only difference between the two architectures is that one of the
models modifies the Euclidean 2D convolution operation in the traditional LSTM to a
graph convolution operation. Similarly, Manessi et al. [5] proposedWD-GCN/CD-GCN
combining variants of LSTM and extended graph convolution operations to model graph
structure and its long- and short-term dependencies. The difference is that the input of
WD-GCN is a sequence of graphs, while the input of CD-GCN is an ordered sequence
of corresponding node features. The Evolve-GCN model changes the idea of learning
the dynamics of node representation in time series in the previous method, and instead
learns the dynamics of GCN parameters in time series.

In view of the current situation and development trend of intelligent blockchain
transaction supervision scheme, this paper takes full advantage of the advantages of graph
convolutional neural network and recurrent neural network, and designs a dynamic graph
representation learning model for mining blockchain transactions. The information in
the data is designed to improve abnormal transaction detection performance.

3 The Structure of DynAEGCN

3.1 Problem Definition

We define dynamic graphs and representation learning for dynamic graphs as follows:
a dynamic graph is represented as a sequence of multiple static graphs:

G = {G1, G2, . . . ,GT }, (1)

Where Gt = (Vt,Et) denotes the snapshot at time t, t ∈ {1, 2, ...,T }, The adjacency
matrix of GT is At ∈ RN×N . A node representation on a dynamic graph is learned as a
sequence:

F = {f1, f2, . . . , fT },∀t ∈ {1, 2, . . . ,T }, (2)

Each of the mappings maps the nodes to a low-dimensional vector (yt)v = ft(v), so
that the mapped vector can retain the original information of the node. That is to say, the
more similar two points are in the original image, the closer their mapped vectors are.

We consider a multi-layer Graph Convolutional Network (GCN) with the following
layer-wise propagation rule:

Hl+1 = σ
(
D̂− 1

2 ÂD̂− 1
2H (l)W (l)

)
, (3)
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Here, Â = A + I , I is the adjacency matrix of the undirected graph G with added self-

connections. D̂ii = ∑
jÂij, D̂ is the degree matrix of Â; the operation D̂

− 1
2

t ÂtD̂
− 1

2
t is a

heterogeneous normalization of the adjacency matrix as an approximate graph Convo-
lution filter;Wl

t is the weight matrix of the lth layer; σ(·) denotes an activation function.
The input X 0

t of the first layer of the network is the feature matrix of the node, and each
row of the matrix is the K-dimensional feature vector of each node.

3.2 The Architecture of DynAEGCN

This paper aims to solve the problems of complexity and dynamics in the dynamic trans-
action network of the blockchain. The model proposed in this paper adopts the classic
unsupervised self-encoding framework learning, which uses the encoder to encode the
input graph A to generate the feature X , and the feature X is generated using the decoder,
by minimizing the distance between A and A′, allowing the decoder to learn the ability
to predict the graph while the encoder maps the input graph to a vector space (Fig. 1).

Fig. 1. The Architecture of DynAEGCN

1) In the encoder part, the graph convolutional network (GCN) model is adopted in the
time dimension, and the structure and temporal feature information of the graph are
learned by using the RNN to evolve the GCN parameters, in which the GCN adopts
a two-layer neural network. This approach effectively performsmodel tuning, which
focuses on the model itself rather than node embeddings. Therefore, there is no limit
to node changes. Furthermore, for future graphs with new nodes without historical
information, the evolved GCN is still plausible for them.

2) The decoder can reconstruct the original graph and compare it with the original graph
to construct the loss, so that the link relationship between nodes can be learned more
accurately.
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3.3 Encoder

In the encoder part, we take advantage of the graph structure extraction advantage of
GCN to learn the structural information under each time slice. GCN aggregates neighbor
information through the defined spectral graph convolution, thereby extending the idea
of convolution to the graph. Formally, for Gt = (Vt,Et) at time t, the input of the lth
layer of GCN is the vector X l

t and the adjacency matrix At output by the l − 1 th layer,
and the output is the updated node vector X l+1

t . The operation at the l level is expressed
as:

X l+1
t = F

(
X l
t ,At,Wl

t

) = σ

(
D̂

− 1
2

t ÂtD̂
− 1

2
t X l

t W
l
t

)
, (4)

Among them, the superscript l represents the l-th convolutional layer, and the sub-
script t represents the t-th time step; Ât = At + I , I is the identity matrix; D̂ii = ∑

jÂij,

D̂ is the degree matrix of Â; the operation D̂
− 1

2
t ÂtD̂

− 1
2

t is a heterogeneous normalization
of the adjacency matrix as an approximate graph Convolution filter; Wl

t is the weight
matrix of the lth layer at time t; σ is the nonlinear activation function. The input X 0

t of
the first layer of the network is the feature matrix of the node at time t, and each row of
the matrix is the K-dimensional feature vector of each node. After the graph convolution
operation of L layers, the neighbor information of the node is aggregated in the output
vector of each time slice.

Considering the dynamic nature of the graph, the dynamic convolution layer adds
an update mechanism to the static GCN architecture. Because when the graph structure
changes, the weight parameters of the convolution operation should also be updated in
order to adapt to the new graph structure. Recurrent Neural Network (RNN) is a type
of recurrent neural network that takes sequence data as input, performs recursion in the
evolution direction of the sequence, and connects all nodes (recurrent units) in a chain.
Recurrent neural network has memory, parameter sharing and Turing completeness, so
it has certain advantages in learning nonlinear characteristics of sequences.

In this paper, the RNN component is used to update the weight parameters of the
GCN model. For each t ∈ {1, 2, ...,T } and l ∈ {1, 2, ...,L}, the RNN components use
the parameters of The initial value is used as input, and the updatedWl

t is output. Gated
Recurrent Unit (GRU) is a variant of Recurrent Neural Network (RNN). Since RNN
has the problem of gradient dispersion and gradient explosion, it is often far from the
expected effect, so the GRU network is proposed. RNN and GRU networks are also
modeled using the previous hidden state and the current input, the difference is that the
latter uses reset gates and update gates in the internal structure of the device. GRU can
introduce richer graph structure information for the update of weight parameters, so our
architecture adopts the implementation of GRU. The weight update method of the lth
layer at time t is as follows:

Wl
t = G

(
X l
t ,W

l
t−1

) = (
1 − Zl

t

) ◦ Wl
t−1 + Zl

t ◦ Ŵ l
t , (5)

Zl
t = σ

(
Ul
ZX

l
t + V l

ZW
l
t−1 + Bl

Z

)
, (6)

Rl
t = σ

(
Ul
RX

l
t + V l

RW
l
t−1 + Bl

R

)
, (7)



Block-Chain Abnormal Transaction Detection Method 9

Ŵ l
t = tanh

(
Ul
WX l

t + V l
W

(
Rl
t ◦ Wl

t−1

) + Bl
W

)
, (8)

Among them, Zl
t , R

l
t , Ŵ

l
t are the update gate output, reset gate output and pre-output,

respectively.
The update of the weight matrix can be seen as applying standard GRU operations to

each column of the matrix. The standard GRU operation is for between vectors, and the
process of updating the GCN weight matrix is for the operation between matrices. The
weight matrix Ŵ l

t at time t is used as the hidden state of the GRU; the node representation
matrix X l

t at the lth layer at time t is used as the input of the GRU unit to introduce the
information of the current time; the GRU unit outputs the updated Wl

t+1, as the weight
matrix at the next moment. The calculation of Wl

t+1 includes the information of the

historical moment and the current moment. Since the weight matrix Ŵ l
t and the node

representation matrix X l
t have different column dimensions, the sampling of X l

t is newly
added to the network layer operation of this layer to achieve the same number of columns
as Ŵ l

t Scheduling Method.
The GCN module aggregates the neighbor information of nodes, while the GRU

updates the weight parameters with the time dimension. That is, the encoder can be
expressed as:

X l+1
t = F

(
X l
t ,At,Wl

t

) = F
(
X l
t ,At,G

(
X l
t ,W

l
t−1

))
, (9)

3.4 Decoder

The decoder reconstructs the adjacency matrix from the information of the first t time
steps learned by the encoder, which is the topological map of the predicted time t + 1.
The decoder uses the dot product to reconstruct the original image, and the decoding
process is expressed as:

Â = σ
(
ZZT

)
, (10)

where Â denotes the reconstructed adjacency matrix.
The adjacency matrix directly determines the topology of the graph, so the goal

of this model is to make the reconstructed adjacency matrix as similar to the original
adjacency matrix as possible, compare the two to construct a loss, and backpropagate
the updated parameters to learn the representation of the hidden layer nodes.

3.5 Loss Function

To test the representation ability of the model, we train the model on a specific edge
classification task. The task of edge classification has strong practical significance in
many real-world scenarios. For example, to identify crimes in financial networks, it
is necessary to conduct edge classification research on the connection between two
accounts. The edge classification task under dynamic graph aims to predict the edge
label category of an edge (u, v) at time t. To classify an edge, we need the node vector
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representation of the two endpoints of the edge. Given a vector representation of two
nodes u and v connected by an edge at time t. Given that the vector representations of two
nodes u and v connected by an edge at time t are X u

t and X v
t respectively, the parameter

matrix P is used to predict the label of the edge (u, v):

yuvt = softmax
(
P
[
X u
t ,X v

t

])
, (11)

The cross-entropy loss function of the model is:

L = −
T∑
t=1

∑
(u,v)

αuv

N∑
i=1

(
Zuv
t

)
log(yuvt )i, (12)

Among them, Zuv
t represents the true label category of the edge; the weight param-

eter αuv is a hyperparameter for balancing the weight of the category distribution. The
experimental datasets all have serious category imbalance problems, and the proportion
of classification categories is balanced by adjusting αuv.

4 Simulation Analysis

4.1 Datasets

Model validation is performed on two blockchain finance domain datasets from a trust
scoring network between users of two different bitcoin trading websites. The Bitcoin
OTC dataset is a network of trust scores among users extracted from Bitcoin trading
websites. Users rate other users from –10 (completely distrusted) to +10 (completely
trusted), and each rating has a corresponding timestamp representing the scoring time.
The time span of the dataset is about 5 years, we set a time interval of 13.8 days, and
the dataset produces a total of 138 time steps. The 138 time steps are split into training,
validation and test sets. The category distribution of the BitcoinOTCdataset is extremely
uneven, 89% of the data are positive examples, and negative examples only account for
a very small part.

The Bitcoin Alpha dataset is also a network of trust among Bitcoin users, but the user
and rating data are drawn from another Bitcoin platform, BTC-Alpha. The scoring data
is from November 8, 2010 to January 22, 2016, with a time interval of 13.6 days, and
the dataset is divided into 140 time steps. Scores still range from –10 (complete distrust)
to +10 (complete trust), with Bitcoin Alpha having a higher positive ratio (93%) than
Bitcoin OTC.

4.2 Contrast Models

We compare the DynAEGCN model with some existing static and dynamic methods.
GCN is a static graph convolutionmodel and a classical method for graph representa-

tion learning. Themodel uses spectral convolution to aggregate the neighbor information
of nodes to learn the embedding vector of nodes. Because each time step in the dynamic
graph will produce a snapshot of the graph, we use the same GCN model for each time
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step, that is, regardless of the dynamics of the graph, the GCN model trains the graph
on each time step.

GCN-GRUcombinesGCNwith sequencemodeling. First, the representation vectors
of nodes under each time snapshot are learned through GCN architecture, and then these
vectors are input into GRU unit to learn the dynamics of node representation. The
dynamic representation of this method is based on the node representation vector, which
belongs to the node oriented method.

EvolveGCN is a model oriented approach. This method also combines GCN with
RNN, but different from GCN-GRU, RNN is used in evolving GCN to model the update
of GCNparameters. Thewholemodel training is carried out from bottom to top along the
convolution layer and from front to back in time dimension. The dynamics is modeled
into the implicit vector of RNN. For each time step, the updated GCNweight parameters
are learned, and the graph convolution operation is carried out to obtain the updated node
representation.

4.3 Experimental Results

The table shows the comparison results of the classification performance of the
DynAEGCN model and the comparison model. The unbalanced categories of the two
datasets make the model classification ability face great challenges, but the DynAEGCN
model in this paper achieves the best classification ability and has obvious advantages
over other models. For the overall classification ability, we compare the accuracy rate
and the weighted F1 value; since the subclass has stronger practical significance for
anti-financial fraud, we also compare the F1 value of the subclass and the corresponding
precision and recall rate (Table 1).

Table 1. Experimental results for edge classification tasks on the Bitcoin OTC dataset

Method Accuracy Precision Recall F1-score

GCN 56.55% 21.05% 73.18% 32.69%

GCN-GRU 60.71% 22.41% 62.47% 32.99%

EvolveGCN-H 67.40% 17.84% 30.19% 22.43%

EvolveGCN-O 68.31% 18.95% 33.52% 24.21%

DynAEGCN 74.42% 32.01% 40.15% 35.62%

It can be found from Table 2 that DynAEGCN has the highest classification accu-
racy and weighted F1 value, indicating that DynAEGCN has good overall classification
performance. For the classification results of small classes, DynAEGCN also achieves
the best F1 value and accuracy. Although the recall rate of DynAEGCN is slightly lower
than that of GCN and GCN-GRU, DynAEGCN is still better than other methods because
other methods have higher recall rate but lower accuracy rate. As the harmonic aver-
age of accuracy and recall, F1 is a more effective evaluation standard in classification
performance (Figs. 2 and 3).
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Table 2. Experimental results for edge classification tasks on the Bitcoin Alpha dataset

Method Accuracy Precision Recall F1-score

GCN 65.13% 11.50% 13.55% 12.44%

GCN-GRU 42.68% 22.62% 60.18% 32.88%

EvolveGCN-H 73.39% 25.34% 38.19% 30.47%

EvolveGCN-O 67.73% 23.03% 41.48% 29.62%

DynAEGCN 79.26% 33.54% 37.11% 35.23%

Fig. 2. Performance of edge classification

Fig. 3. F1 score over time

Furthermore, we plot the F1 value and classification accuracy over time on the test
set. It can be seen that the static GCNmethod is obviously different from other dynamic
methods, and the advantages of DynAEGCN are more obvious in each time step. In
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Fig. 4. Accuracy score over time

addition, the accuracy of GCNmethod is also lower. Because GCN is designed for static
graphs and does not consider the dynamics of graphs, the performance disadvantages
of GCN on dynamic graphs reflect the necessity and advantages of dynamic modeling.
As can be seen from Fig. 4, the advantages of the DynAEGCN model can be main-
tained throughout the time axis. In particular, for time step 15, the classification ability
of other methods is very poor, while the DynAEGCN model still retains the absolute
advantage of F1 value. This is due to the dual modeling of spatiotemporal information by
DynAEGCN model, which can have a relatively stable performance for abrupt changes
in time series. In addition, comparedwith the two types of EvolveGCN,DynAEGCNhas
better classification performance, because EvolveGCN only focuses on the dynamics of
model weight parameters and ignores the changes of graph structure. GCN-GRU has a
relatively lower classification ability because although the historical information of each
node is considered, DynAEGCN is still more advantageous for higher-level represen-
tation learning due to DynAEGCN’s unique spatio-temporal convolution operation and
model update mechanism.

5 Conclusion

In this paper, a dynamic graph representation learning model DynAEGCN is proposed
tomine the implicit relationship between blockchain transaction features. The advantage
of the recurrent unit in learning time series, the information of the time dimension and
the space dimension can be aggregated, and more effective node representation can be
learned. Further, the edge classification task is performed in a dynamic financial network
with extremely imbalanced classification of two categories, and the results show that the
DynAEGCN model outperforms all the contrasting models. The research on dynamic
graph representation learning in this paper has strong practical significance, and can also
provide a variety of possibilities for future research directions. In the follow-upwork, the
scalability of the model can be further improved, and the graph representation learning
task of the model can be extended to a wider range of fields, such as node classification,
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link prediction and clustering, etc., while increasing the learning and analysis of datasets
in other fields.
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Abstract. There are a variety of services in underground pipe gallery, and these
services should be isolated during data transmission to ensure communication
security.WiFi6(802.11ax) has the advantages of fast transmission rate, low energy
consumption and lowcost, and is suitable for carrying the undergroundpipe gallery
communication service. In order to ensure the reliability of underground pipe
gallery service transmission, it is necessary to study the communication isola-
tion technology of WiFi6. In this paper, a communication isolation technology
based on WiFi6 is proposed, and the communication isolation architecture of
underground pipe gallery is designed to realize communication service isolation
in frequency domain and spatial domain. In the frequency domain, a spectrum
isolation scheme based on guardband is designed. In the spatial domain, a spatial
stream isolation scheme based on service grouping is designed. Then, an isola-
tion resource allocation method based on improved KM algorithm is proposed
to realize the optimization of multi-service isolation. The simulation results show
that the proposed communication isolation scheme can realize the communication
isolation of underground pipe gallery with lower resource cost.

Keywords: Communication service isolation · WiFi6 · Underground pipe
gallery · Guardband · KM algorithm

1 Introduction

The underground pipe gallery contains lines and pipes of different systems, such as
water, electricity and gas, which share the space of the underground pipe gallery and
have various communication demands [1]. In underground pipe gallery, data interac-
tion between multiple types of services is generally achieved by wireless communica-
tion, which reduces wiring costs [2]. WiFi6(802.11ax), as the latest generation of IEEE
802.11 protocol that can be compared with 5G in terms of communication capability
[3], becomes a technology selection suitable for multi-service communication in under-
ground pipe gallery. In addition, multiple services in the underground pipe gallery should
be isolated to ensure that communication services with different requirements [4], such
as production, scheduling, management, and administration, do not affect each other.
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Therefore, it is necessary to design a proper communication isolation scheme according
to the service characteristics of underground pipe gallery and the technical characteristics
of WiFi6.

Compared with traditional WiFi technology, WiFi6 has great progress in energy
consumption, data transmission speed and multi-service carrying capacity [5, 6].
OFDMA (Orthogonal Frequency Division Multiple Access) and MU-MIMO (Multi-
User Multiple-Input Multiple-Output) are two important technologies in WiFi6. They
can physically divide communication resources and play a role in communication ser-
vice isolation. OFDMA is a frequency division multiplexing technology, which divides
the bandwidth into multiple non-overlapping subcarriers [7]. The subcarrier bandwidth
in WiFi6 is defined as 78.125 kHz, and several OFDMA subcarriers can form a RU
(Resource Unit). The orthogonality between subcarriers ensures that there will be no
interference in signal transmission, thus ensuring the isolation of subcarriers and achiev-
ing physical isolation effect [8]. MU-MIMO technology allows multiple users to access
the channel at the same time through physical multi-antenna [9]. Due to the spatial
multi-path propagation characteristics, when the spacing between each antenna unit is
large enough, the multipath fading between receiver and transmitter antennas tends to
be independent, and the service transmission channel also tends to be independent [10],
realizing isolation in the spatial transmission process. WiFi6 can support OFDMA and
MU-MIMO at the same time.When the number of subcarriers contained in RU is greater
than or equal to 106, it can support MU-MIMO [11].

In this paper, a multi-service communication isolation scheme of underground pipe
gallery based onWiFi6 is designed by combining the characteristics of underground pipe
gallery and WiFi6. Firstly, an underground pipe gallery communication multi-service
isolation architecture is designed to achieve service isolation in frequency domain and
spatial domain. After that, the physical isolationmethod of multi-service in underground
pipe gallery is designed. The service isolation method based on guardband is proposed
in frequency domain, and the service isolation method based on service grouping is
proposed in spatial domain. In the resource allocation stage, the mapping relationship
between services and resources is established by using the algorithm based on graph
theory. Finally, the feasibility of the communication isolation scheme is verified by
simulation.

2 Multi-service Communication Isolation Architecture

In view of the technical characteristics ofWiFi6multi-service transmission and the isola-
tion requirements of different communication services in underground pipe gallery, this
paper proposes a communication multi-service isolation architecture based on WiFi6,
which realizes multi-service isolation from the perspectives of frequency domain and
spatial domain. The specific architecture is shown in Fig. 1. The isolation architecture
consists of three layers: service layer, frequency domain layer and spatial domain layer,
which bear different functions respectively.

In the service layer, the communication requests sent by each terminal are sum-
marized and the communication services are classified according to the differences in
communication service resource requirements and isolation requirements. After that,
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Fig. 1. Underground pipe gallery communication service isolation architecture.

communication services are divided into multiple service groups based on service types
for subsequent communication isolation and resource allocation.

In the frequency domain layer, a spectrum isolation scheme based on the guardband
is designed to realize the isolation of services in the frequency domain by limiting the
distance of RU carrying services in the spectrum. According to the isolation require-
ments of service group and the guardband provided by RU, the mapping relationship
between service group and RU is established based on the idea of graph theory. The RU
specification of frequency domain division is 106-tone RU, which is the minimum RU
that can support MU-MIMO, facilitating communication resource reuse and secondary
isolation in spatial domain.

In the spatial domain layer, a spatial stream isolation scheme based on service group-
ing is designed. After the service group obtains RU, the spatial stream resources in the
spatial domain are allocated among the services within the service group. Since different
services are transmitted by different spatial streams in different spatial paths, the spatial
stream isolation is realized.

In the isolation architecture, when a terminal sends a communication service request,
the service type will be determined at the service layer first, and it will form a service
group with several similar services. Secondly, in the frequency domain layer, the service
groups compete for RU resources on the spectrum. At this time, all the service in the
same RU is of the same kind of service, and the isolation of different kinds of service
is realized in the frequency domain. Then, after the service group successfully obtains
RU, the spatial stream under the RU is allocated among the services within the service
group. The services obtain different spatial streams and transmit them in different paths,
and realize the services isolation within a service group in the spatial domain. Finally,
the resource allocation scheme is issued, and the communication service is designated
to in certain spatial streams under a certain RU or is notified that the resource request
fails. In this way, communication services can be isolated in both frequency domain and
spatial domain, and different isolation requirements of communication services can be
taken into account.
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3 Multi-service Communication IsolationMethod for Underground
Pipe Gallery Based on WiFi6

3.1 Spectrum Isolation Scheme Based on Guardband

Isolation Mechanism Based on Guardband. The guardband is used to enhance the
isolation in the frequency domain. It treats each RU as an independent channel and
achieves isolation by limiting the distance between RU that transmitting services.

The guardband is the empty spectrum between channels. Frequency division multi-
plexing technology modulated different services to different spectrum positions. When
the spectrum distance between services is wide enough, it can ensure that the signals do
not interfere with each other [12]. OFDMA technology in WiFi6 divides the working
bandwidth into several subcarriers, and the orthogonality of subcarriers provides natural
isolation in frequency domain. There are Pilot subcarriers, DC subcarriers, Guard sub-
carriers and Null subcarriers on the channel [13]. The DC subcarriers, Guard subcarriers
and Null subcarriers are not used for data transmission, but are used to resist interference
from adjacent channels or adjacent subchannels. Figure 2 shows the division scheme of
106-tone RU at 20MHz/40MHz/80MHzworking bandwidth, while the null subcarriers
and pilot subcarriers are not shown in the figure. When all RU on the spectrum carry
data, some RU are too close to each other on the spectrum to meet the high isolation
requirements of some services. Therefore, guardband can restrict the spectrum distance
between RU carrying different services to ensure service isolation.

Fig. 2. 106-tone RU at 20 MHz/40 MHz/80 MHz.

According to the channel characteristics of WiFi6, when the guardband mechanism
is adopted, part of the subcarriers originally used for data transmission will also be
used for spectrum isolation due to the protection requirements of services, and part of
communication resources will be sacrificed to enhance the isolation in the frequency
domain. Multiple services of the same type form a service group. When service group
applies for RU resource in the frequency domain, the guardband of the service group
must be the same as that of the services in the service group. Figure 3 shows the allocation
method of RU resources in the frequency domain at a certain time. Service can only be
transmitted on the RU whose guardband is greater than the isolation requirement, and
different types of services are in different RU.
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Fig. 3. Spectrum isolation mechanism based on guardband.

Guardband Calculation Method. WiFi6 guardband calculation mainly considers
WiFi6 spectrum characteristics and service isolation requirements. WiFi6 and 5G both
use OFDMA to divide spectrum resources, and some frequency bands in 5G are close to
WiFi6 frequency band [14], so 5G guardband has strong reference forWiFi6 guardband.

The calculation formula of the guardband in 5G is Formula (1), Where
GB5G(SCS,BWBand )isguardband . BWBand is the working bandwidth, SCS is the sub-
carrier space, NRB is the number of RB, and 12 consecutive subcarriers are defined as
1 RB.

GB5G(SCS,BWBand ) = BWBand − SCS ∗ NRB ∗ 12

2
− SCS

2
(1)

Table 1. Guardband corresponding to different SCS and BW values in 5G.

SCS BW = 5 MHz BW = 10 MHz BW = 20 MHz BW = 30 MHz BW = 40 MHz

15 kHz 242.5 kHz 312.5 kHz 452.5 kHz 592.5 kHz 552.5 kHz

30 kHz 505 kHz 665 kHz 805 kHz 945 kHz 905 kHz

60 kHz N/A 1010 kHz 1330 kHz 1290 kHz 1610 kHz

Table 1 shows the guardband corresponding to some working bandwidths in 5G.
Under the same working bandwidth, the value of the GB increases with the value of
the SCS [15], while the value of the GB(SCS)

SCS shows a downward trend on the whole. In

WiFi6, the SCS is 78.125 kHz, and the GB(60 KHz)
60 KHz >

GB(78.125 KHz)
78.125 KHz can be judged to be

true by the changing trend of 5G guardband.

GBRU (RUband , σService) = GB5G

(
60,BW⌈

RUband
5

⌉
∗5

)
∗ 78.125

60
∗ σService (2)

The calculation method of RU guardband in WiFi6 is formula (2), the formula cal-
culates a reference value according to 5G Guardband and introduces σService. σService
is the service impact factor, and its value is related to service isolation requirement.
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When the total bandwidth of 106-tone RU is substituted, GBRU (78.125 KHz ∗ 106) =
1315 KHz ∗ σService. Because RU is only a sub-channel of WiFi6 working bandwidth,
its environmental interference is far less than that of the complete channel with the same
bandwidth. The bandwidth of a normal 20MHzWiFi6working channel edgeGuard sub-
carriers is about 500 kHz, and the reference value calculated by the abovemethod exceeds
the isolation requirements of normal services. To save precious spectrum resources, the
value of σService is usually less than 1.

Table 2. Service classification and their isolation requirements in underground pipe gallery.

Service
type

Isolation
requirement

σService Transmission rate Latency
requirement

Typical
service

Data
collection

Low 0.1 ≤10 Mbps Low Temperature
sensing

Video and image Medium 0.4 5–100 Mbps Medium Machine room
monitoring

Voice call High 0.7 ≤2 Mbps High Real-time call

Emergency Highest 1.0 2–100 Mbps Highest Fire alarm

Table 2 shows the service classification and their isolation requirements in under-
groundpipe gallery. PutσService of four types of undergroundpipe gallery communication
services into Formula (2), and calculate that the guardband of data collection services
is 131.5 kHz, that of video image services is 526 kHz, and that of voice call services is
920.5 kHz. The guardband of emergency services is 1315 kHz.

3.2 Spatial Stream Isolation Scheme Based on Service Grouping

In the spatial domain, this paper uses the characteristics of WiFi6 multi-antenna to carry
different services under the same service group with different spatial streams to realize
the isolation of services that have the same isolation requirements.

When the service group successfully obtains RU, the spatial stream resources
obtained by each RU through spatial division multiplexing are allocated within the
service group. The division of the service group will affect the utilization rate of spatial
resources. When there are too many services in a service group, some services in the
service group cannot obtain spatial stream resources. When there are too few services
in a service group, spatial resources are wasted. Therefore, service groups need to be
divided based on the number of spatial resources of the WiFi6 device. Set the number
of spatial streams supported by the WiFi6 device is Nstream, the service group division
method is as follows:

1. Statistical Service Information. The number of services participating in this round
of resource allocation is M, and the service is V = {V1,V2, . . . ,VM }, the trans-
mission rate requirement is R = {R1,R2, . . . ,RM }, service group number X, X is



22 S. Liu et al.

initialized to 1. The transmission rate of RU is B, and its calculation method is for-
mula (3). SBL is the bit of each Symbol, Coderate is the bit rate, NSubcarrier is the
number of subcarriers, NMIMO is the number of spatial streams, Symbol is the signal
transmission time in the time domain, a fixed value of 12.8 us,GI is the gap of inter-
frame, β is the ratio of the actual transmission rate to the theoretical transmission rate
in the current communication environment. When calculating the RU transmission
rate of 106-tone RU, NSubcarrier is set to 106 and NMIMO is set to 1.

B = (SBL × Coderate × NSubcarrier × NMIMO) ÷ (Symbol + GI) ∗ β (3)

2. Create a Service Group GX . Set the value of NumX = 0, indicates the number of
allocated spatial streams. Select a service that is not added to the service group and
select its service type K as the service type to be received by service group GX .

3. Add service to GX . All services that meet Vi = k are sorted by the waiting time.
The services with long waiting time are placed at the front of the sequence and then
traversed in sequence. Calculates the number of spatial streams Ri/B required by
service according to its transmission rate requirement. If NumX + Ri/B ≤ Nstream,
the service is added successfully.WhenNummimo+Ri/B > Nstream, the join fails.GX

does not add new service when either of the following conditions is met:Nummimo =
8 or the services that meetVi = k have been traversed. If all services have been added
to the service group, the division of service groups is complete, and the value of X
is the number of service groups. Otherwise, X = X + 1, to Step2.

When a service group obtains a RU in the frequency domain, RU obtains multiple
spatial streams through MU-MIMO technology space division multiplexing, and these
spatial streams are distributed among the services in the service group. According to
the division method of service groups, the spatial stream resources under each RU can
meet the transmission requirements of all the services in the service group, and the
services can obtain one or more spatial streams according to their own transmission
rate requirements. For example, when MCS = 9, the maximum transmission rate of a
single-stream 106-tone RU is about 50 Mbps [16]. If the transmission rate of a service
is required to be 80 Mbps, 2 spatial streams are allocated to it, so that the transmission
rate can meet the requirements of the service. Figure 4 shows the distribution of spatial
streams in a RU. The service type of this service group is video and image service,
and one or more spatial streams are allocated to it according to the transmission rate
requirements of each service.

After the spatial stream allocation scheme is determined, the AP measures the chan-
nel characteristics from each antenna to each terminal. Then, according to the channel
characteristics, the AP performs precoding calculation on the data to be sent, and sends
the precoding signal on each antenna. The result is that when data reaches each terminal,
it contains only the data from its own terminal, eliminating the data from other terminals,
and forming a directional beam to each terminal. Multiple input antennas and multiple
output antennas can simultaneously transmit different data on different spatial paths,
and their spatial irrelevance brings spatial isolation of services. The isolation intensity
between spatial streams is related to the antenna design of WiFi6 devices. The larger the
antenna spacing, the stronger the antenna isolation.
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Fig. 4. MIMO spatial streams allocation method.

3.3 Isolated Resource Allocation Method Based on Improved KM Algorithm

Different types of service in the underground pipe gallery have different isolation require-
ments, and isolation capabilities of RU at different positions on the spectrum are also
different, so the mapping between service and communication resources needs to be
established according to the isolation requirements of service. In the process of resource
allocation, isolation factor is introduced to test the advantages and disadvantages of allo-
cation scheme. The isolation factor is related to the isolation and other requirements of
services. In this paper, the isolation factor parameters of data collection service, video
and image service, voice call service, and emergency service are respectively set to
1,5,9,25. At the same time, in order to prevent some services from obtaining commu-
nication resources for a long time, the isolation factor parameter is updated with the
service waiting time, and at the end of each TXOP, the isolation factor for all services
that do not receive communication resource increases by 1.

At the beginning of each round of resource allocation, the AP obtains the ser-
vice information uploaded by the STA. The isolation factor of service is L =
{L1,L2, . . . ,LM }. Divide service groups based on service types and isolation require-
ments, and calculate the comprehensive isolation factor GL = {GL1,GL2, . . . ,GLX },
corresponding to service group G = {G1,G2, . . . ,GX }, and GLx is the sum of ser-
vice isolation factors in Gx. Then, calculate the service guardband requirement GV =
{GV1,GV2, . . . ,GVX }.

After the division of the service group is completed, theRU resources in the frequency
domain are allocated. The quantity of 106-tone RU under the current working bandwidth
is Y, and the distance between 106-tone RU and the nearest 106-tone RU on the spectrum
isDR = {DR1,DR2, . . . ,DRY }. At this point, the constraints on resource allocation can
be abstracted into the following:

1. When GVx < DRy, Gx can get RUy.
2. Each service group can only get one RU.
3. Each RU can only be assigned to one service group.

The objective function can be expressed as formula (4), the matching relationship
between RU and service group is recorded as GR = {GR1,GR2, . . . ,GRX }, when Gx
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gets RUy, GRx = RUy, otherwise GRx = Null.

max
[
f (GR)

] = max
∑X

x=1
[GLx ∗ (GRx �= Null)] (4)

This problem can be solved by the idea of graph theory. The problem is abstracted
into a matching problem of weighted bipartite graph, and the improved Kuhn-Munkres
(KM) algorithm is used to solve it. The two point sets of the bipartite graph are G =
{G1,G2, . . . ,GX } and RU = {RU1,RU2, . . . ,RUY }. According to constraint condition
➀, when GVx < DRy, there is a weighted edge E

(
Gx,RUy

)
between Gx and RUy, and

the weight is GLx. According to the constraint condition ➁➂, no two edges in the final
set of desired edges have the same vertices. When the sum of edge weights in the final
edge set is the largest, the objective function gets the optimal solution.

1. Add “virtual edge” and “virtual point”, add “virtual point” to the point set with
fewer points to make the number of centralized points of the two points the same,
add “virtual edge” to transform the graph into a complete bipartite graph, the weight
of “virtual edge” is 0.

2. Take a feasible vertex labelling l on the graph Graph = (G,RU ;E), then get the
l equality subgraphs Graphl of Graph, which is Graphl , satisfying the pair ∀Gx ∈
G,RUy ∈ RU , have l(Gx)+l

(
RUy

) ≥ w
(
Gx,RUy

)
, wherew

(
Gx,RUy

)
is theweight

of edge E
(
Gx,RUy

)
, initially set (Gx) = max

y∈Y w
(
Gx,RUy

)
, l

(
RUy

) = 0,∀Gx ∈
G,RUy ∈ RU . Any matching Match (can be ∅) on Graphl is used as the starting
match.

3. If Match saturates each vertex of G, then Match is the optimal match and stops;
otherwise, take any vertex u that is not saturated byMatch, let S = {u},T = ∅.

4. If the neighbor set NeighborGraphl (S) ↄT, go to Step 5. Otherwise,

NeighborGraphl (S) = T. Calculate αl , and new feasible vertex labels l̃. Let l =
l̃,Graphl = Graphl̃ .

αl = min
Gx∈S,RUy /∈T

{
l(Gx) + l

(
RUy

) − w
(
Gx,RUy

)}
(5)

l̃(v) =
⎧⎨
⎩
l(v) − αl, v ∈ S
l(v) + αl, v ∈ T
l(v), v /∈ Tv /∈ S

(6)

5. Select RUy ∈ NeighborGraphl (S)\T , if RUy is Match-saturated, set
(
RUy,Gx

) ∈
NeighborGraphl (S), make S ← S ∪ {Gx},T ← T ∪ {

RUy
}
, go to Step 4. Otherwise,

RUy is Match -unsaturated, and there is a Match-augmenting path P, let M =
M�E(P), go to Step3.

Through the above algorithm, the Match obtained is the maximum weight edge set.
KM algorithm is used to solve the maximum weight problem under perfect matching
[17], but the final solution result of this problem need not be perfect matching. Therefore,
“virtual point” and “virtual edge” are added. As shown in Fig. 5, RU5 is the added
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Fig. 5. Improved KM algorithm to solve RU assignment problem.

“virtual point”, and the mapping between RU5 and G2 means that G2 has not obtained
RU resources.

After the allocation of RU is completed, MU-MIMO technology is used to reuse
106-tone RU to obtain several spatial streams, which are allocated according to the
transmission rate requirements of each service in the service group carried by this RU.
Finally, distribute the resource allocation plan to each STA. At this time, if there are
services in the resource request sequence that have not been allocated resources, increase
their isolation factor by one and let them participate in the next round of resource
allocation.

4 Simulation

In order to verify the feasibility of the proposed multi-service isolation scheme, a sim-
ulation experiment is carried out. The test network consists of 1 AP and 30 STAs, and
all devices support 8*8 MU-MIMO. The wireless channel model conforms to Rayleigh
fading. Working band is 2.4 GHz, working bandwidth is 40 MHz, MCS value is 9,
256 QAM modulation, bit rate is 5/6, Symbol bit length is 8, Symbol Time is 13.6 us
(frame gap GI is 0.8 us, basic transmission Time is 12.8 us), TXOP is 5 ms.

The theoretical maximum rate of 40 MHz is (8 * 5/6 * 468 * 8)/(12.8 + 0.8) =
1835Mbps, and the theoretical maximum rate of single-stream 106-tone RU is (8 * 5/6 *
106 * 1)/(12.8+ 0.8)= 52Mbps. However, the actual transmission rate generally cannot
reach the theoretical value, and the simulation assumes that the actual transmission rate
is 50% of the theoretical transmission rate, that is, 26 Mbps.

Firstly, the performance of service isolation in frequency domain and spatial domain
is verified. The isolation in frequency domain is realized by OFDMA technology and
guardband. Under the working bandwidth of 40 MHz, there are four 106-tone RU.
When they all transmit data, the guardband they can provide for service is 2187.5 kHz,
546.875 kHz, 546.875 kHz and 2187.5 kHz respectively. Figure 6 shows RU allocation
at 40 MHz at a certain time, RU1 and RU4 can meet the requirements of four kinds of
service isolation, RU2 and RU3 can meet the “Data collection” and “video and image”
isolation requirements of the service. Four types of different services can find suitable
RU to meet their guardband requirements.

MU-MIMO technology bymaking different service in different spatial path transmis-
sion to realize, so the isolation performance is associated with antenna hardware design.
WiFi6 antenna isolation refers to the ratio of the signal transmitted by one antenna and
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Fig. 6. The allocation of RU resources in 40 MHz.

the signal received by the other antenna to the signal of the transmitting antenna. That
is, the less signal one antenna receives from the other antenna, the better the isolation
between the two antennas and the lower the degree of interference. Currently, the isola-
tion degree of WiFi6 devices on the market is generally higher than 15 dB in 2.4 GHz
and 5 GHz bands, which meets the communication service isolation requirements of
underground pipe gallery.

Secondly, the data transmission of different types of services is compared. Due to the
large difference in the number of various communication services in the underground
pipe gallery, different proportionswere set for the four types of services in the simulation.
Data collection services account for 50%, denoted as A in figure, video and image
services account for 20%, denoted as B; Voice call services account for 20%, denoted as
C, and emergency services account for 10%, denoted as D. Figure 7 shows the variation
of latency with the number of STA. With the increase of the number of active STA, the
average waiting time of the four types of service increases. In the vertical comparison,
services with higher isolation have lower average latency. Emergency service can receive
faster response from communication resources. Figure 8 shows the change of the average
throughput of services with the number of STA. It can be seen that the throughput of
emergency services and video and image services is larger, which is related to the higher
transmission rate requirements of them.

Fig. 7. Latency varies with the number of active STAs.
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Fig. 8. Throughout varies with the number of active STAs.

Then, resource usage is compared with that without the service isolation solution.
The channel divisionmethod in the comparison scheme is the same as that in the isolation
scheme, but the spatial streams on 106-tone RU is not limited to the same type of service,
and the resource allocation principle is FCFS (first-come-first-served). Figure 9 shows
the variation of the average latency with the number of active STA of the two resource
allocation schemes. The average latency of the isolation scheme is slightly higher than
that of the comparison scheme, and the more active STA, the greater the latency gap.
Figure 10 shows the variation of the throughout with the number of active STA of the
two resource allocation schemes. When the number of active STAs is the same, the
throughput difference between the two schemes is about 11%–23%, and the comparison
scheme is slightly higher than the isolation scheme. Simulation results show that the
resource allocation scheme has low resource cost while ensuring communication service
isolation.

Fig. 9. Latency comparison of the two schemes.
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Fig. 10. Throughout comparison of the two schemes.

5 Conclusion

In this paper, a multi-service communication isolation method based on WiFi6 is
designed to solve the communication isolation problems of different services in under-
ground pipe gallery. Compared with the traditional wireless communication isolation
scheme, the service isolation scheme in this paper is implemented based on the 802.11ax
protocol, with low cost and strong scalability. It mainly uses the channel characteristics
of WiFi6 frequency domain and spatial domain. This paper proposes a communication
multi-service physical isolation architecture based on WiFi6 is proposed to realize the
physical isolation of communication services from the two levels of frequency domain
and spatial domain. In the isolation process, services are divided into service groups
according to different service isolation requirements. In the frequency domain, the spec-
trum isolation scheme based on guardband is used to isolate different types of services.
In the spatial domain, the isolation of same type services is realized by the spatial stream
isolation scheme based on service grouping, and the isolation resource allocation mech-
anism is established through the improved KM algorithm based on the idea of graph
theory. Through simulation verification, the solution can provide reliable isolation guar-
antee for services with different isolation requirements, and services with high isolation
requirements such as emergency services can quickly receive resource responses, and
pay a small resource cost while ensuring communication isolation.
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Abstract. With the rapid development of wireless communication technology
and mobile Internet, requirements for accuracy and efficiency of location services
are on the increase. In recent years, WiFi fingerprint passive positioning technol-
ogy has received more and more attention from the academic community. RSS
fingerprint is usually adopted in this field, but it has some inherent defects in
real-time positioning due to its unstable acquisition timing. Packet Delivery Rate
(PDR) fingerprint has been proposed in recent years, which has great advantages
over RSS fingerprint in passive positioning scenario. However, it still has the
problems of low positioning efficiency and huge resource consumption. There-
fore, this paper proposes an improved positioningmethod namedMU-PDR (Multi
User Packet Delivery Rate), which utilizes the newly introduced MU-RTS/CTS
feature in WiFi6. The corresponding MU-PDR fingerprint acquisition and posi-
tioningmethods are proposed to optimize the performance of PDR-like fingerprint
in multi-target scenes. Finally, simulation result shows that MU-PDR has higher
efficiency than traditional PDR in multi-target scenario, which is illustrated by
the significant reduction of channel resource occupation under the same accuracy
requirements.

Keywords: Fingerprint positioning · Passive positioning · WiFi6

1 Introduction

With the popularity of WiFi devices, WiFi based positioning technology [1] shows sig-
nificant advantages of low cost and easy deployment, which has excellent development
potential. WiFi-based fingerprint positioning technology realizes the positioning and
tracking of user terminals through different signal characteristics and matching algo-
rithms [2]. This technology usually does not need additional hardware support and can
be completely based on commonWiFi devices. It is commonly realized through received
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signal strength (RSS) [3]. The advantage of location fingerprint technology is that it can
handle the difference of signal characteristics in different locationswithout signal resolu-
tion. It is not affected by non-line-of-sight propagation (NLOS) errors and has excellent
stability and robustness.

According to which side the signal is acquired and the fingerprint is generated,
the fingerprint positioning can be divided into active method and passive method [4].
Active positioning covers most of the current fingerprint positioning technologies [5],
that is, collecting data sent by AP on the positioning target side, generating location
fingerprints and matching the fingerprints of the server-side fingerprint database. In
contrast, passive fingerprint technology collects the wireless signal sent by the target
on the AP side, generates a fingerprint and uploads it to the local server for matching
and estimating the location of the signal source. Its characteristic is that the AP side has
the initiative of positioning, and the user usually does not need to install software and
hardware or proceed with something else on the mobile device. The positioning process
is semi-independent from the user’s participation.

At present, passive fingerprint positioning [6] mostly adopts RSS as the fingerprint,
and mainly acquires RSS data through probe request frame and data frame. Due to the
long transmission interval of the probe request frame, the frequency of RSS obtained by
the positioning system is low, and vacuum period is prone to occur. Moreover, the data
frame also has problems such as unstable sending frequency and loss of key information.
The AP must capture the data frame sent by the target to parse the RSS data contained
in it. In practice, it is rare for the target to actively send packets, and the frequency
with which the target sends packets is unpredictable, especially when the target is not
associated with any AP. In this case, the positioning system can not get RSS of a specific
device at any time, and the real-time requirement can not be satisfied.

For such problems, Duan et al. [7] proposed a positioning technology solution based
on the Packet Delivery Rate (PDR), where the AP actively sends a request to send (RTS)
frame to solicit the target device to reply to a clear to send clear to send (CTS) frame to
calculate the PDR, and use this instead of RSS as the fingerprint. While satisfying the
real-time requirement of passive positioning, they solve the device dependence problem
by specifyingmodulationmode and power. Since the PDRpositioning technology adopts
the RTS/CTS mechanism, a group of APs in the positioning system can only locate a
single target in a same period. The high-frequency and mass-transmitted positioning
frames will inevitably lead to waste of channel resources in the multi-target scenario.
As a result, the cost in real scenarios is worth paying attention to. In general, under
the previous protocol, the one-to-one mechanism of RTS/CTS is the most important
bottleneck limiting this positioning technology.

In this paper, we propose a passive positioning method of MU-PDR (Multi User
Packet Delivery Rate) fingerprint integrated with the MU-RTS/CTS [8] features newly
introduced in 802.11ax [9, 10], based on the passive positioning technology of PDR
fingerprints. This method integrates the more flexible channel resource allocation mech-
anism in 802.11ax into the PDR fingerprint positioning technology, and replaces the
traditional RTS with MU-RTS, so that the target can perform parallel CTS responses,
which greatly improves the condition of the same transmission data rate. It improves
the efficiency of fingerprint collection and construction, thus expanding the potential
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of PDR fingerprint positioning technology in multi-target scenarios. Through simula-
tion experiments, this paper verifies the effectiveness of the method from two aspects:
positioning accuracy and the number of positioning frames. The results show that the
positioning accuracy of MU-PDR method for multiple targets is basically the same as
that of traditional PDR method for single target, but the overall positioning cost of the
former is significantly reduced.

2 MU-PDR Fingerprint Positioning Frame

The MU-PDR fingerprint acquisition method is based on the MU-RTS/CTS mechanism
in WiFi6. The parallel PDR data calculation is realized through the CTS replied in
parallel in multiple RU. The allocation mode of positioning RU adapts to the general
802.11ax protocol.MU-PDRpositioningmethod is amulti-AP collaborative positioning
process. Therefore, it is necessary to plan the transmission time of positioning frames
reasonably, in order to avoid the waste of resources and accuracy loss caused by the
collision of high-frequency positioning frames from different Aps (Fig. 1).

Fig. 1. The PDR involved in the online and offline phase is obtained by calculating the MU-RTS
frame sent by the AP and the CTS frame replied by multiple targets in parallel.

The construction method of offline MU-PDR fingerprint database is similar to the
general one of fingerprint database. The positioning range is planned according to the
AP coverage, and some location points in the indoor space are preselected as reference
points (RP). Based on theMU-PDRfingerprint acquisitionmethod, themulti-target PDR
fingerprint of an RP is collected in parallel to form the complete MU-PDR fingerprint
as the location feature of the RP. After data processing, the MU-PDR fingerprints data
of multiple APs are stored in the local server to build an offline fingerprint database.

In the section of online real-time location computation, it is first necessary to collect
real-timeMU-PDR fingerprints, in a multi-AP and multi-target scenario, which involves
the determination of targets before positioning, the positioning RU planning of each tar-
get, and the specific enabled APs in this positioning, so as to ensure the positioning
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efficiency and reduce the occupation of channel resources. Finally, the MU-PDR fin-
gerprint collected in real time is matched with the fingerprint database to obtain the
positioning results. Different matching algorithms have some impact on the accuracy.

3 MU-PDR Fingerprint Acquisition Method

The behavior of different types of WiFi terminals is uncertain. Thus, it is difficult to
ensure the accuracy and timeliness of information acquisition by using the probe request
frames and data frames from the terminals. One way to solve this problem is to install
corresponding programs on the WiFi terminal device to cooperate with fingerprint col-
lection on the side of the positioning system, but this way obviously violates the original
intention of passive positioning. Therefore, a more reasonable way is to make the AP
solicit the terminal to a certain extent within the scope of the protocol.

3.1 MU-RTS/CTS Mechanism

MU-RTS is a new trigger frame in the 802.11ax. The trigger frame requests and allo-
cates resources for one or more HE-TB-PPDU (High Efficient Trigger-based Physical
Layer Protocol Data Unit) transmissions, and carries other information required by the
responding STA to send the HE-TB PPDU.

802.11ax APs firstly need to initiate a TXOP transmission time through competition
(CSMA/CA). During this TXOP period, the channel is occupied by this AP. Then, this
AP reserves the channel by sending MU-RTS to terminals and avoids some issues such
as “hidden terminal”.

When receiving an MU-RTS, the terminal should feed back the CTS to the AP for
confirmation. The MU-RTS frame contains a list of RU assignments for each 802.11ax
client and helps coordinate the multiuser frame exchange. The 802.11ax clients send
clear-to-send (CTS) responses in parallel using their assigned RUs, thereby enabling
parallel transmission of CTS frames frommultiple terminals. By setting the NAV timers
of all other nodes, all terminals are in a passive receiving state and will not actively
compete for channels within the reservation time. The time value set by the NAV timer
is used for OFDMA data frame exchange procedure (Fig. 2).

Compared with the traditional RTS/CTS mechanism, MU-RTS/CTS mechanism
provides more flexible resource allocation and channel reservation ability, which logi-
cally changes from one-to-one to one-to-many. It can greatly improve the measurement
efficiency of PDR in multi-target scenario.

3.2 MU-PDR Acquisition Method

MU-PDRfingerprints essentially differentiate locations by differences in the success rate
ofMU-RTS/CTS exchanges at different physical locations. PDRs frommultiple APs are
combined to form MU-PDR fingerprints with positioning capabilities. Furthermore, the
APs need to specify lower CTS reception power in the corresponding field of MU-RTS
to ensure the location discrimination and the equal CTS transmission power between
different terminals.
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Fig. 2. MU-RTS transmits on the entire channel, which can be received by both 802.11ax nodes
and traditional 802.11 nodes.

The process of a single MU-PDR fingerprint collection is that the AP sends the MU-
RTS frame to the target at the specified sampling rate in the specified time window, and
receives the parallel CTS of each target.

Define the sampling window size T as the time used for one fingerprint collection,
and the data rate s as the MU-RTS sampling rate of a single AP within the window
period, then the number of MU-RTS frames sent by a single AP for a single acquisition
of a single target can be calculated as:

r = T × s (1)

Assuming that the number of CTS frames replied by this target received by the AP
after the end of the sampling window is c (c ≤ r), the PDR can be calculated as:

PDR = c
r (2)

Consider a fingerprint collection of m targets by n APs. After the window period
ends, the PDR of each target is calculated separately and combined as:

⎡
⎢⎢⎢⎢⎣

PDR1
1 PDR2

1 · · · PDRn
1

PDR1
2 · · · · · · ...

... · · · · · · ...

PDR1
m · · · · · · PDRn

m

⎤
⎥⎥⎥⎥⎦

(3)

where PDRi
j is the PDR collected from the APi to the Targetj. If m is greater than the

maximum number of parallels in the scheme, it is ensured that each target has the same
positioning resources by increasing the data rate.

Since MU-PDR fingerprint collection requires high-frequency MU-RTS/CTS
exchange procedure. In a positioning process with dense APs, it is necessary to reduce
the interference between positioning frames sent by different APs as much as possible,
which will occupy time resources and even have some impact on the positioning accu-
racy. When used for positioning, a MU-RTS/CTS exchange procedure does not initiate
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an uplink transmission of the terminal at the end, but defaults to relinquishing the channel
and competing for the next transmission opportunity.

Next, Consider the time consumed for a single MU-RTS/CTS exchange:

a. If the AP sends MU-RTS and successfully receives CTS frames addressed by MU-
RTS trigger frame:

Tsuccess = MU_RTS_TIME + CTS_TIME + aSIFSTime (4)

b. The 802.11ax protocol states that the AP should wait for a CTSTimeout interval after
sending MU-RTS:

CTSTimeout = aSIFSTime + aSlotTime + aRxPHYStartDelay (5)

The interval starts with the PHYTXEND.confirm primitive of the MU-RTS trigger
frame sent by the MAC. If the MAC does not receive the PHY-RXSTART.indication
primitive during the CTSTimeout interval, theAP should determine that the transmission
of MU-RTS trigger frames failed.

Therefore, this paper stipulates that MU-RTS should set a very low
NAV(TXOP_DURATION) for other APs and terminals in the same channel, just enough
to protect this exchange.

In theMU-PDR positioningmethod proposed in this paper, due to the high frequency
of positioning frames, the failed exchange caused by other positioning frames at the same
time should be avoided, and the PDR obtained in the online phase should not be affected
by the number of enabled APS.

This method preliminarily optimizes this process by separating the MU-RTS trans-
mission timing of each AP. Assuming a fingerprint acquisition initiated by N APs, the
transmission window is divided into B × N blocks. Each block is allocated to each AP
in order, and each AP only performs MU-RTS/CTS procedure for positioning purpose
in the allocated time block (Fig. 3).

Fig. 3. In this way, the acquisition process of MU-PDR fingerprint becomes more fine-grained,
and it is possible to further optimize according to the PDR data of each reduced window.

Then the specific sampling window of APi is defined as:
[
bn+i−1

Bn · T , bn+i
Bn · T

]
, b = 0, · · · ,B − 1 (6)

The sampling rate in a single reduced time window is n · s.
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By splitting multiple blocks, the MU-RTS/CTS exchange of each AP is independent
of each other, and the independent transmission window is evenly distributed in each
part of the total window. The simulation part of this paper will verify the improvement
of this scheme in time domain resource occupation.

The above MU-PDR fingerprint construction method is carried out within the
scope of 802.11ax protocol, without pre-operation of terminal equipment, and has good
applicability to 802.11ax terminals in general scenes, with low deployment difficulty.

4 MU-PDR Fingerprint Positioning Method

4.1 Offline Fingerprint Database Construction Method

In the offline phase, the indoor area should be divided firstly. Based on the actual situ-
ation, the area is divided into RPs separated by a certain distance. The granularity and
distinction of RPs need to be considered simultaneously. Usually the distance between
adjacent RPs is about 1 m, and the final positioning results are indirectly from the
locations of these RPs.

For convenience, the following discussion defaults to a 20MHz channel. Four band-
width sizes of RUs are defined in 20 MHz channels: 2 MHz (RUa), 4 MHz (RUb),
8 MHz (RUc), and 20 MHz (RUd ). The impact of different RU is reflected not only in
throughput, but also in packet delivery rate. Therefore, RUs with different bandwidth
sizes should be attributed to different fingerprint dimensions and have corresponding
location discrimination capabilities.

Given a positioning system consisting of N AP. Within the coverage of this posi-
tioning system, for each RP point, the AP measures the combined PDR of the point by
multiple MU-RTS/CTS exchanges, as shown in Eq. (3). In this phase, the set of targets
is in the same location, thus obtaining PDR data of each size of RU from an AP at that
RP.

PDR(APi,RPj) = [
PDRRUa ,PDRRUb ,PDRRUc ,PDRRUd

]
(7)

Then combine all AP data to get the MU-PDR fingerprint of the RP.

MU − PDROffline
RPj

=

⎡
⎢⎢⎢⎣

PDR(AP1,RPj)
PDR(AP2,RPj)

· · ·
PDR(APN ,RPj)

⎤
⎥⎥⎥⎦ (8)

For this RPj, PDR
y
x represents the PDR measurement value of the xth AP in RUy. The

MU-PDR fingerprint serves as the complete location feature for this RPj.
The MU-PDR fingerprints and their coordinates for all RPs construct a fingerprint

database that is stored on the local server for invocation during the online phase. Con-
sidering the complexity of the indoor environment, a more representative MU-PDR
fingerprint is usually measured multiple times at each RP.
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4.2 Online Real-Time Location Computation Method

Online Fingerprint Obtaining and Matching
In the online phase, a scene with multiple positioning targets is given. After determin-
ing multiple targets to locate by positioning requests from the upper application, this
positioning system will perform the RU pre-allocation process of OFDMA according
to the MU-PDR acquisition method described above, assigning a specific band to each
locating target (Fig. 4).

Fig. 4. An exchange process involving three STAs at a time.

Next, the system selects the appropriate sampling window and sampling rate based
on the actual situation. Within a certain range, the higher the MU-RTS sampling rate is,
the more stable the PDR data will be, and the more channel resources will be occupied.

Consider a single localization initiated by n(n ≤ N ) APs to m targets. When the
samplingwindow is over,MU-PDRfingerprints are calculated based on the total number
of MU-CTS sent and the number of CTS received by each allocation channel:

MU − PDROnline =

⎡
⎢⎢⎢⎣

PDROnline
AP1

PDROnline
AP2

· · ·
PDROnline

APn

⎤
⎥⎥⎥⎦ (9)

PDROnline
APi

=
[
pdrRU1

Tgt1
, pdrRU2

Tgt2
, · · · , pdrRUm

Tgtm

]
(10)

where pdrTgtj represents the PDR of the target Tgtj over an allocated RU by APi.
Then, using the computed MU-PDR fingerprint and the MU-PDR fingerprint

database constructed in the offline phase, the positioning system performs a match-
ing algorithm to calculate the results. The specific matching algorithm will have a slight
impact on the positioning accuracy. As an example, the KNN algorithm is adopted in this
paper, by selecting the K most similar locations and average their coordinates (Fig. 5).
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Fig. 5. The collected online fingerprint and the offline fingerprint at the corresponding RP.

About MU-PDR fingerprints involved in this phase, the column vectors represent
each target’s PDR fingerprint, and each dimension of the fingerprint can find the corre-
sponding in the offline fingerprint database. Similarity is calculated from the Euclidean
distance between the offline and online fingerprints:

SIM(RPx,Tgty) = 1√
∑n

i=1

(
PDRiRPx−pdri

(Tgty ,RU)

)2

+ε
(11)

Select the K RPs with the greatest similarity of the positioning target, and compute
the location estimates of multiple targets at the same time. Therefore, the multi-target
parallel positioning initiated by the positioning system is realized.

⎧⎪⎪⎨
⎪⎪⎩

(x1, y1) =
∑K

i=1
(
xi1,y

i
1

)
K

· · · · · ·
(xm, ym) =

∑K
i=1

(
xim,y

i
m
)

K

(12)

Quantity Limit of Concurrent Enabled AP
The accuracy of MU-PDR fingerprints depends on the number of MU-RTS/CTS sent.
However, a higher amount of transmission may result in higher channel time-frequency
resource consumption and power consumption.

Set p as the number of CTS parallels on the target side and p = 1 as the case
with traditional PDR schemes. It is easy to get the increase of time-frequency resource
occupancy of MU-PDR scheme compared with traditional PDR scheme. For the same
number of positioning frame exchanges, the MU-PDR scheme achieves p times the
number of positioning targets compared with the traditional PDR scheme, while the
time-frequency resource consumption is basically the same.

Furthermore, this paper analyses the power consumption from the point of view of
the number of positioning frames. Considering the two parts of MU-RTS sent by AP and
CTS sent by target, the total theoretical transmission of positioning frames in a sampling
window is calculated as:

Frames = n × T × s ×
⌈
m

p

⌉

︸ ︷︷ ︸
MU−RTS

+ n × T × s × m︸ ︷︷ ︸
CTS

(13)
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where p is the maximum number of CTS parallel scheme. p = 1 represents the case
with traditional PDR scheme.

FramesPDR = 2 × n × T × s × m (14)

Compared with traditional PDR, MU-PDR first significantly reduces the number
of RTS frames sent for positioning in multi-target scenarios with the same sampling
rate. It is easy to calculate that under the same other conditions, MU-PDR theoretically
reduces the number of positioning frames by 25%–50%, depending on the specific
parallel scheme.

When the target is within the scope of multiple APs (N > 3), the number of used AP
needs to be limited. AlthoughmoreAPmeans higher fingerprint dimensions, positioning
accuracy can be slightly improved (with severe marginal effects). However, in dense
scene of MU-PDR fingerprint positioning, it is easy to overflow the positioning frames
in the channel, causing serious congestion.

To further optimize the cost of positioning frames, the number of AP used for fin-
gerprint collection is limited. In an independent N AP positioning system, the number
of AP per positioning is limited as:

APadopt = min

(
APcover,APmax,

N
L+Q−1+ N

(N−3)
√
p

1√
p + APmin

)
(15)

where APcover is the number of AP around this target, APmax is the maximum number
of AP allowed, L is the number of targets already in the window, and Q is the number of
targets of this positioning. When there are fewer targets in the positioning window, more
APs are enabled for this positioning task. As the number of targets in the positioning
window increases, the number of concurrently enabled AP quickly converges to the
minimum fingerprint dimension requirement number APmin.

MU-PDR, as a fingerprint positioning method, also has the advantages of strong
robustness and no need of signal computation. MU-PDR realizes real-time passive
positioning through MU-RTS/CTS exchange procedures initiated on the side of the
positioning system, independent of random data frames sent by the terminal device.

5 Simulation

In this chapter, the validity of the proposed method is verified through simulation exper-
iments, based on MATLAB. The simulation mainly includes positioning accuracy and
positioning cost.

The indoor WiFi signal propagation scene is built based on MATLAB simulation
platform, in which the simulation network with multiple APs and nodes is built, and the
exchange process of MU-RTS/CTS mechanism is simulated. The indoor propagation
model is used to determine the path loss between nodes, with the parameters of indoor
scenario and the distance between nodes as the main parameters. To simulate the real
indoor environment, this simulation experiment adds random ambient noise interference
to the signal, and simulates the fluctuation of indoor positioning while guaranteeing the
distance difference.
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5.1 Positioning Accuracy

This section aims to test the impact of one-to-many mechanism of MU-RTS/CTS on
positioning accuracy in multi-target scenarios.

Set a 10 m * 10 m * 3 m indoor area and divide the X/Y plane into 100 reference
points, 1 m apart. The positioning system is built with three APs, which are distributed
indoors and triangulated to ensure unambiguous positioning results. All APs and targets
separately use the constant transmission power during this simulation.

Three schemes are compared with the same sampling window of 1 s and sampling
window of 500 per second:

a. Traditional RTS/CTS scheme. Locate only one single target at a time in the whole
20 MHz channel.

b. Traditional RTS/CTS scheme. Considering multi-target scenario with 4 targets, the
window size is compressed to 1/4 of the original.

c. The MU-PDR scheme proposed in this paper, which uses 20 MHz channel for MU-
RTS and 4 MHz RUs for each CTS.

The experiment simulates the offline and online phases and uses the following MU-
PDR fingerprint acquisition methods: the positioning system sends MU-RTS or RTS
frames to indoor targets to be located, then the targets reply CTS frames in the indicated
RUs when the reception is successful. The channel environment does not change during
one exchange procedure. Repeat this process in the samplingwindow at a given sampling
rate.

During the positioning process, the target to be located is set to move with a random
track in the indoor space with a constant height. After repeated positioning for many
times, the average error is calculated bymeasuring and calculating the positioning results
of each time. Finally, the positioning accuracy of each scheme under given conditions
is obtained (Fig. 6).

Fig. 6. Positioning accuracy simulation results.
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As shown above, taking 4 MHz RU as an example, the accuracy of multi-target
positioning usingMU-RTS/RTS is basically the same as that of single-target RTS/CTS in
this simulation environment. The results show that theCTS frames transmitted in parallel
have no significant impact on the positioning accuracy. In themulti-target scenario, when
the sampling window of the RTS/CTS scheme is shortened, the average error increases
significantly. It can be inferred that in such PDR-like fingerprint positioning scheme, the
discrimination of position is less sensitive to the transmission bandwidth of CTS than
to the sampling window and the sampling rate. With similar positioning accuracy, more
attention should be paid to the resources occupied in the positioning process.

5.2 Positioning Cost

This section considers a scenario where there are more APs and more targets on such
region and simulates the positioning cost at the system level. Each target to be located
randomly sends out a positioning request at some moments with a certain probability,
and the location service is provided by some of these APs in the system. Set the same
sampling window and sampling rate as the previous experiment, to simulate the number
of positioning frames needed and the average time consumption of AP under different
preset parameters. In order to more intuitively reflect the channel resource occupation,
it is assumed that all nodes are in the same channel (Table 1 and Fig. 7).

Table 1. Simulation parameters

Parameter Value

Sampling window 1 s

Sampling rate 1000 frames/s

CTS parallels 4

Request rate 0.1

Block num 5

Tsuccess 25 μs

Ttimeout 59 μs

The positioning power consumption is weighed from the number of positioning
frames sent. PDR and MU-PDR use the same AP selection scheme. The simulation
results display the sumofRTS (MU-RTS) andCTS frames under ideal conditions, reflect-
ing the combined costs of different positioning schemes from the side. The result shows
that when the number of targets in the area is small, there is little difference between
the number of theoretical frames used for PDR positioning and MU-PDR positioning.
In the case of more dense targets, the parallel construction mechanism of MU-PDR has
obvious advantages in power consumption, reducing the number of positioning frames
by 33.7% (Fig. 8).

In terms of the time-frequency resource consumption, this experiment tests different
strategies. Different numbers of APs compete to occupy channels during a given period.
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Fig. 7. Number of positioning frames simulation results.

Fig. 8. Positioning time cost simulation results.

The period fromwaiting for transmission to exchange completion or timeout is recorded
as the time consumed for one positioning procedure. In the traditional PDR scheme, the
transmission success rate is low and the queuing time is long due to the excessive number
of positioning frames sent and the overcrowded channel. As the number of positioning
AP adopted increases, the average time consumption of a single RTS/CTS exchange will
exceed 100 μs. In this case, the time-frequency resources are insufficient to meet the
sampling rate requirements. By contrast, the MU-PDR scheme improves significantly in
this field. The time consumption of a single exchange is limited to less than 50 μs. And
in extreme cases, the channel occupancy is less than 30%, which is of more practical
worth.
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6 Conclusion

In this paper, we propose a MU-PDR fingerprint passive positioning method, which
utilizes the new feature of MU-RTS/CTS in 802.11ax to increase the number of locat-
able targets in a single window. Compared with traditional PDRmethod, the positioning
efficiency in multi-target scenes is improved while the positioning accuracy is guaran-
teed. The MU-PDR method is applicable to the general 802.11ax protocol, which does
not require additional hardware support, and has the advantages of low cost and easy
deployment.

Through simulation experiments, this paper verifies the validity of the scheme at
the system level. The results show that the MU-PDR method proposed in this paper
achieves simultaneousmulti-target parallel positioning without sacrificing accuracy, and
optimizes the limitation of traditional PDR fingerprint channel resource consumption,
thereby greatly reducing the cost of positioning in multi-target scenes.
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1 Introduction

The Fifth-generation (5G) communication is expected to reach its limits in 2030
[1–3] due to the never-ending growth of global mobile data traffic. Although
the research and development are still in the early stage, many new mobile
communication technologies will appear in the future six-generation (6G) [4,5].

Reconfigurable intelligent surface (RIS) is a revolutionary technology in the
field of wireless communication and one of the most important technologies in
the future 6G related technologies [6,7].

Recently the emergence of metamaterials has spawned cutting-edge technol-
ogy, RIS [8]. A planar array of some passive elements can form a RIS, where the
input signal is imparted at the desired phase angle by each element independently
[9]. To adapt to the dynamically changing wireless propagation environment, the
reflected (or transmitted) signal can be reconfigured to propagate in its desired
direction by properly adjusting the phase shifts of all elements, and the reflection
factor (or loss factor) of each element can be reconfigured [10]. The advantages
of RISs have been demonstrated in these actual wireless communication models
[11]. Compared to traditional networks without RIS, RIS-aided networks can
improve energy efficiency and capacity [12,13]. According to the different ways
of changing the propagation direction of the input signal [14], RIS can be roughly
divided into two types: reflective type [15,16] and transmissive type [17]. Pre-
cisely, the reflective type RIS reflects the input signal in the desired direction.
The signal can also penetrate through the transmissive type RIS, and by chang-
ing the phase, the signal is transmitted in the desired direction. The concept
of user-specific reconfigurable intelligent surfaces (US-RIS) is first proposed by
[18]. In the communication system, RIS is traditionally used between the base
station (BS) and users, or deployed on the BS. Compared with traditional RIS
application scenarios, US-RIS is a hardware technology that beamforming the
signals that penetrate them and is used to build large-scale arrays on the user
side.

In this paper, we use alternating update and SCA methods to solve the
optimal energy efficiency of the US-RIS-aided uplink communication system.
Thereby the optimal layer of US-RIS is found. Simulation results demonstrate
that the UE’s internal circuit consumption and the number of elements can affect
the energy efficiency, and the optimal layer changes accordingly.

2 System Model

In Fig. 1, a US-RIS-aided uplink communication system is considered. The sys-
tem has one UE equipped with M transmit antennas and one BS with N receive
antennas. The US-RIS consists of L layers and each layer has Kl passive ele-
ments, l = [1, 2, · · · , L].

The phase shift (PS) matrix of US-RIS’s l-th layer is defined as

Θl = diag(θl) = diag[(θl,1, · · · , θl,Kl
)T ], (1)
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Fig. 1. System model

where, θl,k = ejϕ is k-th element’s phase shift of the l-th layer and ϕ ∈ [−π, π].
Let s ∈ C denote the transmit signal for uplink transmission with E{| s |2} = 1.
The received vector y ∈ C

N×1 at the BS can be written as

y = GH

(
L∏

l=1

κΘlHl

)
ws + n, (2)

where G ∈ C
KL×N denotes the channel between the l-th layer of US-RIS and

BS. H1 ∈ C
K1×M denotes the channel between US-RIS’s 1-st layer and UE.

Hl ∈ C
Kl×Kl , l = [2, · · · , L] denotes the channel between the (l−1)-th layer and

the l-th layer of US-RIS. In addition, κ is the loss coefficient when the signal
transmit through every layer. w ∈ C

M×1 is the uplink beamforming (ULB)
vector. n is a Gaussian White noise vector with zero mean and σ2IN variance
matrix. Therefore, the transmission signal which is combined by the BS can be
expressed as

z = vHGH

(
L∏

l=1

κΘlHl

)
ws + vHn, (3)

where z = vHy. The normalized receiving combining (RC) vector v ∈ C
N×1 is

used here. Then, SNR is expressed as the following form:

SNR =
| vHGH(

∏L
l=1 κΘlHl)w |2

‖vH‖22σ2
. (4)

Thus, the achieved data rate is

R = log2

(
1 +

| vHGH(
∏L

l=1 κΘlHl)w |2
‖vH‖22σ2

)
. (5)
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Note that the rate in (5) is affected by the RC vector v, US-RIS PS matri-
ces Θ1, · · · ,Θl, ULB vector w. Hence, the problem of energy efficient can be
formulatedz as

max
v,Θ1,··· ,ΘL,w

R

‖w‖22 + Pi
, (6a)

s.t. 0 ≤ ‖w‖22 ≤ Pmax, (6b)
R ≥ rmin, (6c)
|θl,k| = 1, (6d)

where Pi is the internal power circuit consumption of UE. (6b) is the power
constraint of UE. (6c) is the constraint to ensure the minimum rate at the
receiving end, namely, quality of service (QoS). (6d) is the range of phase shift
of the k-th element of the l-th layer.

Algorithm 1. Alternating Update with SCA
Input: Channel matrices G and H1, · · · ,HL; loss factor κ; t = 1; maximum transmit

power Pmax and internal power circuit consumption Pi.
Output: Maximized energy efficient τ .

1: while τ does not converge do
2: Update vopt by (11);
3: Update Θopt

1 , · · · ,Θopt
L by (15);

4: Update w(t) and τ (t) by solve problem (28);
5: Set t = t + 1;

6: end while
7: return vopt, Θopt

1 , · · · ,Θopt
L and w(t).

3 The Optimal Energy Efficient Design

To address the formulate non-convex problem, we design an algorithm which
can efficiently solve the problem. We want to find the maximum energy efficient
of US-RIS-aided uplink communication system according to the beamforming.
The proposed algorithm is used to settle the joint optimization problem (6).
Given the input channel matrices H1, · · · ,HL , G and loss factor κ. By alter-
nately solve the subproblem, the vopt is the first update with Rayleigh quotient
problem, and then Θopt

1 , · · · ,Θopt
L is update. Further we use successive convex

approximation(SCA) method to solve w.
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3.1 Receiving Combining Vector Design

With other variables fixed, problem (6) can be transformed into the following
equivalent form:

max
v,‖v‖2

2=1

| vHGH(
∏L

l=1 κΘlHl)w |2
‖vH‖22σ2

= max
v,‖v‖2

2=1

vHGH(
∏L

l=1 κlΘlHl)wwH(
∏L

l=1 κlΘlHl)HGv
‖vH‖22σ2

.

(7)

Let U = GH(
∏L

l=1 κlΘlHl)wwH(
∏L

l=1 κlΘlHl)HG. Obviously, U is a Hermi-
tian matrix, and equation (7) can be written as

max
v

vHUv
‖vH‖22σ2

, (8a)

s.t. ‖v‖22 = 1, (8b)

At this point, the problem is transformed into the Rayleigh quotient problem.
And (8) can be formulated to

R(U,v) =
vHUv
vHv

. (9)

The generalized Rayleigh quotient function (9) is satisfied the relationship as
follows

λmin ≤ vHUv
vHv

≤ λmax, (10)

where λmax is the maximum eigenvalue of matrix U and λmin is the minimum
eigenvalue of matrix U. So, the vopt can be expressed as

vopt = λmax(U). (11)

3.2 Phase Shift Matrix Design

With other variables fixed, and only considering Θl, problem (6) can be equiv-
alently written as

max
Θ1,··· ,ΘL

R, (12a)

s.t. R ≥ rmin, (12b)
|θl,k| = 1. (12c)

We can define

ψ(i,j) =
j∏

l=i

κΘlHl, (i ∈ L, j ∈ L). (13)
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The SNR can be equivalently written as

SNR =
| vHGHψ(l+1,L)ψ(1,l)w |2

‖vH‖22σ2

=
| vHGHψ(l+1,L)diag(Hlψ(1,l−1)w)θl |2

‖vH‖22σ2
.

(14)

Then, with the constraint (12b) and (12c), the optimal phase can be written by

θopt
l =

⎧⎨
⎩exp

(
j arg

(
diag

(
Hlψ(1,l−1)w

)H

ψH
(l+1,L)Gv

))
, R ≥ rmin

No solution, R < rmin

(15)

3.3 Uplink Beamforming Vector Design

To make the problem (6) convex, we use a slack variable τ to transform (6)
equivalently as follows

max
w,τ

τ, (16a)

s.t.
R

‖w‖22 + Pi
≥ τ, (16b)

0 ≤ ‖w‖22 ≤ Pmax, (16c)
R ≥ rmin. (16d)

Since (16b) is non-convex, we introduce a slack variable α to make the constraint
(16b) convex. Therefore, the power constraint can be expressed as

‖w‖22 + Pi ≤ α, (17)

and constraint (16b) transform into the following form

R ≥ τα. (18)

But the power constraint (18) is still non-convex, use a new variable β to relax
(18), which is written as

log2(β) ≥ τα, (19a)

1 + SNR ≥ β. (19b)

Then, we use another variable γ to make constraint (19a) convex, which can be
expressed as

γ ≥ τα, (20a)
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β ≥ 2γ . (20b)

The relationship between these series of slack variables can be described as

log2(1 + SNR) ≥ log2(β) ≥ γ ≥ τα, (21)

Due to the fractional form of SNR, a variable Ω can be introduced. Thus, (19b)
can be equivalently written as

| vHGH(
L∏

l=1

κΘlHl)w |2≥ (β − 1)Ω, (22a)

‖vH‖22σ2 ≤ Ω. (22b)

In addition, we use a slack variable δ, (19a) can be expressed as

δ2 ≥ (β − 1)Ω, (23a)

| vHGH(
L∏

l=1

κΘlHl)w |2≥ δ2. (23b)

(19a) and (23a) are non-convex, we sue the first-order Taylor to approximate
non-convex constraints. These constraints can be expressed as

γ ≥ τ (t)α(t) + α(t)
(
τ − τ (t)

)
+ τ (t)

(
α − α(t)

)
, (24)

2δ(t)δ −
(
δ(t)

)2

≥
(
β(t) − 1

)
Ω(t) + Ω(t)

(
β − β(t)

)
+

(
β(t) − 1

) (
Ω − Ω(t)

)
,

(25)
where t represents the t-th iteration. Then the non-convex constraint (16d) can
be shown as

| vHGH(
∏L

l=1 κΘlHl)w |2
‖vH‖22σ2

≥ 2rmin − 1, (26)

where rmin is a constant. Therefore, this constraint can be restated as

2δ(t)δ −
(
δ(t)

)2

≥ (2rmin − 1)(‖vH‖22σ2). (27)

Constraints (27) is convex. The convex optimization problem can be described
in following form:

max
w,τ,α,β,γ,Ω,δ

τ, (28a)

s.t. (16c), (17), (20b), (24), (25), (27). (28b)

Hence, we can solve the problem using the CVX.
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Fig. 2. Energy efficient versus US-RISs’ layers

4 Simulation and Discussion

In this section, we conduct some experiments to quantify the energy efficient of
the US-RIS-aided uplink communication system after increasing or decreasing
the number of layers of US-RIS with and without changing the total number of
elements. We then discuss the effect of different internal circuits consumption
Pi on energy efficiency. Let λ represent the wavelength of the uplink signal. The
side length of each element is λ

2 , and each element is tightly pressed together
without spacing. We assume that user having 2 transmitting antennas, and the
BS having recieving 8 antennas. The distance between each antenna is λ

2 . We
assume that the distance between UE and the first layer of US-RIS is 0.02 m, and
the distance between UE and BS is 20 m. Among them, the distance between each
layer of US-RIS’s layers is 0.02 m. The frequency of uplink transmission signal
is configured to 2.5 GHz. The loss coefficient is set to 0.8. The variance of noise
is set to σ2 = −60 dB. Furthermore, we assume that the uplink communication
system knows perfect channel state information (CSI). We initialize the phases
of all RIS to random phase values in the feasible set. Thus, we can find the
optimal layer according to different conditions.

As shown in Fig. 2, energy efficiency is related to the number of transmissive
elements. The total numbers of elements are set as K = 196 and K = 144. Pi

is set to −30 dB and Pmax is set to 3 dB. The case that the total number of
elements increases with the number of layers are considered. In Fig. 2, we can
observe that the energy efficiency of the number of elements increasing with the
number of layers is significantly better than that of the number of fixed elements
for L ≥ 3. For L = 12, the gap from the fixed element number of K = 192 to
the total number without limited is 10.23 bps/Hz/J. In addition, we can find
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Fig. 3. Energy efficient versus Pi

the optimal number of layers. For K = 196, the optimal layer is L = 6, and
its energy efficient is 4.68 bps/Hz/J. For K = 144 the optimal layer is L = 2,
and its energy efficient is 3.95 bps/Hz/J. An increase in the number of elements
can be found to increase the energy efficiency of the system. With a fixed total
number of elements, it can also be observed that the number of elements affects
the optimal layer for US-RIS.

Figure 3 reveals that energy efficiency is affected by internal circuit consump-
tion. The multi-layer and single-layer cases of US-RIS of the uplink communica-
tion system are compared, and the curve of No RIS is used as a baseline. The
number of element is set to 192. Pi is set from −30 dB to 10 dB. Pmax is set
to 2 dB. The three curves for single layer, multi-layer and no RIS can see that
the energy efficiency decreases with the increase of the Pi. For Pi from −30 dB
to 0 dB, the energy efficiency drops more slowly. For Pi from −10 dB to 10 dB,
the energy efficiency drops drastically. The efficiency is close to 0 for Pi = 10
dB. Energy efficiency decreases as Pi increases. After Pi is more than Pmax, the
energy efficiency decreases slowly and approaches zero.

Figure 4 depicts the convergence of the proposed algorithm under existing
simulation conditions. Case of No-RIS as a comparison, the results clearly show
that the proposed algorithm for multi-layer US-RIS converges at the fourth
iteration. And the proposed algorithm for sigle-layer US-RIS converges at the
first iteration.
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Fig. 4. Energy efficient against iterations

5 Conclusion

In this paper, we formulated a non-convex problem. To address this problem, we
subsequently devised an algorithm using alternating update and SCA methods.
This problem is divided into three sub-problems and solved separately. To solve
the energy efficiency of the system, we alternating update the solutions of the
three subproblems. Finally, the optimal layer of US-RIS is found by energy effi-
ciency. The simulation results show that the optimal layer of US-RIS has been
found. The optimal layer is affected by the addition or subtraction of elements,
and increasing the number of layers does not necessarily lead to an increase in
energy efficiency.
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Abstract. In this paper, we consider the problem of determining how
a joint (dual) radar and communication system should divide its effort
between supporting its radar and communication tasks in the presence
of a jammer that wants to obstruct the system’s work by means of jam-
ming. The system, besides the basic objective consisting of two tasks (a)
to communicate with a receiver and (b) to track a radar target through
the reflections witnessed at the system, also has the secondary objective
to achieve the basic objective in a manner that is as unpredictable as pos-
sible to the jammer. The signal to interference and noise ratio (SINR) of
the radar and communication’s SINR are considered as the metrics that
reflect the radar and communication tasks, respectively. The entropy
associated with a system’s strategy to switch between two tasks is con-
sidered as a metric that reflects unpredictability of its strategy for the
jammer. We model this problem by a Bayesian game for a scenario where
the system is at a disadvantage to access information about environmen-
tal parameters relative to the jammer. The established uniqueness of the
equilibrium reflects stability of the designed anti-jamming strategy, even
in such a disadvantageous situation for the system.

Keywords: Nash equilibrium · Radar · Communication · Jamming

1 Introduction

There has been recent interest in enabling radar and communication systems to
co-exist in the same frequency bands in order to allow spectrum to be utilized
more efficiently [17]. This has given rise to a significant amount of research on
methods for spectrum sharing between the two systems. One approach to achieve
this is to formulate waveform design using Orthogonal Frequency Division Mul-
tiplexing (OFDM) signals and then optimally allocate the subcarriers [12,18].
Radar waveform design for controlled interference is considered in [3,4], while
the cooperative design of the two systems was explored in [5,14]. In this paper,
we consider a dual purpose communication-radar system that employs OFDM
style waveforms and explore the complementary aspect where the system besides
the basic objective consisting of two tasks (a) to communicate with a receiver

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022

Published by Springer Nature Switzerland AG 2022. All Rights Reserved

F. Fang and F. Shu (Eds.): GameNets 2022, LNICST 457, pp. 55–69, 2022.

https://doi.org/10.1007/978-3-031-23141-4_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-23141-4_5&domain=pdf
https://doi.org/10.1007/978-3-031-23141-4_5


56 A. Garnaev and W. Trappe

and (b) to track a radar target through the reflections witnessed at the system,
also has the secondary objective to achieve the basic objective in a manner that
is as unpredictable as possible to the jammer. We model this problem by a non-
zero sum (Bayesian) game. The radar’s SINR and communication’s SINR are
considered as the metrics that reflect corresponding tasks of the basic objec-
tive. The entropy of the system’s strategy for switching between its two tasks of
basic objective is considered as the metric that reflects its unpredictability, i.e.,
its secondary objective. The problem is modeled by a non-zero sum game and
the equilibrium is found in closed form. Its uniqueness is proven, which reflects
stability of the designed anti-jamming strategy even in the case where the sys-
tem is at a serious disadvantage when compared with the jammer in terms of
the information possessed regarding the jamming fading gains. Specifically, we
consider that the system has only statistical information, meanwhile the jammer
has complete information about the channel gains.

2 Basic Model of a Dual Purpose Communication-Radar
System

Let us consider an operational scenario involving a dual purpose communication-
radar system that transmits communication signals only, and uses the received
reflections of those signals off targets for target tracking in presence of an jammer
(Fig. 1). The system wants to support two different tasks: (a) to communication
with a receiver, and (b) to track a radar target through the reflections witnessed
at the system. In order to support these two tasks, the system uses a spectrum
band that is modeled as consisting of n adjacent sub-channels, which may be
associated with n different subcarriers. In this paper we employ a transmission
scheme like OFDM, as considered in [11]. With each of these n different subcar-
riers, two different (fading) channel gains are associated. Specifically, we let hR,i,

i ∈ N � {1, ..., n}, correspond to the i-th radar channel gain associated with
the round-trip effect of the transmitted signal, reflected off the radar target, and
received at the system, while hC,i denotes the i-th channel gain associated with
the i-th communication subcarrier at the receiver.

Let P = (P1, . . . , Pn) be power-allocation strategy for the system, where Pi,
i ∈ N , is the power assigned for transmitting on subcarrier i, and

∑
i∈N Pi = P ,

where P is the total power budget.
We assume that to avoid interference at each moment the system focuses

only on one of two tasks. We call such focusing on a task by implementing the
corresponding mode. Thus, at each moment the system can implement one of
two modes:

(i) communication mode, denoted by C, to focus on the communication’s task,
(ii) radar mode, denoted by R, to focus on the radar’s task.

In order to unify the examination of radar and communication metrics, we
note that radar detection/tracking and communication throughput are both
closely related to the associated signal-to-interference-plus-noise ratio (SINR)
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Fig. 1. Dual purpose communication-radar system, target. receiver and jammer

as witnessed at the appropriate recipient. Let the radar SINR and communica-

tion SINR be given by
n∑

i=1

hR,iPi/σ2
R

and
n∑

i=1

hC,iPi/σ2
C
, respectively, with σ2

R
and

σ2
C

are corresponding background noise powers. For the communication objec-
tive, the SINR is used as the payoff function for two reasons: first, it is easily
linearized; and, second, for a low SINR regime, SINR is an approximation to
throughput. For the radar objective, SINR is used as the payoff function since
it is closely related to the associated detection metrics [16].

3 Jammer

Let a jammer be present, and it is located close to the receiver (Fig. 1). The
jammer seeks to introduce hostile interference to disrupt the functionality of the
system. Its strategy is a power allocation vector J = (J1, . . . , Jn), where Ji,
i ∈ N , is the power assigned for jamming subcarrier i, and

∑
i∈N Ji = J where

J is the total power budget allocated for jamming. We assume that the jammer’s
signal will not reach the target. Under a jamming attack, the communication’s
SINR and radar’s SINRs are given by:

SINRR(P ,J) =
∑

i∈N

hR,iPi

σ2
R

+ gR,iJi
(1)

and

SINRC(P ,J) =
∑

i∈N

hC,iPi

σ2
C

+ gC,iJi
, (2)

where gR,i are fading channels gains between the jammer and the radar, and gC,i
are fading gains between the jammer and the communication receiver.

Let the system work in a fixed mode m, m ∈ {C,R} and this mode is known
to the jammer. Let the system and jammer implement strategies P and J ,
respectively. Then, SINRm(P ,J) is the payoff to system in mode m, and it can
be considered as the cost function for the jammer. Thus, for a fixed mode m,
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this is a zero-sum game with SINRm(P ,J) as system’s payoff. Let us denote
this zero-sum game by Gm.

For each fixed mode m ∈ {C,R}, we look for a (Nash) equilibrium in this
game Gm. Thus, for such a pair of strategies (Pm,Jm) that the following inequal-
ities hold:

SINRm(P̃ ,Jm) ≤ SINRm(Pm,Jm) ≤ SINRm(Pm, J̃) for all (P̃ , J̃). (3)

The equilibrium strategies (Pm,Jm) in game Gm can be found via [1].

4 Mode Selection

Now suppose the system can choose between radar and communication mode,
and, then, implement the optimal power allocation strategy for these modes
P R and P C, respectively. The jammer does not know what mode the system
implements. Thus, a dilemma for the jammer arises: the best response to each
of the system’s power allocation strategies P R or P C to implement. Specifically,
to implement power allocation strategy JR or JC, respectively. Meanwhile, in
its turn, the system does not know which decision will be made by the jammer.
Thus, a dilemma also arises for the system: the best response to each of jammer’s
power allocation strategies P R or P C to implement, namely, to apply power
allocation strategy JR or JC, respectively. This scenario leads to the following
payoff matrix M, where the rows are the system’s strategies and the columns
are the jammer’s strategies:

M =
(
R C

R A a
C b B

)

(4)

with

A � SINRR(P R,JR), a � SINRR(P R,JC), (5)

B � SINRC(P C,JC) and b � SINRC(P C,JR). (6)

Note that, by (3), without loss of generality we could assume that

A < a and B < b. (7)

Let x = (x, 1 − x) be randomized (mixed) strategies [6] for the system, where
x and 1 − x are probabilities that the system is in mode R and C, respectively.
Meanwhile, y = (y, 1 − y), be randomized (mixed) strategies for the jammer,
where y and 1 − y are probabilities that the jammer is in mode R and C,
respectively. Then, if the system and the jammer implement strategies x and
y, respectively, the expected system’s SINR is given as follows

SINRS(x,y) = xMyT

= Axy + ax(1 − y) + b(1 − x)y + B(1 − x)(1 − y). (8)
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4.1 Sophisticated System

The (sophisticated) system wants to find a trade-off between two objectives:

(i) the basic objective, to maximize the expected system’s SINR,
(ii) the secondary objective, to achieve this maximum in the most unpredictable

way for the jammer.

As a metric for the system to confuse the jammer, we consider the entropy
of its strategy, i.e.,

H(x) = −x ln(x) − (1 − x) ln(1 − x). (9)

The payoff for such (sophisticated) system is taken as a weighted sum of the
expected system’s SINR and the entropy of its strategy, i.e.,

vS(x,y) = wS SINRS(x,y) + wEH(x), (10)

where wS and wE are non-negative weighting coefficients.
Note that for any scale positive parameter C, the payoff C vS(x,y) achieves

its maximum at the same strategy x. That is why, without loss of generality we
can assume that wS and wE are normalized non-negative weighting coefficients.
Specifically,

wS � 1 − w and wE � w, where w ∈ [0, 1]. (11)

This and (10) imply that

vS(x,y) = (1 − w)SINRS(x,y) + wH(x). (12)

Note that, in [8] we used entropy metric to design a sophisticated adversary’s
strategy for illegal sneaking into protected bandwidth, and, in [7,9], to design
sophisticated anti-eavesdropping strategies,

Meanwhile, jammer wants to minimize the expected system’s SINR. Thus,
payoff to the jammer is negative of the expected system’s SINR, i.e.,

vJ(x,y) = −SINRS(x,y). (13)

5 Incomplete Information

In this section, we consider a more practical case, in which there is incomplete
information about some of the parameters involved. In particular, we assume that
the jammer knows all of the parameters perfectly, as this is the most dangerous
case for the system. Meanwhile, the system knows all of the parameters except
the channel gains for the jammer, for which it has limited statistical information.
Specifically, the system only knows that the jammer’s channel gains can have
values (gR,i,k, gC,i,k), i ∈ N with probability αk, where k ∈ K � {1, . . . , K}.
In other words, the jammer’s channel gains can be in one of K states, and the
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system does not know which state occurs (Fig. 2). Note that if the jammer’s
channel gains are in state k, then the radar’s SINR and communication’s SINR
are give as follows:

SINRR,k(P ,J) =
∑

i∈N

hR,iPi

σ2
R

+ gR,i,kJi
(14)

and

SINRC,k(P ,J) =
∑

i∈N

hC,iPi

σ2
C

+ gC,i,kJi
. (15)

Fig. 2. Dual purpose communication- radar system, target. receiver and jammer, which
channel gains can be in one of two states, i.e., K = {1, 2}.

Similar to (3), for each fixed mode m ∈ {C,R} and jammer’s channel state
k ∈ K let Pm,k and Jm,k be equilibrium strategies of the system and jam-
mer, respectively, in zero sum game with SINRm,k as system’s payoff. Further, if
channel state k occurs, and this state is known to both players, the system and
jammer can choose mode m ∈ {R,C} and m̃ ∈ {R,C}, respectively, and imple-
ment the equilibrium strategies Pm,k and Jm̃,k, associated with their choices
independently from each other. This leads to the following payoff matrix Mk to
the system:

Mk =
(

R C

R Ak ak

C bk Bk

)

(16)

with

Ak � SINRR,k(P R,k,JR,k), ak � SINRR,k(P R,k,JC,k), (17)

Bk � SINRC,k(P C,k,JC,k) and bk � SINRC,k(P C,k,JR,k). (18)

Then, following (3), we have that

Ak < ak and Bk < bk. (19)
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Let us denote as a k-type jammer, the jammer if its fading gains occur in state
k. Also, yk = (yk, 1 − yk), be mixed strategies for the k-type jammer, where yk
and 1−yk are probabilities that k-type jammer is in mode R and C, respectively.
Since the system does not know which fading gain state of the jammer occurs,
the system strategy is x = (x, 1 − x), where x and 1 − x are probabilities that
the system is in mode R and C, respectively.

Then, the expected system’s SINR is given by (20) below if the system and
jammer, dependently on its type, implement strategies x and y1, . . . ,yK , respec-
tively:

SINRS(x,y1, . . . ,yK) =
∑

k∈K
αkxMky

T
k . (20)

By (12) and (20), payoffs to sophisticated system k-type jammer are given,
respectively as follows:

vS(x,y1, . . . ,yK) = (1 − w)
∑

k∈K
αkxMky

T
k . + wH(x), (21)

vJ,k(x,yk) = −xMky
T
k , k ∈ K. (22)

We look for a Nash equilibrium. i.e., for such feasible strategies (x,y1, . . . ,yK)
that any feasible strategies (x̃, ỹ1, . . . , ỹK), the following inequalities hold:

vS(x̃,y1, . . . ,yK) ≤ vS(x,y1, . . . ,yK), (23)
vJ,k(x, ỹk) ≤ vJ,k(x,yk) for k ∈ K. (24)

Denote this non-zero sum (Bayesian) game by ΓK . Note that in game ΓK a
jammer’s type has to be associated per a set of channel gains to reflect that the
jammer has complete information about channel gains in contrast to the system,
which has access to statistical information about them. Of course, in case if both
players have access only to statistical information about channel gains there is
no need to introduce a such way associated players’ types (see, for example, [2]).
Here, as examples of using Bayesian game approach in different communication
systems we also refer to [10,13,15].

Without loss of generality throughout the rest part of the paper we will label
the system’s strategy x = (x, 1 − x) by its first component x. Similarly, we will
label the k-type jammer’s strategy yk = (yk, 1 − yk) by its first component yk.

Proposition 1. In game ΓK there exists at least one equilibrium.

The proof can be found in Appendix A.1.

6 Best Response Strategies

In this section we derive in closed form the best response strategies for the system
as well as all jammer types.
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Proposition 2.(a) For fixed yk ∈ [0, 1], k ∈ K, the best response of system is
given as follows:

BRS(y1, . . . , yK) �

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

1

1 + exp

((
K∑

k=1

αkDkyk − Θ

)

δw

) , w > 0,

⎧
⎪⎨

⎪⎩

1,
∑K

k=1 αkDkyk < Θ,

∈ [0, 1],
∑K

k=1 αkDkyk = Θ,

0,
∑K

k=1 αkDkyk > Θ,

w = 0,

(25)

where

Θ �
K∑

k=1

(ak − Bk)αk, (26)

δw � 1 − w

w
, (27)

Dk � ak + bk − Ak − Bk. (28)

(b) For a fixed x ∈ [0, 1], the best response yk = BRJ (x) of the k-type jammer is
given as follows:

BRJ,k(x) �

⎧
⎪⎨

⎪⎩

0, x < X0,k,

∈ [0, 1], x = X0,k,

1, x > X0,k,

(29)

where

X0,k � bk − Bk

Dk
. (30)

The proof can be found in Appendix A.2

Remark 1. Note that, by (19), we have that

Dk > 0, 1 > X0,k > 0 and δw > 0. (31)

7 Equilibrium

In this section we derive the equilibrium strategies in closed form and prove
their uniqueness. To avoid bulkiness in formulas we assume that X0,k �= X0,k̃ for
k �= k̃. Then, by (31), without loss of generality we can assume that the channel
gain states are arranged in an increasing order by X0,k, i.e.,

X0,1 � 0 < X0,1 < X0,2 < . . . < X0,K . (32)
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Let

ϕ0 � 0 and ϕk �
k∑

i=1

αiDi for k ∈ K (33)

By Remark 1, ϕk is strictly increasing on k.

Theorem 1. Let 0 < w < 1. In game ΓK the equilibrium is an unique. More-
over, this unique equilibrium (x,y1, . . . ,yK) is given as follows:

(a) if

ϕK − Θ ≤ ln(1/X0,K − 1)/δw (34)

then

yk = 1 for k ∈ K (35)

and

x =
1

1 + exp ((ϕK − Θ) δw)
, (36)

(b) if

ln(1/X0,1 − 1)/δw ≤ ϕ0 − Θ (37)

then

yk = 0 for k ∈ K (38)

and

x =
1

1 + exp (−Θδw)
, (39)

(c) if

ϕ0 − Θ < ln(1/X0,1 − 1)/δw and ln(1/X0,K − 1)/δw < ϕK − Θ (40)

then there exists an unique k∗ such that either (41) or (45) hold which are
given below, and

(c-i) if

ϕk∗−1 − Θ < ln(1/Xk∗,0 − 1)/δw ≤ ϕk∗ − Θ with 2 ≤ k∗ ≤ K (41)

then

yi =

⎧
⎪⎨

⎪⎩

1, i < k∗,
Y, i = k∗,
0, i > k∗

(42)
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and

x = X0,k∗ (43)

where

Y =
Θ + ln(1/Xk∗,0 − 1)/δw − ϕk∗−1

αk∗Dk∗
, (44)

(c-ii) if

ln(1/Xk∗+1,0 − 1)/δw ≤ ϕk∗ − Θ < ln(1/Xk∗,0 − 1)/δw with 1 ≤ k∗ ≤ K − 1
(45)

then

yi =

{
1, i ≤ k∗,
0, i > k∗

(46)

and

x =
1

1 + exp ((ϕk∗ − Θ) δw)
. (47)

The proof can be found in Appendix A.3.
Note that, by (33), (ϕk − Θ)δw is increasing on k. Meanwhile, by (32),

ln(1/X0,k − 1) is decreasing on k. Thus, only one of three conditions (34), (37)
or (40) can hold. Also, note that for the boundary case w = 1, i.e., if the system
is focused on confusing the jammer its equilibrium strategy is x = 1/2, where
the maximum of entropy is achieved.

8 Discussion of the Results

Let us illustrate the obtained results by an example of the system with n = 4
sub-carriers, background noises σ2 = σ2

E = 1, main channel gains h = (1, 2, 3, 4),
hE = (2, 1, 1, 3) and let the total system and jammer power budgets are P = 1
and J = 5, respectively. Let the jamming channel gains from the jammer to
the communication receiver and radar receiver be g = (1/d, 1.5/d, 2/d, 0.5/d)
and gE = (2/d, 0.5/d, 1.5/d, 1/d), respectively with d being the distance to
the receiver from the jammer, where d ∈ {1, 2, 4}. Thus, the jamming chan-
nel gains can be in K = 3 states associated per such a distance. Let α =
(p, (1 − p)/2, (1 − p)/2) with p ∈ [0, 1] be probabilities that the corresponding
channel states occur. Thus, the jamming channel gains might be in state 1 with
probability p, meanwhile the rest two states might occur equally probable.

For state 1 we can find power allocation strategies via [1] for the communica-
tion and radar modes P C,1 = (0, 0.22, 0.33, 0.44), JC,1 = (0, 0.44, 1.66, 2.888),
and P R,1 = (0.285, 0.142, 0.142, 0.428), JR,1 = (1.571, 0.285, 0.285, 2.857),
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Fig. 3. (a) System strategy x, (b) type-1 jammer strategy y1, (c) type-2 jammer strat-
egy y2, (d) type-3 jammer strategy y3, (e) expected system SINR and (d) entropy H(x)
as functions on weighting coefficient w and probability p.
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respectively. This leads A1 = 1.63, a1 = 1.99, B1 = 0.77 and b1 = 1.05 as
entries of the payoff matrix M1.

For state 2 we can find power allocation strategies in the communication and
radar modes P C,2 = (0, 0.22, 0.33, 0.44), JC,2 = (0, 0.44, 1.66, 2.888) and P R,2 =
(0.285, 0.142, 0.142, 0.428), JR,2 = (1.499, 0.499, 0.499, 2.499), respectively. This
leads to A2 = 1.125, a2 = 1.470, B2 = 0.500 and b2 = 0.870 as entries of the
payoff matrix M2.

Finally, for state 3 we can find power allocation strategies in communication
and radar modes P C,3 = (0.10, 0.20, 0.30, 0.40), JC,3 = (0.20, 0.90, 1.60, 2.30)
and and P R,1 = (0.285, 0.142, 0.142, 0.428), JR,1 = (1.464, 0.607, 0.607, 2.321),
respectively. This leads A3 = 0.714, a3 = 0.896, B3 = 0.291 and b3 = 0.493 to
entries of the payoff matrix M3.

Figure 3 illustrates that the system equilibrium strategy x is continuous with
respect to the probability p that state 1 occurs and monotonic decreasing with
respect to the weighting coefficient w and tends to x = 1/2 for w tending to one,
which returns the maximum for entropy, i,e., maximum of unpredictability for
the jammer and the minimum for the expected system’s SINR. The jammer’s
type strategies implement boundary values (0 or 1) except maybe the only jam-
mer’s type. This reflects the advantage that the jammer has since it has complete
information about its channel states in contrast to the system, which has only
statistical information. Specifically, this disadvantage makes the system to be
more flexible in tuning its strategy in contrast to the jammer since such a task
to tune strategy arises for the jammer in the only state.

9 Conclusions

In this paper, in framework of Bayesian game approach, we have modeled a dual
purpose communication-radar system that besides the basic objective consisting
of two tasks (a) to communicate with a receiver and (b) to track a radar target
through the reflections witnessed at the system, also has the secondary objective
to achieve the basic objective in a manner that is as unpredictable as possible
to the jammer. The entropy associated with the system’s strategy to switch
between its two tasks of the basic objective has been considered as the metric
that reflects the unpredictability of its strategy for the jammer. The uniqueness
of the equilibrium is proven, and this reflects the stability of the designed anti-
jamming protocol even in the case where the system has less information about
the environment than the jammer, as is reflected by knowledge of the underlying
jamming fading gains.

A Appendix

A.1 Proof of Proposition 1

By (21), we have that

∂v2
S(x,y1, . . . ,yK)

∂x2
= − w

x(1 − x)
< 0. (48)
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Thus, vS(x,y1, . . . ,yK) is concave in x. By (22), we have that vJ,k(x,yk) is
linear on yk, and the result follows from Nash theorem. ��

A.2 Proof of Proposition 2

By (21), we have that

∂vS(x,y1, . . . ,yK)
∂x

= (1 − w)

(
K∑

k=1

αk(ak − Bk) −
K∑

k=1

αkDkyk

)

+ w ln
(

1 − x

x

)

(49)

with Dk given by (28). Thus, for a fixed w ∈ (0, 1) function ∂vS(x,y1, . . . ,yK)/
∂x is decreasing on x from infinity for x ↓ 0 to negative infinity for x ↑ 1. Thus,
for a fixed y ∈ [0, 1], the best response x is given as the unique root of the
following equation:

(1 − w)(Θ −
K∑

k=1

αkDkyk) + w ln
(

1 − x

x

)

= 0. (50)

Solving this equation by x implies the first row of (25).
For w = 0, by (49), we have that

vS(x,y1, . . . ,yK) = (Θ −
K∑

k=1

αkDkyk)x +
K∑

k=1

((bk − Bk)yk + Bk). (51)

Thus, vS(x,y1, . . . ,yK) is linear in x, and this implies that for a fixed y1, . . . ,yK

the best response x is given by the second row of (25)
By (22), we have that

vJ,k(x,yk) = (Bk − bk + Dkx)yk + (Bk − ak)x − Bk. (52)

Thus, vJ,k(x,yk) is linear in yk, and this implies that for a fixed x the best
response yk is given by (29). ��

A.3 Proof of Theorem 1

Let (x,y1, . . . ,yK) be an equilibrium. Then, by (29) and (32), we have that
there is a t such that

yi =

⎧
⎪⎨

⎪⎩

1, i < t,

∈ [0, 1], i = t,

0, i > t.

(53)

Let us consider separately three cases for y1, . . . ,yK : (a) (35) holds, (b) (38)
holds and (c) neither (35) nor (38) hold.
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Let (35) hold. This corresponds t = K +1 in (53). Substituting (35) into (25)
implies (36). Then, substituting (36) into (29) implies (34), and (a) follows.

Let (38) hold. This corresponds t = 0 in (53). Substituting (38) into (25)
implies (39). Then, substituting (36) into (29) implies (37), and (b) follows.

(c) Let neither (35) nor (38) hold. Then, by (a) and (b), (40) hold, and, by
(29) and (53), two cases arise to consider: (i) 0 < yt < 1 and (ii) yt = 1

(i) Let 0 < yt < 1. Then, by (29)) and (53), we have that

x = X0,t. (54)

Substituting (53) into (25), and, then, such obtained x substituting into (54)
implies the following equation for yt:

1

1 + exp

((
t−1∑

k=1

αkDk + αtDtyt − Θ

)

δw

) = Xt,0, (55)

which, by (33), is equivalent to

ϕt−1 + αtDtyt − Θ = ln(1/Xt,0 − 1)/δw. (56)

Note that for a fixed t the left side of this equation is increasing on yt Thus,(33),
this equation has the root yt in [0, 1) if and only if the following relation holds

(ϕt−1 − Θ)δw ≤ ln(1/Xt,0 − 1) < (ϕt − Θ)δw. (57)

By (33), (ϕt − Θ)δw is increasing on t. Meanwhile, by (32), ln(1/X0,t − 1) is
decreasing on t. Then, since (40) holds, inequalities (57) has the unique solution
which we denote by k∗. Finally, solving linear equation (56) on yt with t = k∗
implies (44), and (c-i) follows.

(ii) Let yt = 1. Substituting (53) with such yt into (25) implies that

x =
1

1 + exp ((ϕt − Θ) δw)
. (58)

Then, by (25) and (53) with yt = 1, we have that

X0,t ≤ 1
1 + exp ((ϕt − Θ) δw)

< X0,t+1. (59)

This inequality is equivalent to

ln(1/Xt+1,0 − 1) < (ϕt − Θ)δw ≤ ln(1/Xt,0 − 1). (60)

This implies (45), and (c-ii) follows. Finally, existence of the unique k∗ given by
(41) and (45) follow from the fact that ln(1/Xt,0−1)/δw is decreasing, meanwhile
ϕt − Θ is increasing on t. ��
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Abstract. In modern power systems, it is an important issue to process and ana-
lyze power big data and perform reliable decision-making analysis. In response to
this problem, this paper proposes a distributed computing architecture for power
data based on a consortium chain, which realizes distributed and trusted shared
training computing for power data while taking into account the privacy protec-
tion of the original data. To solve the problem of sample imbalance, this paper
proposes a data balancing method combining SMOTE algorithm and the k-means
algorithm. This paper also proposes an LSTM neural network load forecasting
method based on federated learning and proves that it has higher accuracy and
applicability than traditional methods through examples.

Keywords: Power data · Federated learning · Blockchain · LSTM

1 Introduction

Modern power systems have built a series of advanced intelligent monitoring infras-
tructures. These devices can generate a large amount of data. Processing and analyzing
these data can get a lot of effective information, to understand the operating status of
power equipment and the power consumption of users. Through the analysis and research
of historical data, the future electricity consumption data can be predicted, to make a
series of decisions on the change of the operating state of power equipment. Smart
grids are designed to save energy, reduce losses, and enhance grid reliability. This puts
forward higher requirements for credible decision-making in the power system. How
to process and analyze power big data and perform reliable decision-making analysis
has become important for research problem. In the field of power systems, making full
use of the value of existing data research, fusing machine learning models and artificial
neural networks can provide accurate forecasts for power loads, and provide reference
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and decision-making guidance for power generation, power sales, and power consump-
tion. Real-time high-accuracy load forecasting will promote the development of credible
decision-making and further promote the development of smart grids.

Blockchain technology has great advantages in terms of security. The characteristics
of high data redundancy and resistance to tampering are very consistent with the strict
requirements for data security in the power system. Each node in the blockchain net-
work stores complete data, and the consistency of the data is ensured through a consensus
mechanism. Blockchain technology was first applied in the field of digital encryption
currency, and its high security based on cryptographic principles has been widely rec-
ognized, and then it has been introduced into more and more new application scenarios.
In the energy field, blockchain technology has been tried to be applied in fields such as
electricity trading, carbon emission rights trading, and more and more other businesses.

In modern power systems, in many cases, the data set cannot be centralized or shared
between the two parties’ data, and cannot be used for datamining and analysis, so it faces
the problem of data islands. If the power data is centralized for analysis and utilization,
it may also involve laws and regulations, user privacy, and data security issues. To solve
this problem, this article introduces a federated learning method. The federated learning
can ensure that the data can be trained locally without the data. This can protect the data
security and user privacy of the edge nodes to a certain extent, and reduce the security
risk in the data transmission process.

2 Related Work

The combination of blockchain and energy Internet of Things can promote themarketiza-
tion of energy and the intelligentization of the grid system, which has huge development
potential. Literature [1] analyzed the application applicability of blockchain in multi-
energy systems and the information interconnection problems brought about by hetero-
geneous blockchains and proposed the construction of amulti-energy system transaction
system based on heterogeneous blockchain technology. Necessity and method. Litera-
ture [2] proposes a blockchain system suitable for distributed photovoltaic microgrids,
with the help of digital currency, photovoltaic transactions can be carried out without
being monitored.

Regarding federated learning, in 2019, Google used the federated learning platform
to train LSTM neural networks to learn vocabulary outside the vocabulary [3]. Zhao
Tao et al. [4] proposed a federal learning aviation travel prediction method oriented to
data privacy protection, which greatly improved the accuracy and reliability of aviation
travel prediction.

Regarding power load forecasting, there have been decades of research in academia,
and many effective forecasting methods have been proposed. In the 1970s and 1980s,
researchers often used regression analysis, time series, and other forecasting methods.
These methods are generally called classic forecasting methods. Literature [5] aimed
at regression-based prediction models, using modern computing power to customize
models for two to three years of hourly data to maximize prediction accuracy. Literature
[6] expresses load forecasting as a functional time series problem and uses the function
wavelet kernel method to predict the load curve of the clusters divided into groups.
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With the rapid development of the energy Internet of Things, the amount of load data
is increasing, and the demand for accuracy of power load forecasting is also increasing.
In recent years, deep learning has made great progress. Therefore, the current research
on short-term load forecasting Mainly focus on neural network. Literature [7] trains a
neural network on multiple data sets generated by random sampling and replacement
and then averages the results to reduce load forecast errors. In [8], to overcome the
short-term load forecasting (IGRA-BA-BP) based on improved gray correlation and
bat optimized neural network, to overcome the disadvantages of back-propagation (BP)
neural network with poor generalization ability and easy to fall into local optimum.
Method, the forecasting effect has been improved. Literature [9] established a cloud
power load forecasting platform, based on theMarkov chain to reduce forecasting errors
from the bottom up.

3 Power Data Distributed Computing Architecture Based
on Alliance Chain

As shown in Fig. 1, based on the existing consortium chain architecture of the power grid
system, a distributed computing model and framework based on the consortium chain
can be constructed to realize distributed and trusted shared training and computing
of power data while taking into account the protection of original data privacy. The
architecture consists of the data collection layer, the national network chain layer, the
federation learning layer, and the algorithm application layer. The bottom layer is the
data collection layer, which is mainly responsible for the collection of raw power data in
various power parks, and then the collected data is Uploaded to the edge servers of the
power grid, these edge servers constitute the working nodes of the alliance chain network
of the upper state grid chain layer. Finally, through the design of smart contracts, each
working node is organized to complete the uppermost federal learning application based
on power data. Decision-making and analysis tasks are made by the level. In the process
of specific algorithm application, taking into account the characteristics of power data
sharing, this project introduces a data balance method combining SMOTE algorithm and
K-means clustering algorithm into the data layer of the joint decision-making system to
balance positive and negative samples. Use LSTM neural network to predict and analyze
power load data to complete related decision-making tasks.

4 Data Credible Decision-Making Mechanism

4.1 Date Balance Method Combining SMOTE Algorithm and K-means
Algorithm

Due to the robustness of the power system in practice, the system can often recover to a
steady state by itself after being disturbed, and the probability of instability is relatively
low,which brings the problemof sample imbalance to themethod based ondeep learning.

A typical oversamplingmethod to solve the problemof data imbalance is the SMOTE
algorithm, which aims to make up for the shortcomings of a small number of random
oversampling.Randomoversampling of theminority samplesmake theminority samples
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Fig. 1. Power data distributed computing architecture based on alliance chain

more recognizable, because the oversampling process is actually copying the samples.
This copying will make the decision-making decisions oToes more and more rigorous
and specific, leading to Classification overfitting. In order to solve this problem, SMOTE
introduce synthetic data points and line segments adjacent to any 1 or all of k nearest
neighbors of a minority class in the characteristic space. If (x1, x2) is an instance of a
minority class, and if its nearest neighbor is selected as

(
x1′, x′

2

)
, then the data (X1,X2)

is synthesized, namely:

(X1,X2) = (x1, x2) + rand(0, 1) × � (4.1)

Among them,� = {(
x1′ − x1

)
,
(
x2′ − x2

)}
, rand(0, 1) is a random number between

0 and 1. This technique broadens the decision-making area by generating artificial sam-
ples, because the samples added to the data set are located in the vicinity of the original
samples, rather than the samples themselves. Compared with random oversampling with
replacement, the decision area is more general.

The traditional SMOTE algorithm still has some problems. For example, the use
of the SMOTE algorithm may blur the positive and negative class boundaries of the
data set, which will increase the difficulty of training the classification model, and the
SMOTE algorithm has a certain degree of blindness when processing data. In order to
solve these problems. A clustering algorithm can be introduced to cluster the minority
classes before oversampling, and then sample the clusters after clustering. This paper
introduces the combination of K-means clustering algorithm and SMOTE algorithm.
The K-means clustering algorithm takes the distance between the sample point and the
cluster center as the optimization goal. According to the core idea of the clustering
algorithm, the algorithm will maximize the similarity of the elements in each cluster
as much as possible, and the difference between clusters The similarity is minimized.
The K-means algorithm selects the desired clusters, through continuous iteration and
recalculation of the cluster centers to minimize the variance within the entire cluster, and
obtains relatively compact and independent clusters as the final goal of the algorithm.
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Use the function method to obtain the extreme value, adjust the threshold of the number
of iterations to obtain the best clustering effect.

The specific steps of the K-means algorithm are as follows:
STEP1 For data set D, randomly select k initial cluster centroid points as

μ1, μ2, · · · , μk ∈ Dn.
STEP2 For the data except for the cluster center, calculate the Euclidean dis-

tance between them and μi(i = 1, 2, . . . , k) one by one, and group the data closest
to μi(i = 1, 2, . . . , k) together so that all the data are divided into k categories. Can use
formula (4.2) to classify

c(i) = argmin
j

∥∥x(i) − μj
∥∥2 (4.2)

STEP3 Calculate the mean value of the data in various clusters and set the obtained
mean value to the center of the new cluster. Then calculate the sum of the Euclidean
distance from each data point in this cluster to the center of the cluster.

J (c, μ) =
m∑

i=1

∥∥x(i) − μc(i)
∥∥2 (4.3)

STEP4 Repeat the second and third steps. If the sum of Euclidean distance J does
not change, output the clustering result.

Suppose a given data setD, where the majority class sample set isDmax, the minority
class set is Dmin, p is the number of minority class samples, and the sampling magni-
fication is n. The specific description of the data balance method combining SMOTE
algorithm and K-means algorithm is as follows:

STEP1 According to the specified parameter t of the given data set, randomly select
t sample points in the data set (the selected sample points must belong to the minority
class), and divide the minority class samples into t clusters Ti(i = 1, 2, . . . , t).

STEP2 Standardize the data in the data set and scale the data according to a certain
ratio. After processing, the values of all attributes in the data set are in the interval (0,1).

STEP3 judges the number ofmost sample points in each cluster, that is |Ti ∩ Dmax| =
q, if q = |Ti|, the cluster belongs to the noise cluster and the set is N ′; if q > |Ti|/2, the
cluster belongs to the boundary cluster and the set is B′; if 0 < q < |Ti|/2, the cluster
belongs to the safe cluster and the set is S ′.

STEP4 removes the majority samples in the boundary clusters and only retains the
minority samples.With each boundary cluster as the unit and the respective cluster center
as the core, new sample points are generated according to formula (4.4).

Ynew = ci + RAND(0, 1) × (
yj − ci

)
(4.4)

STEP5 synthesizes the generated sample points into the minority samples to deter-
mine whether the overall data set is in balance. If it does not reach the balance, iterate 3
and 4 processes until the data set is close to balance, then the algorithm ends.

STEP6 reverse-standardizes the obtained data set, and converts the values in the
interval (0,1) into the indicators of the original data according to the ratio of each attribute
in step 2, and restores the attributes of the data in the original data set.
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4.2 Load Forecasting Module Based on LSTM Neural Network

In order to deal with the problem of gradient disappearance that often occurs in RNN,
Hochreiter et al. proposed a long short term memory (LSTM) neural network based on
RNN. This is an effective non-linear cyclic neural network, which can take care of the
time series and non-linear relationship of the data, and has emerged in load forecasting.
This paper proposes a load forecasting method based on LSTM.

Fig. 2. Schematic diagram of LSTM structure

As shown in Fig. 2, in order to prevent the gradient extinction problem similar to
RNN, LSTM adopts a gate structure to strengthen the information transmission between
each neuron. It consists of three gate structures: input gate, output gate, and forget gate.
Responsible for controlling the input, output and historical dependence of cells, and
work together to realize load forecasting of power data. The specific operation process
of LSTM is as follows

ft = σ
(
Wf

[
ht−1, xt

] + bf
)

(4.5)

it = σ
(
Wi

[
ht−1, xt

] + bi
)

(4.6)

c̃t = tanh
(
WC

[
ht−1, xt

] + bC
)

(4.7)

ct = ftct−1 + it c̃t (4.8)

ot = σ
(
Wo

[
ht−1, xt

] + bo
)

(4.9)

ht = σt tanh ct (4.10)

Equation (4.5) controls the information that the current neuron forgets in the previous
neuron, which is realized by the Sigmoid layer of the forget gate. Operate by reading the
output ht−1 of the previous neuron and the input xt of the current neuron to output a value
in the interval [0,1], where 1 represents the complete memory of the previous neuron
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state, and 0 represents the previous neuron state. The neuron state is completely forgotten,
and thenmultiplied by the previous neuron state ct−1. In this way, the long-termmemory
of the neural network is guaranteed.

Equations (4.6) and (4.7) jointly control the input of neurons. Equation (4.6) is
realized by the sigmoid layer of the input gate. The input gate reads the output ht−1 of
the previous neuron and the input xt of the neuron outputs a value it in the interval [0,1].
Equation (4.7) generates a candidate value vector c̃t through the tanh layer, and then
obtains the neuron state ct through (4.8).

Equation (4.10) gets the final output. After calculating the information retained by
the previous neuron and the information of the neuron, the sigmoid layer of the output
gate will get the final output. The neuron state ct is processed through the tanh layer,
and then multiplied by the output gate σt to obtain the final output ht .

For the current predicted moment t, the power data from moment t − n to moment
t − 1 is used as model input X, and the power data from moment t is used as output y,
as shown below

Xt = [
dt−n, dt−n+1, . . . dt−1

]
(4.11)

yt = dt (4.12)

where, d represents power data.
Federated learning solves the problem of data silos. The model training and sharing

through federated learning mainly consists of two parts: organization model training
and cloud model aggregation. The training objectives of cloud model and each node
mechanism model can be expressed as:

argmin
ω,b

L =
n∑

i=1
l(yi,fS(xi)) (4.13)

arg min
ωj,bj

Lj =
nj∑

i=1
l
(
yji, fj

(
xji

))
(4.14)

wherein, ω and b represent the training parameters: weight and deviation, L represents

the loss function, (xi, yi) and
(
xji, y

j
i

)
represent the global power data and the power data

of the JTH node mechanism, and n represents the data set size.
The algorithm flow of federal learning and training LSTM neural network model is

as follows:
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Algorithm 1 Load prediction model training process
Input: common data set , different mechanism data set 
Output: Final model F 
1: LSTM model  is trained by using  in cloud server 
2: FOR round = 1, 2,... ,r DO 
3: Send the model  to all mechanism nodes 
4: Each node uses local data  to train its own local model  and upload 

it to the cloud server 
5: The cloud server aggregates all model parameters and updates the 

global model 
6: END FOR 

5 Performance Evaluation

Footnotes should be avoided whenever possible. If required they should be used only
for brief notes that do not fit conveniently into the text.

5.1 Data Set

The power load data of Slovenia from 2020-11-01 to 2021-11-01 was downloaded from
the ENTSO website as an experimental data set. The data set consists of power load
sampling every 1 h, totaling 8784 (24 × 366) pieces of power data (Fig. 3).

Fig. 3. Data set

5.2 Model Structure Design

The experimental data is divided into two parts. The first 51 weeks are used as the data
training set, and the load data on October 30 and 31 are used as the test set to test the
effect of the model in comparison with the predicted results. Input the training data into
RNN and LSTM models for training, the number of hidden layer neurons (num_units)
is designed to be 128, the training data batch (batch_size) is 16, the number of data in
each batch (window_size) is 400, and the learning rate (AdamOptimizer) is 0.001, and
the number of iterations (train_steps) is 3000.
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5.3 Result Analysis

The average percentage error is used to compare the training effects of the two methods.
The average percentage error is defined as (Figs. 4 and 5)

EMAPE = 100

∑n
i=1

∣∣
∣Li−Li ′

Li

∣∣
∣

n
(5-1)

Fig. 4. Comparison of 2021.10.30 and real data

Fig. 5. Comparison of 2021.10.31 with real data

where Li and Li ′ are the real value and the predicted value respectively.
Calculate EMAPE for each method, as shown in Table 1.

Table 1. Comparison of EMAPE between the two methods

Method\Data 10.30 10.31

RNN 15.88 11.92

LSTM 5.12 6.90

It can be clearly seen from the above table that the average percentage error of the
prediction results of the LSTM neural network is much better than that of the RNN
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network. This is because the RNN model can only learn the diurnal variation of power
data, and the LSTM model can learn better Daily and weekly changes. This proves that
the LSTM method is better than the traditional method in the use effect.

Acknowledgments. This paper is supported by the science and technology project of State Grid
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Abstract. Deterministic Networking (DetNet) provides guaranteed packet trans-
port services of ultra-low packet loss and bounded delay for the critical traffic
in real-time applications such as the industrial control and the power grid. Det-
Net guarantees reliable packet transmissions by forwarding replicated packets
on redundant paths in parallel. This service protection mechanism of DetNet is
Packet Replication Elimination and Ordering Functions (PREOF). However, how
to obtain the redundant paths and implement the packet replication and elimina-
tion functions of the PREOF remains to be a great challenge. This paper proposes
an improved PREOF mechanism based on Segment Routing (SR-PREOF). It
designs an edge-disjoint path-pair routing algorithm based on the improved Link
Pruning method (LP-EDJPP). The proposed SR-PREOF implements the scheme
with the SR technology. Network simulation results show that the proposed SR-
PREOF effectively improves the packet reception rate and reduces the end-to-end
worst-case latency bound while achieving the comparable path reliability per-
formance compared with the traditional PREOF. The packet reception rate of
the SR-PREOF increases by 5.6% and the end-to-end worst-case latency bound
decreases by 10.89% compared to the PREOF when the offered load is 0.7.

Keywords: Deterministic Networking · Service protection · Segment routing ·
Routing algorithm

1 Introduction

The rapid development of Industrial Internet of Things brings great changes to the
production and life style of human beings, but it presents more strict requirements for
network services. Industries such as the industrial automation, control system and power
grid have strong demands for deterministic network services with bounded delay and
ultra-low packet loss [1]. However, the traditional IP network provides users with best
effort service, which is difficult to meet the strict Quality of Service (QoS) requirements
of deterministic traffic on the delay, jitter and packet loss rate. The emergence of Deter-
ministic Networking (DetNet) [2] provides a new solution for the traffic demands of
such industries.
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DetNet is a network technology that provides a promised Service Level Agreement
(SLA) guarantee for the time-sensitive traffic. It enables the guaranteed QoS services
through themechanisms of the explicit routes, resource allocation and service protection.
Moreover, it guarantees the performance of the time-sensitive traffic in terms of the delay
jitter, packet loss and end-to-end (E2E) bounded latency.

Three key enabling technologies of DetNet include: 1) Explicit routes: Provide
explicit paths for the DetNet flows that meet the user’s SLA requirements. 2) Resource
allocation: Book data plane resources for the DetNet flows according to the allocated
paths. 3) Service protection: Replicate the DetNet flows and transmit the copies in
parallel over different paths. The service protection is designed to reduce or eliminate
packet loss due to equipment or link failures. The packet loss can be greatly reduced by
spreading the data over multiple disjoint paths for transmissions. Traditional network
protection methods include 1 + 1 linear protection [3], network coding [4], PREOF [5]
etc. and all of them consume extra network bandwidth resources. The Packet Replication
Elimination and Ordering Functions (PREOF) mechanism is proposed in [5] to solve
the service protection problems of DetNet. Nevertheless, there are no mature routing
algorithms and implementation details of the PREOF. In addition, the efficiency of the
method needs to be improved.

Segment Routing (SR) [6] is based on Multi-Protocol Label Switching (MPLS) [7],
which has the features of source routing and header instruction programmability. It sup-
ports explicit routes on IPv6 or MPLS data plane, which can provide the powerful traffic
scheduling capability. This paper proposes an improved PROEF mechanism based on
Segment Routing (SR-PREOF). It designs an edge-disjoint path-pair routing algorithm
based on the improved Link Pruning [8] method (LP-EDJPP). It can compute the appro-
priate replication node and elimination node as well as the edge-disjoint path-pair to
transmit deterministic traffic flows. The proposed SR-PREOF implements the service
protection with the SR technology. Network simulation results show that the proposed
SR-PREOF effectively improves the packet reception rate and reduces the E2E worst-
case latency bound while achieving the comparable path reliability performance com-
pared with the traditional PREOF. The packet reception rate of the SR-PREOF increases
by 5.6% and the E2E worst-case latency bound decreases by 10.89% compared to the
PREOF when the offered load is 0.7.

The contributions of this paper are as follows:

1) An edge-disjoint path-pair routing algorithm based on the improved Link Prun-
ing method (LP-EDJPP) is designed considering about the constraints of network
topological connections and delays.

2) An improved PREOF mechanism based on Segment Routing (SR-PREOF) is
proposed. It utilizes SR technology to implement the scheme for DetNet.

2 Related Work

The whole process of the service protection for DetNet can be described as following
steps [2]. First, provide sequencing information to the packets of a DetNet Compound
Flow (DCF) at the source node. This can be done by adding a sequence number or
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timestamp as part of the defined DCF. Second, replicate the packets into multiple DetNet
Member Flows (DMFs). It needs an appropriate replication node. Third, send the packets
on multiple different paths to the destination node. In this way, when some links of
one path fail, the transmissions of packets on the other paths are not affected. Finally,
eliminate duplicatedpackets andorder themat an appropriate eliminationnode.However,
there is a challenge on finding suitable disjoint paths for packets in DetNet.

Link Pruning [8] is one of the traditional disjoint paths routing algorithms. The steps
of Link Pruning include: 1) Find one pathwith theminimumcost from the given topology
diagram. 2) Delete all the links on the path in the topology diagram. 3) Find another path
with the minimum cost from the pruned topology diagram. However, this method cannot
guarantee the consistency of QoS constraints and even cannot find two disjoint paths
sometimes. Besides, other people did many works on disjoint paths routing algorithms.
Huong T.T. et al. [9] proposed a global load-balanced routing scheme, which could take
advantage of global view of the SDN controller to make a global policy for routing and
load balancing. Weiner J. et al. [10] proposed a new method to solve the Maximum
Edge Disjoint Paths (MEDP) problem. The proposed method was a heuristic algorithm
that built a hybridization of Lagrangian Relaxation and Particle Swarm Optimization.
Atallah A. A. et al. [11] designed a disjoint multi-path QoS routing algorithm for E2E
networks. Jonatan K. et al. [12] focused on the joint routing and scheduling problem
of DetNet. This paper proved that the disjoint routing problem of DetNet is NP-hard
and the heuristic algorithm is needed to solve it. Aubry F. et al. [13] proved that SR
technology is an approach to realize robustly disjoint paths in Internet Service Providers
(ISPs). This paper introduced the theory and model for the robustly disjoint paths. It
exploited SR’s ability to implicitly specify backup paths. Aubry F. et al. [14] proposed
an efficient algorithm that computedK-segmentable disjoint paths with similar latencies.
It was possible to provide an 1+ 1 protection service by using segmentable disjoint paths
in an IPv6 network that supports Segment Routing architecture.

The Packet Replication, Elimination and Ordering Functions (PREOF) mechanism
was proposed in [5] as a typical solution for the service protection in DetNet. PREOF
includes three parts: 1) In-order delivery. Packets delivered out-of-order will increase
the amount of buffering needed at the destination but also the jitter. The Packet Ordering
Function (POF) uses the sequencing information to re-order a DetNet flow’s packets
that are received out-of-order. 2) Packet replication. The Packet Replication Function
(PRF) replicates these packets into multiple DMFs, and typically sends them along mul-
tiple different paths to the destination. 3) Packet elimination. The Packet Elimination
Function (PEF) eliminates duplicate packets of a DetNet flow based on the sequencing
information and the history of received packets. In general, PREOF is applied to the
DetNet service sub-layer for the packet processing at edge nodes, relay nodes and end
systems of DetNet. In the simplest case, each packet is replicated at the source node and
transmitted over two disjoint paths to the same destination. However, there are still the
following problems to be solved. 1) Amethod to choose the appropriate replication node
and elimination node according to the network topology. 2) An algorithm to compute
disjoint path-pair as close in costs as possible. It will help the in-order delivery and lead
to less E2E jitter and delay. 3) A programmable implementation deployed on the DetNet
data plane.
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In this paper, the traditional PREOF is extended and improved. The proposed SR-
PREOF mechanism utilizes the LP-EDJPP algorithm to find the appropriate nodes and
paths, and implements the service protection in DetNet over IPv6 data plane with the
SR technology.

3 Service Protection Mechanism SR-PREOF

The improved PREOF mechanism based on Segment Routing (SR-PREOF) mainly
includes three parts: path calculation, SR policy programming and data plane forward-
ing. Figure 1 shows the schematic diagram of the proposed mechanism. This section
shows how the SR-PREOF mechanism can operate within the E2E DetNet domain. The
proposed LP-EDJPP algorithm can be implemented in the centralized Path Calculation
Module (PCM). In the proposedmechanism, the disjoint path-pair computed by the PCM
can be implemented as a sequence of Segments. The SR Policy Programming Module
(SRPPM) can encode the path-pair information into the Segment RoutingHeader (SRH).
And it informs the data plane to forward packets according to the SR policy. The Data
Plane Forwarding Module (DPFM) forwards packets based on the delivered SR policy.

Fig. 1. Schematic diagram of the Deterministic Networking service protection mechanism: SR-
PREOF

3.1 Path Calculation

The problem of the path calculation formulated in this paper can be described as follows.
Network topology G, source node S and destination node D are given. Computing two
disjoint paths between the twonodes and the twopaths satisfy a certain objective function.
The objective function here is MinSum function and the problem is called MinSum-
Balanced 2DP Problem [15]. In this problem, the two disjoint paths we get have the
smallest sum of weights and the absolute value difference between the weights of the two
paths is the smallest. The problem was proved NP-Completeness in undirected graphs.
Therefore, we propose a heuristic algorithm based on the shortest paths approach.
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The path calculation module adopts the edge-disjoint path-pair routing algorithm
based on the improved Link Pruning (LP-EDJPP) to select edge-disjoint path-pair, the
replication node and elimination node for the service protection. The traditional Link
Pruning algorithm has following problems: 1) The deletion of links may cause that two
disjoint paths cannot be found. 2) The number of links between two disjoint pathsmay be
toodifferent to ensure the consistencyofQoSperformance constraints. In addition, itmay
result in out-of-order packet arrivals. To overcome the above problems, we design the
LP-EDJPP algorithm. The aim of the LP-EDJPP algorithm is to find the equal-cost edge-
disjoint path pairs. The proposed LP-EDJPP algorithm is an approximation algorithm,
and the complexity of it is O (N^2). It can get a quality-guaranteed approximate solution
in polynomial time.

In this paper, the cost is the latency. In addition, the designed algorithmonly considers
the edge disjoint (link disjoint) but does not consider the node disjoint. Finding path-
pair with completely disjoint nodes and edges will cause excessive delay and bandwidth
consumption. The specific process is as follows.

Network Model. The network topology can be represented by an undirected weighted
graph G = {V, E, C}, where V is a set of nodes, E is a set of edges and C is the edge
weight set which is a function from E to R+. This function corresponds to the latencies
configured on the edges. Assume that |V | = N, | E | = M, then the node set V = {v1, v2,
…, vn}, the edge set E = {e1, e2, …, em}. The edge weight set C = {w1, w2, …, wm}.
(u, v) represents an edge between node u to node v, where u, v ∈ V. w = (u, v) represents
the weight of the edge.

A path P is a sequence (v1, v2, …, vh) such that (vi, vi+1) ∈ E for all i and vi �= vj for
i �= j. P (s, d, G) represents the shortest path of node pair (s, d). Path-pair X-Y disjoint
means E(X) ∩ E(Y) = ∅.
Shortest Path Calculation. Dijkstra [16] algorithm is the classical shortest path algo-
rithm,which canfind the shortest path of any twonodes in the graph. The time complexity
is O (N^2). We can compute the shortest path P = (v1, v2, …, vp). Assume that the net-
work topologyG = {V, E, C} is given as shown in Fig. 2. The shortest path P (1, 9, G) =
1-3-6-8-9 between the node pair (1, 9) can be easily calculated according to the Dijkstra
algorithm.
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Fig. 2. Schematic diagram of network topology G and the shortest path

Edge-Disjoint Path Finding. Set w (vi, vi+1) on path P to w*, generate a new network
topologyG’= (V, E, C’), then use shortest path calculation algorithm to compute another
path P’. In this case, as shown in Fig. 3, set the weight of each edge on P (1, 9, G) to w*.
Note that w* is a constant, where w* = Sum C(P). Run the Dijkstra algorithm based on
the new network topology, calculate another path P’ (1, 9, G’) = 1-2-6-7-9.

Fig. 3. Schematic diagram of network topology G’ and the edge-disjoint path

Obtain the Edge-Disjoint Path-Pair. If the two paths are node-disjoint, then the path
P and P’ are what we need. Most of the time, we get two paths that have intersection
nodes. In this case, we get a new graph G* as shown in Fig. 4. In order to get the equal-
cost edge-disjoint path-pair, we need a further optimization. Assume the edge state is
0–1 variables. 0 means unused, 1means used. The path-pair is X-Y, the edge weight set
is W. The optimizing goal is to minimize the latency gap between the path X and Y, as
shown in Eq. (1).

Min((X − Y ) · W ) (1)
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s.t.X ,Y ∈ G∗ (2)

We formulate it to an Integer Linear Programming problem, which can be easily
solved. In this case, W = {w1, w2, w3, w4, w5, w6, w7, w8}, and the edge state is: path
X = [1, 1, 1, 1, 0, 0, 0, 0], path Y = [0, 0, 0, 0, 1, 1, 1, 1]. Assume that |(w1 + w2 + w7
+ w8) − (w3 + w4 + w5 + w6) | is the minimum, then we get the edge-disjoint path
pair X-Y, where X = 1-3-6-7-9, Y = 1-2-6-8-9.

Fig. 4. Schematic diagram of network topology G* and the edge-disjoint path-pair X-Y

The pseudo-code of LP-EDJPP is as follows:

Algorithm 1: Edge-disjoint path-pair routing algorithm based on Link Pruning 
1) Input G network topology
2) s, d: source and destination node
3) Output X, Y edge-disjoint path-pair
4) V={r, e} replication and elimination node
5) Start
6) Dijkstra (s, d, G)→P(s, d, G);// Compute the shortest latency path P from 
node S to node D
7) P = (v1,v2,…, vh), set w(vi,vi+1) →w*; 
8) G (V, E, C) →G’(V, E, C’)
9) Dijkstra (s, d, G’) →P’(s, d, G’); // Compute another path P’
10) G*=P+P’;
11) ILP → Min((X-Y) ⋅W), s.t. X, Y ∈ G*;
12) Return X, Y; // Solve the ILP equation and get the edge-disjoint path-pair
13) Explicit X and Y, first shared node → node r, last shared node → node e; 
14) Return V={r, e}
15) End 

The path calculation module informs the SR policy programming module of the
path calculation results through PCEP [17]. Then, the SR policy programming module
encodes the explicit path-pair and service functions into SRH.

3.2 Segment Routing Policy Programming

In the SRv6 [18] network, SR policies are encoded as SRH. When a packet arrives at a
node, the node determines how to process the packet based on the semantics associated
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with the active Segment ID (SID). In SRv6, there are three programming spaces. First,
the path information composed of the Segment list can be programmed. Second, the
optional TLV fields added in the message can be programmed. The third programmable
space is contained in the Segment lists in IPv6 address form. The specific encapsulation
format of SRv6 network is shown in Fig. 5.

Fig. 5. Schematic diagram of SRv6 network encapsulation format

The Segment list in IPv6 address form (IPv6 SID) consists of three parts: the Locator
Segment, the Function Segment and the Argument Segment. The Argument Segment is
optional and can be omitted (as shown in the Segment list [0]).

After Locator part is configured, a route will be generated at the local node and
diffused out through IGP [19]. Other nodes in the network can locate the node by
this route. Therefore, the Locator part has routing function. Function part identifies the
instruction bound to the native. If the native receives a SID, Locator part determines
first, and if it is published locally, the instruction bound to the native must be processed.
Instruction is a native programmable behavior, with different types of instructions. The
types of SIDs are also different, different types of SIDs have different functions. The
following table briefly introduces several different types of SIDs and their encoded initial
registry (Table 1).

The replication and elimination functions are programmed into the Service SID. The
End. B Replication Function pseudo-code is as follows:
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Table 1. Types of SIDs and their encoded initial registry

Type Value Hex value Means

End. SID 1 0 × 0001 Destination node

End. X SID 5 0 × 0005 Adjacency

End. DT SID 12 0 × 0012 Decapsulation

Algorithm 2:End.B Replication Function

Start
1) If (NH=SRH & SL>0) Then
2) Extract DetNet TLV values←SRH;
3) Create IPv6-SRH-1,IPv6-SRH-2;
4) Insert SR policy1 & TLV value1→SRH-1,SR policy2 & TLV value2→SRH-
2;
5) Delete outer IPv6 SRH header
6) Create Packet2=Packet1;
7) Encapsulate packet1→ IPv6-SRH-1
8) Encapsulate packet2→ IPv6-SRH-2;
9) Set IPv6 SA →the local address of this node
10) Set IPv6 DA of IPv6-SRH-1 →the first segment of SR policy1;
11) Set IPv6 DA of IPv6-SRH-2 →the first segment of SR policy2;
12) ELSE
13) Drop the packet
End

3.3 Data Plane Forwarding

The data plane forwards packets based on the delivered SR policy. The pseudo-code of
SR-PREOF data plane forwarding process is as follows:

Algorithm 3:SR-PREOF data plane forwarding 

Start
1) PCM←DetNet QoS needs Delay, jitter, bandwidth ; // The path calculation 

module obtains deterministic service requirements

2) PCM←G(V,E); // PCM gets network topology parameters

3) LP-EDJPP (s,G,d) →P={X, Y}, V={r, e}; //Path calculation algorithm 

4) PCM→SRPCM Create SR policy; //SRPCM creates SRH

5) DPFM←SR policy forward DetNet Flow
6) Execute End.B. Replication Function in node c
7) Execute End.B. Elimination Function in node e;
8) Forward the DetNet Flow to the DA;
End
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3.4 An Example of SR-PREOF Mechanism

The SR-PREOF mechanism can be simulated by Cisco IOS XR [20]. SRv6 data plane
configuration is shown in Fig. 6. The output of path calculation module is replication
node R2, elimination node R9, and the explicit path-pair are P1: R2-R3-R5-R7-R9 and
P2: R2-R4-R6-R8-R9.

Fig. 6. Schematic diagram of the SRv6 data plane configuration

Then the operation process of the SR-PREOF mechanism is as follows:

SR Policy Encoding at the Source Node. The SR policy programming module
encodes the output results of the path calculation as SRH and sends them down to
the source node R1, as shown in Fig. 7.

Replication Function at Node R2. The source node sends the DetNet flow to the repli-
cation node R2 according to the Segment lists. Node R2 performs a local instruction
action based on the outer IPv6 address B2::2 and then performs End. B Replication
Function. Get two new SRHs: SRH-1 and SRH-2 as shown in Fig. 8.

Forwarding Packets in Parallel. Replicated data packets and original data packets are
forwarded explicitly according to the Segment lists in SRH-1 and SRH-2. Note that R3,
R4, R7 and R8 nodes without SRv6 function do not handle SRH extension headers, but
they lookup IPv6 routing tables for packet forwarding.

Elimination Function at Node R9. Data packets are eliminated when the elimination
node R9 hits the End. B Elimination Function, which is similar to the replication
instruction.

Forwarding Packets to Destination Node R10. After the elimination operation at R9,
the new SRH-3 is obtained. The local SID table is searched according to the outer IPv6
address B6::10. Then the End. X SID instruction is executed and the traffic is forwarded
to the destination node R10.
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Fig. 7. Schematic diagram of SRv6 packet format of source node R1

Fig. 8. Schematic diagram of SRH-1 and SRH-2
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Fig. 9. Schematic diagram of SRv6 packet format of node R9 and R10

Since SL = zero, End. DT6 instruction is executed at node R10, and the SRH exten-
sion header is popped to obtain the common IPv6 message, as shown in Fig. 9. The
entire DetNet service protection mechanism is finished.

It can be seen from the above example that the service protection in DetNet can be
implemented through the SR technology.

4 Performance Evaluation

This section presents a quantitative comparison and analysis of the proposed SR-PREOF
mechanism compared with the traditional Shortest Path First (SPF) and PREOF mecha-
nisms. The performance evaluation metrics include the path reliability, packet reception
rate and E2E jitter and worst-case latency bound.

4.1 Simulation Settings

The network topology in the simulation is shown in Fig. 10. The edge-disjoint path-pair
X-Y is generated according to the designed LP-EDJPP routing algorithm. X = 1-2-3-4-
5-6-7, Y = 1-2-8-4-10-6-7. The replication node is node 2 and the elimination node is
node 6.
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Fig. 10. Schematic diagram of the network topology used in simulation

Table 2 shows the flow model used in the simulation.

Table 2. Flow model and simulation parameters

Parameter Distribution Value

Link bandwidth (Gbit/s) - 1

Probability of edge failure Uniform distribution (0, 0.001)

Number of packets - 5 × 104

Size of packets (bytes) Uniform distribution 64–500

Arrival process of packets Poisson distribution 500

Interval of packets (microseconds) Negative exponential distribution 10

4.2 Performance Evaluation Metrics

Path Reliability. It refers to the probability of successful packet forwarding without
edge failures. The path reliability is also associated with the offered load. Equation (3)
indicates the probability that each edges in the selected path 1 do not fail. Equation (4)
indicates the probability that path 2 successfully forwards the packet. Equation (5)
represents the path reliability of the proposed mechanism.

R1 =
∏

i,j∈V1
(1 − pij × offered_load) (3)

R2 =
∏

i,j∈V2
(1 − pij × offered_load) (4)

Rt = 1 − (1 − R1) × (1 − R2) (5)

where pij is the probability of edge failure. The offered load is between (0, 1), which
represents the ratio of the current network throughput to the total network bandwidth.
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Packet Reception Rate. It refers to the probability that packets can be successfully
forwarded to the destination node while meeting the QoS requirements of the service
(bounded latency is the requirement in the simulation). In this simulation, the network
topology is generated in random with different number of nodes under the same offered
load 0.7. Packet reception rate is the ratio of the number of packets arrived within the
latency bound over the total number of transmitted packets. We will make a comparison
between SR-PREOF, traditional PREOF and traditional Link Pruning (LP) scheme.

End-to-End Jitter and Worst-Case Latency Bound. E2E jitter refers to the variation
of packet delay. The deterministic service QoS requirements differ from the traditional
requirements in that the deterministic traffic forwarding focuses on theworst-case latency
bound, rather than the average latency. We divide the latency into three parts here: 1)
Link latency. It is given by the network topology. Latency on each link is constant. 2)
Processing latency. It is related to the node computing capacity and the offered load.
It is assumed that it follows random distribution from Ta to Tb. 3) Queuing latency. It
occurs at each relay nodes. Its latency bound is 2T, T indicates the cycle time, which
is a constant. Equation (6) shows how to calculate latency bound, where N means the
number of relay nodes.

Latencybound = Latencylink + N × (Latencyprocessing + 2T ) (6)

4.3 Simulation Results and Analysis

Figure 11 shows path reliability comparisons amongSR-PREOF, PREOFandSPSmech-
anisms under different offered loads. With the increase of the offered load, the path reli-
ability of three schemes all decrease. The path reliability of SPS scheme is the lowest,
because it does not prepare backup paths. The proposed SR-PREOF can achieve the
comparable path reliability performance compared with the traditional PREOF.

Fig. 11. Path reliability of schemes under different offered loads
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As shown inFig. 12,with the increase of the number of nodes in the network topology,
the packet reception rate of the three mechanisms all increase. Moreover, the proposed
SR-PREOF always has the highest packet reception rate. The advantage is obvious when
the network size is small, because the other two algorithms may not find two disjoint
paths. The proposed SR-PREOF increases packet reception rate by 5.6% compared with
the traditional PREOF when the number of nodes is 12.

Fig. 12. Packet reception rate under different numbers of nodes

Figure 13 shows the E2E jitter and worst-case latency bound of the proposed SR-
PREOF and the traditional PREOF under different offered loads. The SR-PREOF has a
better jitter performance than the traditional PREOF. The latency bound of SR-PREOF
is more stable than the traditional PREOF. What’s more, when the offered load is 0.7,
the E2E worst-case latency bound of the proposed SR-PREOF is decreased by 10.89%
compared with the traditional PREOF.

Fig. 13. End-to-end jitter and worst-case latency bound of SR-PREOF and PREOF
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5 Conclusion

Based on the Segment Routing technology, this paper proposed the SR-PREOF mech-
anism for the service protection in DetNet. This mechanism utilizes the designed LP-
EDJPP routing algorithm to obtain the equal-cost edge-disjoint path-pair for parallel
packet transmissions. Simulation results show that the proposed SR-PREOF effectively
improves the packet reception rate and reduces the E2E worst-case latency bound while
achieving the comparable path reliability performance compared with the traditional
PREOF. The packet reception rate of the SR-PREOF increases by 5.6% and the E2E
worst-case latency bound decreases by 10.89%compared to the PREOFwhen the offered
load is 0.7.
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Abstract. Fast and high-quality scene perception is an important guarantee for
the efficient, stable and reliable operation of the power Internet of things, which
can assist the decision-making of upper-level applications. The transmission delay
of scene perception based on cloud computing is high, so it is difficult to meet
the needs of real-time decision-making the mode based on edge computing is
not competent for all real-time perception tasks due to the limited computing
resources. For this reason, this paper proposes a scene awarenessmechanism of the
power Internet of things based on cloud-edge collaboration. A scene information
awareness architecture based on cloud-edge collaboration is constructed, and a
scene information processing flow that distinguishes dynamic instances, static
instances and general instances is designed to support local scene information edge
awareness and global scene cloud synthesis. Focusing on the construction of high-
precision neural network recognitionmodel of high-frequency dynamic examples,
using the idea of transfer learning, a neural network model training framework
based on cloud-edge collaboration is designed. Simulation results show that the
scene perception mechanism proposed in this paper can effectively reduce the
perception processing delay and model training time on the basis of accurately
perceiving the scene, and improve the adaptability of the perception model to high
dynamic scenes.

Keywords: Cloud-edge collaboration · Power IoT · Scene perception · Transfer
learning · Edge intelligence

1 Introduction

In recent years, with the vigorous development of new-generation information tech-
nologies such as 5G, cloud computing, and artificial intelligence, power IoT technology
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has received extensive attention and development. Scene information perception is an
important cornerstone to realize the technology vision of smart power IoT technology,
which involves the collection and processing of video image data and various sensor
data in power IoT scenarios. In actual scenarios, all kinds of information in the Internet
of Things are changing rapidly, which requires real-time and accurate perception.

Cloud computing mode is a method of power IoT scene information perception [1],
which meets the needs of scene information perception to a certain extent. However, the
model based on cloud computing has great limitations, which are mainly reflected in the
following aspects:

– Real-time. In the actual scenario of the Internet of Things, the sensing information
changed rapidly. In order to make the upper-layer applications and personnel make
smooth decisions, the scene information needs to be sensed in time. However, upload-
ing the scene information to the cloud server for processing and then returning it will
result in excessive delay.

– Resource utilization. In the power IoT scenario, there is a lot of redundant and repeated
information, uploading unprocessed raw data directly to the cloud computing cen-
ter for processing will occupy a large amount of network bandwidth, resulting in a
decrease in the efficiency of network resource utilization.

– Accuracy. The characteristics of instances in different sub-scenarios of the Internet of
Things are different, to generate perception models for specific scenarios was difficult
to the cloud computing mode.

As an emerging distributed computing framework [2], the edge computingmodelwas
proposed to solve the limitations of the cloud computing model, and its idea is to process
data at the edge of the network. With lower processing delay and can reduce the load of
the network, the edge computing mode solved the limitations of the cloud computing
mode to a certain extent. However, servers deployed at the edge of the network often
have limited computing resources, when the computing power required for computing
tasks in the scene exceeds the server or faces some more complex computing tasks, it
will not be able to meet the demands of scene information processing.

In recent years, cloud-edge collaboration has begun to receive extensive attention
from researchers. It combines the advantages of cloud computing and edge computing.
The main idea is to complete data preprocessing and some computing tasks on edge
servers, and complete computing tasks that edge servers cannot performon cloud servers,
finally complete computing tasks quickly and with high quality.

This paper proposes a cloud-edge collaboration based power IoT scene perception
mechanism. According to different types of information in the scene, a scene-aware
architecture that distinguishes instance types is designed. For the construction of high-
precision recognition models for high-frequency changing dynamic instances, a cloud-
edge collaborative neural network model training framework is proposed, and finally of
power IoT scene information.

The main contributions of this paper are as follows:

– Proposes a cloud-edge collaborative scene information perception architecture for
the Internet of Things. This architecture divides a wide variety of information in the
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power IoT scene into different types of instances, and then designs corresponding
perception algorithms for different instance types to complete perception fusion at
the edge, finally synthesize the global scene in the cloud server, reduced processing
latency while ensuring the perception quality.

– Proposes a neural network model training framework based on cloud-edge collabo-
ration is, which solves the problem of building a high-precision recognition model
for high-frequency changing dynamic instances. The framework adopts the idea of
migration learning, assists the training of the neural network model on the edge server
with the help of the cloud server, and shares some parameters of each edge neural
network model through the cloud server during the training process, which reduces
the burden on the edge server and improves the convergence speed of the model in
highly dynamic scenarios of the neural network model.

2 Related Work

Many literatures have carried out research on power IoT or IoT scene perception. T
Kobzan et al. [10] proposed an IoT architecture scheme based on smart factory network,
which transforms the current traditional network infrastructure into a more flexible SDN
(Software Defined Network)-based infrastructure to provide context awareness for IoT
and other services. P Hořejší et al. [11] applied ICT-enhanced solutions to smart fac-
tories and developed a new smart solution that reduced the workload of employees
and improved the efficiency of factories. Wang Yaonan et al. [12] proposed a machine
vision perception control system scheme based on cloud computing, which solved the
contradiction between the high real-time requirements of visual control applications
and the extremely high computational complexity to a certain extent. Zhang Ansi et al.
[13] studied the perception method, equipment data fusion and analysis technology of
digital workshop manufacturing field equipment data, which provided a guarantee for
the realization of digital workshop equipment safety, stability, high efficiency and green
production. The above scene perception work is based on cloud computing, which meets
the needs of scene perception to a certain extent, but it is still difficult to meet the needs
of actual scenes when dealing with tasks with high real-time performance.

Since edge computing was proposed, it has been widely used in various fields, espe-
cially in power IoT scenarios. W Shi et al. [2] introduced the concept of edge computing
and summarized its technical challenges and application prospects. Z Zhou et al. [14]
outline key techniques for deep learning models for network edge training/inference,
and discuss future research opportunities for edge intelligence. Jung Woo-Kyun et al.
[15] proposed an application measure of IoT smart sensors, smart IoT, and small data
processing combined with edge computing, which provided a reference for SMEs to
apply IoT. Z Song et al. [16] implemented an edge-based sensing system, including
deep learning-based image recognition, data model retraining, etc., which effectively
utilized the resources available at the edge and greatly reduced network traffic. The
above-mentioned mode based on edge computing can better solve the problem of real-
time task response, but limited by the computing power of edge servers, it is still difficult
to perform more complex computing tasks such as deep neural network training.

In recent years, the cloud-edge collaboration model has been proposed to meet the
needs of actual scenarios. This model combines the advantages of the cloud computing
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model and the edge computing model, and can ensure real-time response while being
competent for computing tasks. Chen Yuping [17] analyzed the realization principles
and research ideas of technologies such as resource collaboration, intelligent collabora-
tion, and application management collaboration, and pointed out the current challenges
and future development directions of cloud-edge collaboration. At present, some works
have applied the cloud-edge collaboration model to practical scenarios. Zhao Yu et al.
[18] proposed a target detection framework combining edge computing and federated
learning, which improved the detection accuracy by 18% in video surveillance scenarios
and effectively reduced model training time. T Jing et al. [19] proposed a cloud-edge
collaboration architecture suitable for the Internet of Things, which meets the complex
network data computing and real-time analysis requirements of local data in the Inter-
net of Things. C Ding et al. [9] proposed a cloud-edge collaboration cognitive service
framework, which uses the cloud server to accelerate the training of lightweight neural
networks in the edge server, improved the training speed of the model and the accuracy
of cognitive services. Xu Mengwei et al. [20] proposed a new type of machine learn-
ing model training mode based on cloud-based private data of mobile terminals, which
effect exceeds the traditional centralized/federated training mode, and greatly reduces
the computational and energy overhead for model training. However, there is no mature
research on the application of cloud-edge collaboration mode to power IoT scene per-
ception in the existing work, and the cloud-edge collaboration mechanism needs to be
further improved.

3 Cloud-edge Collaboration Based Scene Information Perception
Architecture

Fig. 1. Cloud-edge collaboration based scene information perception architecture
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This paper designs a cloud-edge collaboration based scene information perception
architecture, as shown inFig. 1. The information involved in the power IoT scene includes
sensor data (voltage, temperature, humidity, etc.), image data (personnel, inspection
robots, faulty equipment, etc.). This paper divides the scene information into static
instances, dynamic instances, general instances and sensor data four types. After the
terminal device collects the scene information, the edge server obtains the local scene
through three stages of instance extraction, instance perception and scene fusion, and
then each edge server uploads the synthesized local scene to the cloud server, and finally
the cloud server synthesizes the global scene, detailed process is as follows.

3.1 Instance Extraction

The instance extraction stage completes the classification of scene information. In the
power IoT scene, the initial scene information includes two categories of sensor data
and image data, and the local scene perception process is shown in Fig. 2.

Fig. 2. Local scene perception process

In the Internet of Things scenario, there are many kinds of sensor data, which need to
be fused to facilitate use. In this paper, the fusion analysis method based on small sample
learning is used to fuse the sensor data [13]. Small sample learning can be divided into
one-shot K-way and N-shot K-way. The difference between the two is that the number of
samples in the K classes to be merged is different: N-shot K-way has N samples in each
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class. Samples, while one-shot K-way has only one sample per class. Due to the variety
of data formats in the power IoT scenario, it is difficult to summarize the characteristics
of a certain type of data with a single sample. Therefore, this paper uses the N-shot
K-way algorithm to fuse the sensor data. The specific algorithm is as follows:

For the sensing data, first construct K support set classes, each with N samples
(S1, . . . , SN ), the purpose of the sensing algorithm is to determine which support set
class the collected sensor data should belong to, and the optimization goal is as follows:

C
(
x̂, (S1, . . . , SN )

) = argmax
i

(
N∑

n=1

P
(
x̂, xin

)
)

(1)

where xin ∈ Sn, i ∈ K . Through theN-shot K-way few-shot learning process, the sensory
data in the scene are fused into K classes.

The image data is obtained by the image acquisition device, and contains a variety
of instance types. In this paper, the image data is divided into three categories: static
instances, dynamic instances andgeneral instances.Mask-RCNN is one of the commonly
usedmodels for object detection, which can detect objects in images and generatemasks.
This paper uses the Mask-RCNN model to extract and classify the instances, and then
use the corresponding perception algorithms to complete the perception processing. 3.2
introduces the detailed perception algorithms of the three instances.

3.2 Instance Perception

Static Instances. Static instances are objects with relatively fixed characteristics in
power IoT scenarios, including warehouses, generator sets, and underground pipe gal-
leries. The scene information perception architecture proposed in this paper deploys the
3D model of static instances in the edge server in advance. After the instance extraction
stage Mask-RCNN identifies the static instances in the scene, it directly calls the preset
3D model to participate in the fusion of local scenes.

Dynamic Instances. Dynamic instances are objects whose characteristics change in
real time in power IoT scenarios, such as workers and inspection robots. For this type of
instance, this paper uses the method of first detecting key points, and then synthesizing
the model based on the parameters of the key points to generate 3D models. Taking the
generation of a 3D model of the human body as an example, the keypoint_head branch
ofMask RCNN is used to detect the parameters of the key points of the human body, and
then the detected parameters are input into the SMPL parameterized human body model
to synthesize the 3D model of the human body to complete the perception of the human
body instance. In order to further improve the perception accuracy of dynamic instances,
this paper will also train the dynamic instance perception model in real time based on the
collected scene information. The detailed training method will be introduced in Sect. 4.

General Instances. Ageneral example is abnormal information in power IoT scenarios,
such as illegal intrusions, faulty devices, etc., which are characterized by unpredictable
characteristics. The 3Dmodel of this type of instance can only be directly perceived from
the image information. In this paper, Mesh-RCNN is used to perceive general instances.

https://doi.org/10.1007/978-3-031-23141-4_4
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Mesh-RCNN is improved fromMask-RCNN. It is amodel after addingmesh branches on
the basis ofMask-RCNN, which can directly generate 3Dmodels from two-dimensional
image data. After Mask-RCNN identifies general instances in the initial image, the sub-
images are segmented through masks, and then Mesh-RCNN is used to generate mesh
3D data of instances based on the sub-images. In actual scenarios, general instances
with similar characteristics may appear multiple times in a period of time. In order to
improve the perception accuracy of general instances, this paper trains the corresponding
Mesh-RCNN models for different types of instances.

Fig. 3. Mesh-RCNN training differentiation process

Figure 3 shows the training differentiation process of Mesh-RCNN. This process
is mainly completed on the edge server. First, the Mask-RCNN is trained based on the
labeled data, so that it can detect several specific types of general instances, and label
labels for different types, and then train the corresponding Mesh-RCNN for each label.

Under the initial conditions, the Mesh-RCNN model corresponding to each label is
initialized as a general Mesh-RCNNmodel pre-trained on the cloud server, and then the
cloud-edge collaborative perception architecture begins to perceive general instances in
the scene information and collect general instance data in real time. When the instance
data corresponding to a certain label is accumulated to a certain amount, themesh label of
the instance data will be obtained through manual labeling, and the Mesh-RCNNmodel
corresponding to the label will be trained. When the general instance corresponding to
a label is detected again, the Mesh--CNN model that has been specifically trained will
be called.

3.3 Scene Fusion

After the instance perception phase is completed, the 3D models of static instances,
dynamic instances, and general instances will be fused at the edge server, and then the
sensor data will be matched to the 3D scene, therefore obtains the local scene. The
merged local scene will retain two copies: one is saved on the edge server to provide
real-time services to users, and the other is uploaded to the cloud server, where the global
scene is synthesized.
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Denote the scene initial data as Ori, sensor data as Sen, dynamic instance as Dym,
static instance as Sta, general instance asGen, local scene perception result as Loc, global
scene perception result as Gol; instance extraction process as F, instance perception The
process is P and the scene fusion process is B. From the perspective of data flow, the
perception process of local scenes can be expressed as the following formula:

Ori →F Sen , Dym , Sta , Gen
(Psm+PDmm+Pcom+Psen)+B−→ Loc (2)

The synthesis process of the global scene can be expressed as the following formula:

Loc1,Loc1, . . . Locn →C Gol (3)

In the above-mentioned scene information perception architecture based on cloud-
edge collaboration, after the perception model is obtained, the scene information will
be directly perceived by the edge server, and only the generation and training process of
the perception model involves the collaborative work of the cloud server and the edge
server. In the generation and training of the instance-aware model, the sensing data and
static data-aware models are fixed models that are preset on the edge server, although
the general instance needs to download the perception model from the cloud server,
the training process on the edge server is independent, none of the three involve the
collaboration of cloud servers and edge servers. In fact, only the training of dynamic
instance-aware models involves cloud-edge collaboration, and the part where the scene
perception speed and quality can be optimized is also here. Therefore, this paper will
focus on the optimization of dynamic instance-aware model training methods, and the
details will be introduced in Sect. 4.

4 Neural Network Model Training Framework Based
on Cloud-edge Collaboration

A typical task of dynamic instance perception in power IoT scenarios is the detection of
human pose key points, this paper takes this as an example to study the dynamic instance
perception algorithm. To this end, a neural network model training framework based on
cloud-edge collaboration is proposed, as is shown in Fig. 4. The core idea is to train the
neural network perception model for specific scenarios on the edge server, and pre-train
the neural network model with the help of the cloud server to reduce the load of edge
server.

Figure 4 shows the cloud-edge collaborative training framework proposed in this
paper. A deep neural network model, called CloudNet, is deployed on the cloud server;
a lightweight neural network model, called EdgeNet, is deployed on the edge server,
which is obtained by reducing some of the backbone network layers by CloudNet.
The EdgeNet backbone network parameters are the same as those of the corresponding
remainder in CloudNet. In real-time training, in order to obtain a human pose perception
model for a certain scene, this paper trains EdgeNet based on the scene information
collected in real time.

The paper [22] pointed out that the higher layers of the neural network can extract the
general features of the data. In the human pose keypoint recognition task, the features of

https://doi.org/10.1007/978-3-031-23141-4_4
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Fig. 4. Neural network model training framework based on cloud-edge collaboration

human pose overlap in each sub-scenario. For this reason, this paper sets the highm layer
of the keypoint_head part of the ROI head of EdgeNet as ShareLayer, which is used to
extract the common features of the instances in each sub-scenario, and its parameters are
shared by each EdgeNet; meanwhile set the rest of the keypoint_head as AdaptiveLayer,
which is different in each EdgeNet to adapt to the different characteristics of instances
in each sub-scenario.

Regarding the acquisition of labels required for EdgeNet training, this paper uses
CloudNet to automatically generate and obtain labels required for training. This is
because CloudNet has a large number of neural network layers and can obtain higher
recognition accuracy. CloudNet is distributed to the edge server during the initialization
phase, which is recorded as Label-builder. Compared with the traditional manual label-
ing method, automatic label generation with CloudNet can reduce the time required for
label creation and speed up model training and updating.

The training process of EdgeNet can be divided into three stages: EdgeNet ini-
tialization, EdgeNet learning, and Sharelayer update. The detailed process is as
follows:

4.1 EdgeNet Initialization

In the EdgeNet initialization phase, a large amount of data is used to pre-train CloudNet
on the cloud server, and then some of its parameters are sent to the edge server to assist
EdgeNet training.

Write Wc as the parameter of CloudNet, Wc−b v is the parameter of the part shared
with EdgeNet in the CloudNet backbone network,Wc−r s is the parameter of ShareLayer
in the ROI head of CloudNet; Wc is the parameter of EdgeNet, Wc−b is the parameter
of the EdgeNet backbone network, We−r is the EdgeNet ROI head The parameters of
We−r s andWe−r a are the parameters of ShareLayer and AdaptiveLayer in the ROI head



Cloud-Edge Collaboration Based Power IoT 109

of EdgeNet respectively, and N is the data volume of the training set. Given a training
set {xi, yi}Ni=1, EdgeNet will be trained to optimize the following loss function:

f (We) = 1

N

N∑

i=1

θ(yi, σ (f (xi;We))) (4)

After the edge server receives the CloudNet sent by the cloud server, it first separates
Wc−b and Wc−rs in CloudNet as the parameters of We−b and We−rs in EdgeNet, then
initializes We−ra to a random value, and then combines the three parts of, We−b, We−rs

andWe−ra to formWe, that is, the parameters of EdgeNet; then optimizeWe by formula
(4) to complete the training of EdgeNet. This paper uses CloudNet to assist EdgeNet
training, freezes the parameters of the backbone network in EdgeNet during the training
process, and only fine-tunes the parameters of the ROI head. Use W ∗

e to represent the
updated value ofWe, and the connector∪ to connect the two parameter sets. The detailed
steps of EdgeNet initialization are shown in Algorithm 1.

input : , CloudNet

output: EdgeNet, Label-builder

1. The cloud server sends CloudNet (parameter value ) to the edge server;

2. The edge server processes CloudNet to obtain three copies of , , ;

3. Edge servers build EdgeNet;

4. Initialize , , of EdgeNet to , , random values respec-

tively;

5. ;

6. ;

7. Return EdgeNet as and Label-builder as 

Algotithm 1. EdgeNet initialization

4.2 EdgeNet Learning

In the EdgeNet initialization phase, EdgeNet completed the initial training with the
assistance of CloudNet. In actual scenarios, the edge server will continuously receive
the instance information collected by the terminal from the scene. The paper [21] pointed
out that real-time information is very important to improve the quality of the model. To
this end, this paper further trains EdgeNet using real-time collected instance information.
However, the initially collected instance information has no labels. To solve this problem,
this paper draws on the method in [9] and uses the Label-builder obtained in the EdgeNet
initialization phase to generate the labels required for training. After the edge server
receives the instance information, it first uses theEdgeNet to obtain the perception results.
Whenever the number of newly collected instances accumulates to M, the Label-builder
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will be used to generate the labels of the instances to retrain the EdgeNet.

f
(
W ∗

e

) = 1

M

M∑

i=1

θ
(
yi, σ

(
f
(
xi;W ∗

e

)))
(5)

Since Label-builder can automatically generate labels in real time, EdgeNet learning
is continuous, and its detailed process is shown in Algorithm 2.

input : EdgeNet, , instance , Label-builder

output: Updated EdgeNet

1. Edge server uses Label-builder to get label of instance ;

2. , is the updated value of ;

3. Returns the value of EdgeNet as 

Algorithm 2. EdgeNet learning

4.3 Sharelayer Update

As EdgeNet learning continues, EdgeNet is constantly adapting to changing scene
information. To further accelerate the convergence speed of EdgeNet learning and
extract common features of instances in different scenes, this paper sets a shared layer
ShareLayer(We−rs) in theROI head of EdgeNet (as described in the beginning of Sect. 4).
In real-time training, each edge service will extract the parameters of Sharelayer in
EdgeNet and upload it to the cloud server after retraining the EdgeNet on it for a cer-
tain number of times. After collecting all the parameters of the Sharelayer in EdgeNet,
the cloud server will use the Fedavg [23] algorithm to summarize the gradients gener-
ated by the Sharelayer in each EdgeNet during training, update the Sharelayer with the
aggregated gradient and send it to each edge server.

WriteW ∗
c−rs as the updated parameter of Sharelayer. The detailed update process of

Sharelayer is shown in Algorithm 3:

https://doi.org/10.1007/978-3-031-23141-4_4


Cloud-Edge Collaboration Based Power IoT 111

input : N EdgeNets, training batch size , , Sharelayer 

copy on cloud server, 

output: Updated ShareLayer

1. Each edge server separates the Sharelayer parameter (ie. ) from EdgeNet

and uploads it to the cloud server;

2. Calculate the gradient generated by each EdgeNet

;

3. Calculate the weighted average gradient sum , where ;

4. ;

5. Returns the updated ShareLayer as , and sends it to each edge server;

6. Edge servers update their ShareLayer in EdgeNet to

Algorithm3. Sharelayer update

After the edge server sets the ShareLayer in the respective EdgeNet to W ∗
c−rs, , it

will call Algorithm 2 again to retrain the EdgeNet, which realizes further optimization of
the EdgeNet. Sharelayer update and EdgeNet learning alternate in real time, but Share-
layer update will be started after a certain round of EdgeNet learning, until Sharelayer
generates a more obvious gradient, so the calling frequency is slightly lower (Fig. 5).

Fig. 5. Synchronous blocking parameter summary scheme

In general, the cloud-edge collaborative training framework proposed in this paper
has two advantages: First, the framework can provide fast response services. This is
because the edge server is closer to the user, and the number of EdgeNet network layers
used for perceptual computing is less, and the computing time is short; secondly, the
framework can better adapt to changes in dynamic instance characteristics of the scene.
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This is because the framework trains EdgeNet based on real-time scene instance infor-
mation, and introduces Label-Builder and ShareLayer so that training updates can be
continuously performed in real-time and adapt to changes in scene information more
quickly.

5 Simulation

5.1 Settings

Humanposture key point detection is a key and representative task in the scene perception
of power IoT. This paper takes this task as an example to verify the effect of the proposed
cloud-edge collaborative power IoT scene perception mechanism.

The CPU model of the server used in the simulation experiment is Xeon E5–2600
v2@2.1 GHz, and the running memory size is 62.5 GB. The human pose keypoint
detection framework improves from the Dectectron2 framework (based on the Mask
RCNNmodel) commonly used in object detection. CloudNet and EdgeNet are improved
from the keypoint_rcnn_R_50_FPN_3x model provided by Dectectron2. The detailed
network structure is shown in Fig. 6 Among them, the original CloudNet model has the
same structure. The backbone network of EdgeNet removes the res4 and res5 parts of the
model, and the rest is the same as the original model. ShareLayer is the upper 4 layers of
Mask RCNN’s FPN, Box Head, Box_predictor and keypoint_head, and AdaptiveLayer
is the lower 4 layers of keypoint_head. Simulate real-time scene data with images from
COCO2017 annotated with human pose keypoints.

Fig. 6. Structure of EdgeNet and CloudNet (based on keypoint_rcnn_R_50_FPN_3x)
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5.2 Results

Figure 7 shows the comparison of perception and transmission delays for the human
pose keypoint detection task using the two mechanisms. Compared with the cloud com-
puting model, the cloud-edge collaboration mechanism proposed in this paper reduces
the perception delay by 39.8%. This is because EdgeNet is obtained by removing the
backbone network res4 and res5 from the keypoint_rcnn_R_50_FPN_3x model, and the
number of network layers is less; the transmission delay is reduced increased by 26.9%
because edge servers are closer to users. The total processing delay obtained by the com-
bined calculation of the two is reduced by 38.6%, which indicates that the collaborative
perception architecture proposed in this paper can effectively improve the perception
speed of scene information.

Fig. 7. Comparison of perception delay and transmission delay between the two schemas

In order to investigate the improvement of the model training effect of the proposed
cloud-edge collaborative training framework, this paper simulates the process of collect-
ing data and training EdgeNet in the actual scene. The specific settings are as follows:
Under the initial conditions, the pre-trained CloudNet is deployed in the cloud server,
and the training starts. At first, Algorithm 1 is called to initialize EdgeNet based on the
preset 100 image data. Then simulate the process of real-time training EdgeNet in the
actual scene, take 100 images as a batch, load 12 batches of pictures, and call algorithm 2
to retrain EdgeNet after each batch is loaded, and each edge server is loaded separately.
After three batches of images, Algorithm 3 will be called to summarize the gradients
generated by ShareLayer in the first two EdgeNet training sessions and retrain EdgeNet
based on the updated gradients. That is, in the loading of every three batches of images,
the first two calls to Algorithm 2 retrain EdgeNet, and the last call to Algorithm 3 to
retrain EdgeNet.

Loss_keypoint is the error between the output value of Mask-RCNN on the training
set and the real value. This paper uses this as a reference to measure the adaptability of
the model to the new information features in the scene. Figure 8 compares the change
of loss_keypoint with the number of iterations in the training process when the loading
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batches are 2, 3, 5, 6, 11, and 12, and the ShareLayer in EdgeNet is set to be the
upper 0, 4, and 8 layers of keypoint_head, respectively. Among them, ShareLayer is
the first 4 layers of keypoint_head, which is the training method proposed in this paper.
ShareLayer is the first 0 layers of keypoint_head, that is, the classic transfer learning
method without ShareLayer. ShareLayer is the first 8 layers of keypoint_head, that is,
the parameters of EdgeNet on each edge server are completely shared.When the loading

Fig. 8. The change of loss_keypoint with the number of training when the loading batches are 2,
3, 5, 6, 11, 12 and shareLayer is set as the first 0, 4, and 8 layers of keypoint_head.
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batch is 2, the EdgeNet of the three structures starts to converge when the number of
iterative training is about 130. At this time, the algorithm 3 synchronization ShareLayer
is not enabled, and the final convergence value of loss_keypoint is also similar; when
the loading batch is 3, it is enabled for the first time. Algorithm 3 synchronizes the
Sharelayers of each EdgeNet. After 200 iterations of training, setting ShareLayer_num
= 4 converges to the smallest loss_keypoint value, which is 4.856% lower than setting
ShareLayer_num = 8, and 7.428% lower than setting ShareLayer_num = 0. When
loading batches of 5, 6, 11, and 12, setting ShareLayer_num = 4 also obtained the
smallest loss_keypoint. This is because, on the one hand, the setting of ShareLayer
can extract the common features of each sub-scenario [22] and is jointly trained by each
EdgeNet, so the convergence speed is faster; on the other hand, the 4-layerAdaptiveLayer
trained by each EdgeNet allows EdgeNet to learn different the unique characteristics of
sub-scene enhance the adaptability of the model to different scenes, so it achieves better
results than setting ShareLayer to 8. It is worth noting that the data set of the simulated
collection data and training process in this paper is randomly divided from COCO2017,
and the distribution of information features of each sub-scenario is relatively uniform.
If the characteristics of the datasets used in each EdgeNet training are quite different,
the collaborative training algorithm proposed in this paper will have a more prominent
performance.

Figure 9 shows the comparison of the training time of ClouNet, EdgeNet0, and
EdgeNet. EdgeNet0 has the same network structure as EdgeNet, but the parameters are
randomly initialized during training, and all parameters are adjusted in the process. As
can be seen from the figure, the training time of EdgeNet is reduced by 37.9% compared
toCloudNet, because the number of layers of theEdgeNet backbone network is small; the
training time of EdgeNet0 is reduced by 23.2%, this is because EdgeNet only adjusts the
parameters of the ROI head part during the training process, which reduces the amount
of computation. This shows that the neural network model training framework based on
cloud-edge collaboration proposed in this paper can effectively reduce the training time
of the model.

Fig. 9. ClouNet, EdgeNet0, EdgeNet training time comparison
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6 Conclusion

In this paper, a cloud-edge collaboration perception mechanism is proposed for the
power IoT scene perception problem. The various types of data in the power IoT scene
are summarized into four categories: sensor data, static instances, dynamic instances, and
general instances, and corresponding algorithms are designed to complete the perception.
Dynamic instance perception is a key link in scene perception. This paper takes the task
of human pose key point detection as an example to study and design a cloud-edge
collaborative neural network model training framework. EdgeNet is trained based on
real-time scene information to adapt to the dynamic changes of instance features in the
scene, and during the training process, CloudNet is assisted and the ShareLayer shared by
each EdgeNet is introduced to improve the model training effect. The simulation results
of the prototype system show that the cloud-edge collaborative perception mechanism
proposed in this paper can realize the rapid perception of power IoT scene information
while ensuring the perception quality. The proposed cloud-edge collaborative neural
network model training framework can effectively speed up the convergence of model
training and adaptability to new scenarios.

Limited by the experimental conditions, this paper does not verify the proposed
cloud-edge collaborative perception mechanism in actual scenarios, and the percep-
tion algorithms for other types of instances other than dynamic instances also need to
be verified. In addition, there is also a lack of a dynamic allocation mechanism for
cloud-side server computing resources. Future work will further improve the cloud-
edge collaboration mechanism, and test and verify the effect of the mechanism in actual
scenarios.
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Abstract. With large number of smart devices accessing the power
Internet of Things, cooperative edge computing has become a new com-
puting paradigm for delay sensitive business. However it still faces some
challenges today: 1) task allocation in edge networks, 2) route selection
during data transmission. This paper proposes a cooperative comput-
ing mechanism based on edge routing optimization for power Internet of
Things to solve these problems. Firstly, establish a task allocation model
based on multi-edge-node cooperation in which the data routing process
includes three stage: sending route, merging route and returning route.
The model is designed to minimize the average task completion delay.
Secondly, Improved Biogeography-based Optimization in Task Alloca-
tion and Sending Route Selection (IBBO-TASRS) algorithm is proposed
to solve the task allocation and route selection. The simulation results
show that the proposed algorithms can reduce the service delay well.

Keywords: Power Internet of Things · Cooperative edge computing ·
Task allocation · Route optimization

1 Introduction

With the development of the power Internet of Things [1], many new business
terminals are emerging and connected to the sensor network [2]. For example,
the remote monitoring business uses cameras to collect video data of power
scenes and perform real-time intelligent analysis. Smart Augmented Reality
(AR) glasses sense the operation and maintenance site and guide the opera-
tion. Unmanned Aerial Vehicles (UAV) conduct all-round inspections of remote
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Fig. 1. The power Internet of Things architecture based on edge computing

transmission lines. The extensive deployment of a large number of sensing devices
and control systems has improved the holographic perception capabilities of the
power grid and the operating efficiency of power equipment. However, the reli-
ability and safety of these service terminals have aroused widespread concern,
and it is necessary to prevent attackers from eavesdropping and interception
data and ensure work efficiency in complex environments. At the same time,
these applications usually require a lot of computing resources and require high
response delays. Wearable devices such as AR glasses usually require 10–50 ms.
Today, edge computing [3], as an extension of cloud computing [4], has become
an effective solution for delay and resource-sensitive services. Figure 1 shows the
architecture of the power Internet of Things based on edge computing. The end
layer is divided into power consumption area, power transformation area and
power generation area, covering video monitoring, equipment detection, charg-
ing pile, intelligent patrol inspection, smart home and other businesses. The edge
layer deploys edge nodes with computing and storage resources, such as wireless
access points, routers, edge servers, etc. Clouds far away from business terminals
have a large amount of computing resources, while providing business analysis,
equipment management and other functions. Power business terminals are con-
nected to edge nodes by means of wired, Wi-Fi, micro-power wireless, 4 G/5 G,
and low-power wide area networks, etc. The computing tasks are uploaded to
edge nodes to be completed nearby, which reduce network delay and cloud center
load.

Considering the limited computing and storage resources of edge nodes, it
is usually difficult for a single node to meet the demanding resource and delay
requirements of service terminals. Therefore, it is necessary to adopt the cooper-
ative edge computing [5] mode to calculate tasks initiated by service terminals.
[6] has shown that cooperative edge computing is better than single node com-
puting. However, most of the existing cooperative edge computing literature
only considers the problem of task allocation without route optimization into
the research [7], such as data sending route, returning route, etc. However, most
of the literatures on collaborative edge computing do not consider the opti-
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mization of data routing in edge networks, such as task sending routing and
computation result aggregation routing, and different routing choices will have a
great impact on the delay of task transmission. Therefore, in collaborative edge
computing, not only the choice of computing nodes should be considered, but
also the routing scheme should be paid attention to in order to reduce the delay
in both transmission and computation processes. This complicates the problem
of collaborative computing.

To solve the problem of task allocation and routing selection in coopera-
tive edge computing, this paper proposes a cooperative computing mechanism
based on edge routing optimization for power Internet of Things, which opti-
mizes task allocation and route selection at the same time, and minimizes the
average task completion delay while meeting business resource requirements and
delay requirements. The specific contributions are as follows:

1) In order to reduce the delay of business completion in the power Internet of
Things scenario, a task allocation model based on multi-edge-node coopera-
tion is proposed. In the model, business request and resource models, delay
models and data route models are established respectively. The data route
model includes three stages: sending route, merging route and returning route.
Finally, the problem of minimizing the average task completion delay under
the condition of satisfying the business resource demand and delay demand
is put forward.

2) The IBBO-TASRO algorithm is proposed to solve the task allocation and
route selection. In IBBO-TASRO the elite retention strategy and improved
migration probability are used to improve the biogeographic algorithm to
avoid the problem of task assignment getting into local optimum.

2 Related Work

With the development of the Internet of Things in the future, the number of
terminals will show explosive growth while creating more data. The cloud com-
puting model will bring about big data transmission, privacy and energy con-
sumption issues [8,9]. Cooperative edge computing uses multiple edge nodes to
contribute resources to participate in task computing, solving the problem of
insufficient resources of a single node and high latency of cloud computing. The
current research on cooperative edge computing includes task allocation, route
selection and other issues.

The task allocation mainly studies how tasks are distributed among the edge
nodes and cloud centers to achieve optimal latency or energy consumption. [10]
studied how the task request initiated by the business terminal is mapped to the
edge node problem and the resource allocation problem to minimize the service
delay, and finally proposes the BRT algorithm to solve the optimal task allo-
cation and resource allocation decisions. [11] proposed a cooperative computing
offloading framework based on three-tier mobile edge computing networks. At
the same time, it also considered horizontal offloading between edge nodes. Joint
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optimization of offloading decision-making and computing resource allocation is
used to minimize average delay.

The route selection problem mainly studies the transmission route problem
of tasks in the edge network. [12] studied the energy management problem of
MEC on power-constrained equipment. In order to solve the trade-off between
data processing capacity and energy efficiency, a sustainable strategic intelli-
gence drives edge routing algorithm is proposed. [13] proposed a temporary on-
demand multi-path distance vector routing protocol based on link lifetime and
energy consumption prediction to save routing discovery when routing fails cost
(Table 1).

3 Task Allocation Model Based on Multi-edge-node
Cooperation

3.1 Business Requests and Resources

Edge nodes (EN) with computing and storage capabilities are deployed in the
network, represented by set M = {1, 2, ...,M}, and there are a large number of
user end (UE) accessing the network, represented by set N = {1, 2, ..., N}.

The task sent by UE i is represented by Ti, which includes more than one
subtasks represented by wij = (cij , eij , tij , dij , λij). cij represents computing
resource requirement, eij represents storage resource requirement, dij represents
the amount of input data. tij represent the processing delay when the resource
requirements are met. λij represents the ratio of the result data amount to
the input data amount. There is no temporal dependency between subtasks. t̂i
represents the delay constraint of task Ti.

Because of the resource heterogeneity of EN, containers and virtualization
technologies are used to support the realization of EN resource allocation, and
the amount of resources required by subtasks is represented by the number of
virtual resource units. It is assumed that the task requests of all UEs are sent at
the same time. The task allocation decision X = {xijk} is specified as follows,

xijk =

{
1 if subtask j of UE i is allocated to EN k

0 else
(1)

Considering that each subtask must be calculated by one node, the following
constraints need to be met: ∑

k∈M
xijk = 1 (2)

The resource of EN k is represented by (Ck, Ek). Ck means the number of vir-
tual computing resource units. Ek means the number of virtual storage resource
units. Therefore, the task allocation decision X has the following constraints,∑

i∈N

∑
j∈Ti

cijxijk ≤ Ck, k ∈ M (3)

∑
i∈N

∑
j∈Ti

eijxijk ≤ Ek, k ∈ M (4)
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Table 1. Definition of variables

Symbol Description

N the number of UEs

M the number of ENs

N UE set

M EN set

Ri EN set for completing subtasks of UE i

Ti subtask set requested by UE i

wij subtask j of UE i

cij the computing resource requirement of wij

eij the storage resource requirement of wij

dij the amount of input data of wij

tij the computing delay of wij if the resource requirement is met

t̂i the delay constraint of Ti

λij the ratio of the result data amount to the input data amount

Ck the number of virtual computing units of EN k

Ek the number of virtual storage unit of EN k

xijk whether subtask j of UE i is allocated to EN k

yik whether the result of task Ti is merged on EN k

ui the access point of UE i

Nk the UE set associated with EN k

Bk the bandwidth of EN k

pi the transmission power of UE i

hi,ui the UE i and ENui channel gain

σ2 the additive Gaussian white noise power

yi the signal-to-noise ratio of UE i and EN ui

fsend
ijuikg

whether the gth routing path from ui to k is selected for
input data sending of wij

fmerge

ijkkg
whether the gth routing path from k to k is selected for result
data merging of wij

freturn
ikuig

whether the gth routing path from k to ui is selected for
result data of returning of wij

Wkk′g whether there is a gth path between EN k and EN k′

Hkk′g number of hops of gth routing path between EN k and EN k′

Rkk′g number of transmission bandwidth of gth routing path
between EN k and EN k′

T finish
i,ri1,ri2

the cooperative completion delay of subtask Ti by ri1, ri2

T comm
i,ri1,ri2 the data transmission delay of subtasks of UE i from EN ri1

to EN ri2

T comp
i,ri1

the computing delay of the subtasks of UE i on EN ri1
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3.2 Delay

Each UE connect to the nearest EN. Assume the access point of UE i is EN
ui ∈ M. The UE set associated with EN k can be represented as Nk = {i : i ∈
N , ui = k}.

The bandwidth resource of EN k is Bk Hz. We defaults that the UEs associ-
ated with EN allocate the EN bandwidth resources evenly. The signal-to-noise

ratio of UE i and EN ui is yi =
pihi,ui

σ2
, where pi represents UE i transmission

power, hi,ui
represents UE i and ENui channel gain, and σ2 represents additive

Gaussian white noise power. Therefore when the UE i accesses the EN ui, the
uplink data transmission rate of the UE i expressed as follow.

vi =
Bui

|Nui
|log2(1 + yi) (5)

The network delay from UE i to EN ui includes the transmission delay caused
by the port rate and propagation delay. c represent the propagation speed of the
wired or wireless channel, and Di,ui

represent the physical distance between the
UE i and EN ui. Therefore, the network delay of task input data transmission
to access point EN can be expressed as,

Tup
i,ui

=

∑
j∈Ti

dij

vi
+

Di,ui

c
(6)

Similar to [14,15], the downlink bandwidth of the UE is much higher than the
uplink bandwidth, and data size after task processing is usually much smaller
than before, so we ignore the downlink transmission delay of sending the task
results from EN to UE.

The computing task sent by the UE arrives at the computing node through
multiple EN forwarding during transmission in the edge network. Assume that
there are at most G routing paths available between any two EN, and Wkk′g
represent if there is a gth path between EN k and EN k′. Number of hops
and transmission bandwidth of gth routing path between EN k and EN k′ is
represented by Hkk′g and Rkk′g. For convenience, we assume that queuing delays
on EN are not taken into account when data transferred over the network. We
also assume that there will be no device or link failures in the network.

3.3 Data Route

The cooperative computing delay of task includes computing delay in edge node
and data transmission delay in the edge network. Considering that the delay of
task computation is fixed, it is only necessary to optimize the task allocation and
route selection. The multi-edge-node cooperative computing process is shown in
Fig. 2. Firstly, each subtask sent by UE starts from the access point and is
transmitted to the corresponding computing node through the sending route, as
shown in Fig. 2(a). After the subtask is completed, all the processing results of
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Fig. 2. The process of multi-edge-node cooperative computing

each subtask are sent to a EN to merge, and finally returned to the access point,
as shown in Fig. 2(b).

According to the location of task data in the network, the route process in
cooperative computing is divided into three stages: sending route, merging route,
and returning route. The starting point of the sending route is the UE’s access
point, and the end point is the computing node, which is determined by the task
allocation decision X. After the subtask is completed the start point of merging
route is the computing node, and the end point is the merging node. The starting
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point in the returning route is the merging node, and the end point is the access
point. It can be seen that the selection of different merging nodes will have an
impact on the delay of merging route and returning route. We set the merging
node decision as Y = {yik}, i ∈ N , k ∈ M. Its value specification is as follows:

yik =

{
1 if merging node of task Ti is k

0 else
(7)

Since each task needs to select a merging node, there are the following con-
straints: ∑

k∈M

yik = 1, i ∈ N (8)

We use F send = {fsend
ijuikg

}, Fmerge = {fmerge

ijkkg
}, F return = {freturn

ikuig
} to rep-

resent the route selection strategy for the three stages. fsend
ijuikg

indicates whether
to choose the gth path when the input data of subtask wij are transmitted to
EN k in sending stage. {fmerge

ijkkg
} and {freturn

ikuig
} are the same as above. The value

specification of F send = {fsend
ijuikg

} is as follows:

fsend
ijuikg =

⎧⎪⎨
⎪⎩

1 The gth routing path from ui to k is selected for
data wij

0 else
(9)

The value specification of F send and F return is the same as above.
Because the start point of the sending route is the UE’s access point, the end

point is determined by X, and only one path between them can be selected, so
the constraints of F send are as follows:

∑
k∈M

(xijk

G∑
g=1

Wuikgf
send
ijuikg) = 1,∀i ∈ N , j ∈ Ti (10)

∑
k∈M

G∑
g=1

fsend
ijuikg = 1,∀i ∈ N , j ∈ Ti (11)

In the same way, the start point of the merging route is determined by the
task allocation decision X, and the end point is determined by Y , and only one
path between them can be selected. So the constraints of Fmerge are as follows:

∑
k∈M

(xijk

∑
k∈M

(yik

G∑
g=1

Wkkgf
merge

ijkkg
)) = 1,∀i ∈ N , j ∈ Ti (12)

∑
k∈M

∑
k∈M

G∑
g=1

fmerge

ijkkg
= 1,∀i ∈ N , j ∈ Ti (13)
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The constraints of F return
ijkuig

are as follows:

∑
k∈M

(yik

G∑
g=1

Wkuig
freturn
ikuig

) = 1,∀i ∈ N (14)

∑
k∈M

G∑
g=1

freturn
ikuig

= 1,∀i ∈ N (15)

The delay calculation process of cooperative computing is as follows:

Sending Delay. The network transmission delay of the subtasks wij from the
access point ui to the computing node is:

T send
ij =

∑
k∈M

G∑
g=1

xijkWuikgf
send
ijuikgHuikg

dij

Ruikg
,∀i ∈ N , j ∈ Ti (16)

Computing Delay. Under the condition that the requirements of computing
resource and storage resource are met, the computing delay of each subtask is
T comp
ij = tij

Result Merging Delay. After the subtask wij has been processed, the delay
for sending the result to the merging node is:

Tmerge
ij =

∑
k∈M

∑
k∈M

G∑
g=1

xijkyikWkkgf
merge

ijkkg
Hkkg

dij
Rkkg

,

∀i ∈ N , j ∈ Ti

(17)

Result Returning Delay. After the results of Ti all arrive at the merging
node, the delay of data transmission to the access point ui is:

T return
i =

∑
k∈M

G∑
g=1

yikWkuig
freturn
ijkuig

Hkuig

∑
j∈Ti

λijdij

Rkuig

,∀i ∈ N

Considering that the merging time depends on the latest subtask in Ti that
arrives at the merging node, the cooperative completion delay of Ti is:

T coop
i = max

j∈Ti

{T send
ij + T comp

ij + Tmerge
ij } + T return

i (18)
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3.4 Problem Model

Combining Sects. 3.1, 3.2, and 3.3, the total delay Ti for task Ti from sending
request to receiving the result can be obtained as

Ti = Tup
i,ui

+ T coop
i + T down

i,ui
(19)

T down
i,ui

represents the delay of the result from the EN ui to the UE i. As described
in Sect. 3.2, the delay is small and ignored. At the same time, the delay of
generating task allocation and route selection decisions are ignored. Therefore,
the task completion delay of the UE i is

Ti = Tup
i,ui

+ T coop
i (20)

The average completion delay of all UE tasks is

T =
1
N

∑
i∈N

Ti (21)

We describes task allocation and route selection as a problem of minimizing the
average completion delay of tasks, as shown below:

P1: min
X,Y,F send,Fmerge,F return

T

s.t. constraints (1)–(4),(7)–(15)

4 Algorithm

In this section, we propose an Improved Biogeography-based Optimization Algo-
rithm in Task Allocation and Sending Route Optimization (IBBO-TASRO) to
solve the problem of task allocation X and route selection F send.

4.1 Task Allocation and Sending Route Strategy

Decisions in P1 includes task allocation X, three-stage route selection F send,
Fmerge, F return and merging node Y . It is difficult to solve for these variables
at the same time. The solution space is relatively large and it is difficult to meet
real-time requirements. Considering that in the case of meeting service resource
requirements, the closer the node participating in the task computing and the
result merging is to the access point, the shorter the data transmission path in
the network, and the smaller the average task completion delay. Based on this
idea, we initialize the merging node decision, set the merging node of each task
at the access node EN ui, Y = {yik|∀i ∈ N , yiui

= 1, yik = 0, k ∈ M/{ui}}. The
delay of returning route is 0. We convert problem P1 to P2:

P2: min
X,F send,Fmerge

T

Y = Y
s.t. constraints (1)–(4),(7)–(15)

The IBBO-TASRO algorithm is used to solve P2. The IBBO-TASRO algo-
rithm flow is as follows.
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Algorithm 1. IBBO-TASRO
Require: L, Smax, I, E, mmax, Ω, Ti, i ∈ N , Ck, Ek, k ∈ M.
Ensure: X∗, F send∗

1: Initialize task allocation decisions Xl for each habitat.
2: for n = 1 to ω do
3: for l = 1 to L do
4: for i = 1 to N do
5: for j to Ti do
6: calculate F send,l, Fmerge,l according to Eq.(X)
7: end for
8: end for
9: end for

10: calculate HIS according to T (X, ˜Y , F send, Fmerge)
11: select the best top 2 habitat as collection ψ
12: for l = 1 to L do
13: if l ∈ ψ then
14: continue
15: end if
16: if rand(0,1) <λ′(sl) then
17: for l′1 = 1 to L do
18: if rand(0,1) <μ(sl) then
19: Generate a variable i randomly in range[0, D]

20: xl
i ←− xl′

i

21: if Xl doesn’t meet constraint (3) or (4) then
22: replace Xl with a new habitat within bounds.
23: end if
24: end if
25: end for
26: end if
27: end for
28: for l = 1 to L do
29: if l ∈ ψ then
30: continue
31: end if
32: if rand(0, 1) <m(si) then
33: xl

i ←− 1 + rand(M)
34: end if
35: if Xl doesn’t meet C1 C2 then then
36: replace Xl with a new habitat within bounds.
37: end if
38: end for
39: end for

5 Experimental Results and Analysis

In order to verify the superiority of the joint optimization algorithm of task
assignment and routing proposed in this paper, we conduct a simulation exper-
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iment. The simulation environment was run on a 64 bit MacOS Sierra system
with a 2.8 GHz Intel Core i7 processor and 16 GB of memory.

It is assumed that the simulation environment is a 1 km× 1 km square area
which contains 10 EN and 60 UE. EN and UE are randomly deployed in this
area. The CPU frequency(GHz) and storage size(GB) of each edge node obey
normal distribution, which are Ñ1(10, 2 × 102), Ñ1(102, 3 × 102). We set virtual
computing unit to be 0.2 Ghz and virtual storage unit to be 0.6 GB. The number
of subtasks of each UE follows a uniform distribution U(2, 7). The requirements
of virtual computing resource unit and virtual storage unit follow poisson dis-
tribution. The mean values of poisson distribution are λ1 = 9, λ2 = 11, λ3 = 50.
The data transmission rate(KB/s) between two edge nodes follows the normal
distribution Ñ3 = (3 × 103, 103).

Figure 3 shows the convergence effect of the four algorithms. The compari-
son algorithms are Biogeography-based Optimization for Task Allocation and
Sending Route Selection(BBO-TASRO), Genetic Algorithm for Task Alloca-
tion and Sending Route Selection(GA-TASRO) and Particle Swarm Optimiza-
tion for Task Allocation and Sending Route Selection(PSO-TASRO). The four
algorithms begin to converge after 100 iterations, and finally converge to 108,
122, 134, and 151 ms respectively at 500 iterations. It can be seen that IBBO-
TASRO has the fastest convergence speed and the lowest average task completion
delay. IBBO-TASRO speeds up the search rate and avoids the algorithm from
falling into a local optimal solution through the elite retention strategy and the
improved migration rate.

Fig. 3. Convergence performance of IBBO-TASRO and comparison with other algo-
rithms

Figure 4 shows the average delay of the IBBO-TASRO under different UE
numbers comparison with other algorithms. As the number of UE increases, the
average delay of the four algorithms shows an upward trend. When the number of
UE is 90, the average delays of the IBBO-TASRO, BBO-TASRO, PSO-TASRO,
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Fig. 4. Average delay of IBBO-TASRO with different number of UE

and GA-TASRO algorithm are 125, 146, 148, 173 respectively. Compared with
BBO-TASRO, the delay of IBBO-TASRO is reduced by 1.4%. IBBO-TASRO
uses the elite retention strategy in each algorithm iteration, avoiding the destruc-
tion of high-quality candidate solutions in the migration and mutation operation,
and use the improved migration rate to enhance the stability of the algorithm
convergence.

6 Conclusion

This paper proposes a cooperative computing mechanism based on edge routing
optimization for power Internet of Things to minimize the service delay. First, a
task allocation model based on multi-edge-node cooperation is establish, and the
model is transformed into the problem of minimizing the average task completion
delay. Then the IBBO-TASRO algorithm is proposed to solve the task allocation
and route selection. Finally the experimental results show that compared with
other algorithms, the proposed algorithm has lower delay and can meet the
resource requirements of a large number of business terminals at the same time.
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Abstract. We consider the problem of preserving a large amount of data
generated inside base station-less sensor networks when sensor nodes are
controlled by different authorities and behave selfishly. We modify the
VCG mechanism to guarantee that each node, including the source nodes
with overflow data packets, will voluntarily participate in data preserva-
tion. The mechanism ensures that each node truthfully reports its private
type and network achieves efficiency for all the preserved data packets.
Extensive simulations are conducted to further validate our results.

Keywords: VCG mechanism · Base station-less sensor networks ·
Data preservation

1 Introduction

Background. Wireless sensor networks are ad hoc multi-hop wireless networks
formed by a large number of low-cost sensor nodes. They have been used in a
wide range of applications such as military surveillance, environmental moni-
toring, and target tracking Yick et al. (2008). Recent years observe emerging
wireless sensor networks deployed in challenging environments such as remote
or inhospitable regions, or under extreme weather, to continuously collect large
volumes of data for a long period of time. Such emerging sensor networks include
underwater or ocean sensor networks Jang and Adib (2019); Ghaffarivardavagh
et al. (2020), wind and solar harvesting Li et al. (2012); Cammarano et al.
(2012), volcano eruption monitoring and glacial melting monitoring et al. (2020);
Werner-Allen et al. (2006); Martinez et al. (2004), and seismic sensor networks
Cochran et al. (2009). In these scenarios, it is not practical to deploy data-
collecting base stations with power outlets in or near such inaccessible sensor
fields. These sensor networks are referred to as base station-less sensor networks
(BSNs) because of the absence of the base stations.

A major task of BSNs is that sensory data generated have to be stored inside
the network for some unpredictable period of time before being collected by
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periodic visits of robots or data mules Shah et al. (2003), or by low-rate satellite
link Colitti et al. (2008). We focus on one scenario as follows. Some sensor nodes
are close to the events of interest and are constantly generating sensory data,
depleting their own storage spaces. These sensor nodes with depleted storage
spaces (referred to as source nodes) need to offload their overflow data to sensor
nodes with available storage (referred to as storage nodes) to avoid data loss.
The process of preserving overflow data within the sensor network is called as
data preservation in base station-less sensor networks.

As sensor nodes are characterized by limited battery power, storage spaces,
and processing capacity, and wireless communication consumes most of the bat-
tery power of sensor nodes, the key challenge of data preservation in BSNs is to
conserve sensors’ battery power in this process. Tang et al. (2013) proposed a
centralized algorithm to minimize the total energy consumption of data preser-
vation in BSNs. They showed that this problem is equivalent to the minimum
cost flow problem, which can be solved optimally and efficiently Ahuja et al.
(1993). This centralized algorithm is applicable if all the storage nodes cooper-
ate, in the sense that they willingly contribute their battery power and storage
spaces to help to relay and store overflow data from source nodes.

Our Contributions. However, in large-scale distributed sensor networks, sensor
nodes could be controlled by different users or authorities, each of which pursues
self-interest. Therefore sensor nodes can behave selfishly only to maximize their
own benefit. As data preservation unavoidably consumes sensor nodes’ limited
resources, including battery power and storage capacity, these sensor nodes have
minimum or zero motivation to help with data preservation. In addition, data
preservation cost parameters of sensor nodes can be specific to the nodes. For
example, the type of battery of a sensor node could affect the energy it consumes
in data preservation. Due to the complexity of related features among different
sensor nodes, parameters of data preservation cost specific to a sensor node
should be taken as its private information instead of treated as known by the
public. While this cost information is fundamental for a centralized algorithm
to configure efficient data preservation routes, selfish sensor nodes may not have
an incentive to report their private cost parameters/types truthfully.

In the sight of issues rooted in selfishness, literature has adopted algorith-
mic mechanism design (AMD) Nisan (1999); Nisan and Ronen (1999; 2007), a
subfield of game theory, to motivate selfish players to participate in the game
(individual rationality) and also be truthful about their private type (efficiency).
The central idea is to compensate (or charge) each player based on the task
accomplished (or objects assigned) in the game. In this paper, we propose a vol-
untary data preservation mechanism by augmenting existing AMD techniques.
In our model, each source node has a value of its overflow data and will choose
to preserve the data only when its value exceeds the corresponding preservation
cost. Therefore, our model avoids the inefficiency due to the over preservation of
data, namely, when the data value falls short of its preservation cost but still gets
preserved. In addition, our model requires source nodes to compensate storage
nodes for help in preserving their data, thus shifting the compensation respon-
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sibility from the central authority to the source nodes. Moreover, it guarantees
that every single node in the network will voluntarily participate in the data
preservation game, including the source nodes and the storage nodes. There-
fore, by taking into consideration the data value, our model extends individual
rationality to the entire network, and improves the network efficiency of data
preservation. The central authority in our model serves mainly two functions: it
calculates the efficient data preservation route of each data and the compensa-
tion of each node; it also serves as a residual claimant, who covers the deficit in
the system when the amount paid by the source nodes is below the calculated
compensation, or holds the surplus when the opposite is true.

Paper Organization. The rest of the paper is organized as follows. Section 2
reviews all the related work. Section 3 formulates the data preservation problem.
Section 4 presents the algorithmic mechanism design approach and presents the
voluntary VCG model. Section 5 presents our detailed simulation results and
analysis. Section 6 concludes the paper with a discussion of future work.

2 Related Work

Data preservation in base station-less sensor networks has been studied exten-
sively. It has been modeled as a minimum cost flow problem to achieve the
energy optimization Tang et al. (2013); Crary et al. (2015) as well as fault-
tolerance Tang et al. (2014). Xue et al. (2013) designed a maximum weighted
flow algorithm to preserve data packets of different values. Some works studied
a suite of new multiple traveling salesman placement problems for data aggre-
gation Tang (2018); Tang et al. (2021). Recently, Hsu et al. (2020) designed
a quadratic programming solution to maximize the survival time of preserved
data packets for base station-less sensor networks. However, none of the above
research considered the selfishness of sensor nodes.

Chen and Tang (2016) was one of the first to study data preservation in base
station-less sensor networks while considering that sensor nodes are selfish. They
took a game-theoretic approach and designed a computationally efficient and
truthful Vickrey-Groves-Clark (VCG) mechanism Vickrey (1961); Groves (1973);
Clarke (1971); Nisan (1999) wherein truth-telling is always a dominant strategy.
Yu et al. (2022) further identified that when storage nodes have a limited amount
of energy power, the VCG mechanism proposed in Chen and Tang (2016) is
no longer truthful and nodes can manipulate the VCG mechanism in order to
gain more utilities. They further designed a data preservation game that traces
and punishes manipulative nodes in the BSN and delivers dominant strategies
for truth-telling nodes while achieving provably optimal data preservation with
cheat-proof guarantees.

However, there are several issues in the VCG model of Yu et al. (2022). First,
they assume that all the overflow data will be stored in the network without con-
sidering the benefit and cost tradeoff of data preservation. As a result, no matter
whether it is very valuable or of little value, each data will be preserved regard-
less of how much cost its preservation entails. Although total preservation cost



Voluntary Data Preservation Mechanism 135

is minimized, the outcome may not be truly efficient for the system, as it could
take much effort to preserve data with little value. Second, the central authority
is in charge of making all the compensation payments to the system, which can
be a considerable amount. Meanwhile, the source nodes, as the direct beneficia-
ries of data preservation, are not responsible for compensating any other node.
Third, they assume that the source nodes will participate in data preservation
and tell the truth, therefore do not need any motivation and compensation from
the central algorithm. However, source nodes are also selfish as participating in
data preservation is not costless to them.

Our work is inspired by Eidenbenz et al. (2005), which is a sender-centric
truthful ad hoc routing protocol that considers the rational and selfish source
nodes. However, in this work, the only private information of a sender is its
willingness to pay to establish the connection with the destination, and the
sender’s action is simply to establish this connection or not. In contrast, in our
work, the relationship between a node’s cost parameters and its incurred costs is
more complicated. By lying about different cost parameters to different extents,
a node might manipulate its cost and switch from one action to another.

3 Data Preservation Problem Formulation

Network Model. The sensor network is represented as an undirected connected
graph G(V,E), where V = {1, 2, ..., n} is the set of n sensor nodes, and E is
the set of edges. The sensory data are modeled as a sequence of data packets,
each of which is a bits. Some sensor nodes are close to the event of interest and
generate a large amount of data, which depletes their storage spaces. Nodes with
overflow data are referred to as source nodes. There are nodes in the system
with empty storage space for data storage, which are referred to as storage
nodes. WLOG there are k < n source nodes Vs = {1, 2, ..., k} and q storage
nodes Vss = {k + 1, k + 2, ..., k + q}, with k + q ≤ n. Thus the rest nodes viz.
V −Vs −Vss = {k + q +1, k + q +2, ..., n} have neither overflow data nor storage
spaces and thus can only relay data from source nodes in the data preservation
process. We refer to them as transition nodes. Note that any node, including the
source node, storage node, and transition node, can carry out the function of
relaying data.

Let di denote the number of overflow data source node i generates, which
must be offloaded to some storage nodes to avoid being lost. Let d =

∑k
i=1 di

be the total number of overflow data, and let D = {1, 2, ..., d} denote the set
of these d data, and j a single overflow data. Let s(j) ∈ Vs, 1 ≤ j ≤ d, denote
data j’s source node. Let mi > 0 be the available free storage space (in bits)
at storage node i ∈ Vss. Note that mi = 0 for any source or transition node i.
We assume that

∑n
i=1 mi ≥ d · a; that is, the total size of the overflow data is

not larger than the total available storage spaces in the network. Moreover, all
the overflow data has certain values, indicating the importance of the data in a
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specific application. Let gi > 0 be the value of each overflow data of source node
i ∈ Vs.1

We assume that each node has enough energy to participate in the data
preservation process. Three different kinds of energy consumption are involved
in data preservation, as described below:

– Transmitting Energy Et
i (j). When node i sends a data packet of a bits to its

one-hop neighbor j over their distance li,j , the amount of transmitting energy
spent by i is Et

i (j) = a · εai · li,j + a · εei . Here, εai is the energy consump-
tion of sending one bit on transmit amplifier of node i, and εei is the energy
consumption of transmitting one bit on the circuit of node i.

– Receiving Energy Er
i . When node i receives an a-bit data packet from one of

its one-hop neighbor, the amount of receiving energy it spends is Er
i = a · εei .

Here, εei is the energy consumption of receiving one bit on the circuit of node
i. Note that Er

i does not depend on the distance between nodes.
– Storing Energy Es

i . When node i stores a-bit data into its local storage, the
amount of storing energy it consumes is Es

i = a · εsi . Here εsi is the energy
consumption of storing one bit at node i.

Problem Formulation. A preservation function as p : D → Vss indicates that
a data packet j ∈ D is offloaded from its source node s(j) ∈ Vs to a storage
node p(j) ∈ Vss to be preserved. Let Pj = {s(j), ..., p(j)} be the preservation
path along which j is offloaded. Let ci,j denote node i’s energy consumption
in preserving j, which be represented as Eq. (1) below, with σ(i, j) being the
successor node of i on Pj .

ci,j =

⎧
⎪⎪⎨

⎪⎪⎩

Et
i (σ(i, j)) i = s(j)

Er
i + Es

i i = p(j)
Er

i + Et
i (σ(i, j)) i ∈ Pj − {s(j), p(j)}

0 otherwise

(1)

The objective is to find a preservation function p and Pj (1 ≤ j ≤ d) to minimize
the total preservation cost. The minimized total preservation cost is given by

c = minp

d∑

j=1

n∑

i=1

ci,j = minp

n∑

i=1

d∑

j=1

ci,j , (2)

under the storage constraint that the total size of data offloaded to storage node i
can not exceed i’s storage capacity: |j|1 ≤ j ≤ d, p(j) = i| ·a ≤ mi, ∀i ∈ Vss. The
corresponding optimal preservation function is p∗ and the optimal preservation
path of data j is P ∗

j .

Algorithm. Tang et al. (2013) has shown that this problem is equivalent to
the minimum cost flow problem in a properly transformed graph of the sen-
sor network graph. The minimum cost flow problem can be solved optimally
1 For simplicity, we assume that all the overflow data at the same source node has

the same value. Our model is readily extended to the case when a source node has
different values over its overflow data.



Voluntary Data Preservation Mechanism 137

and efficiently Ahuja et al. (1993). We adopt and implement the scaling push-
relabel algorithm proposed in Goldberg (1997). It has the time complexity of
O(|V |2 · |E| · log(|V | · C)), where C is the maximum capacity of an edge in the
transformed graph. We denote the algorithm designed in Tang et al. (2013) as
the centralized algorithm to highlight that it minimizes data preservation energy
based on the assumption that each node in the network is selfless and therefore
fully cooperative.

Discussion. In this work, instead of cooperative sensor notes, we consider the
situation when each node is selfish, intended to maximize its own interest instead
of the system’s interest. We design a mechanism to incentivize selfish nodes to
comply with efficient data preservation directed by the centralized algorithm.
Note that incentives among different types of sensor notes are diversified. First,
as a source node i ∈ Vs wants to offload its overflow data to be preserved, we
assume that information related to i is public, including its cost parameters and
value gi of its overflow data. For a source node, it will have its data offloaded so
long as the compensation it needs to pay to other helper nodes does not exceed
the value it holds for the data. Second, a non-source node (i.e., a storage and
transition node) has private information about its cost parameters, denoted as
private type: ti = {εai , ε

e
i , ε

s
i},∀i ∈ V − Vs. The private types of each node need

to be truthfully reported. On the other hand, the cost incurred by each node
should be compensated, so that every node will willingly participate in data
preservation.

Moreover, as we take into consideration the data value of each source node,
the concept of efficiency includes two aspects. The first one is the preservation
efficiency same as in the previous literature. That is, given the set of data to
be offloaded, the total preservation cost in the system shall be minimized. This
part can be solved using the centralized algorithm in Tang et al. (2013) under
the condition that all the nodes willingly cooperate. The second one is referred
to as data efficiency. If the data value is below the corresponding minimum
preservation cost found by the centralized algorithm, the data should not be
preserved. This is a novel feature in our work because it compares the benefit
and cost of preserving each data, and thus truly maximizes the net gain from
data preservation.

4 Voluntary VCG Mechanism

We first introduce the concepts and notations of the algorithmic mechanism
design (AMD) model. The goal of the AMD model is to design a game in which
selfish players who maximize their own utility have equilibrium strategies that
result in a socially optimal outcome. If the equilibrium is a dominant strategy
solution, we say that this mechanism is strategy proof.2

2 Dominant strategy of a player is a strategy that maximizes his utility regardless of
the other players’ strategies. If each player has a dominant strategy, in equilibrium
each will play his dominant strategy and the strategy profile is called the dominant
strategy solution. Note that a dominant strategy solution is also a Nash equilibrium
since no player has an incentive to unilaterally deviate from its strategy.
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The AMD Model. There are n nodes in the network - node i has some private
information ti, called its type. There is an output specification that maps each
type vector t = {t1, ..., tn} to some output o. Node i’s cost is given by valuation
function vi(ti, o), which depends on ti as well as o. A mechanism defines for each
node i is a set of strategies Ai. When i plays strategy ai ∈ Ai, the mechanism
computes an output o = o(a1, ..., an) and a payment vector p = (p1, ..., pn), where
pi = pi(a1, ..., an). Node i wants to maximize its utility function πi(a1, .., an) =
vi(ti, o) + pi.

In the context of data preservation, for i ∈ V − Vs, the private type ti =
{εei , ε

a
i , ε

s
i}. Node i’s strategy set Ai includes any value of private type ti it

can report. For i ∈ V − Vs, vi(ti, o) = −ci,j given by Eq. (1), and its utility
is πi(ti, t−i) = pi − ∑d

j=1 ci,j . I.e., a non-source node’s utility is the difference
between its received payment and its cost in data preservation. For a source node
i ∈ Vs, our model will make it pay gi−ci,j for each of its preserved data j, leaving
node i zero utility from preserving its own data. On the other hand, a source
node can relay other source nodes’ data and will be compensated according to
its cost for performing such tasks. Therefore, its utility is also zero by helping
with other nodes’ data preservation. Thus the payoff to a source node is zero.

As sensor nodes may have private information about the cost of data preser-
vation, we can adopt the Vickrey-Groves-Clark (VCG) mechanism Vickrey
(1961); Groves (1973); Clarke (1971), which is a strategy-proof mechanism Nisan
(1999) frequently used when the objective function is the sum of all agents’ valu-
ations. Yu et al. (2022) used the VCG mechanism to motivate non-source nodes
to participate in data preservation. Compared to Yu et al. (2022), our model will
motivate all the nodes, including source nodes, to voluntarily participate in data
preservation. As such, we name our mechanism as voluntary VCG mechanism.
We start by formally defining the payment and utility of each node, denoted as
the payment model.

4.1 Payment Model

We use ci to denote node i’s true total cost in data preservation, and pi the
total payment to node i. Thus for each node i ∈ V , πi = pi − ci. Let t−i =
{t1, ....., ti−1, ti+1, ..., tn} denote the vector of private types of all other nodes
except node i, and c−i = {c1, ....., ci−1, ci+1, ..., cn} denote the data preservation
costs of all other nodes except node i.

Definition 1. Payment and Utility. Based on Green and Laffont Green and
Laffont (1979), under VCG mechanism, given any type t̃i reported by node i, the
amount of payment given to node i ∈ V depends on whether node i is chosen
to participate in data preservation according to the centralized algorithm. Its
payment is 0 if it is not chosen, and its payment when it is chosen is:

pi(t̃i, t−i) = cV −{i} − (c̃V − c̃i), (3)

where cV −{i} is the minimum total cost of the preservation path when i is
excluded from the network; c̃V is the minimum total cost of the preservation
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path when i is included in the network and reports its cost t̃i. Therefore i’s util-
ity is 0 when it is not chosen by the centralized algorithm; and when i is chosen,
its utility is

πi(t̃i, t−i) = pi(t̃i, t−i) − ci = cV −{i} − (c̃V − c̃i) − ci. (4)

Moreover, we define cV as the minimum total cost of the preservation path that
goes through i when i truthfully reports its type, i.e., when t̃i = ti.

In addition, to decide whether to preserve data j or not requires knowing the
associated payment due to the preservation of data j. We define the payment to
storage node i due to its help in preserving data j as

pi,j(t̃i, t−i) = cV −{i},j − (c̃V,j − c̃i,j). (5)

That is, based on the reported private types (t̃i, t−i), the payment to node i for
its help in preserving data j is the difference between the total data preservation
cost of j when i is excluded and when i is involved, plus the reported preservation
cost of j by node i. Here cV,j is the total preservation cost of j when the total
preservation cost of the network is cV ; and cV −{i},j is the total preservation cost
of j given that i is removed therefore the total preservation cost of the network
is cV −{i}.

Let h(i) = {j ∈ D|i ∈ Pj , i �= s(j)} be the set of data for which node i is not
its source node but belongs to its preservation path according to the centralized
algorithm. That is, h(i) is the set of data that node i helps (by either relaying
or storing) in their preservation. Lemma 1 below says that node i’s payment
pi(t̃i, t−i) comes from two parts: one part is its help to data j ∈ h(i) (called
the direct help of i), and the second part is its help to data j /∈ h(i) (called as
the indirect help of i). While the first part is straightforward, the second part is
due to the holistic procedure of the centralized algorithm aiming at minimizing
total preservation cost. Namely, removing node i may also affect the preservation
path of those data which do not use node i for their preservation when node i
is included in the network.

Lemma 1. It holds that pi(t̃i, t−i) =
∑

j∈D pi,j(t̃i, t−i),∀i ∈ V − Vs.

Proof:

pi(t̃i, t−i) = cV −{i} − (c̃V − c̃i) =
∑

j∈h(i)

[cV −{i},j − c̃V,j ] +
∑

j /∈h(i)

[cV −{i},j − c̃V,j ] + c̃i

=
∑

j∈h(i)

[cV −{i},j − c̃V,j ] +
∑

j /∈h(i)

[cV −{i},j − c̃V,j ] +
∑

j∈h(i)

c̃i,j

=
∑

j∈h(i)

[cV −{i},j − c̃V,j + c̃i,j ] +
∑

j /∈h(i)

[cV −{i},j − c̃V,j ]

=
∑

j∈D

pi,j(t̃i, t−i).

�
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Time Complexity of the Payment Model. The time taken to compute the pay-
ment is the time taken for the minimum cost flow calculation, which is
O(|V |2 · |E| · log(|V | · C)), where C is the maximum capacity of an edge in
the transformed graph Goldberg (1997).

An Example of Incentive to Lie. For a source node s(j) ∈ Vs of data packet
j, the incentive compatibility is that s(j) pays no more than the value j if
j is preserved. That is, to decide whether data j should be preserved or not,
it compares gs(j) to cV,j =

∑
i∈Pj

ci,j , the total preservation cost for data j,
and preserves j only if gs(j) ≥ cV,j . However, this could distort storage nodes’
incentives and lead them to lie, as illustrated by the below example.

Fig. 1. An example for incentive to lie.

In Fig. 1, node A is the source node with 1 unit overflow data (data size is
a = 1). Nodes C and E are storage nodes, each with 1 unit of storage capacity.
Nodes B and D are transition nodes. The weights (i.e., the distance between
the two end nodes) on edges AB, BC, AD, DE, DB, and EC are 2, 1, 3, 5, 3, 4,
respectively. The cost parameters are εai = 1, εei = 0 for i ∈ {A,B,C,D,E}, and
εsC = 2, εsE = 0. That is, the transmission cost is the same as the distance; the
storage cost of C is 2 and of E is 0. Suppose the data value of node A is gA = 4.
Therefore, when each non-source node truthfully reports the private type, as the
preservation path is A, B, and C, with a cost of 2 + 1 + 2 = 5 > 4, the data will
be dropped and πB = πC = 0.

Next, we show that each of B and C will have an incentive to lie to gain
some positive utility. First, consider node B. Given that other nodes are telling
the truth, let B lie by reporting εaB = 0. Then the cost along path A, B, C
becomes 2 + 0 + 2 = 4 = gA, and data will be preserved. The utility of node
B is π̃B = (3 + 5 + 0) − (2 + 0 + 2) + 0 − 1 = 3, strictly higher than the
case when it tells the truth (i.e., πB = 0). Here, 3 + 5 + 0 is the cost of the
preservation path A, D, E, when B is removed from the network. Thus node
B has an incentive to lie. Similarly, we can see that node C can be better off
by lying to εsC = 1 when other nodes are truth-telling. Under lying, the path
cost along ABC is 2 + 1 + 1 = 4 = gA and the data will be preserved. Now
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π̃C = (3 + 5 + 0) − (2 + 1 + 1) + 1 − 2 = 3. Again 3 + 5 + 0 is the path cost of
preserving the data through D to E, when C is removed from the network. So
node C has an incentive to lie.

Global Replacement Path. To preserve the incentives for storage nodes to
report their types truthfully, we consider a methodology similar to in Eiden-
benz et al. (2005) with several modifications. That is, to decide whether data
j should be preserved, we compare j’s value to its preservation cost along the
global replacement path of j. To find the global replacement path of j, we remove
the original preservation path of j, i.e., P ∗

j from the network, then let the central
algorithm find the new path for j’s preservation, which is j’s global replacement
path. The total preservation cost along this path is denoted as cV −P∗

j ,j . There
are several diversifications from Eidenbenz et al. (2005). First, to remove the
original path P ∗

j , we only need to remove the non-source nodes on the path but
not those source nodes (including j’s source node s(j)), since source nodes have
no private information. Second, the removal includes the destination (the storage
node) of j.3 We let a source node i preserve its data j as long as gs(j) ≥ cV −P∗

j ,j .
If gs(j) ≥ cV −P∗

j ,j , we say that preservation of data j is feasible, and data j will
be preserved. Otherwise, the preservation of data j is infeasible and data j will
be dropped.

We define the set of data with feasible preservation as D∗. For D∗, the central-
ized algorithm will find the preservation path with a minimum total cost, which
may or may not be the same as in P ∗. As this will be the finalized preservation
path used for the preservation of D∗, we denote it as P f and the correspond-
ing preservation path cost as cfV , with cfV = Σi∈P f Σj∈D∗ ci,j . Correspondingly,
cfV,j = Σi∈P f

j
ci,j is the total preservation cost of data j including its source node

s(j) and other nodes on the preservation path P f
j . On the one side, with data j

preserved, its value gs(j) is realized for s(j), which will be paid by s(j) to cover
related cost. On the other side, according to the voluntary VCG mechanism,
total payments for the preservation of j is Hj ≡ Σi∈Vs,i∈Pj

ci,j + Σi∈V −Vs
pi,j .

Here Σi∈Vs
ci,j is the total cost of the source nodes on the preservation path of

data j (including j’s source node), as their costs in helping j’s preservation are
directly observable; and Σi∈V −Vs

pi,j is the total payment to all the other nodes
due to their (direct or indirect) help in the preservation of data j. With some
abuse of notation, we will call Hj as the path payment of j. Let the path payment
along the final preservation path P f be Hf

j = Σi∈Vs,i∈P f
j
ci,j + Σi∈V −Vs

pfi,j .
In general, for each data j, the payment made by the source node gs(j) and

the finalized path payment Hf
j will not be equal, and the central authority will be

the residual claimant to balance them. That is, if gs(j) > Hf
j , there is a surplus

in preserving data j, which will be held by the central authority; instead, if

3 In Eidenbenz et al. (2005), the removal of the preservation path does not include
the destination, which is a common storage to every data. Also, the source does not
participate in other nodes’ data preservation in their work.
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gs(j) < Hf
j , there is a shortage in preserving data j, which will be covered by

the central authority. Below we formally present the procedure of the voluntary
VCG mechanism.

4.2 The Voluntary VCG Mechanism

Definition 2. The Voluntary VCG Mechanism. It includes four stages:

Stage 1. Each non-source node reports its private type ti to the central authority.
Stage 2. For data set D, the centralized algorithm finds the optimal preservation
path P ∗, which minimizes the total preservation cost. For each data j ∈ D, it
also finds the global replacement path and the corresponding replacement path
cost cV −P∗

j ,j. The central authority then chooses to preserve data j if and only
if gi ≥ cV −P∗

j ,j. The set of data chosen to be preserved is denoted as D∗.
Stage 3. For D∗, the centralized algorithm finds the final optimal data preserva-
tion path P f , and calculate payment to each node based on Eq. (3).
Stage 4. Each of the nodes in the finalized data preservation path P f chooses
to participate in data preservation or not. For nodes who choose to participate,
each source node i pays gi − cfi,j for each of its preserved data j ∈ di, j ∈ D∗,
and get reimbursed its cost in relaying other source nodes’ data; each non-source
node realizes the data preservation cost and also the payment given by Eq. (3),
and gets utility given by Eq. (4).

Note that each node makes strategic moves only in stages 1 and 4, whereas
stages 2 and 3 are non-strategic: in the absence of base stations, the centralized
algorithm is provided by an outsider of the system. Although the outsider is
denoted as a central authority, it cannot enforce the outcome in the system: Each
node makes decisions based on its own interest. Nonetheless, our major result
(presented below) indicates that the voluntary VCG mechanism provides each
node the incentive to truthfully report private type and also participate in data
preservation as instructed by the central algorithm. Thus the mechanism achieves
data preservation efficiency in the sense that it minimizes preservation cost for
the set of preserved data. On the other side, there can be data dropped due to
its exorbitant preservation cost (relative to its value), therefore our mechanism
also improves data efficiency for the network.

Assumptions. Several assumptions are needed for the mechanism to work.
First, the payment model and the algorithm are common knowledge to each
node. Second, each node has enough energy to perform data preservation tasks.
Third, the network satisfies the “minimum-energy 2-connectivity”, i.e., to any
data, after a data preservation route is removed, there always exists an alterna-
tive route to preserve that data.4

4 This implies that
∑n

i=k+1 m−i ≥ d · a. After removing any single storage node, the
system can still preserve all the overflow data. Although the “minimum-energy 2-
connectivity” requirement looks restrictive, Yu et al. (2022) found that it is satisfied
with high probability, in general over 90% in their simulations.
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For the voluntary VCG mechanism to be strategy-proof, it needs to sat-
isfy two properties namely individual-rationality and incentive-compatibility, as
explained below:

1. Individual-rationality (IR). It is the participation constraint that makes
sure that each node, when truthfully reporting its type, will participate in
data preservation once it is chosen by the centralized algorithm. That is,
πi(ti, t−i) ≥ 0 ∀t−i and ∀i ∈ V.

2. Incentive-compatibility (IC). It requires that truthfully reporting private type
is the dominant strategy of each node. Namely, each node gets the high-
est utility under truth-telling regardless of reported types of other nodes:
πi(ti, t−i) ≥ πi(t̃i, t−i) ∀t−i, ∀t̃i �= ti and ∀i ∈ V.

Theorem 1. The voluntary VCG mechanism satisfies the conditions IR and IC.
In other words, it is a dominant strategy solution that each non-source node shall
truthfully report its private type, and each node follows the centralized algorithm
in data preservation.

Proof: For a non-source node i that helps in preserving a data packet for which
node i is not its source, node i either relays the data packet to a successor node,
or stores the data packet. Therefore, it incurs one of the two costs below:

– Relaying Cost cri (j). When node i sends the data to one of its one-hop neighbor
j over their distance li,j , its relaying cost, denoted as cri (j), is the sum of its
receiving energy and transmitting energy. That is cri (j) = Er

i + Et
i (j) =

2 · a · εei + a · εai · l2i,j .
– Storing Cost csi . When node i receives a data packet and then stores it in its

storage, its storing cost, denoted as csi , is the sum of its receiving energy and
its storing energy. That is, csi = a · εei + a · εsi .

For given D∗, the proof of IR and IC among non-source nodes is similar as in
Yu et al. (2022) and is omitted here. On the other hand, the decision on D∗

considers the replacement path cost of each data, therefore lying or not by a
node does not affect D∗, leaving each node no incentive to lie.

For source nodes, they will pay gi for each preserved data and get zero utility.
Therefore, participating in data preservation is also a (weakly) dominant strategy
of each source node. �

5 Simulations

In this section, we conduct extensive simulations to validate our theoretical
results. Our simulator is written in Python. For the minimum cost flow imple-
mentation, we use NetworkX net (2022), a Python package for network analysis.
To visualize our theoretical analysis, we focus on 4 × 4 grid networks with 16
sensor nodes, with IDs from 0 to 15. Unless otherwise mentioned, in any of the
4× 4 grid networks generated, five nodes are randomly selected as source nodes,
each having one data item. The rest nodes are either storage nodes, each having
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one or five units of storage spaces (i.e., m = 1 or 5); or transition nodes, each
with zero storage spaces. Note that the number of storage nodes must be one
more than the number of source nodes in order for the VCG mechanism to work.
Each data point is the average of 20 simulation runs, and the error bars indicate
95% confidence intervals.

Energy Model. We adopt a simplified energy model as follows for the purpose of
easy illustration, although our work is based on a more general energy model.
We assume the energy consumption of either sending to receiving a data item is
0.5 and storing a data item costs zero. Consequently, the energy consumption of
offloading one data item from any source node to any storage node is the number
of hops the data item traverses in the grid. That is, the weight (or cost) of each
edge is one unit of energy (0.5 of transmitting and 0.5 of receiving).

Fig. 2. The data loss in (a) random data values and (b) fixed data values. m = 1.

Investigating Data Loss. We first investigate the data loss in the network.
Figure 2(a) shows the number of data losses by varying the values of the data
items, which are random numbers between zero and a maximum data value.
First, it shows that the number of data losses decreases with the increase of
maximum data values. This is because our voluntary VCG mechanism preserves
only the data items whose values exceed the costs of the corresponding replace-
ment paths defined in Sect. 4.2. Therefore, the more valuable the data, the more
likely it is preserved. Second, it shows that in most cases, the data loss for
the number of transition nodes being 5 is larger than that when the number
of transition nodes is 3. This is because more transition nodes generally result
in a longer preservation path for a data item to reach its storage node. With
a longer preservation path (and with a more significant cost), preserving data
items becomes less desirable; thus more data loss occurs. In Fig. 2(b), we assign
a fixed value to each data item and have the same observations as in Fig. 2(a),
except that now the data loss for most of the data values are zeros for the num-
ber of transition nodes being 3. This is because being in the same range of [2,
6], a fixed data value means more valuable data items than the random case in
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Fig. 2(a). Consequently, both cases of transition numbers 5 and 3 have less data
loss. In particular, for the number of transition nodes being 3, there are zero
data losses for values ranging from 3 to 6; for the number of transition nodes
being 5, there are zero losses for values at 5 and 6.

Fig. 3. The grid network (a) has 5 transition nodes while (b) has 3 transition nodes.
Both have 5 source nodes and the rest are storage nodes.

Comparing Truth-Telling and Lying Utilities. Next, we validate the pro-
posed VCG mechanism for the non-source nodes (i.e., storage and transition
nodes) by comparing their truth-telling and lying utilities. We define the scaling
factor, denoted as α, as the ratio between the reported and true values of a cost
parameter of a non-source node. Following our energy model, when a non-source
node reports (i.e., lies) about its energy cost of either transmitting or receiving
one data item with a scaling factor of α, the reported costs become 0.5 ·α. When
α < 1, the node under-reports its cost by claiming it costs less energy than nec-
essary; when α > 1, it over-reports its cost by claiming it costs more energy than
necessary; when α = 1, it is truth-telling.

Table 1. Comparing truth-telling and lying utilities for non-source nodes with the
number of transition nodes = 5. Node IDs with * are transitions nodes, the rest are
storage nodes with m = 5.

Non-source node 0 1 2* 3 4 6 7 9* 12* 13* 14*

Truth-telling (i.e., α = 1) 0.0 0.0 0.0 0.0 2.0 1.0 2.0 0.0 0.0 0.0 0.0

Over-reporting, α = 2 0.0 0.0 0.0 0.0 2.0 1.0 2.0 0.0 0.0 0.0 0.0

Under-reporting, α = 0.5 0.0 0.0 0.0 0.0 2.0 1.0 2.0 0.0 0.0 0.0 0.0

Number of Transition Nodes = 5. Figure 3(a) shows a randomly generated grid
with nodes 5, 8, 10, 11, and 15 being source nodes, each having one data item.
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The non-source nodes include 5 transition nodes 2, 9, 12, 13, and 14 and six
storage nodes 0, 1, 3, 4, 6, and 7. We first consider that m = 5, i.e., each storage
node can store all the data items, as shown in Table 1. The three rows indicate
a non-source node’s utility under truth-telling (i.e., α = 1), over-reporting with
α = 2, and under-reporting with α = 0.5, respectively. First, each non-source
node’s lying utility is no more than its truth-telling utility, indicating that truth-
telling is the dominant strategy for the non-source nodes. Second, it shows the
truth-telling utilities of most non-source nodes are zeros. This is because as each
storage node has a storage capacity of 5, each can store all the data items in
the network. As such, each of them is not critical as removing any of them does
not increase the total preservation cost in the network. Third, nodes 4, 6, and 7
have the same utility under truth-telling and lying. This is because under either
truth-telling or lying, the data preservation paths for the data items are mainly
the same, due to regular topologies of the grid network.

Table 2. Comparing truth-telling and lying utilities for non-source nodes with number
of transition nodes = 5. Node IDs with * are transitions nodes, the rest are storage
nodes with m = 1.

Non-source node 0 1 2* 3 4 6 7 9* 12* 13* 14*

Truth-telling (i.e., α = 1) 0.0 1.0 0.0 3.0 3.0 3.0 6.0 0.0 0.0 0.0 0.0

Over-reporting, α = 2 0.0 1.0 0.0 3.0 3.0 3.0 6.0 0.0 0.0 0.0 0.0

Under-reporting, α = 0.5 0.0 1.0 0.0 3.0 3.0 3.0 6.0 0.0 0.0 0.0 0.0

We then consider that each storage node can only store one data item in
the BSN (i.e., m = 1), as shown in Table 2. Again, we observe that truth-
telling utility is the dominant strategy for the non-source nodes. Compared to
Table 1, it shows non-source nodes have more positive truth-telling utilities. This
is because as each storage node has a storage capacity of 1, removing any of
them could prolong the data items’ preservation paths, resulting in a higher
total preservation cost for the entire network and a positive marginal cost for
each node.

Number of Transition Nodes = 3. Finally, we consider that the number of tran-
sition nodes is 3. We found that only one node, storage node 12, has positive
utilities. This is because 12 is critical to source node 13’s data preservation;
however, other storage nodes are not critical to any source nodes’ data preser-
vation. Due to the specific layout of the nodes, m = 5 or m = 1 do not make
any difference in the utility computation (Table 3).
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Table 3. Comparing truth-telling and lying utilities for non-source nodes with the
number of transition nodes = 3. Node IDs with * are transitions nodes, the rest are
storage nodes with m = 5 or m = 1.

Non-source node 0* 2 3 4 5 6 8* 10 12 14* 15

Truth-telling (i.e., α = 1) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0

Over-reporting, α = 2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0

Under-reporting, α = 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0

6 Conclusion and Future Work

In this work, we study the data preservation problem in base station-less sensor
networks wherein sensor nodes behave selfishly. Selfishness is reflected in two
aspects. First, for non-source nodes, their cost parameters are private informa-
tion. They may not want to participate in data preservation nor have the incen-
tive to report their private information truthfully. Second, source nodes may not
have an incentive to store data once the data value exceeds the payment needed
for its preservation. We design a voluntary VCG mechanism under which the
individual sensor nodes, motivated solely by self-interest, achieve a good system-
wide data preservation solution. In particular, the mechanism guarantees truth-
fulness among non-source nodes and data preservation efficiency among the data
set chosen to be preserved. In addition, the mechanism makes each source node
pay only its data value to preserve the data, thus guaranteeing the voluntariness
of the source nodes.

Currently, we adopt grid topologies for BSNs for ease of illustration and visu-
alization. In the future, we will consider a more realistic BSN topology wherein
energy consumption of data preservation depends on the distance among nodes.
We will also investigate the budget imbalance of the voluntary VCG model
when storage nodes are energy-constrained. After that, we will validate the-
oretical findings using simulation results. First, simulation results shall verify
the truthfulness and efficiency of the mechanism by contrasting the utility of
each non-source node under the truth-telling strategy to what it is under lying.
Second, the simulation will illustrate the number of data dropped due to their
considerable preservation cost, and examine how such number changes in the
network topology. Third, the simulation shall look into the budget imbalance of
the voluntary VCG. While it verifies the upper-bound budget imbalance without
capacity constraint, the simulation shall study the budget imbalance in the sce-
nario with capacity constraint. Other future work includes extending our analysis
to a dynamic scenario wherein overflow data are generated from time to time at
different nodes. It is well understood in game theory that an infinitely repeated
game gives a much larger set of equilibrium and in certain scenarios full cooper-
ation can be achieved. In our setting of data preservation among selfish nodes,
it is interesting to see to what extent we need to provide motivation for selfish
nodes to cooperate and achieve optimal data preservation.
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Abstract. Targeted poverty alleviation is an important strategy to win the battle
against poverty. In order to solve the problemsof capitalmisappropriation and false
poverty alleviation in the process of targeted poverty alleviation, a targeted poverty
alleviation system based on blockchain network was designed and implemented.
The system creatively draws on the characteristics and advantages of consensus
mechanism, irreducible modification, traceability, distributed ledger and decen-
tralization in blockchain network to the practice of precision poverty alleviation,
and realizes “blockchain + targeted poverty alleviation” rural service integration
platform. The system is applied to the digital supervision of poverty alleviation
funds from village-to-household in the promotion of targeted poverty alleviation
work by poverty alleviation units at all levels, and truly realizes that the poverty
alleviation data in each link is true, reliable, provable, traceable and auditable. At
the same time, it provides solid underlying credible data support for the “last mile”
problem faced by village-to-household in targeted poverty alleviation work.

Keywords: Blockchain network · Precision poverty alleviation ·
Non-tampering · Traceability

1 Introduction

The report of the 19th National Congress of the Communist Party of China pointed out
that “from now to 2020, it is a decisive period for building a moderately prosperous
society in an all-round way”, and it emphasized the need to “resolutely win the tough
battle against poverty [1]”.At present, all localities anddepartments are implementing the
basic strategy of targeted poverty alleviation [2]; in order to win the poverty alleviation
war, they are committed to innovating work models and overcoming difficulties. While
my country has made great achievements in poverty alleviation, there are also many
problems. At present, the main problems faced by targeted poverty alleviation work are
as follows: insufficient information sharing between relevant governments and poverty
alleviation objects, resulting in false poverty alleviation [3] or poor poverty alleviation
work; the opaqueuse of poverty alleviation fundsmakes the process of poverty alleviation
inconvenient to supervise [4, 5], and the problem of power being commodified easily
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occurs; the lack of a system to integrate information from all parties leads to slow
updating of data and information, and information exchange is limited; the identification
of the poor is “only out but not in”, and there is a lack of support for people who have
been lifted out of poverty. Dynamic tracking and precise management [6].

With the continuous development of Internet technology, the advantages of
blockchain technology [7] have brought new ideas for targeted poverty alleviation and
provided technical support. The traceability mechanism and time stamp mechanism [8]
in the blockchain ensure the authenticity of the data in the targeted poverty alleviation
work, and also solve the “opaque” and “inaccurate” problems in the targeted poverty
alleviation work; the smart contract mechanism [9] is conducive to the combination of
approval, service and supervision [10]. Therefore, it is necessary to apply blockchain
technology to targeted poverty alleviation to ensure that poverty alleviation data cannot
be tampered with and the source of poverty alleviation funds can be traced back.

This paper proposes to design and implement a provable, traceable and auditable
targeted poverty alleviation system using blockchain technology. The contributions of
our research are as follows:

1. This research establishes an authentic and credible basic data management sys-
tem, and deploys a blockchain platform architecture with the advantages of data
transparency, distributed storage, and trustworthiness for targeted poverty alleviation
projects. Our research promotes the establishment of a tamper-proof and traceable
information integration mechanism in targeted poverty alleviation projects.

2. A safe and efficient data exchange and sharing platform have been built to ensure
the efficiency and safety of the information flow of targeted poverty alleviation
projects, and to achieve traceable data usage. The platformprovides a channel for data
sharing of targeted poverty alleviation projects, thereby expanding service models
and strengthening multi-departmental collaboration capabilities.

3. Created a regulatory audit service center for intelligent analysis. The center is com-
mitted to comprehensively controlling the progress of the implementation of tar-
geted poverty alleviation projects and the use of funds, supporting dynamic perfor-
mance assessment; improving data analysis capabilities and processing efficiency,
and providing accurate, effective, and reliable data support for poverty alleviation
decision-making.

2 System Design and Implementation

2.1 System Architecture Design

The targeted poverty alleviation system proposed in this paper involves three layers,
namely the user layer, the application layer and the blockchain layer. Its overall design
is shown in Fig. 1.
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Fig. 1. System structure

2.2 User Layer

The user layer mainly involves three types of user roles: system management roles,
system node roles and common user roles. The different user roles are defined as follows:

1. The system management user is responsible for the distribution of node user rights
and the operation, management and maintenance of the blockchain system.

2. The blockchain node user is responsible for data entry and maintenance during the
tracking process.

3. The end-user of the blockchain system can query the whole process information of
traceability and anti-counterfeiting through the web platform.

2.3 Application Layer

Poverty Alleviation Fund Supervision Traceability Platform. The fund supervision
traceability platform provides corresponding functions for different user roles, including
user management module, data collection and maintenance module, blockchain query
module, etc.

The user management module includes functions such as user account assignment
and maintenance, and user authority assignment and maintenance.

The module of data collection and maintenance includes data collection function
and maintenance function. The collected data is temporarily stored in the database of
the application layer, and then stored in the block of the blockchain after the node
confirms it.

The blockchain management query module includes functions such as blockchain
management, blockchain data statistics, blockchain data query, etc. All query requests
of this module are for data on the blockchain.
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Poverty Alleviation Fund Supervision Traceability Query Platform. The poverty
alleviation fund traceability query platform can provide various users with the ability to
query the traceability data of poverty alleviation funds.

This platform mainly obtains the tracking information of poverty alleviation funds
in each link by calling the query API interface provided by the blockchain. The platform
is user-friendly. The traceability tracking data is displayed in the way of traceability,
including the tracking data of each link, the collected documents and picture data, etc.

Blockchain Monitoring Platform. The blockchain monitoring platform provides
blockchain network monitoring capabilities for blockchain system management roles.

The platform monitors the operation indicators of each node of the blockchain in
real time. When the indicator of a node in the blockchain network exceeds the threshold,
it will judge the node as abnormal and send an alarm to the relevant personnel by email,
so that they can maintain the stable operation of the system in time.

2.4 Blockchain Layer

Blockchain Node. The blockchain network deploys 7 nodes, respectively deploying
blockchain nodes on business stakeholders to form a blockchain node cluster. Among
them, 4 nodes are deployed by the regulatory department, and 3 nodes are deployed by
other institutions.

Blockchain Storage. The information involved in traceability tracking has various data
forms, including metadata description form, image form, document form, etc.

The system will further sort out the collected data fields, classify the data fields
according to different business links, and design them into a standard metadata descrip-
tion structure. The metadata description information is entered into the chain in JSON
structure and stored in the block of the blockchain. The relevant pictures and documents
collected during the process will be stored on a dedicated file server, and the files them-
selves will not enter the chain. Instead, the hash calculation will be performed on the
picture and document file directories, and the unique identification of the files obtained
after the calculation will be uploaded to the block.

Blockchain Entry. The blockchain provides creation and query interfaces to exter-
nal business requests through APIs. The application layer cannot directly access the
blockchain node machine, but access the blockchain through the unified entry of the
blockchain. At the same time, the blockchain entry provides functions such as request
load balancing, illegal request filtering, and high service availability.

Blockchain API Interface. The blockchain network will provide two types of APIs,
data creation and data query.

The data creation API realizes the in-chain operation of collecting metadata in each
link; the data query API realizes the query operation of the data on the chain, such as the
query of the collected data of each link, and the query of the whole-process traceability
data.
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Blockchain Monitoring. Amonitoring data collectionmodule is deployed at each node
of the blockchain to collect business indicator data of each link such as hardware resource
occupancy and consensus on building blocks of the blockchain, providing monitoring
data sources for the blockchain monitoring platform.

Blockchain Deployment. The deployment of the blockchain is shown in Fig. 2.

Fig. 2. The deployment of the blockchain

The occupancy of deployment machines is shown in Table 1 and Table 2.

Table 1. Block chain deployment machine occupancy.

Application deployment Occupation of machines and uses

Uni-Entry 2 servers (nginx master/standby service)

Uni-Monitor 1 server (Grafana + InfluxDB, etc.)

Uni-Chain 7 servers (Unichain + RDb + LDb + collected, etc.)
(4 nodes for regulatory authorities, 3 nodes for other related parties)

Table 2. File service deployment machine occupancy.

Application deployment Occupation of machines and uses

Distributed file service management node 1 server

Distributed file service storage node 4 servers
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3 The Practice of Blockchain in the Process of Targeted Poverty
Alleviation

This system ismainly used in the informatization supervision of village-to-house poverty
alleviation funds in the promotion of targeted poverty alleviation by poverty alleviation
units at all levels. For various types of funds such as central financial funds, provincial
financial funds, county financial funds, and industry poverty alleviation funds, it can
achieve non-tamperable ledger operations and list management, and conduct inquiries
and statistical analysis of all poverty alleviation funds.

The regulatory authorities can enter the information involved in the poverty alle-
viation fund policy, account arrival, allocation, integration, and other links into the
blockchain system through the blockchain node. This information includes land and
document number, direction of funding support, year of fund allocation, fund type,
project to which the fund belongs, fund disbursement unit, fund receiving unit, fund
amount, fund disbursement batches, etc. System users, such as fund sources, regula-
tory authorities, and poverty alleviation targets, can query and view traceable fund flow
information on the platform at any time, as shown in Fig. 3.

Fig. 3. The precision poverty alleviation big data platform

At present, the targeted poverty alleviation big data platform has covered 12 regions
including Gansu, Yunnan, Shaanxi, Jiangxi, Henan, Hainan, Xinjiang, and Qinghai,
serving more than 40% of the poor in China.

4 Conclusion

The application of blockchain technology to targeted poverty alleviation work provides a
unifiedwindow for solving poverty alleviation and livelihood problems for the poor at the
grassroots level. Blockchain technology enables tamper-proof poverty alleviation data
and traceability of poverty alleviation funds, ensuring that the grassroots can effectively
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enjoy preferential policies. It provides a convenient channel for the people to feedback
problems, social supervision and evaluation, and the government to solve problems.
This research provides a feasible solution for really promoting the broad participation
and deep participation of the masses in poverty alleviation work. At the same time, it
realizes targeted andmeticulousworkmode and two-way feedback for thewhole process
of poverty alleviation, such as targeted poverty situation identification, targeted policy
implementation, and targeted poverty status cancellation. The proposed model ensures
that the effectiveness of poverty alleviation is recognized by the people.

The application of blockchain technology in the field of targeted poverty alleviation
has great advantages. Relying on the blockchain can solve the problems of informa-
tion asymmetry and illegal scale, and achieve low-cost and high-efficiency coverage of
poverty alleviation funds.
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Abstract. As the satellite IoT integrates the satellite network and the IoT, a large
number of IoT services are transmitted through satellite links, which is easy to
cause the congestion of satellite links during packet routing. By incorporating the
concept of intent, this paper proposes an intent-based routing scheme in satellite
IoT to solve the congestion problem of satellite link. The routing scheme consists
of two parts: the packet preprocessing and shortest path search. In the stage of
packet preprocessing, we construct an intent-based system model and design the
packet preprocessing subalgorithm based on intent. It is used to analyze the user
demand, data priority and network congestion state through the intent. In the stage
of shortest path search, we design the shortest path search subalgorithm based
on the interstellar link and user intent. When packet is routed between satellites,
the interstellar links and logical locations between the source and destination
satellites jointly determine the next hop of satellite. The simulation results prove
that the proposed routing scheme has good performance in average end-to-end
delay, packet loss rate and network throughput, which can greatly reduce the
congestion of satellite links.

Keywords: Satellite IoT · Intent · Routing · Congestion

1 Introduction

In recent years, the IoT has become an indispensable part of people’s daily life [1].
However, the IoT is a kind of terrestrial network. It is greatly affected by terrain con-
ditions. And difficult to cover the remote and untraversed areas, such as the mountains
and seas. Especially in the 5G network or 6G in the future, people expect to be able to
get whatever service they want regardless of their location (whether in the city center or
remote rural areas) [2]. Fortunately, the satellite communications can solve the any time
and any place coverage problem to some degree [3, 4]. Thus, the concept of satellite IoT
came into being, which is integrated by the satellite network and the IoT [5, 6].

Figure 1 shows the traditional satellite IoT [7]. Satellites are configured on the ground
when they fly over a site. If the configurations need to be changed or cancelled, it can only
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be done manually. However, these manual operations are not only inefficient, but also
easily cause network congestion during packet routing. And in the traditional satellite
IoT, the IoT serves must be transmitted through satellite links. Due to the variety of
IoT services, the data volume is large and complex. This easily causes satellite link
congestion during packet routing. Therefore, real-time detection of satellite link status
is required during packet routing. In this way, the best data packet transmission path can
be found to avoid satellite link congestion.

Fig. 1. The traditional satellite IoT.

In this paper, aiming at the congestion problem in satellite IoT, we propose the
Intent-Based Routing algorithm (IBR) using the Intent BasedNetwork (IBN) tech-
nology. The IBR algorithm consists of two parts: the packet preprocessing and
shortest path search. The main contributions of this paper are as follows.

• To preprocess data, an intent-based satellite IoT system model (ISI) is proposed. And
we design the packet preprocessing subalgorithm based on intent in IBR. When the
packet is received by satellites, the current network state information is detected in real
time through the ISI model, and the link state of the packet transmission is analyzed.
When a link is congested, IBR performs rollback operations based on the priority
of the resolved service type, to reduce the packet loss rate of important packets and
improve the network throughput.

• In IBR, the shortest path search subalgorithm based on the interstellar link is designed.
After the data packet is preprocessed, a route with minimum transmission delay
is found based on the interstellar link model. Then, the logical location of the
source/destination satellites and the interplanetary link together determine the next
hop of the packet route. It achieves a smaller transmission distance between the source
and destination location of the packet and reduces the end-to-end delay of the packet.

2 Related Work

In recent years, with the application of various advanced communication technologies
in many fields such as data center network [8], wireless access network [9] and optical
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network [10], satellite IoT has been greatly developed. For example, in [11], the authors
proposed a software defined satellite network. It solved the problem of dynamic change
of satellite network topology and limited on-board processing capacity; In [12], the
authors proposed a OpenSAN satellite network, which separated the data plane (satellite
infrastructure) from the control plane (geosynchronous orbit group). It provided a good
idea for the design of multi-layer space network; In [10], the authors discussed the
payload of satellite and solved the problems existing in the current construction of space
information system.

However, the above studies focused on the space network without considering the
idea of the integrated automation of heaven and earth. In order to further improve the
problem of network automation, the concept of IBN had been introduced [13] in satellite
IoT. In 2015, theONForganization proposed the concept of “network intent” [14].And in
2017,Gartner formally defined the IBN [15]. In IBN, intelligent software determines how
to translate intents into infrastructure-specific policies that enable the network to operate
in the desired manner. However, the traditional satellite IoT requires administrators
to enter specific commands to configure manually. In the intent-based network, the
administrator can directly input the state to be performed automatically by the network,
rather than by the administrator entering program commands step by step. Thus, the
network automation of satellite IoT is expected to reduce satellite link congestion by
using IBN technology.

In addition, a good routing algorithm plays a decisive role in alleviating link con-
gestion. Nowadays, some existing routing algorithms of satellite IoT have developed
into a connection oriented network idea. Its specific idea is that the network control
center uniformly calculates the satellite routing. Thus, the satellite routing table can be
formulated according to the network link, and the data packets are transmitted according
to the routing table. However, the satellite is moving at a high speed, and the network
topology changes at any time. Thus, the pre-calculated routing path may not be optimal
as satellite nodes move. In order to solve this problem, many scholars have conducted
in-depth research on routing algorithm. For example, in [16], the authors proposed the
location-based routing (LBR) algorithm to reduce the routing overhead. Although the
LBR algorithm generated the minimum propagation delay path, it ignored the exis-
tence of reverse rotation slot; In [17], a low complexity routing algorithm based on load
balancing was proposed. It obtained the satellite congestion state through mutual com-
munication between satellites. However, it increased the processing burden of satellites
and did not consider the priority of users; In [18], a software defined routing algorithm
was proposed. And the optimal path could be obtained by collecting the satellite con-
gestion state in real time. However, the QoS and traffic classification were not well
guaranteed; In [19], the authors proposed another software defined routing algorithm
(SDRA). It could obtain the optimal routing path by centralized routing strategy. How-
ever, the SDRA algorithm was based on the fixed network topology. It putted forward
higher requirements for the storage capacity of satellite.

Thus, we need to design amore efficient satellite routing algorithm,which can realize
automatic configuration through IBN and solve the problem of satellite link congestion
at the same time.
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3 Model Building

In this section, we describe the ISI system model and interstellar link model, which are
used to guide the design of IBR algorithm.

3.1 ISI System Model

In the stage of packet preprocessing in IBR algorithm, the ISI system model is first built
based on IBN technology. The ISI model is shown in Fig. 2. According to the function
of Satellite IoT, we divide the system model into three planes: the application layer, the
control layer, and the data forwarding layer.

Fig. 2. The ISI system model.

In ISI model, it not only cares about the upper-layer services and applications, but
also pays attention to how the underlying network is set up and run. This greatly increases
the inflexibility and controllability of the network. The purpose of ISI model is to convert
user intents (or needs) into actual strategies. That is, the intent drives the planning and
design of the network, thereby saving network resources. Thus, the intent controller is
the key of ISI model. It realizes the real-time detection of the network status. The intent
controller is deployed in control layer. It allows all types of applications to express their
needs and constraints in their own terms. Then it converts the application requirements
to the underlying network requirements. Thus, when intent controller performs a task,
it can understand the needs of the application and provide the required services through
the management of the underlying network resources.
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(1) Application layer
The application layer of ISI consists of several applications, such as routing,

bandwidth allocation. These applications can submit user intents to the intent con-
troller via the northbound interface (NBI). The NBI is between in the application
layer and control layer. By using NBI, we can program the network device, and
receive feedback from the control layer or the abstractmodel of underlying network.
Therefore, the main function of application layer is to provide the requirements so
that users can be closer to the control network.

(2) Control layer
The control layer of ISI model is in charge of collecting the network status

information. It is mainly composed of intent controllers. Due to the large coverage
of geosynchronous orbit satellite (GEO) [20], three GEOs can cover the entire earth
and collect entire network status information. Thus, we employ the intent controller
on the GEO. After the intent controller receives the user intents from the application
layer, it translates these intents into implementable policies. The intent controller
consists of three main modules: translation, action, and assist, as shown in Fig. 3.
After the intent is captured, intent controller forms a closed loop to ensure that the
intent is not disturbed by the sudden situation.

Fig. 3. The intent controller.

(3) Data layer
The data layer separates the control decision from the forwarding hardware and for-

wards the data under the control of the intent controllers. In data layer, as themedium/low
orbit satellite has a lower latency and cost compared to the GEO, we use the medium/low
orbit satellites as forwarding planes. However, the medium/low orbit satellites in data
layer only have the capability of data forwarding. The data is forwarded to the under-
lying devices via the interstellar links in medium/low orbit satellites. At the same time,
when a user wants to communicate with other users or devices with a long distance, the
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user can upload the data from the low orbit satellite, and then forward the data using the
medium/low orbit satellite links.

3.2 Interstellar Link Model

The interstellar link model is shown in Fig. 4. It consists of N orbital planes. Each
orbital plane includes K satellites. Each satellite has a logical address Sij, which denotes
its routing address. Here, the i represents the i-th orbital plane and i is not more than N
(that is, 0< i ≤ N). The j represents the j-th satellite in the i-th orbital plane and j is not
more than K (that is, 0 < j ≤ K). There exist two kinds of interstellar links, including
intra-plane link Lintra, and inter-plane link Linter . In Fig. 4, each satellite theoretically
involves four interstellar links: two Lintra links and two Linter links. However, as the
satellite of polar region operates a high speed, the antenna system cannot track the
satellite’s position in real time. This leads that inter-plane links need to be disconnected
and reconnected in polar region. Therefore, the satellites of polar region have two Lintra
links. In addition, there exists a counter-rotating seam in satellite network (The red dotted
line in Fig. 4). It is between in two orbital planes that are moving in opposite directions.
The inter-plane between the two planes immediately adjacent to the counter-rotating
seam cannot be used for link acquisition. Thus, there are only three satellite links in
these two planes, including two Lintra links and one Linter link.

Fig. 4. Interstellar link model. (Color figure online)

From the Fig. 4, we can get that the length of Lintra is fixed. It can be calculated
according to Eq. (1).

Lintra = √
2(R + h)

√
1 − COS(

360

K
) (1)

where R is the radius of the earth, and h is the height of the orbital plane from the earth.
The inter-plane link Linter can be calculated by Eq. (2).

Linter = √
2(R + h)

√
1 − cos

(
360

2 × N

)
× cos(D) (2)



An Intent-Based Routing Scheme in Satellite IoT 163

where D is the latitude of the inter-plane. And the main symbols adopted in this work
are illustrated in Table 1 for reference.

Table 1. Summary of key notations

Notation Description

N Number of orbital planes

K Number of satellites in each orbital plane

Sij The i-th orbital plane and j-th satellite’s logical address

Lintra The length of the intra-plane link in interstellar

Linter The length of the inter-plane link in interstellar

R The radius of the earth

h The height of the orbital plane from the earth

D The latitude of the inter-plane

Ck The capacity of the k-th satellite link

Lavg The link average load

Th The link average load threshold

Ls The latitude values of the source satellite

Ld The latitude values of the destination satellite

4 Routing Scheme Design

Due to the large number of services in satellite IoT, when the services are transmitted
through the satellite links, it easily causes the problem of satellite link congestion. Thus,
the network topology needs to be checked for congestion before routing. Therefore, the
IBR algorithm is designed based on this idea. It can detect various status information
of the network in real time and view the link congestion status when routing. The IBR
algorithm is divided into two stages: the packet preprocessing and shortest path search. In
the stage of the packet preprocessing, the ISI model first detects the network status, and
obtains the user’s type and requirements by parsing intent. Then it determines the actual
operations. In the stage of shortest path search, a path with the shortest transmission
distance is determined according to the interstellar link and logical location between the
source satellite and destination satellite.

Because link resources and capacity are limited, it is necessary to evaluate the link
average load at control layer before finding the shortest path. Suppose the capacity of a
satellite link is Ck . Thus, we get that the capacity array of n satellite links is C = {C1,
C2 … Cn-1, Cn}. The link average load Lavg is written as Eq. (3).

Lavg =

n∑
1
Ck

n
(3)
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We define a link average load threshold Th, as shown the Eq. (4):

Th = min{Ck}, k ∈ [1, n] (4)

Lavg and Th are two parameters of IBR algorithm. When the data packet comes, the
IBR algorithm calculates Lavg , and compares Lavg with Th to perform different routing
strategies.

Fig. 5. The flowchart of IBR algorithm.

Figure 5 shows the flow chart for IBR algorithm. To guarantee user’s QoS, it pre-
processes the upcoming data packets by calling the subalgorithm 1. When packet is
accessed, the intent control layer calculates the link average load Lavg and packet type.
In this paper, we divide the data packets into two types using value flag= {1, 0}. Flag=
1 represents high priority data packet and flag = 0 means low priority data packet. Each
data packet carries an ID, which is the identity for determining the priority of packet.
Then we compare the link average load Lavg with the threshold value Th. When Lavg is
less than Th, the two types of data packets directly perform operation of shortest routing
search. When Lavg is greater than or equal to Th, the high priority data packet performs
the operation of shortest routing search, and the low priority data packet performs the
back-off. The back-off time is a random value in [0, t]. After waiting the back-off time,
the control layer decides whether the operation of shortest routing search is performed
by calling the subalgorithm 2. Subalgorithm 2 is to determine the moving direction and
next hop of the data packet, and finally reach the destination address.
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Subalgorithm 1 describes the operation of packet preprocessing in detail. It includes
four main steps: satellite logical area division, intent analysis, network monitoring and
route formulation. First, we logically divide the satellite’s regional location to determine
the control area of each satellite. When a data packet is transmitted through the satellite
IoT, the corresponding intent of submission request is determined. Secondly, it analyzes
the intent to obtain the information {flag, Th} related to the data packet. Thus, we
can determine the specific content and priority of the data packet, as well as the link
congestion threshold. Then the ISI model detects the congestion status of the network
and obtains the link average load Lavg. When Lavg ≥ Th, it indicates that satellite link
congestion has occurred. In this case, data packets may not be transmitted successfully.
And it will significantly increase the congestion and packet loss rate. Therefore, in
subalgorithm 1, we transmit high-priority data packets directly. For the low-priority
data packets, we perform the random time backoff. It means to wait for a period of time
(0–t s) before transmitting. When Lavg<Th, it means that the satellite link is relatively
idle and the number of transmitted data packets is relatively small. Thus, data packets
can be directly transmitted after being queued according to priority. By preprocessing
the upcoming data packets, the IBR algorithm can effectively reduce the packet loss rate
and improve the throughput.

Subalgorithm 1: Packet Preprocessing Algorithm
1: Begin
2: Receive a packet;
3: Get Lavg , flag and Th of the packet;
4: if ( avg hL T≥ ) 
5: if (flag ==1)
6:            Send packet to the next satellite directly;
7: else if (flag ==0) 
8:            Wait for 0~t seconds randomly and send the packet;
9:     end if 
10: else if ( avg hL T< ) 
11:            Packets are queued for priority;
12: end if
13: end

For the subalgorithm 2, there exists three cases to get the shortest path using the
interstellar link model.

Case 1: Both the source satellite and the destination satellite are in the polar region. It
means LS > 70°&& Ld > 70°. Here, Ls and Ld are latitude values of the source and
destination satellite respectively.
Case 2: The source satellites and destination satellites are not in the polar region. It
means LS < 70°&& Ld < 70°.
Case 3: One of the source/destination satellites is in the polar region and the other is
outside the polar region.
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For case 1, we need to determine whether the source and destination satellites are in
the same satellite orbital plane. Because only intra-plane link Lintra exists in the polar
region. There are no inter-plane link Linter . If the source satellite and destination satellite
are in the same orbital plane (Ls==Ld), the data packet can reach the destination satellite
from the source satellite along the link Lintra in the plane by the pathPs= {Sis,js , Sis,js+1,
Sis,js−1, Sis,jd }. If the source satellite and destination satellite are not in the same orbital
plane, the data packet first needs to move along the link Lintra to near-polar earth plane.
Then the packet is transmitted to the satellite in the same orbital plane as the destination
satellite. Thus, the packet can finally reach to the destination satellite by the path Ps =
{Sis,js , Sis,1, Sid ,1, Sid ,jd }, thus completing the entire transmission request.

For case 2, as the source satellite and destination satellite are not in the polar region,
both link Lintra and Linter can be used. As the higher the latitude of the satellite, the
shorter the interstellar link between planes. Thus, the packet first moves vertically to the
satellite in the same orbital plane as the destination satellite, and then moves vertically
toward the destination satellite as the shortest path. When the latitude of source satellite
is higher than destination satellite (Ls ≥ Ld ), the data packet is first transmitted along the
shorter link Linter , and then along the link Lintra towards to the destination satellite. Thus,
the path Ps is {Sis,js , Sid ,js , Sid ,jd }. When Ls < Ld , the data packet is first transmitted
along the link Lintra in the plane, and then transmitted along the link Linter between the
planes, so as to ensure the shortest path length. Thus, the Ps is {Sis,js , Sis,jd , Sid ,jd }.

For case 3, whether the destination satellite or source satellite is within the polar
region, the data packets must reach the near-polar plane along the link Lintra. After the
data packet reaches the near-polar satellite, we check whether it is in the same orbit as
the destination satellite. If Ls ≥ Ld , the data packet can be transmitted directly to the
destination satellite along the linkLintra by the pathPs= {Sis,js , Sid ,js , Sid ,jd };Otherwise,
the data packet is routed along the link Linter in the near-polar plane, reaching the satellite
in the same orbital plane as the destination satellite, and finally according to the link
Lintra for transmission. Thus, the Ps is {Sis,js , Sis,js+1, Sis,js−1, Sid ,jd }.

Based on the above description, for different packet types and different locations of
source/destination satellite, the IBR algorithm will perform different paths strategies. At
the same time, the ISI model checks the congestion of the satellite link before routing.
This way can greatly avoid the congestion caused by the influx of data packets into
satellite links. Therefore, the IBR algorithm has the advantages of high throughput, low
delay, and high packet loss rate.
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Subalgorithm 2: Shortest Path Search Algorithm
Input: ,s si jS , ,d di jS , Ls, Ld, set Ps = ∅ as initial path
Output: the shortest path Ps

1: if ( 70 70s dL L° °> & & > ) // (case 1)
2: if ( s dL L== )
3:          , , 1 ,s s s s s di j i j i jS S S±→ → ; 

Ps = { ,s si jS , , 1s si jS + , , 1s si jS −  , ,s di jS };
4: else
5: , ,1 ,1 ,s s s d d di j i i i jS S S S→ → → ; 

Ps = { ,s si jS , ,1si
S  , ,1di

S  , ,d di jS };
6: end if
7: else if ( 70 70s dL L° °< & & < ) // (case 2)
8:     if ( s dL L≥ ) 
9:              , , ,s s d s d di j i j i jS S S→ → ; 

Ps = { ,s si jS , ,d si jS , ,d di jS };
10:          else
11:              , , ,s s s d d di j i j i jS S S→ → ; 

Ps = { ,s si jS , ,s di jS , ,d di jS };
12: end if
13: end if
14: else // (case 3)
15:       if ( s dL L== ) 
16:               , , 1 ,s s s s s di j i j i jS S S−→ → ; 

Ps = { ,s si jS , , 1s si jS −  , ,d di jS };
17:          else
18:    Ps = { ,s si jS , , 1s si jS + , , 1s si jS − , ,d di jS };
19: end if
20: end if

5 Simulation and Results

In this section, by OMNeT++ simulation, we compare the performance of the IBR
algorithm with the existing algorithms DRA [21] and LCPR [22]. In our simulation,
we don’t consider the satellites of polar region. Thus, each satellite in our simulation
is assigned for two Lintra links and one Linter link. The track height and inclination of
satellite are set at 780 km and 86.4°, respectively. The capacity of ISL is 20 Mbps. In
ISI, the data transmission rate is set to 1–2 Mbps. Each packet size is 1024 bytes. And
the data packet obeys the Poisson distribution and is generated with the speed of 300
packets per second. Both high priority packets and low priority packets are subject to
Poisson distribution.
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The Fig. 6 has displayed the relationship between packet loss rate and data trans-
mission rate for IBR, DRA and LCPR algorithms. The average packet loss rate of IBR
is about 4% lower than LCPR algorithm, and 10% lower than that of DRA algorithm.
When the data transmission rate is lower than 1.4 Mbps, the packet loss rate of IBR is
lower than 3.5% and the growth rate is slow. This is because we queue the data packets
and introduce random back-off time to effectively reduce the packet loss rate. When the
data transmission rate exceeds 1.5Mbps, more data packets enter the satellite link. Thus,
the impact of link congestion on the packet loss rate increases gradually, resulting in a
positive correlation between the packet loss rate and the data transmission rate.

Fig. 6. The relationship between packet loss rate and data transmission rate.

Figure 7 shows the performance of end-to-end delay. IBR algorithm optimizes the
average end-to-end delay by 7% and 11% respectively compared with LCPR algorithm
and DRA algorithm. Because ISI can monitor the network status and adjust the routing
path in real time. When the link is idle, data packets will be queued for transmission.

Fig. 7. The relationship between average end-to-end delay and data transmission rate.
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When the link congestion occurs, high priority packets have no waiting time and can be
transmitted first, which effectively improves the average end-to-end delay.

In Fig. 8, our experiments compare throughput performance. The throughput is also
positively correlated with the data transmission rate. When the data transmission rate
increases, the data packet increases and the throughput also improves. IBR algorithm
increases the average throughput by 5.8 Kbps and 11.6 Kbps compared with LCPR and
DRA algorithms, respectively. Thus, the IBR algorithm has a significant improvement
in terms of throughput.

Fig. 8. The relationship between throughput and data transmission rate.

6 Conclusion

Aiming at the problem of satellite link congestion caused by the large number of service
types in satellite IoT, we have proposed the ISI system model and designed an effective
routing algorithm TBR by using INB technology. The IBR routing algorithm is mainly
designed based on the ISI system model. The ISI model realizes the automatic configu-
ration and security monitoring of the underlying network by parsing the business intent.
In TBR algorithm, after network status detection through ISI model, the operation of
data packet access or waiting is decided according to the congestion state of satellite
link. Then, a shortest path is found according to the logical position of satellites and
the interstellar link between satellites. However, the proposed routing algorithm only
considers the single-layer satellite network, but the actual satellite IoT is complicated.
Therefore, we will consider more complex satellite routing models, and design flexible
and universal routing strategies in the future.
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1 Introduction

The terrestrial-satellite network (TSN) plays a prominent role in the 5G net-
works and beyond for supporting the ubiquitous wireless services with wide
coverage and large-capacity [1–3]. In the TSN, the users can choose the satel-
lite or the traditional terrestrial base stations (BSs) based on their demand,
which improves the network capacity and flexibility. However, co-existing satel-
lite, terrestrial BS, and users make the wireless resource management more com-
plicated [4]. And the shortage of spectrum resources has also brought pressure
to performance improvement in the TSN [5]. The researchers have done a lot
work to deal with these challenges. In [6], the authors considered the spectrum
sharing between the satellite-tier and terrestrial-tier, and proposed an energy
efficient power allocation approach to satisfy the diverse delay quality-of-service
(QoS) requirements. The paper [7] investigated the spectrum access problem
in terrestrial-satellite heterogeneous networks by nonorthogonal multiple access
(NOMA) for each beam, where satellite users (SUs) and terrestrial users (TUs)
used the same spectrum in the underlay mode to improve spectrum utilization.
The user scheduling and resource allocation problem was studied for the spec-
trum coexisting based TSN in [8], and the authors proposed a joint optimization
scheme to improve system sum rate and energy efficiency.

Although spectrum sharing and NOMA can increase spectral efficiency of
TSN, the serious co-channel interference is inevitablec [9], especially in the multi-
ple BSs based TSNs. Resource allocation and interference management has been
considered to coordinate the user access and allocation of resource blocks, so as
to achieve desirable performance [10–13]. In [10], the authors studied interfer-
ence efficiency maximization problem in a two-tier heterogeneous network and
proposed a robust resource allocation scheme to achieve the rate-interference
tradeoff. In [11], the authors proposed to mitigate the cross-tier interference in
the cloud based TSN by using the channel information at the cloud, a two-tier
Stackelberg game between cloud and users was then established to obtain the
optimal pricing and resource allocation strategy. The minimization problem of
the beam usage and power consumption while ensuring the user demand was
investigated in [12], where the optimized user interference was within a tolerable
range. Also in [13], a coordinated multi-point (CoMP) transmission and NOMA
based resource allocation model was designed to mitigate the inter-cell interfer-
ence, in which the authors discussed the different CoMP strategy and derived
the optimal power solutions among the coordinating BSs to improve the spectral
efficiency.

However, the cross-tier interference problem by jointly considering the QoS
guarantee, user fairness, cooperative scheduling, and inter-cell interference miti-
gation has not been studied systematically in multiple BSs based two-tier TSN.
In this paper, the joint resource management problem for utility maximization is
investigated in the terrestrial-satellite two-tier networks. With the consideration
of the QoS, cross-tier interference, and the user fairness, we model the opti-
mization problems of satellite-tier and terrestrial-tier, respectively. The two-tier
joint optimization problem is then formulated as a Stackelberg game between
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the SUs and TUs, where SUs are the leaders and TUs are the followers. In the
satellite-tier optimization problem, the leaders choose the optimal power strategy
to guarantee their high transmission rate without serious cross-tier interference
to the followers. Based on the strategy of the leaders, the terrestrial-tier maxi-
mizes the minimum worst-case transmission rate among the followers to achieve
the fairness of the TUs. The optimization problem of follower sub-game includes
two nested problems: cooperative scheduling problem and power allocation prob-
lem. An evolutionary gale-shapley algorithm is proposed to solve the cooperative
scheduling problem. The power allocation problem is then transformed into a
convex optimization problem, and we derive the closed-form expression of the
optimal power strategy of followers. By the Stackelberg iteration of the leader
strategy and follower strategy, the Stackelberg equilibrium point is ultimately
obtained.

2 System Model and Stackelberg Game Formulation

2.1 System Model

The considered downlink TSNs consist of a LEO, K terrestrial BS with
K = {1, 2, . . . ,K}, UT TUs with U

T = {1, 2, . . . , UT }, and US SUs with
U

S = {1, 2, . . . , US}. The system bandwidth is B, which is divided to N orthog-
onal subchannels (SC) and each SC is identical for a SU and a terrestrial cell for
spectrum sharing. To guarantee the QoS of satellite-tier, each SU communicates
with LEO in different SC. And the NOMA is adopted in the terrestrial-tier to
improve the spectrum utilization.

Thus, in a terrestrial-satellite system, the signal received of the SU u is

yS
u = gS

u

√
pS

usS
u︸ ︷︷ ︸

Desired Signal

+
∑
k∈K

⎛
⎝gT

k,u

∑
j∈KT

xT
k,j

√
pT

k,js
T
k,j

⎞
⎠

︸ ︷︷ ︸
Cross−tier Interference

+nS
u , (1)

where gS
u , gT

k,u, pS
u , and pT

k,j are the channel coefficient from the LEO to SU
u, the channel coefficient from the terrestrial BS k to SU u, the transmission
power from the LEO to SU u, and the transmission power from the terrestrial
BS k to SU j, respectively. sS

u and sT
k,j denote the transmission signal from the

LEO to the SU u, and the transmission signal from the BS k to the TU j. nS
u

is the additive white Gaussian noise (AWGN) of the satellite-tier. Denote that
E[|sS

u |2] = 1, E[|sT
k,j |2] = 1, and E[nS

u ] = σS2. We define the cooperative factor
xT

k,u, where xT
k,u = 1 indicates the TU u is served by BS k, xT

k,u = 0, otherwise.
Assume that BS k and SU u communicate with the same SC, then the signal

to interference noise ratio (SINR) of the SU u is

γS
u =

|gS
u |2pS

u

|gT
k,u|2 ∑

j∈Mk

xT
k,jp

T
k,j + σS2 , (2)
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where Mk = {xT
k,u = 1|u ∈ U

T } represents the set of users served by BS k.
Let Bsc = B/N denote the bandwidth of each SC, NS

0 denote the noise power
spectral density of the satellite-tier, and we have σS2 = BscN

S
0 . Based on the

Shannon theorem, the transmission rate of the SU u is

CS
u = log2(1 + γS

u ). (3)

For terrestrial system, the users served by the same BS form a NOMA clus-
ter, thus the intra-cluster interference caused by NOMA mechanism should be
considered. The received signal of the TU u includes desired signal, intra-cluster
interference, cross-tier interference, and noise, which is

yT
u =

∑
k∈K

xT
k,uhT

k,u

√
pT

k,usT
k,u

︸ ︷︷ ︸
Desired Signal

+
∑
k∈K

⎛
⎝xT

k,uhT
k,u

∑
j∈UT ,j �=u

xT
k,j

√
pT

k,js
T
k,j

⎞
⎠

︸ ︷︷ ︸
Intra−cluster Interference

+
∑

j∈US

hS
u

√
pS

j sS
j

︸ ︷︷ ︸
Cross−tier Interference

+nT
u ,

(4)
where hT

k,u and hS
u represent the channel coefficient from the BS k to the TU u

and the channel coefficient from the LEO to the TU u. nT
k,u is the AWGN of the

terrestrial system with E[nT
u ] = σT

u
2. For the TUs of Mk with ∀k ∈ K, we assume

that the channel gains are sort as |hT
k,1|2 ≤ · · · ≤ |hT

k,u|2 ≤ · · · ≤ |hT
k,UT |2. Let

{sk
u} denote the set from 1st TU to the uth TU served by BS k, and k′ denote

the SU that use the same SC with BS K. The SINR of the TU u is

γT
u =

∑
k∈K

xT
k,u|hT

k,u|2pT
k,u

∑
k∈K

xT
k,u|hT

k,u|2 ∑
j∈Mk\{sk

u}
pT

k,j +
∑

k∈K

xT
k,u|hS

u |2pS
k′ + σT

u
2 , (5)

where σT
u
2 = BscN

T
0 . Thus, the transmission rate of the TU u is

CT
u = log2(1 + γT

u ). (6)

2.2 Stackelberg Game Formulation

In the terrestrial-satellite networks, the resource optimization problem can be
formulated as the primary problem for satellite system and the secondary prob-
lem for the terrestrial system.

The SUs as the primary user, the QoS should be guaranteed first. On the
other hand, the power consumption of the satellite system is considered to reduce
waste of limited resources and minimize cross-tier interference. Accordingly, we
construct the utility function of each SU as

vS
u = CS

u − ωS
u pS

u , (7)
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where ωS
u is a weighting factor in bits/s/(Hz·W). The sum utility of the satellite

system is V S =
∑

v∈US

uS
u . Thus, the primary optimization problem for satellite

system can be modeled as

P1 : max
{pS

u}
V S

s.t. C1 : CS
u ≥ Cth,∀u ∈ U

S ,

C2 :
∑

u∈US

pS
u ≤ PS

max,

C3 : pS
u ≥ 0,∀u ∈ U

S ,

(8)

where C1 guarantees the QoS of SUs with the rate threshold. C2 and C3 denote
the power constraint of SUs.

According to the power optimization strategy of the satellite-tier, the TU
selects the access points and transmission power to maximize its utility function.
To achieve the fairness of TUs, we regard the minimum worst-case transmission
rate among TUs as the utility function in the terrestrial-tier, i.e., z = min

∀u∈UT
CT

u .

The secondary problem can be formulated as

P2 : max
{xT

k,u,pT
k,u}

z

s.t. C1 : CT
u ≥ z,∀u ∈ U

T ,

C2 :
∑

i∈Mk

pT
k,i ≤ PT

max,∀k ∈ K,

C3 : pT
k,u ≥ 0,∀k ∈ K,∀u ∈ U

T ,

C4 : |gT
k,k′ |2

∑
i∈k

pT
k,i ≤ Ith,∀k ∈ K,

C5 : xT
k,u ∈ {0, 1},∀k ∈ K,∀u ∈ U

T ,

C6 : Mk = {xT
k,i = 1|i ∈ U

T }, |Mk| ≤ MBS ,∀k ∈ K,

C7 :
∑
k∈K

xT
k,u ≤ MUE ,∀u ∈ U

T ,

(9)

where C1 is the minimum rate guarantee. C2 and C3 are the power constraint of
the TUs. C4 ensures the SU’s QoS. C5, C6, and C7 denote that the cooperative
factor xT

k,u is a binary variable, and restrict the maximum number for cooperative
transmission of BSs and TUs, respectively.

The aforementioned two-tier resource allocation problem can be modeled as
a Stackelberg game model, where the competition between leaders and followers
is recognized as the utility maximization between SUs and TUs. SUs as the
leaders have the strategy space PL = {PS}, and TUs as the followers have the
strategy space PF = {XT,PT}, that construct the strategy space {PL,PF}
of the game. Leaders choose strategy PS firstly in the game. In the follower
sub-game, each TU as a player of the non-cooperative game, tries to choose the
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strategy PF to maximize their transmission rate. Afterwards, the leaders update
their strategies based on the strategies of followers and vice versa. According to
the Schauder fixed point theory [14] and the theorem that there must be a
Nash equilibrium point in finite strategic game. It is easy to prove that both
leader game and follower game can reach Nash equilibrium, so the existence of
Stackelberg equilibrium point can be achieved.

3 Optimization Solutions of the Stackelberg Game

In this section, we firstly optimize the leader sub-game problem and follower
sub-game problem, respectively. Then the joint iterative optimization algorithm
is proposed to achieve Stackelberg equilibrium. Furthermore, the corresponding
algorithm design is introduced.

3.1 Optimization Strategy of the Leader Sub-Game

The optimization problem P1 is a single-cell power allocation problem. And with
the fixed follower strategy of the terrestrial-tier, P1 is strictly convex where the
optimal strategy can be obtained by using the KKT optimality conditions. Let
∂US

∂pS
u

∣∣∣
p̂S
u

= 0, we obtain the extreme point p̂S
u = 1

ln 2ωS
u

− IS
u

|gS
u |2 , where IS

u =

|gT
k,u|2 ∑

j∈Mk

xT
k,jp

T
k,j + σS2. In the meanwhile, C1 of P1 is equivalently converted

into

pS
u ≥ (2Cth − 1)IS

u

|gS
u |2 . (10)

Defining Φu = (2C
th−1)IS

u

|gS
u |2 . Then the optimal strategy of leader sub-game P1 can

be expressed as

p̃S
u =

⎧⎪⎪⎨
⎪⎪⎩

Φu, p̂S
u ≤ Φu

Φu∑

u∈US

Φu
PS
max, p̂S

u ≥ Φu∑

u∈S

Φu
PS
max

p̂S
u , else

. (11)

By the optimal strategy of the leader sub-game, the followers in terrestrial system
decides and adjusts resource allocation to achieve its maximum utility.

3.2 Optimization Strategy of the Follower Sub-Game

The follower sub-game P2 is a highly non-convex mixed integer programming
(MIP) problem, because of the binary factor xT

k,u, and the non-convexity con-
straint of C1, which cannot be solved directly in a polynomial time. In this part,
we divide the follower optimization problem into two sub-problems: cooperative
scheduling problem and power allocation problem.
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The cooperative transmission problem is essentially a two-sided matching
problem between TUs and BSs. An evolutionary gale-shapley algorithm is con-
sidered in this paper to solve the cooperative transmission problem. Firstly, we

introduce a cooperative threshold hth and calculate wT
k,n = sgn

(⌊
|hT

k,u|2
hth

⌋)
,

where wT
k,n = 0 means that the BS k cannot serve TU u due to the poor channel

condition. �·� is the rounding down function.
In the evolutionary gale-shapley algorithm, each TU selects the BS in turn

according to the preference sequence based on channel coefficient. The BS makes
a decision by the value of |Mk| and the cluster rate. If the BS k rejects the TU
u, the TU u will no longer send the request to BS k in the following cycles. The
detailed description can be found in Algorithm 1.

With the optimization cooperative scheduling strategy XT, the max-min
problem of user rate optimization is convex with respect to the power allocation
{pT

k,u}. The Lagrangian dual decomposition approach is used to obtain the power
solutions. The corresponding Lagrangian function is

L(pT
k,u, λu, μk, νk) =D(pT

k,u, λu, μu, νk)

+ z(1 −
∑

u∈UT

λu) + Ith
∑
k∈K

μk + PT
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∑
k∈K

νk, (12)

where
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where IT
u =

∑
k∈K

xT
k,u|hS

u |2pS
k′ + σT

u
2. The optimal power pT∗

k,u can be derived by

∂L(pT
k,u,λu,μu,νk)

∂pT
k,u

= 0, which is

pT∗
k,u =

⎡
⎢⎣ λuxT

k,u

(μu|gT
k,k′ |2 + νk) ln 2

−
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k∈K

xT
k,u|hT
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j∈Mk\{su}

pT
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u

|hT
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+

, (14)

where [y]+ = max(y, 0). Let σλu
, σμk

, and σνk
be the positive step size at the

lth iteration, the updated expressions of the dual variables are

λu(l + 1) =
[
λu(l) − σλu

(
CT

u − z
)]+

, (15)

μk(l + 1) =

[
μk(l) − σμk

(Ith − |gT
k,k′ |2

∑
u∈Mk

pT
k,u)

]+

, (16)
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νk(l + 1) =

[
νk(l) − σνk

(PT
max −

∑
u∈Mk

pT
k,u)

]+

. (17)

3.3 An Joint Iterative Algorithm to Achieve Stackelberg
Equilibrium

According to the aforementioned leader and follower strategies, a joint iterative
algorithm is proposed in this section. At each iteration, the SUs choose the opti-
mization strategy by (11), the TUs then find the follower optimization strategy
based on the leader strategy. The Stackelberg equilibrium solutions eventually
can be obtained when the algorithm reaches convergence. The detailed process
is described in Algorithm 1.

Algorithm 1. The Stackelberg Equilibrium point for the two-tier TSNs

Input:
Channel coefficient {gSu}, {gTk,u}, {hS

u}, and {hT
k,u};

Maximum satellite power PS
max and BS power PT

max;
Rate threshold Cth and tolerable interference temperature Ith of SUs.

Output:
PS, XT, PT.

1: Initialize maximum Stackelberg iterative number Tmax and maximum Lagrangian iterative
number Lmax; Let t = 0;

2: Initialize Funmatch = Ut, wT
k,n, nu, and mk; Set preference sequence {PF TUu}.

3: repeat
4: Leader Strategy for Satellite-Tier
5: for u ∈ US do

6: Calculate and update leader power strategy pSu by (11);
7: end for
8: Follower Strategy for Terrestrial-Tier

9: while Funmatch �= ∅ do
10: for u ∈ Funmatch do
11: TU u sends matching request to BS k with wT

k,n = 1 according to {PF TUu};

12: if mk < MBS then

13: Update XT, nu = nu + 1.
14: else

15: BS k choose the user cluster with the highest cluster rate, update XT;

16: nu = nu + 1 and replaced TU ũ with nũ = nũ − 1;
17: Funmatch = Funmatch ∪ {ũ}.
18: end if

19: if nu = MUE then
20: Funmatch = Funmatch\{u}.

21: end if
22: end for

23: end while

24: l = 0;

25: while l < Lmax do
26: for u ∈ UT , k ∈ K do
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27: Calculate and update follower power strategy pTk,u by (14);
28: Calculate and update Lagrangian dual variables λu, μk, and νk by (15), (16), and

(17), respectively.
29: end for
30: l = l + 1;

31: end while

32: t = t + 1;

33: until Covergence or t = Tmax

4 Simulation Results and Discussion

In this section, performance of the proposed algorithm is evaluated. The satellite
altitude is 36000 km covering an urban area with 20 terrestrial BSs, and the
radius of each cell is 1 km. The carrier frequency of TSN is 3 GHz and the
system bandwidth is 10 MHz. The number of SUs and TUs are 20 and 100. The
maximum transmission power of satellite PS

max = 53 dBm and the terrestrial BS
PT
max = 43 dBm. The terrestrial channel is based on the UMa A model [15] and

Rayleigh fading. And the satellite channel is consider as the shadowed-Rician
model [6]. The other transmission parameters are set referring to [16,17].

Figure 1 shows the convergence of several SUs for the proposed algorithm
with Cth = 5 bits/s/Hz and Ith = −60 dBm. From the Fig. 1, we can see that
the curves converge to stable solutions at about 5 Stackelberg iterations. This is
because that the solutions of the two sub-games are convergent, thus the joint
iteration has a good convergence, which verifies conversely the previous analysis.

Figure 2 shows the convergence of follower sub-game for the proposed algo-
rithm with different Cth, where Ith = −60 dBm. Similar to Fig. 1, the follower
strategy converges at about 6 iterations under different Cth. With the increase
of Cth, the followers obtain the lower transmission rate z, because more strin-
gent QoS of SUs shrinks the feasible region of the follower strategy Pt to reduce
cross-tier interference, resulting in the low transmission rate of TUs.

Figure 3(a) and Fig. 3(b) show the minimum transmission rate of TUs and
system sum rate when the number of TUs increases from 10 to 60, respectively,
where Cth = 5 bits/s/Hz and Ith = −40 dBm. It can be seen that the system
sum rate of TSN increases along with an increase in the number of TUs, while
the minimum transmission rate of terrestrial-tier decreases accordingly. The rea-
son for this trend is that the lower power ratio is achieved for each TUs with
the limited PT

max as the number of TUs increases, that results to a decreased
transmission rate.
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Fig. 1. Utility of leaders versus the number of Stackelberg iteration.

Fig. 2. Minimum rate z versus the number of Stackelberg iterations with different Cth.
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Fig. 3. (a) Minimum rate z versus the number of TUs. (b) System sum rate versus the
number of TUs.

5 Conclusion

In this paper, we discussed the interference management problem of the two-
tier TSNs by considering QoS guarantee, user fairness, cooperative scheduling,
and power allocation. The two-tier optimization problem can be formulated as
a Stackelberg game model where the SUs were the leaders and the TUs were
the followers. The leader strategy was obtained by maximizing the SU utility.
The followers aimed to the minimum transmission rate maximization problem
to achieve the fairness among the TUs. To solve this highly non-convex MIP
problem, we divided it into the cooperative scheduling problem and power allo-
cation problem. An evolutionary gale-shapley algorithm was proposed to solve
the cooperative scheduling problem. Accordingly, the power allocation prob-
lem can be transformed as a convex one, and the closed-form expression was
derived. Finally, a joint iterative algorithm was proposed to achieve Stackelberg
Equilibrium between the leader strategy and the follower strategy. The simu-
lation results showed that the proposed algorithm has a good convergence and
performance improvement.
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1 Introduction

Maritime communication networks, which are developed to facilitate ocean data gather-
ing, resource exploration, and environment monitoring, have attracted a growing atten-
tion in recent years [1–3]. However, the harsh maritime environment and the high cost
of underwater equipment pose critical constraints to construct the development of mar-
itime applications. The typical characteristic of maritime communication is the under-
water transmission, which is commonly associated with low data rate and high data
packet loss due to the complicated maritime environment [4,5]. Therefore, it is impor-
tant to investigate the underwater channel allocation problem for underwater acoustic
communication with the objective of improving the communication efficiency [6,7].

To collect the ocean information, a group of underwater wireless sensors (UWSs)
are usually deployed on the seabed to perceive ocean data. However, these UWSs are
generally battery-powered [8,9], which are hard to recharge due to the harsh ocean envi-
ronment. Therefore, the data collected by UWSs needs to be transmitted to the sea sur-
face nodes for further processing. Maritime edge computing is a promising paradigm to
improve the computation efficiency and save the energy consumption of UWSs [10–12].
In particular, unmanned surface vehicles (USVs) sailing on the sea surface can provide
edge computation and communication capacities to offer services for UWSs. Besides,
game theory is widely used for improving the network resource utilization through
designing efficient scheme [13], which is a feasible approach in resource-limited mar-
itime networks. However, due to the complicated underwater communications, it is still
a critical issue to design an energy-efficient computation offloading scheme in maritime
communication networks for reducing the energy consumption of UWSs.

Considering the limited communication resources in maritime networks, the under-
water acoustic communication should be well designed to improve the network through-
put. In [14], Yang et al. proposed a computation task offloading to minimize the energy
consumption of vessel terminals and the execution delay of computation task. In [15],
Ma et al. presented an unmanned aerial vehicle (UAV) aided ocean monitoring network
for remote oceanic data collection to maximize the lifetime of UWSs. In [16], Yang
et al. investigated an offloading optimization problem and proposed a two-stage joint
optimal offloading algorithm for optimizing communication resource allocation under
limited energy and sensitive latency. Different from the above works, we investigate
an optimal resource allocation for computation offloading in maritime communication
networks in which a group of UWSs are deployed at the seabed to monitor the ocean
environment. A USV sails on the sea to collect data and provide computation offload-
ing service for UWSs. We aim to minimize the energy consumption of UWSs by jointly
optimizing the acoustic channel allocation, data offloading, and computation resource
allocation of USV. The main contributions of this paper can be summarized as follows:

– Considering the resources-limited maritime devices, we investigate the energy effi-
cient computation offloading scheme for UWS in maritime communication networks
to minimize the energy consumption of UWSs.
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– We propose a joint optimization problem for optimizing the allocation of underwa-
ter acoustic channels, the offloading data, and the computation resource allocation
of USV. Despite the non-convexity of the joint optimization problem, we propose a
layered structure to decompose it into a top-problem, a middle problem, and a bot-
tom problem to solve it. Simulation results have demonstrated the effectiveness of
the proposed algorithms.

The remainder of this paper is organized as follows. Section 2 presents the system
model and problem formulation. Section 3 introduces the proposed algorithms. Simula-
tion performance is provided in Sect. 4, and Sect. 5 concludes this work and discusses
the future direction.

Fig. 1. System model of computation offloading in maritime communication networks.

2 System Model and Problem Formulation

Figure 1 shows the scenario of computation offloading in maritime communication net-
works. UWSs are deployed at the seabed to monitor the ocean environment, and the set
of UWSs is denoted as I = {1, · · · , i, · · · , I}. The total workloads of UWS i is denoted
as Stot

i . One USV u is deployed on the sea to collect and process the data from UWSs.
The underwater acoustic channels are expressed as K = {1, · · · , k, · · · ,K}. The data
transmission in underwater environment is carried over the acoustic signal with a very
fast decaying rate, which thus is different from radio transmission over the air. Based
on the Urick’s model [17], we can derive the attenuation of underwater acoustic signals,
which depends on the transmission distance and the carrier frequency, as follows

A(di,u, k) = (di,u)λα(k)
di,u
1000 ,∀i ∈ I,∀k ∈ K, (1)
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where di,u denotes the distance between USV u and UWS i. In Eq. (1), k is the cen-
tral frequency of the acoustic signal. λ is constant which is usually set as 1.5. α(k)
is the absorption coefficient. For the convenience of expression, we consider a three-
dimensional Cartesian coordinate system for the positions of USV and UWSs. The posi-
tion of UWS i is denoted as (xi, yi, zi). The position of USV is denoted as (xu, yu, 0).
Therefore, we can express the distance between UWS i and USV u as

di,u =
√

(xu − xi)
2 + (yu − yi)

2 + zi
2,∀i ∈ I. (2)

The absorption coefficient α(k) can be calculated according to Thorp’s empirical
formula [17] as

10log10α(k) =
0.11k2

1 + k2
+

44k2

4000 + k2
+ 2.75 × 10−4k2 + 0.003,∀k ∈ K. (3)

In addition to the path loss, the underwater acoustic signals are also affected by the
oceanic noise N0 and the channel bandwidth W . Therefore, the underwater acoustic
channel gain between USV u and UWS i can be expressed as

gi =
1

A(di,u, k)N0W
,∀i ∈ I,∀k ∈ K. (4)

Let ai,k ∈ {0, 1},∀i ∈ I, k ∈ K denote the association between underwater acous-
tic channel k and UWS i. ai,k = 1 indicates that channel k is allocated to UWS i.
Otherwise, ai,k = 0. Then, we can express the received signal to interference plus
noise ratio (SINR) of UWS i as

φi =
ai,kpigi

N0W
,∀i ∈ I,∀k ∈ K, (5)

where pi is the transmission power of UWS i. The transmission rate between UWS i
and USV u can be calculated by

ri = W log2 (1 + φi) ,∀i ∈ I,∀k ∈ K. (6)

Let si denote the offloading data of UWS i, we can obtain

si

ti
= W log2 (1 + φi) ,∀i ∈ I,∀k ∈ K, (7)

where ti is the transmission time of UWS i. The required transmission power for UWS
i can be expressed as [18]

pi =
N0W

ai,kgi,k

(
2

si
Wti − 1

)
,∀i ∈ I,∀k ∈ K. (8)

The energy consumption of UWS i for offloading data can be expressed by

Ei = piti,∀i ∈ I,∀k ∈ K. (9)
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The local computing time of UWS i can be expressed as

tloci = ci
Stot

i − si

μloc
i

,∀i ∈ I, (10)

where ci is the number of CPU cycles for processing one bit of data. μloc
i denotes the

processing capability of UWS i which is measured by the CPU cycles per second.
Therefore, the energy consumption of local computation is expressed as [19]

Eloc
i = ρit

loc
i

(
μloc

i

)3
= ci

(
Stot

i − si

)
ρi

(
μloc

i

)2
,∀i ∈ I, (11)

where ρi denotes the power coefficient of UWS i.
Let μall

i denote the allocated processing capability of USV for UWS i in CPU cycles
per second. cu expresses the number of CPU cycles for USV to process one bit of data.
The overall delay for UWS i to complete its total computation workload Stot

i can be
expressed as

tovei = max
{

ci
Stot

i − si

μloc
i

, ti + cu
si

μall
i

}
,∀i ∈ I. (12)

The total energy consumption of UWS i can be calculated by

Etot
i = Ei + Eloc

i

= ci

(
Stot

i − si

)
ρi

(
μloc

i

)2
+

N0W

ai,kgi,k

(
2

si
Wti − 1

)
ti,∀i ∈ I.

(13)

2.1 Problem Formulation

Based on the above modeling, we formulate the following optimization problem that
aims to minimize the total energy consumption (TEC) of UWS, i.e.,

(TEC) : min
{
max
i∈I

{
Etot

i

}}

subject to :
∑N

k=1
ai,k = 1,∀i ∈ I, (14)

∑I

i=1
ai,k ≤ 1,∀k ∈ K, (15)

∑I

i=1
μall

i ≤ μmax, (16)

max
{

ci
Stot

i − si

μloc
i

, ti + cu
si

μall
i

}
≤ Tmax

i ,∀i ∈ I, (17)

0 ≤ si ≤ Stot
i ,∀i ∈ I, (18)

0 ≤ N0W

ai,kgi,k

(
2

si
Wti − 1

)
≤ Pmax

i ,∀i ∈ I,∀k ∈ K, (19)

variables : {si}i∈I , {ai,k}i∈I,k∈K,
{
μall

i

}
i∈I .

In Problem (TEC), constraints (14) and (15) ensure that each UWS i can only
occupy one acoustic channel, and each acoustic channel can only be assigned to one
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UWS. Constraint (16) guarantees that the allocated computing-rate of USV cannot
exceed the maximum computing-rate μmax. Constraint (17) ensures that the transmis-
sions delay of each UWS cannot beyond its allowed maximum transmission delay
Tmax

i . Constraint (18) guarantees that the offloading computation workload of each
UWS should below its total computation workload. Constraint (19) indicates that the
transmission power of UWS cannot exceed the maximum power Pmax

i .

3 Proposed Algorithm for Solving Problem (TEC)

3.1 Layer Structure of Problem (TEC)

Problem (TEC) is a strictly nonconvex optimization problem. The total energy con-
sumption of UWS i is decreasing with the increase of ti. Based on constraint (17), we
consider that the constraint is strictly binding, and we can obtain ti = Tmax

i − cu
si

μall
i

.

The total energy consumption of UWS i can be rewritten as

Etot
i = ci

(
Stot

i − si

)
ρi

(
μloc

i

)2

+
N0W

ai,kgi,k

⎛
⎝2

si

W

(
Tmax
i

−cu
si

µall
i

)
− 1

⎞
⎠

(
Tmax

i − cu
si

μall
i

)
,∀i ∈ I. (20)

Let θ = max
i∈I

{Etot
i }, we obtain Etot

i ≤ θ,∀i ∈ I. Problem (TEC) can be decom-

posed as the following layer structure

1) Top-problem to find si:

(TEC-Top) : min θ

subject to : Etot
i ≤ θ,∀i ∈ I, (21)

constraints (17), (18), and (19),
variables : {si}i∈I .

2) Middle-problem to find μall
i under given {si}i∈I :

(TEC-Mid) : min θ

subject to : constraint (16) and (21),
variables :

{
μall

i

}
i∈I .

3) Bottom-problem to find ai,k under given {si}i∈I and
{
μall

i

}
i∈I :

(TEC-Bot) : min θ

subject to : constraints (14), (15), and (21),
variables : {ai,k}i∈I,k∈K.
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3.2 Matching Game for Solving Channel Allocation in Problem (TEC-Bot)

In Problem (TEC-Bot), we propose the matching game to solve the channel allocation
problem. Specifically, in the channel allocation process, UWSs have different prefer-
ences (e.g., channel quality) for acoustic channels. The acoustic channels can rank the
UWSs based on the energy efficiency of UWS. Therefore, the matching game can be
adopted to model the two-side allocation between UWSs and acoustic channels. Each
UWS i is matched to at most one acoustics channel, and each acoustic channel k is
allocated to at most one UWS.

The matching game between UWSs and acoustics channels can be described as a
tuple £ = {I,K,P}, where I and K are the set of players (i.e., UWSs and acous-
tic channels), and I ∩ K = ∅. P indicates the preference lists of UWSs and acous-
tics channels. Let � denote the preference relations of UWSs and acoustic channels.
P (i) |£(i)=k > P (i) |£(i)=k′ , k � k

′
means that UWS i prefers channel k to channel

k
′
. P (k) |£(k)=i > P (k) |£(k)=i′ , i � i

′
indicates that channel k prefers UWS i to

UWS i
′
.

Definition 1. Given two disjoint sets of players I and K, the matching game
for channel allocation is defined as £ (i) = {k ∈ K| (i, k ∈ £)} and £ (k) =
{i ∈ I| (i, k ∈ £)}, such that (i)

∑N
k=1 ai,k = 1 and (ii)

∑I
i=1 ai,k ≤ 1.

Note that Definition 1 guarantees that each player on one side matches to a set of
players. Constraints (i) and (ii) make sure that the conditions (14) and (15) in Problem
(TEC) are satisfied.

The preference relation is utilized to measure the preference levels of each player.
Assume that the current matching result is £ and the associated channel allocation vec-
tor is represented asK£. The preference relation of UWS i is defined as the achievable
rate when matching with a channel, which can be expressed as

Ui (k) = W log2

(
1 +

pigi,k

N0W

)
,∀i ∈ I,∀k ∈ K. (22)

For each acoustic channel, let Emax
i denote the maximum energy of UWS i. The

preference relation of channel k is defined as the energy efficiency when matching with
a UWS, i.e.,

Uk (i) = log2

(
1 +

Emax
i

Etot
i

)
,∀i ∈ I. (23)

Therefore, for UWS i, the preference relation�i for two channels k, k
′ ∈ K, k �= k

′

is defined as k �i k
′
if and only if Ui (k) > Ui

(
k

′
)
. For channel k, the preference

relation �k for two UWSs i, i
′ ∈ I, i �= i

′
is defined as i �k i

′
if and only if Uk (i) >

Uk

(
i

′
)
.

Definition 2. In the matching £, UWS i proposes to match its most preferred chan-
nel based on the preference list (i.e., Ui (k)). Channel k proposes to match its most
preferred channel based on the preference list (i.e., Uk (i)).
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Algorithm 1 presents the proposed channel allocation scheme based on matching
game. The key steps are described as follows:

– Step 4 to Step 9: UWS i ∈ I first searches for the most preferred channel. If a chan-
nel k receives more than one proposal from UWSs, denoted by D, it matches with
the most preferred UWS i ∈ D. Otherwise, it matches with the current requested
UWS.

– Step 10 to Step 14: The current matching players, i.e., i and k, are removed from the
sets I and K. The matching process is conducted until there exist no UWSs blocking
the current matching.

Algorithm 1. Channel Allocation Scheme based on Matching Game
1: Input: the set of players I and K.
2: Initialize: compute the preference relations of UWS i and channel k using Eqs. (22) and (23).
3: while there exist UWSs blocking the current matching do
4: for any UWS i ∈ I do
5: It searches for the most preferred channel k.
6: if channel k receives more than one proposal from UWSs in D then
7: It matches with the most preferred UWS i ∈ D.
8: else
9: It matches with the current requested UWS.
10: end if
11: Remove the current matching players.
12: end for
13: end while
14: Output: the matching result £ (i) = {k ∈ K| (i, k ∈ £)}.

Proposition 1. The proposed channel allocation scheme based on matching game is
stable. For any UWS i ∈ I, there exist no UWSs blocking the current matching.

Proof. The contradiction method is used to prove the stability of the proposed match-
ing algorithm. Specifically, assume that UWS i ∈ I and channel k ∈ K have no
matching after the final matching process. However, both UWS i ∈ I and chan-
nel k ∈ K prefer to match with each other, which means that the matching result
£ (i) = {k ∈ K| (i, k ∈ £)} is restricted. Considering that both UWS i ∈ I and chan-
nel k ∈ K prefer to match with each other, the UWS i must have proposed to match with
channel k in the matching process, and the channel k ∈ K has rejected the proposal
of UWS i, which contradicts the matching £ (k) = {i ∈ I| (i, k ∈ £)}. Therefore, the
proposed channel allocation scheme based on matching game can achieve a stable
matching.

3.3 Analysis of Problem (TEC-Mid) for Solving µall
i

Proposition 2. Given {si}i∈I and {ai,k}i∈I,k∈K, Problem (TEC-Mid) is a strictly
convex problem.
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Proof. In Problem (TEC-Mid), the first derivative of Etot
i with respect to ti can be

expressed as

∂Etot
i

∂ti
=

N0

(
Wti

(
−1 + 2

si
Wti

)
− 2

si
Wti si ln 2

)

tiai,kgi,k
. (24)

The second derivative of Etot
i with respect to ti can be expressed as

∂2Etot
i

∂t2i
=

(ln 2)22
si

Wti N0(si)
2

Wti
3ai,kgi,k

> 0. (25)

With (25), we find that Etot
i is strictly convex with respect to ti, and the first derivative

∂Etot
i

∂ti
increases with ti. Due to limti→∞

∂Etot
i

∂ti
< 0, Etot

i is convex and non-increasing

with respect to ti. Furthermore, ti is strictly concave with respect to μall
i . Therefore,

Etot
i is strictly convex with respect to μall

i .

Proposition 2 indicates that Etot
i is decreasing with μall

i . With constraint (21), we
can derive μall

i ≥ �i (θ). With constraint (16), we can obtain
∑I

i=1 �i (θ) ≤ μmax.
Therefore, we can find the optimal value of μall

i by searching the value of θ. Algorithm
2 presents the iterative searching algorithm for solving Problem (TEC-Mid). The key
steps are as follows: we first set the upper bound value as θ = θmax. For any UWS
i ∈ I, we need to evaluate the conditions μall

i ≥ �i (θ) and
∑I

i=1 �i (θ) ≤ μmax. If it is
satisfied, the current θ is feasible, and we update the value of θ with a decreasing way.
Otherwise, Problem (TEC-Mid) is infeasible.

Algorithm 2. Iterative Searching Algorithm for Solving Problem (TEC-Mid)
1: Input: the iterative step size Δ.
2: Initialize: set the upper bound value as θ = θmax.
3: while

∑I
i=1 �i (θ) ≤ μmax do

4: for any UWS i ∈ I do
5: if μall

i ≥ �i (θ) then
6: Current θ is feasible for Problem (TEC-Mid).
7: Update θ ← θ − Δ.
8: else
9: Problem (TEC-Mid) is infeasible.
10: end if
11: end for
12: end while
13: Output: the minimum θ and the corresponding E tot

i .

3.4 Analysis of Problem (TEC-Top) for Solving si

Proposition 3. Given {ai,k}i∈I,k∈K and
{
μall

i

}
i∈I , Problem (TEC-Top) is a strictly

convex problem.
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Proof. In Problem (TEC-Top), the first derivative of Etot
i with respect to si can be

expressed as

∂Etot
i

∂si
=

N0W

⎛
⎜⎜⎝cu

⎛
⎝1 − 2

si

W

(
Tmax
i

−cu
si

µall
i

) ⎞
⎠ +

2

si

W

(
Tmax
i

−cu
si

µall
i

)
Tmax
i ln 2(μall

i )2

W(−cusi+Tmax
i c)

⎞
⎟⎟⎠

μall
i ai,kgi,k

− ciρi

(
μloc

i

)2
. (26)

The second derivative of Etot
i with respect to si can be expressed as

∂2Etot
i

∂s2i
=

(ln 2)22

si

W

(
Tmax
i

−cu
si

µall
i

)
(Tmax

i )2N0W
(
μall

i

)3

W
(−cusi + Tmax

i μall
i

)3
ai,kgi,k

. (27)

With constraint (17), we can obtain Tmax
i μall

i − cusi > 0. Therefore, the value of
∂2Etot

i

∂s2
i

is always higher than zero. The objective function of Etot
i is strictly convex with

respect to si.

The stagnation point can be obtained by ∂Etot
i

∂si
= 0, which is denoted by s∗

i . To obtain
the minimum value of Etot

i , we need to analyze the feasible region of si. Specifically,

with (17), we can equivalently obtain Stot
i − μloc

i Tmax
i

ci
≤ si. The lower bound is slowi =

Stot
i − μloc

i Tmax
i

ci
. With (19), we can obtain the constraint si ≤ rmax

i,k μall
i Tmax

i

μall
i +rmax

i,k

. Further combin-

ing with (18), we can obtain the upper bound of si as suppi = min
{

Stot
i ,

rmax
i,k μall

i Tmax
i

μall
i +rmax

i,k

}
.

Therefore, the feasible region of si is
[
slowi , suppi

]
. There are three following cases to be

discussed:

– Case 1: The stagnation point s∗
i satisfies slowi < si < suppi . The optimal value for

minimizing Etot
i is obtained at s∗

i .
– Case 2: The stagnation point s∗

i satisfies si ≤ slowi . The optimal value for minimizing
Etot

i is obtained at slowi .
– Case 3: The stagnation point s∗

i satisfies suppi ≤ si. The optimal value for minimiz-
ing Etot

i is obtained at suppi .

4 Simulation Performance

This section provides the simulation results to validate the effectiveness of the proposed
algorithms. We consider a simulation scenario with a size of 1 km × 1 km × 0.5 km
to model the underwater environment. One USV is deployed on the upper surface and
four UWSs are deployed on the seabed to collect ocean data. There are four acoustic
channels, and the bandwidth of each underwater acoustic channel is set to 1 MHz. The
oceanic noise is set to 10−8 W. The maximum transmission power of UWS is set to
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1.5 W. The processing capability of UWS is set to 1 Gbps. The maximum processing
capability of USV is set to 15 Gbps. The number of CPU cycles for processing one bit
of data is set to 1000.

We evaluate the performance of the proposed algorithm with the benchmark algo-
rithms. In randommatching algorithm (RMA): the acoustic channels are randomly allo-
cated to UWSs. In random offloading algorithm (ROA): the data is randomly offloaded
to USV for processing. In random allocation computation resource algorithm (RACA):
the computation resource of USV is randomly allocated to UWSs for processing data.

Fig. 2. Energy consumption of UWS with the changes of maximum computing-rate of USV.

Figure 2 shows the energy consumption of UWS with the changes of maximum
computing-rate of USV, compared with the benchmark schemes. It can be seen that
the proposed algorithm can obtain the low energy consumption for UWS. The reason
is that the proposed algorithm jointly considers the acoustic channel allocation, data
offloading, and the computation resource allocation of USV to improve the offloading
efficiency.

Figure 3 depicts the energy consumption of UWS with the changes of data size.
It can be obtained that the energy consumption of each UWS is increasing with the
data size. The reason is that the local computation consumption and the offloading con-
sumption will increase when the data size of each UWS is increased, which leads to the
increase of energy consumption.
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Fig. 3. Energy consumption of UWS with the changes of data size.

5 Conclusion

In this paper, we have investigated an energy efficient computation offloading scheme
in maritime communication networks. In particular, we have proposed an optimiza-
tion problem to minimize the total energy consumption of UWS by jointly optimizing
the allocation of underwater acoustic channels, the offloading data, and the computa-
tion resource allocation of USV. To address the non-convexity of the joint optimization
problem, we have designed a layered structure to derive the optimal solution. Simulation
results have demonstrated the effectiveness and efficiency of our proposed algorithms.
For the future work, we will plan to investigate the secrecy computation offloading for
UWSs in maritime communication networks.
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Abstract. We study resource allocation in wireless multi-tiered
OFDMA cellular systems, like the current 5G networks. We compare co-
ordinated versus distributed methods of assignment of resource blocks
to maximize signal strength and throughput to ensure quality of ser-
vice. The distributed assignment, where every wireless client optimizes
its utility, is modeled by a strategic game with the cellular users as play-
ers. We study the existence of Nash equilibrium in this game and provide
bounds for the inefficiency of this strategic game via analysis of the Price
of Anarchy (PoA). Our social objective is chosen to provide fair through-
put by measuring the minimum data rate. We show that approximating
the social optimum, i.e. maximizing the minimum data rate, to within
any given factor is NP-Hard and provide an algorithm that is illustrated
to perform well in practice.

Keywords: Multi-tiered networks · Price of anarchy · Nash
equilibrium

1 Introduction

Next generation cellular networks, that include 5G networks, provide enhanced
performance with high speeds for downlinks and uplinks via a multi-tiered archi-
tecture. The architecture utilizes macrocells, licensed small cells and device-to-
device networks [3] integrating use of multiple radio access technologies amongst
others.

In the context of a multi-tiered architecture, with increased number of users
and connected devices [2], distributed methods that pair user equipment to base
stations are becoming increasingly important keeping in view enhanced quality
of service. In this paper, the resource allocation problem is investigated in the
context of a multi-tier orthogonal frequency division multiple access (OFDMA)
network. User equipment connect to base stations utilizing resource blocks cor-
responding to frequency and time partitions. We consider the performance of
distributed systems that pair cellular users to resource blocks in order to opti-
mize their own data rate.

A number of distributed methods for the resource allocation method have
been proposed including the use of matching theory, factor graphs and opti-
mization using auctions [3]. The approach of distributed allocation presents itself
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naturally as a game where users adopt strategies to maximize their benefit. Our
goal in this paper is to analyze this game and the inefficiency that result from
the strategic behavior of the players at Nash equilibrium. Our social objective
is to maximize the minimum throughput, measured as a function of signal-to-
interference-plus-noise ratio (SINR) that the players are able to achieve, so as
to ensure a fair distributions of resources. We utilize the price of anarchy as a
measure of the inefficiency that results from the strategic equilibrium choices in
the game.

Prior work includes multiple papers that attempt to optimize resource allo-
cation. A stable matching based algorithm is designed in [6] to allocate the
resources to the uplink transmitters in a 5G cellular networks. Optimizing the
power utilization has also been considered [7] especially in the context of device-
to-device (D2D) networks, aimed at minimizing the transmission power of all
the users in the network. The research does not account for multi-tiered archi-
tectures.

A resource allocation problem focused on D2D communications and formu-
lated in the context of 5G Radio Access Networks has been considered in [9] and
shown to be NP-hard. The optimization criterion is the sum of the capacities of
all the communication links and a fair allocation problem has not been consid-
ered. The paper also proposed a many-to-one matching coalition sub-game to
model the problem and determine stable solutions. Maximizing resource alloca-
tion in the context of Mobile Edge Computing (MEC) has been considered in
[8].

Game theoretic modeling of resource allocation has also been considered in
[4] where a Stackelberg game has been considered for power allocation in the
context of soft frequency reuse (SFR), with an interference coordination method
for decreasing inter-cell interference. Utilization of network slicing techniques [1]
for virtualization and dynamically changing the resource allocation to optimize
the quality of service and experience has also been considered.

1.1 Our Contributions

1. We formulate the resource allocation problem as a strategic game, the Wire-
less Resource Game with small cell users as players. Our work differs from
previous work in considering mobile clients that are allowed to switch base
stations.

2. We show that Nash equilibrium is not always possible and strategic play can
result in an unstable system, when mobile clients are allowed to optimize
their power levels and choice of base stations.

3. We provide bounds on the inefficiency of the strategic game as measured by
the price of anarchy (PoA). The price of anarchy is dependent on the number
of wireless clients and the ratio of the maximum to minimum signal strength.
We illustrate the average behavior of the price of anarchy via a simulation that
utilizes a geographically located system of small cell users and base stations.
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4. We show that the optimum social objective problem is NP-Hard to approxi-
mate to within a factor of L where, theoretically, L can be arbitrary. We also
show the performance of a simple swap based algorithm for determining a
local optimum of the social objective function.

2 Network Model and Game Formulation

Fig. 1. Illustration of a multi-tiered cellular network

Our model for a 5G cellular wireless system includes a macro base station (MBS)
and a set of small cell base stations (SBS) used by users’ equipment (UEs).
There is a set of fixed power levels and resource blocks (RBs) available to base
stations and users. The objective of the resource allocation problem is to allocate
resource blocks to small cell base station users to optimize signal quality (SINR),
and hence the throughput capacity, while accounting for interference from other
users and base stations.

In a distributed allocation system, each user equipment is allowed to choose a
SBS for communication. This gives rise to local optimization (and selfish behav-
ior) by the users which we model via a strategic game. Users select a resource
block each, from among those available, in an effort to maximize their own
spectral efficiency measured as a function of SINR, accounting for the possible
interference from other users and MBS’s. We study properties and characteristics
of Nash equilibrium in these games, and compare the efficiency with a socially
optimum fair assignment of users.
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In our model, we let K be the set of small cell user equipments, where each
small cell user is a transmitter belonging to set KT and receiver belonging to
KR. The set of BSs is denoted by B. Also, small cell users are able to select
the transmission power from a finite set of power levels and also choose RBs
R = {1, 2, .., |R|}. The possible power over the RB for each transmitter k can

be marked as the vector Pk = [P 1
k , P 2

k , .., P
|R|
k ]

T
where P r

k = {pr
k1

, pr
k2

..pr
kl

} ≥ 0
represents the power level of transmitter k over RB r which was selected from
the set of power levels. And pr

k = 0 if the RB r is not allocated to the transmitter.
Based on the description of SBS utilization in [5] we assume that each RB in
each SBS can be occupied by only one user.

As an example, consider the physical model illustrated in Fig. 1. The network
consists of two SBSs (BS1 and BS2) and four small cell users. The available
frequencies are divided over time periods into resource blocks. Users 1 and 2
select RB1 and RB2 on BS1 and users 3 and 4 select RB2 and RB1 on BS2
respectively. Thus, User 2 and 3 interfere with each other since they use the
same resource block on two different base stations, as do users 1 and 4. That is,
there is no interference between BSs or users when different RBs are being used,
and interference arises due to simultaneous use of resource blocks between users
or BSs.

The terms used in this paper are described in Table 1.
The SINR, denoted by γr

b,k, and the utility ur
b,k of a small cell user k occupying

BS b and RB r are respectively defined as:

γr
b,k =

Γ r
b,k

Gr
k − Γ r

b,k

and ur
b,k = log2 (1 + γr

b,k) (1)

A Wireless Resource Game is defined as W(K,B,R,U), where K is set of
users, R is set of RBs, B is set of BSs, and U is the set of user utilities for a
given allocation of users to resource blocks and base stations. We assume that
the user utilizes her maximum power level, termed pr

k, since there is no penalty
incorporated for power usage in our current model. The strategies of the players
are given by strategy profile S = (Sk),∀k where Sk is the strategy set of user
k, given by the choice of the BS b and RB r, i.e., Sk = {(ri, bj)i∈R,j∈B}. The
utility function for each user k, Uk : S → R+ represents the utility ur

b,k of the
user when utilizing RB r on BS b, given the strategies of the other players. The
user selects a BS and RB to maximize her utility based on the strategies of other
small cell users. This gives rise to the following optimization problem for small
cell user k ∈ K:

Optimization Problem 1:

max
∑

r

∑

b

xr
k,b log2 (1 + γr

b,k)

s.t. ∀k :
∑

r

∑

b

xr
k,b ≤ 1

∀k, b, r : xr
k,b ∈ {0, 1}

(2)
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Table 1. Table of parameters

Symb Description

σ2 noise

gr
k,b Channel gain between transmitter k and receiver b over RB r

pr
k Transmission power level of user k over RB r

pr
b Transmission power level of BS b over RB r

Γ r
b,k Signal strength at receiver k over RB r from transmitter b

Γ r
M,k Signal strength of interference at receiver k over RB r from

MBS M

Γ r
k′,k Signal strength of interference at receiver k over RB r from

transmitter k′ (on a separate BS)

Gr
k Cumulative (sum of desired signal strength, interference, and

noise) signal strength of received by user k over RB r

Γmin Lowest value of the signal strength of all users

Γmax Highest value of the signal strength of all users

R Finite set of RBs R = {1, 2, · · · , |R|}
B Finite set of BSs B = {1, 2, · · · , |B|}
bk BS that user k occupies

Kb Users K that occupy BS b

Ir
max Maximum interference in RB r

Cr
b Capacity on BS b in RB r

Γ r
b,k = gr

b,kpr
b ; Γ r

M,k = gr
M,kpr

M

Gr
k =

∑

k′ �=k

Γ r
k′,k +

∑

bk′ �=b

Γ r
bk′,k + Γ r

b,k + Γ r
M,k + σ2

Γmin = min
k∈KT ,b∈B,r∈R,s∈S

Γ r
b,k; Γmax = max

k∈KT ,b∈B,r∈R,s∈S
Γ r
b,k

where xr
k,b = 1 if small cell user k utilizes resource block r on the SBS b, while

xr
k,b = 0 otherwise. In this non-cooperative game for small cell users, the stable

solution is a Nash equilibrium, NE (if it exists). A strategy profile SNE is a Nash
equilibrium strategy if:

Uk(SNE
k , SNE

−k ) ≥ Uk(S′
k, SNE

−k )

where SNE
k is the resource utilization strategy for player k, S

′
k is any other strate-

gies besides Nash for user k and SNE
−k is the strategy for the rest of the players

at Nash equilibrium, Uk = ur
b,k when xr

k,b denotes users k’s utility. Additional
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constraints on bandwidth capacity of the base stations and interference can be
expressed as:

∀r, b :
∑

k∈Kb

xr
k,blog2 (1 + γr

b,k) ≤ Cr
b

∑

k′∈KT ;k′ �=k

gr
k′,kpr

k′ +
∑

b′ �=b

gr
b′,kpr

b′ + gr
M,kpr

M ≤ Ir
max

(3)

We use Shannon’s formula, C = B ∗ log2 (1 + S
N ), to relate SINR and link capac-

ity.
We analyze the solution obtained from the Nash equilibrium via the social

objective function that measures the minimum utility achieved by the users,
i.e., U soc = mink

∑
b

∑
r xr

k,blog2 (1 + γr
b,k), where xr

k,b is the indicator function
described above and U soc is the social utility. This is termed the fair metric. The
social optimum can be found using the following problem:

Optimization Problem 2: max mink

∑
b

∑
r xr

k,blog2 (1 + γr
b,k) with additional

constraints as in Optimization Problem 1 and in (3)

3 Nash Equilibrium and Price of Anarchy

In this section we consider existence of Nash equilibrium. Unfortunately, the
game can be unstable as we show below an instance where Nash equilibrium
may not exist.

Claim. For the Wireless Resource Game, W(K,B,R,U) Nash Equilibrium does
not always exist.

Proof. An example where Nash equilibrium does not exist is created using a
random sampling Monte Carlo method. The example has 3 users and 2 RBs
with only 3 BSs. We assume that there is only one MBS. The following values
of interference signal strengths provide an example where no strategy is stable.

⎡

⎢⎢⎣

k1(r1) k1(r2) k2(r1) k2(r2) k3(r1) k3(r2)
k1 22.92 28.24 21.94 16.50
k2 22.92 28.24 22.39 26.77
k3 21.94 16.50 22.39 26.77

⎤

⎥⎥⎦ .

The value of noise is 0.30698 mW and assuming there is no interference from
MBS.

In this example, there is no configuration that is a Nash equilibrium. For
instance, if user k1 occupies b1 and r1, k2 occupies b1 and r2, k3 occupies b2 and
r1, then k1 is willing to move to b2 with r2. Similarly, we can check that for any
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configuration, at least one user is willing to change its strategy in any of the
configuration. �	
Though the Nash equilibrium does not always exist in the general Wireless
Resource Game, it does exist for special game classes as illustrated below:

Uniform Interference Property: In this case we assume that each client has the
same signal strength for all RBs and BS, i.e. Γ r

k,b = ak for all k, b, r, the same
interference signal strength from other users, i.e. Γ r

k′,k = bk for all k, k
′
, r and

the same interference signal strength from any BS, i.e. Γ r
b′,k = ck for all b′, k, r.

Also assume that the interference signal strength from the MBS is the same for
all users, i.e. for all k, r, Γ r

M,k = aM .

Lemma 1. A Nash equilibrium always exists for a Wireless Resource Game with
Uniform interference property.

Proof. Suppose a specific user is fine with a particular signal strength, and she
is willing to move to any RB and BS as long as such condition has been satisfied.
In this situation, for each user k, its signal strength is the same among all RBs
and BSs Γ r

k,b = ak. We can claim that the user will switch to another RB and
BS if and only if the load on other RBs is less than that of the user is currently
in. In this game, ak

g
r1
k −ak

≤ ak

g
r2
k −ak

=⇒ gr1
k ≥ gr2

k . Since the interference from
all the other users and BSs are the same, gr1

k = (nr1 − 1) ∗ (bk + ck) + am where
nr1 is the number of users on RB r1. If user k is willing to move to r2 from
r1, nr1 − 1 > nr2 . So let n as the list of the number of users on each RB in
order from highest to lowest, i.e. n = (n1, n2, ..., nr) where ni means ith highest
number of users among all RBs, we can find that after the users switch RBs the
new list n

′
= (n

′
1, n

′
2, ..., n

′
r) is in a decreasing lexicographic order, which implies

convergence to Nash equilibrium. �	

3.1 Inefficiency of Equilibrium

We provide a bound on the inefficiency of the Wireless Resource Game using the
Price of Anarchy. The PoA is defined as follows:

PoA = inf
G

minNE(G) min
k

Uk(SNE(G)
k , S

NE(G)
−k )

min
k

Uk(S∗
k(G), S∗

−k(G))

where G is a game with strategy profile S, SNE
k (G) is a Nash strategy for user

k in game G, S∗
k(G) is the social optimal strategy for user k in game G, Uk(S)

the utility of user k under the strategy profile S. We are using the fair metric,
the social utility being defined as the minimum utility among all users.
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The Theorem below illustrates the dependency on the ratio of the signal
strength of the users and indicates that it should be kept bounded. It is also
dependent on the number of users in the model.

Theorem 1. 1. The PoA of the Wireless Resource Game using the fair met-
ric and without capacity and interference constraints (without Eq. 3) is lower
bounded as

PoA ≥ 1
2|K|(Γm)2(1 + log2 (Γm))

where Γm =
Γmax

Γmin
.

2. The PoA of the Fair-Wireless Resource Game with capacity and interference
constraints (Eq. 3) is lower bounded as

PoA ≥ 1
Cbmax

log2 (1 +
Γmax

Γm2Imax

)

where Cbmax
= maxr∈R Cr

b and Imax = maxr∈R Ir
max.

Proof. We first consider the case where interference and capacity constraints do
not exist. Let rNE

k denote the RB user k uses at a Nash equilibrium, r∗
k denote

the RB at a social optimum, and Gr
k and Gr′

k denote the total signal strength
received by user k in RB r and r′, respectively, which is the sum of interference
signals plus the signal strength from its own BS. Then, for any RB r, we have

Γ rNE

b,k

GrNE

k − Γ rNE

b,k

≥ Γ
r

′
NE

b′,k

G
r

′
NE

k − Γ
r

′
NE

b′,k

=⇒ GrNE

k − Γ rNE

b,k ≤ Γm(Gr
′
NE

k − Γ
r

′
NE

b′,k )

GrNE

k − Γ rNE

b,k ≤ Γm(max(
∑

k′ �=k

Γ r
′

bk′,k + Γ r
′

k′,k + Γ r
M,k) + σ2)

where Γm = Γmax/Γmin

For the user with the least signal strength using the RB rNE , the lower and
upper bounds on SINR (Eq. 1) are expressed as

γNE
k =

Γmin

Γm(max(
∑

k′ �=k

Γ r′
bk′,k + Γ r′

k′,k + Γ r
M,k) + σ2)

and γ∗
k =

Γmax

Γ r
M,k + σ2

≤ Γmax

Γmin + σ2
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Thus, the PoA is given by

PoA ≥

log2

⎛

⎜⎝1 + Γmin

Γm

(
max

( ∑
k′ �=k

Γ r′
b′
k
,k
+Γ r′

k′,k+Γ r
M,k

)
+σ2

)
⎞

⎟⎠

log2
(
1 + Γmax

Γmin+σ2

)

≥

Γmin

Γm

(
max

( ∑
k′ �=k

Γ r′
b′
k
,k
+Γ r′

k′,k+Γ r
M,k

)
+σ2

)

log2
(

2Γmax
Γmin+σ2

)

≥
Γmin

Γm(2(|K|−1)Γmax+Γmax+σ2)

log2
(

2Γmax
Γmin+σ2

) ≥
Γ 2
min

Γmax((2|K|−1)Γmax+σ2)

1 + log2 (Γm)

≥
Γ 2
min

Γmax((2|K|−1)Γmax+Γmax)

1 + log2 (Γm)
≥

Γ 2
min

2|K|Γ 2
max

1 + log2 (Γm)

≥
1

2|K|Γm2

1 + log2 (Γm)
≥ 1

2|K|Γm2(1 + log2 (Γm))

The second inequality holds because the lower bound of γNE
k can be very

small, also we assume that the noise σ is negligible.

PoA with Capacity and Interference Constraints: We start with the previous
analysis of GrNE

k . The lower bound for user k in rNE is when the user has the
least signal strength while experiencing the largest interference Imax:

γNE
k =

Γmin

Γm(Imax − Γmin + σ2)

The upper bound for this user in RB r∗ can be calculated based on the capacity
constraint: γ∗

k ≤ 2Cbmax − 1 where Cbmax
= maxr∈R Cr

b . The result follows.

PoA ≥ 1
Cbmax

log2 (1 +
Γmin

Γm(Imax − Γmin + σ2)
)

≥ 1
Cbmax

log2 (1 +
Γmin

Γm(Imax + σ2)
)

≥ 1
Cbmax

log2 (1 +
Γ 2

min

Γmax(Imax + σ2)
)

�	
We now show that the lower bound presented in the above theorem can

be arbitrarily small. This requires a wide variation in signal strength, which in
practice should be kept bounded.
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Claim. There exists an instance of the the Wireless Resource Game, when using
the fair metric, where PoA = 1

log (1+M) where M is arbitrarily large.

Proof. We provide an example with 2 users and 2 RBs. We ignore interference
from all BSs including MBS, and assign signal values to achieve an arbitrarily
small PoA. Consider values Γ 1

11 = Γ 2
21 = M , and Γ 1

21 = 1,Γ 2
11 = M . We assume

that interference from noise, σ2 is 1. The optimum assignment is when user 1 is
assigned to RB 1 and user 2 to RB 2; the minimum utility and thus the social
objective function is log (1 + M

σ2 ). It can be verified that a Nash equilibrium
assignment exists when user 1 is assigned to RB 2 and user 2 is assigned to RB
1. The social objective function at this Nash equilibrium evaluates to log(1+ 1

σ2 ).
The result follows. �	

4 Determining Social Optimum

In this section we show that determining the social optimum, even approxi-
mately, is NP-Hard. However, we also present an efficient heuristic to discover
social optimum.

Theorem 2. Determining an approximate social optimum in the wireless
resource allocation problem using the max-min measure is NP-Hard.

Proof. We reduce from the known NP-Hard problem of the chromatic number
problem where we must determine if a graph G is q-colorable. From a given
instance Ic = (G(V,E), q) of the chromatic number problem, we create an
instance of our 5G wireless game Iw = (K,B,R) - For each node v in G, we
create a user kv in K. There are q RBs and |B| = n ∗ q base stations (n is
the number of nodes in the graph), and each user k faces an interference of
IB from every base station she does not occupy. If an edge exists between two
nodes u and v, the corresponding users ku and kv heavily interfere with each
other if they share the same RB; where we define heavy interference to be the
case when the interference signal is no less than the given value IB|B|(L + 2). If
two nodes are not neighbors, the corresponding users interfere with each other
with value δ, where δ is a small positive value. The signal strength of each user
is gr

k,bp
r
k = 1,∀r, b. Therefore, a user k facing no heavy interference obtains a

utility bound

γr
k,b ≥ 1

σ2 + δ|B| + IB|B| ,

and a user facing heavy interference from at least one other user obtains a utility
bound

γr
k,b ≤ 1

σ2 + IB|B|(L + 2) + IB(|B| − 1) + (n − 2)δ
.

Given a social optimum, Sw in Iw, we show an equivalent solution for q-coloring
Ic. If the social utility is max mink γr

k,b ≥ 1
η+δ|B|+IB |B| , no two users that heavily

interfere with each other can occupy the same resource block, since their utilities
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Fig. 2. Geometric distribution of Users and Base stations

would then be lesser. Then, for each RB r, no two occupying users will have their
corresponding nodes in Ic as neighbors, i.e., the corresponding nodes of users in
each RB r will be an independent set Ir. The converse can be proved similarly,
implying that the problem is NP-Hard.

We now show that approximating the problem of finding the socially optimal
solution is also NP-Hard. In Iw, consider the utility of a user kv using RB r on
BS b with no high-value interference from another user ku (corresponding nodes
in Ic are not neighbors). Assuming the noise σ2 to be negligible, the bound on
kv’s utility is then γc ≥ 1

σ2+δ|B|+IB |B| since the same resource block may be
occupied on every possible BS. Similarly, if a user kv faces heavy interference
from no less than one other user (corresponding nodes in Ic are neighbors),
her utility will be bounded as γnc ≤ 1

σ2+IB |B|(L+2) . Noting that L, n and |B|
are sufficiently large constants, the utilities uc and unc corresponding to γc and
γnc respectively are uc ≥ log (1 + γc) = log

(
1 + 1

δ|B|+IB |B|

)
≈ 1

δ|B|+IB |B| , and

similarly unc ≤ log (1 + γnc) ≈ 1
IB |B|(L+2) . Let δ = IB

L+1 , the ratio between the
two utility bounds is then

uc

unc
≥ IB |B|(L + 2)

(1 + 1
L+1 )IB |B| ≥ L + 2

1 + 1
L+1

> L.

This gap can be used to show that finding an approximation better than factor
1
L is NP-Hard. �	

4.1 Exchange-Method for Social Optimum

We now present Algorithm 1 which iteratively improves the social objective
function. At each step, all users are considered in a round-robin order (line 6) and



Game Theoretic Analysis of Resource Allocation in Multi-tiered Networks 211

it is determined if the user can improve the social objective function by changing
his own assignment (line 10) or by switching his assignment with another user’s
assignment (line 14) . The algorithm terminates when no improvements are
possible.

Algorithm 1: Exchange-Method
1 uold = −1, unew = 0
2 Assign all users randomly to BSs and RBs.
3 Let list Q contain all unoccupied RB and BS pairs.
4 while unew! = uold do
5 uold = unew

6 for j ∈ 1 · · · |K| − 1 do
7 ∀(r, b) ∈ Q, let A(r,b) be the assignment when user kj is assigned to

(r, b); calculate minimum utility over all users:
u(A(r,b)) = mink ur

k,b.
8 (r∗, b∗) = arg max(r,b)∈Q u(A(r, b)).

9 Let u
′
min be the minimum utility achieved after kj is assigned

(r∗, b∗).
10 if u

′
min > unew then

11 Let kj picks the strategy (r∗, b∗) such that u
kj

r,b = u′
min.

12 unew = u
′
min

13 else
14 For all pairs (k,kj) where k �= kj : check if switching k with kj

improves umin

15 unew = umin

Approximation Ratio of the Exchange-Method: Note that the approximation
ratio can be arbitrarily large - Consider an example with 3 users and 3 RBs,

where δ is an arbitrarily small number, with signal strength matrix Γ =

⎡

⎣
1 δ δ
δ 1 δ
δ δ 1

⎤

⎦

where rows are users and columns are RBs. If we start with an assignment
where k2 is using r1, k3 is using r2 and k1 is using r3, then each user has a signal
strength of δ, i.e., user with minimum utility gets δ. The algorithm terminates
with this solution. However, the optimal social solution would be the assignment
with k1 using r1, k2 using r2 and k3 using r3, leading to the ratio of best-to-worst
solution of the exchange method as 1

δ .

Complexity of the Exchange-Method: We note that the minimum utility has an
upper bound, given by Γmax

σ2 ; and therefore, the exchange-method algorithm
always terminates. Let T be the maximum number of strategy changes or user
pairs switching. The inner for loop runs |K| times and line 6 takes time propor-
tional to O(|R||B||K|). Line 13 takes time proportional to O(K2), implying a
total algorithm running time of O(T |K|2|R||B|).
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Fig. 3. Effect of number of Users and BSs on number of iterations on finding Nash
equilibrium

5 Simulations

In this section, we present simulations to study Nash equilibrium and price of
anarchy in a realistic geographic setting. We provide experimental results on the
best response method, examining the speed of convergence and the success rate
of achieving Nash equilibrium. We also experimentally analyze the complexity
of Algorithm 1 in terms of number of exchanges performed before termination.

The 5G wireless communication model consists of 40 to 65 users, 12 RBs and
6 to 10 BSs as is typical for these models, the reason we don’t set number of RBs
to a big number is to avoid the situation that most RBs are occupied by only
one or two users with little interference. Users are located within a rectangular
space of size 100 ∗ 160 m, the BSs are located on a grid contained within that
space (illustrated in Fig. 2), and the MBS is located at the center of the map.
The channel gain ranges from −15 dB to −31 dB and power ranges from 26
dBm to 50 dBm. These data ranges are based on a realistic 5G network. For our
simulations, we pick random numbers within the specified ranges for each run.

5.1 Simulations to Analyze Nash Equilibrium and Price of Anarchy

The Nash equilibrium is determined via the best-response method as follows:
Users are considered in a round-robin order to determine if they will switch out
of the currently assigned resource block and the base station to an alternate
resource block and base station pair, the pair being chosen in order to maximize
the user’s utility given the strategies of the other players.
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Fig. 4. Effect of number of Users and BSs on inverse of the PoA and approximation
ratio using exchange-method

The number of users in our simulations range from 40 to 65 in intervals
of size 5, and the number of BSs range between 6 and 10. Figure 3 shows the
number of iterations required to reach Nash equilibrium. When the algorithm
converges to a Nash equilibrium, as it does in 99% of cases in our experiments,
we observe that the number of iterations is at most 5, and generally increases
with an increase in the number of users.

For PoA, we analyze for only a small number of users (ranging from 3 to 5)
and base stations (ranging from 3 to 7) since computing the optimum solution
using the max-min social objective is NP-hard. Figure 4a illustrates the average
value of the PoA value achieved for with different number of users and BSs
while the number of RBs are set to 2. We observe that the PoA (for the max-
min social objective measure) increases from 0.105 to 0.4 as the number of BSs
increases. This indicates that increase in number of BSs improves the value of
the PoA, as expected. In this setting, we also consider the exchange method and
compare the results with the actual social optimum, which we compute via a
complete case analysis. Figure 4b shows the median approximation ratio defined
as the ratio of the optimum social objective value to the social objective value
obtained using Algorithm 1. We observe that this ratio is bounded (in fact at
most 3 for the cases considered); clearly as the number of users and the number
of BSs increase, the approximation ratio increases, i.e., the performance of the
algorithm becomes worse.

Figure 4c illustrates the average number of the assignment changes being
made during the implementation of the exchange-method. The number of
changes is the sum of the number of times a user changes its strategy and the
number of times two users swap assignments. We note that the increase in the
number of changes is almost linear w.r.t the number of users and BSs; the num-
ber of average changes are 2.69, 3.74 and 4.71 as the number of users increase
from 3 to 5 when there are 3 BSs.
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6 Conclusions

We have studied 5G communication networks and developed a game model com-
prising mobile clients in a distributed setting. We showed that finding the social
optimal using max-min metric is NP-Hard and provided an exchange-method
heuristic. We also provided a best response method to determine Nash equilib-
rium. Simulation results show the effectiveness of our analyses and algorithms.
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Abstract. In this work, we consider a downlink non-orthogonal mul-
tiple access (NOMA) network where multiple single-antenna users are
served by multiple multi-antenna base stations (BSs). For practical con-
siderations, we assume that only the imperfect channel state informa-
tion (CSI) of each user is available at the BSs. Based on this model,
the problem of joint user grouping and robust beamforming design is
formulated to minimize the sum transmission power, and meanwhile,
guarantee the quality of service requirements of users. Due to the integer
variables of user grouping, coupling effects of beamformers, and infinitely
many constraints caused by the imperfect CSI, the formulated problem
is challenging to solve. For computational complexity reduction, the orig-
inal problem is divided into a user grouping subproblem and a robust
beamforming design subproblem. First, the user grouping problem is effi-
ciently solved by a coalition formation game based algorithm. Then, for
the robust beamforming design problem, a semidefinite relaxation (SDR)
based method is proposed to produce a suboptimal solution efficiently.
Moreover, we provide a sufficient condition under which the SDR based
approach can guarantee to obtain an optimal rank-one solution, which
is theoretically analyzed. Simulation results demonstrate the efficacy of
the proposed algorithms.

Keywords: User grouping · Robust beamforming design · Coalition
formation game · Semidefinite relaxation

1 Introduction

To support the exponentially growing data traffic and the number of devices in
future wireless networks, non-orthogonal multiple access (NOMA) was proposed
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to serve multiple users simultaneously on the same resource block [1–3]. The
key idea of NOMA is to combine the superposition coding at the transmitter
and successive interference cancellation (SIC) at the receiver, as such the spec-
tral efficiency of wireless systems can be significantly improved [4,5]. Due to
its capability to provide superior spectral efficiency and massive connectivity,
NOMA has been applied to many aspects of wireless communication systems,
e.g., the Internet of Things network [6], intelligent reflective surface network [7],
and mobile edge computing network [8]. User grouping, also known as user pair-
ing, is one fundamental issue of NOMA. The impacts of user grouping on the
system performance have been intensively investigated from both performance
analysis and system design perspectives. For example, [9] studied the influences
of user pairing on the outage probabilities of users in the NOMA systems. [10]
proposed to use a branch-and-bound based algorithm to solve the joint user pair-
ing and power allocation optimally with the worst-case computation complexity
of NP-hard. To develop a computation-efficient algorithm for the user grouping
problem, matching theory based heuristic algorithms were presented in [10–12].

To benefit from additional spatial degrees of freedom, applying the multi-
antenna technique to NOMA is an important way to further improve the energy
and spectrum efficiency of the systems. To fully exploit the advantages of the
multi-antenna technique, beamforming design relying on the channel state infor-
mation (CSI) between the BS and users has been widely studied in the literature.
For example, For more practical applications, the beamforming designs for multi-
cell NOMA systems have been investigated in [13–15]. However, the above works
are all based on the assumption that the CSI is perfectly known by the system.
However, all the aforementioned works assumed that the CSI of the system can
be perfectly acquired. In practice, due to, e.g., imperfect channel estimation and
finite feedback or channel aging [16], the system can never have perfect CSI.
Therefore, it is interesting to investigate the robust design of communication
systems under imperfect CSI assumptions. The robust beamforming design has
been widely studied in the orthogonal frequency division multiple access systems,
and recently, has been extended to the NOMA system [17]. However, to the best
of our knowledge, none of the existing works considered the robust beamforming
design in multi-cell NOMA systems with interference channels.

In this paper, we study the joint user grouping and robust beamforming
design problem of a downlink multi-cell NOMA network with imperfect CSI
assumptions. The formulated problem is a mixed-integer programming prob-
lem. Due to the integer variables relevant to user grouping, coupling effects of
the downlink beamformers, and the infinitely many constraints brought by the
imperfect CSI, the resultant problem is challenging to solve. For computational
complexity reduction, the original problem is divided into the user grouping
subproblem and robust beamforming design subproblem. For the user group-
ing subproblem, we present a coalition formation game based algorithm to effi-
ciently determine the user grouping. Under imperfect CSI assumption, the worse-
case robust beamforming design problem, with signal-to-interference-noise-ratio
(SINR) and SIC constraints is also investigated. The coupling effects of the
beamformers, both from inter- and intra-group, make the formulated problem
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nonconvex and challenging to solve. Moreover, the imperfect CSI assumption
makes the considered problem much more complicated, since each of the worst-
case SINR or SIC constraints corresponds to an infinite number of nonconvex
constraints. The contributions of this work are summarized as follows:

– We formulate the joint user grouping and robust beamforming problem in
a multi-cell downlink NOMA system under imperfect CSI assumptions. For
computation-efficiency consideration, the original problem is decoupled into
two subproblems, i.e., the user grouping problem and the robust beamforming
problem. To solve the user grouping problem efficiently, we propose to use a
coalition formation game based user grouping algorithm.

– For the robust beamforming design problem. To simplify the corresponding
problem, we first use the semidefinite relaxation (SDR) based method to
transform the quadratic terms to beamformers into linear ones, and then, the
S-lemma is invoked to deal with the infinitely many constraints caused by the
imperfect CSI. By omitting the rank-one constraints, the reformulated prob-
lem refers to the semidefinite programming (SDP) problem, which is convex
and can be efficiently solved by the existing optimization tools. Further, to
gain more insights into the proposed SDR-based algorithm, a sufficient con-
dition, under which the rank-one optimality of the obtained solution can be
guaranteed, is provided and the rank-one optimality of the obtained solution
is theoretically proved.

2 System Model and Problem Formulation

Consider a downlink multi-cell network which consists of M multi-antenna BSs
and K single-antenna users with K ≥ 2M . Let M � {1, 2, ...,M} and K �
{1, 2, ...,K} denote the index sets of BSs and users, respectively. The randomly
deployed users are grouped into M non-overlapping user groups, i.e., Cn ∩ Cn̂ =
∅,∀n �= n̂ where Cn � {Un1,Un2, ...,UnNn

} denotes the user set of the n-th group
and Nn = |Cn̂| is the number of users in the n-th group, satisfying

∑M
n=1 Nn = K.

Each group is served by a BS.
Denote by, hH

mnk ∈ C
Nt , the channel from BS m to Unk. As discussed previ-

ously that the BSs inevitably suffer from CSI errors in practical systems. Thus,
imperfect CSI model is considered in this work. Let h̃mnk ∈ C

Nt denote the
pre-assumed CSI at the BS m for Unk. Then, the real CSI between BS m and
Unk is given by

hmnk = h̃mnk + emnk,∀m,n ∈ M, k ∈ Cn, (1)

where emnk is the bounded CSI error associated with hmnk. In particular, the
bounded CSI error can be modelled by

eH
mnkQmnkemnk ≤ 1,∀m,n ∈ M, k ∈ Cn, (2)

where Q ∈ H
Nt determines the range and shape of the CSI error. For instance,

Q = 1
ε2 INt

characterizes the popular spherical error model ||emnk||2 ≤ ε2.
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For spectral efficiency consideration, the NOMA technique is applied to each
user group. Following the rationale of NOMA, the signals of users in group n
are combined by using the superposition coding technique, then the users with
stronger channel conditions will first remove the signals for the users with weaker
channel conditions by invoking the SIC technique. Let snk ∈ C denote the signal
for user k in group n with E{|snk|2} = 1. So, after superposition coding, the
transmit signal of BS n is given by

sn =
Nn∑

k=1

wnksnk,∀n ∈ M, (3)

where wnk is the beamformer for Unk. The received signal at Unk is give by

ynk =hH
nnkwnksnk + hH

nnk

Nn∑

i�=k

wnisni +
M∑

m �=n

hH
mnk

Nm∑

i=1

wmismi + znk, (4)

where znk ∈ C is the received additive white Gaussian noise at Unk with zero
mean and variance σ2

nk. The first item in (4) denotes the desired signal of Unk,
the second and third items in (4) denote the intra-cell and inter-cell interference,
respectively.

Without loss of generality, we assume that the users, in each group, are
ordered by their channel gains in a descending manner, i.e., |hmn1|2 ≥ |hmn2|2 ≥
· · · ≥ |hmnNn

|2. Thus, according to the principle of NOMA, Unk would first
remove the information, snj , for Unj for j > k by using SIC, and then decoding
its own information. Based on the above model, the SINR for decoding snj ,
∀j > k, at Unk in the SIC process is given by

SINRsnj

nk ({wnk}∀n,k, {hmnk}∀m,n,k)

=
|hH

nnkwnj |2
∑j−1

i=1 |hH
nnkwni|2 +

∑M
m �=n

∑Nm

i=1 |hH
mnkwmi|2 + σ2

nk

,∀eH
mnkQmnkemnk ≤1.

(5)

After snj is removed from the received signal, the SINR at Unk for decoding snk

is given by

SINRsnk

nk ({wnk}∀n,k, {hmnk}∀m,n,k)

=
|hH

nnkwnk|2
∑k−1

i=1 |hH
nnkwni|2 +

∑M
m �=n

∑Nm

i=1 |hH
mnkwmi|2 + σ2

nk

,∀eH
mnkQmnkemnk ≤1.

(6)

Based on the above model, the energy-efficient joint user-grouping and robust
beamforming design problem can be formulated as

min
{Cn}M

n=1,{wnk}n,k

M∑

n=1

Nn∑

k=1

||wnk||2 (7a)
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s.t. Cn ∩ Cn′ = ∅,∀n �= n′ (7b)

SINRsnj

nk ({wnk}n,k, {hmnk}m,n,k) ≥ γnj ,

∀eH
mnkQmnkemnk ≤ 1,m, n ∈ M, k ∈ Cn, j > k, (7c)

SINRsnk

nk ({wnk}n,k, {hmnk}m,n,k) ≥ γnk,

∀eH
mnkQmnkemnk ≤ 1,m, n ∈ M, k ∈ Cn, (7d)

Nn∑

k=1

||wnk||2 ≤ Pmax,∀n ∈ M, (7e)

where Pmax is the transmission power budget of BS, (7b) represents that each
user will be uniquely assigned into one group, (7c) guarantees the success of SIC
procedure at each user, and (7e) signifies the Quality-of-Service requirement for
each user.

It is not difficult to verify that problem (7) is a nonconvex optimization
problem due to the coupling of the quadratic beamforming vectors and also the
channel uncertainty. To efficiently produce a high-quality solution to problem
(7), similar to [11,12,18], we will decouple it into two subproblems, i.e., the user
grouping problem and the robust beamforming design problem. In the following
sections, the user paring problem and the robust beamforming design problem
will be solved alternatively. Specifically, the user paring problem is solved by a
coalition formation game based algorithm and the robust beamforming design
problem is handled by the semidefinite relaxation based algorithm.

3 Coalition Formation Game Based Algorithm for User
Grouping

In this section, we solve the user paring problem via the coalition formation
game based algorithm. To this end, we first introduce the definition of a coalition
formation game.

Definition 1 (Coalition Formation Game [19]). A coalition formation game is
given by a pair (K, P), where K is the set of players, and P = [	1,	2, ...,	K ]
denotes the preference profiles, specifying for each player k ∈ K its preference
relation 	k.

In this work, the mobile users are viewed as players, and BSs are viewed as
coalitions. The set of players is K = {U1, U2, ..., UK}. For the sake of distinction,
denote C = {C1, C2, ..., CM} as the set of coalitions. Users who are associated
with the same BS are referred to as players who join the same coalition. We
assume that players are more willing to join the coalition yielding higher social
welfare. In other words, they are cooperative rather than rational (selfish).

At the beginning of coalition formation, each player proposes to joint a coali-
tion according to its preference list which is built based on the consumed transmit
power and can be described as follows:

UPF (k) = [CC(1),CC(2), . . . ,CC(j), . . . ,CC(K)],∀k ∈ K, (8)
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where the lists are sorted in an ascending order of the consumed power. The
preference lists satisfy the condition that the BS who can provide the minimum
consumed power in the coalition set will be ranked as the first one. This can be
described as

U(k)j 	k U(k)j′ , ∀k ∈ K (9)

for all k, j in K and C respectively. This means that player k prefers to form
coalition with BS j to j′ if the total consumed power of user pair 〈Ui,Cj〉 is less
than that of the user pair 〈Ui,Cj′〉.

To better handle the minimization of the total transmit power, we introduce
the swap operation between two players, e.g., Ui and Ui′ , in K and the corre-
sponding two matched coalitions, e.g., F(Ui′) and F(Ui′), in C in the coalition
formation process. The swap operation can be defined by

F i′
i =F\{〈Ui,F(Ui)〉, 〈Ui′ ,F(Ui′)〉}

∪ {〈Ui,F(Ui′)〉, 〈Ui′ ,F(Ui)〉}, (10)

where Ui and Ui′ switch the matched BSs while keeping other coalitions invari-
ant. Based on the swap operation, we define the swap blocking pair as below:

Definition 2 (swap blocking pair). Given a matching F and two user pairs
〈Ui,Cj〉 and 〈Ui′ ,Cj′〉. If there exists a new coalition formation F i′

i such that
the total transmit power of the new user pairs gets a decrease, then the swap
operation is approved, and 〈Ui,Cj′〉, 〈Ui′ ,Cj〉 are swap blocking pairs under the
coalition formation F i′

i .

Note that the above definition implies that there is a benefit by exchanging
the coalition formation of 〈Ui,Cj〉, 〈Ui′ ,Cj′〉 and this operation will not hurt
the benefit of other coalitions. Thus, with this new coalition formation, the
total transmission power of the system can be decreased. Based on the above
definitions, the coalition formation procedure can be described as follows. Firstly,
each user can be associated with a BS to form a potential swap blocking pair.
Then the system will check whether these two user pairs can get a benefit by
exchanging their current coalition formation. The users will keep performing
approved swap operations until they reach a stable status, which is known as
Nash stable. Its definition is described below.

Definition 3 (Nash-stable [20]). A coalition partition is Nash-stable if and only
if the following formula holds:

U(k)i 	k UK(k)j ,∀k ∈ K, i, j ∈ C, i �= j, (11)

which implies that, in a Nash-stable partition, any player is more (at least as
well) willing to stay in its current coalition than to join other coalitions. In other
words, there does not exist such a coalition that any player strictly prefers over
its current one.
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As per the above definitions, we can develop a coalition formation game based
algorithm to solve the user pairing problem. The detailed procedure is summa-
rized in Algorithm 1. It is not difficult to verify that the coalition formation
game based algorithm can converge to a Nash-stable partition.

Algorithm 1. Coalition formation game based algorithm for user groping
1: Initialize preference lists for players as UPF (i), i ∈ K.

Stage I : initial coalition formation

2: for i = 1 to K do
3: Each player Ui requests to its preferred BS j according to UPF (i).
4: if The number of joined players does not exceed the maximum of Cj then
5: Player Ui joins the coalition formation of Cj .
6: else
7: Ui will join the other coalition according to UPF (i).
8: end if
9: end for

Stage II : swap operation

10: repeat
11: Search the coalition formation to check whether there exists swap blocking pair.

12: if there is swap blocking pair then
13: Swap the user pair and update the current coalition formation.
14: end if
15: until There is no swap blocking pair in the coalition formation.

The computational complexity of Algorithm 1 consists of two parts. One is
due to the initial coalition formation phase, which has a complexity order of
O(K). The other is due to the swap operations in the second phase. For each
user, there exist M − 1 possible BSs to do swapping, thus the complexity order
is given by O(K(M −1)). Therefore, the total complexity is O(MK). Compared
to the optimal strategy using exhaustive search, which has a complexity order
of O(MK), the computational complexity of the proposed coalition formation
game based algorithm is dramatically decreased.

4 Solve the Robust Beamforming Design Problem

Once the user grouping is determined, problem (7) boils down to the robust
beamforming design problem. In this section, we will propose to use the SDR
method to solve the beamforming design problem, and the optimality of the
obtained solution is analyzed.
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4.1 SDR-Based Algorithm Design

To apply the SDR method, we first introduce a set of rank-one matrix Wn,k =
wnkwH

nk,∀n, k. Then, by ignoring the rank-one constraint on the matrix, the
robust beamforming problem can be relaxed as

min
{Wnk}∀n,k

M∑

n=1

Nn∑

k=1

Tr(Wnk) (12a)

s.t. hH
nnk

(
1

γnj
Wnj −

j−1∑

i=1

Wnk

)

hnnk ≥
M∑

m �=n

hH
mnk

(
Nm∑

i=1

Wmi

)

hmnk+σ2
nk,

∀eH
mnkQmnkemnk ≤ 1,m, n, j > k, (12b)

hH
nnk

(
1

γnk
Wnk−

k−1∑

i=1

Wni

)

hnnk ≥
M∑

m �=n

hH
mnk

(
Nm∑

i=1

Wmi

)

hmnk+σ2
nk,

∀eH
mnkQmnkemnk ≤ 1,m, n, k, (12c)

Nn∑

k=1

Tr(Wnk) ≤ Pmax,∀n, (12d)

Wnk 
 0,∀n, k, (12e)

which is a convex problem as the objective function and constraints are linear.
However, it is still computationally intractable due to the infinite number of
constraints. Next, to make problem (12) tractable, we propose the following
lemma.

Lemma 1. The infinitely many constraints in (12b) and (12c) can be equiva-
lently recast into the following finite number of linear matrix inequalities:

Φnj

(
{Wni}j

i=1, {θmnk}m, λmnk

)

�

⎡
⎣

Anj + λnnkQnnk Anjĥnnk

ĥH
nnkAnj ĥH

nnkAnjĥnnk −
M∑

m�=n

θmnk − σ2
nk − λnnk

⎤
⎦ � 0, ∀m, n, j > k,

(13a)

Ψnk

(
{Wni}k

i=1, {θmnk}m, λmnk

)

�

⎡
⎣

Bnk + λnnkQnnk Bnkĥnnk

ĥH
nnkBnk ĥH

nnkBnkĥnnk −
M∑

m�=n

θmnk − σ2
nk − λnnk

⎤
⎦ � 0, ∀m, n, k,

(13b)

Ωmnk

(
{Wni}Nn

i=1, θmnk, λmnk

)

�
[−Cm + λmnkQmnk −Cmĥmnk

−ĥH
mnkCm −ĥH

mnkCmĥmnk + θmnk + λmnk

]
� 0, ∀m, n, k, (13c)
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where λmnk > 0,∀m,n ∈ M, k ∈ Cn are auxiliary variables and

Anj =
1

γnj
Wnj −

j−1∑

i=1

Wnk, Bnk =
1

γnk
Wnk −

k−1∑

i=1

Wni,

Cm =
Nm∑

i=1

Wmi,

θmnk = max
∀eH

mnkQmnkemnk≤1,
hH

mnk

(
Nm∑

i=1

Wmi

)

hmnk.

Proof. The key idea to prove Lemma 1 is using S-lemma to handle the infinitely
many constraints. We omit it here due to the space limitation.

Based on Lemma 1, the SDP problem (12) can be equivalently reformulated
as

min
{Wnk},{θmnk},{λmnk}

M∑

n=1

Nn∑

k=1

Tr(Wnk) (14a)

s.t. Φnj

(
{Wni}j

i=1, {θmnk}m, λnnk

)

 0,∀m,n, j > k, (14b)

Ψnk

({Wni}k
i=1, {θmnk}m, λnnk

) 
 0,∀m,n, k, (14c)

Ωmnk

(
{Wni}Nn

i=1, θmnk, λmnk

)

 0,∀m,n, k, (14d)

Nn∑

k=1

Tr(Wnk) ≤ Pmax,∀n, (14e)

Wnk 
 0, λmnk ≥ 0,∀n, k, (14f)

which is an SDP and thus can be efficiently solved by CVX.
Remind that problem (12) is a relaxed version of the original robust beam-

forming design problem by ignoring the rank-one constraints. Thus, one impor-
tant issue in solving problem (12) is to verify whether the obtained matrices from
solving problem (14) are rank-one. If it is true, then the optimal beamforming
vectors can be obtained by simply applying singular value decomposition to the
obtained matrices. Hence, it is interesting to explore the conditions under which
solving problem (14) can produce rank-one solutions.

4.2 Rank-One Optimality Analysis

The following Lemma provides a condition that can guarantee the rank optimal-
ity of problem (14).

Lemma 2. Suppose that problem (14) is feasible, the rank-one optimality can
be guaranteed if Qnnk = ∞INt

for all n, k, i.e., no intra-cell CSI error.
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Proof. As perfect intra-cell CSI errors are available at the BSs, problem (12)
degrades to

min
{Wnk}∀n,k

M∑

n=1

Nn∑

k=1

Tr(Wnk) (15a)

s.t. ĥH
nnk

(
1

γnj
Wnj −

j−1∑

i=1

Wnk

)

ĥnnk

≥ max
∀eH

mnkQmnkemnk≤1,

⎧
⎨

⎩

M∑

m �=n

ĥH
mnk

(
Nm∑

i=1

Wmi

)

ĥmnk

⎫
⎬

⎭
+ σ2

nk,∀n, k, (15b)

ĥH
nnk

(
1

γnk
Wnk −

k−1∑

i=1

Wni

)

ĥnnk

≥ max
∀eH

mnkQmnkemnk≤1,

⎧
⎨

⎩

M∑

m �=n

ĥH
mnk

(
Nm∑

i=1

Wmi

)

ĥmnk

⎫
⎬

⎭
+ σ2

nk,∀n, k, (15c)

Nn∑

k=1

Tr(Wnk) ≤ Pmax,∀n, k, (15d)

Wnk 
 0,∀n, k. (15e)

Again, by applying S-Lemma to the right-hand-sides of (15b) and (15c), problem
(15) can be equivalently reformulated as:

min
{Wnk},vmnk,λmnk

M∑

n=1

Nn∑

k=1

Tr(Wnk) (16a)

s.t. ĥH
nnk

(
1

γnj
Wnj −

j−1∑

i=1

Wnk

)

ĥnnk ≥
∑

m=1,m �=n

vmnk + σ2
nk,∀n, k, (16b)

ĥH
nnk

(
1

γnk
Wnk −

k−1∑

i=1

Wni

)

ĥnnk ≥
∑

m=1,m �=n

vmnk + σ2
nk,∀n, k, (16c)

⎡

⎢
⎢
⎣

−
Nm∑

i=1

Wmi+λmnkQmnk −
Nm∑

i=1

Wmiĥmnk

−ĥH
mnk

Nm∑

i=1

Wmi−ĥH
mnk

Nm∑

i=1

Wmiĥmnk+vmnk+λmnk

⎤

⎥
⎥
⎦ 
 0,∀n, k, (16d)

Nn∑

k=1

Tr(Wnk) ≤ Pmax,∀n, k, (16e)

Wnk 
 0,∀n, k. (16f)

We prove Lemma 2 by using the KKT conditions of (16). In particular, let
{δ�

nj}, {ε�
nj}, Y�

mi and Z�
nk denote the optimal dual variables associated with
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(16b), (16c), (16d) and (16f), respectively. The KKT conditions related to W�
nk

are as follows:

Z�
nkW

�
nk = 0, (17a)

Z�
nk = INt

−
(

δ�
nk

γnj
+

ε�
nk

γnk

)

ĥnnkĥH
nnk, (17b)

Z�
nk 
 0,W�

nk 
 0 (17c)

First, note that, from (16c), we can conclude that W�
nk 	 0. Otherwise, we have

−ĥH
nnk

k−1∑

i=1

Wniĥnnk ≥
∑

m=1,m �=n

vmnk + σ2
nk,

which violates the fact that vmnk ≥ 0, σ2
nk > 0 and Wni are positive semidefi-

nite. Then, also note that

0 = rank (Z�
nkW

�
nk) ≥ rank (Z�

nk) + rank (W�
nk) − Nt. (18)

So, we have rank (W�
nk) ≤ Nt − rank (Z�

nk). Therefore, to prove that Wnk is
rank-one, it suffices to prove that

rank (Z�
nk) = rank

(

INt
−

(
δ�
nk

γnj
+

ε�
nk

γnk

)

ĥnnkĥH
nnk

)

= Nt − 1. (19)

Notice that ĥnnk is a non-zero vector, thus rank
(
ĥnnkĥH

nnk

)
= 1. So, we have

rank (Z�
nk) ≥ Nt − 1. Finally, based on (18) and W�

nk 	 0, we can conclude that
rank (Z�

nk) = Nt − 1 and rank (W�
nk) = 1. This completes the proof.

We note that, for a general setup, the solutions of problem (14) may not be
rank-one. In these cases, one can resort to the Gaussian randomization method
to produce approximated beamforming vectors based on the obtained non-rank-
one solutions [21].

5 Simulation Results

In this section, numerical simulations are present to verify the performance of
the proposed transmission schemes and algorithms. The large-scale path loss
is set to be PLmnk = 128.1 + 37.6 log10(dmnk) with dmnk (in Km) denot-
ing the distance between the BS m and Unk, while the small-scale fading is
modelled by the standard Rayleigh fading. The White noise power density is
−174 dBm and the bandwidth is 10 MHz. The power budget of each BS is
set as Pmax = 36 dBm. The users are randomly deployed in a 500 m × 500
m square area. Without loss of generality, the QoS requirements of the users
are the same, i.e., γmnk = γ,∀m,n ∈ M, k ∈ Cn. The spherical error model
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Fig. 1. The performance comparison of the centralized and decentralized algorithm
with M = 4, N = 3, Nt = 4, ε = 0.05 and γ = 3 dB.

is used and we assume that the error bounds of all users are the same, i.e.,
Qmnk = Q = 1

ε2 INt
,∀m,n ∈ M,∀k ∈ Cn. For comparison, we introduce some

other user grouping approaches and transmission schemes, namely, the exhaus-
tive search based user grouping approach, OMA transmission scheme, and non-
robust NOMA transmission scheme, which are described as follows:

– Exhaustive Search Based User grouping Approach: In this approach,
all the possible combinations of the user group are considered, the optimal
user grouping is the one yielding the smallest transmit power.

– Non-robust NOMA transmission scheme: In this scheme, the perfect
CSI of each user is assumed to be available at the BSs. It is not difficult
to verify that the non-robust beamforming problem can be formulated as a
SOCP and thus can be solved optimally.

We first evaluate the performance of the proposed coalition formation game
based user grouping approach in Fig. 1. The exhaustive search based optimal
user grouping algorithm is used as the performance benchmark. As it can be
seen that the proposed coalition formation game based approach can achieve
near-optimal performance under the system settings. While the random grouping
based approach, in which the users are randomly selected to form a group, yields
the worst performance.

In Fig. 2, we compare the performance of robust and non-robust designs ver-
sus different QoS requirements of users. It can be observed that as a price for
a worst-case performance guarantee, the robust designs require higher trans-
mission power than the non-robust design. From Fig. 3, we can also find that,
with different CSI error bounds, the non-robust design would underestimate the
required power for reliable transmissions. Meanwhile, the sum power increases
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Fig. 2. The performance comparison of robust and non-robust designs versus different
γ with Nt = 4, and ε = 0.05.

Fig. 3. The performance comparison of robust and non-robust designs versus different
ε with Nt = 4, and γ = 3 dB.

with the increase of the CSI error bound. The reason is that a larger CSI error
requires more transmission power to guarantee the QoS requirements of users.

6 Conclusions

In this work, we have investigated the joint user grouping and robust beamform-
ing design problem in a downlink multi-cell NOMA network under imperfect
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CSI assumptions. The formulated sum power minimization problem was shown
to be challenging to solve due to the integer variables of user grouping, cou-
pling effects of beamformers, and infinitely many constraints brought by the
imperfect CSI. For computational complexity reduction, the original problem
was decoupled into a user grouping subproblem and robust beamforming sub-
problem. A coalition formation game based algorithm has been proposed to solve
the user grouping problem. While for the robust beamforming design problem,
we proposed an SDR-based suboptimal algorithm was presented and a sufficient
condition under which the SDR-based approach could guarantee to produce an
optimal solution was presented. Simulation results have provided some inter-
esting results. For example, the proposed coalition game based algorithm can
perform close to the exhaustive search based scheme; The robust design would
require more transmission power compared to the non-robust design.

Acknowledgements. The work of Y. Xu was supported by the China Postdoc-
toral Science Foundation under Grants No. 2021M693100 and Guangdong Basic and
Applied Basic Research Foundation under Grants No. 2021A1515110018. The work of
D. Cai was supported by National Natural Science Foundation of China (NSFC) under
Grant No. 62001190 and the China Postdoctoral Science Foundation under Grants No.
2021M691249. The work of Z. Dong was supported by National Science Foundation
of China under Grant 61561046 and the Key Research & Development and Transfor-
mation Plan of Science and Technology Program for Tibet Autonomous Region (No.
XZ201901-GB-16).

References

1. Forecast, C.V.: Cisco visual networking index: global mobile data traffic forecast
update, 2016–2017. White Paper, Cisco San Jose, CA, USA (2017)

2. Elbayoumi, M., Kamel, M., Hamouda, W., Youssef, A.: NOMA-assisted machine-
type communications in UDN: state-of-the-art and challenges. IEEE Commun.
Surv. Tutor. 22, 1 (2020)

3. Ding, Z., Lei, X., Karagiannidis, G.K., Schober, R., Yuan, J., Bhargava, V.K.: A
survey on non-orthogonal multiple access for 5G networks: research challenges and
future trends. IEEE J. Sel. Areas Commun. 35(10), 2181–2195 (2017)

4. Fang, F., Zhang, H., Cheng, J., Leung, V.C.M.: Energy-efficient resource alloca-
tion for downlink non-orthogonal multiple access network. IEEE Trans. Commun.
64(9), 3722–3732 (2016)

5. Xu, Y., et al.: Joint beamforming and power-splitting control in downlink coop-
erative SWIPT NOMA systems. IEEE Trans. Signal Process. 15(18), 4874–4886
(2017)

6. Wang, J., Kang, X., Sun, S., Liang, Y.: Throughput maximization for peer-assisted
wireless powered IoT NOMA networks. IEEE Trans. Wireless Commun. 19, 1
(2020)

7. Fang, F., Xu, Y., Pham, Q.-V., Ding, Z.: Energy-efficient design of IRS-NOMA
networks. IEEE Trans. Veh. Techn. 69(11), 14 088–14 092 (2020)

8. Fang, F., Xu, Y., Ding, Z., Shen, C., Peng, M., Karagiannidis, G.K.: Optimal
resource allocation for delay minimization in NOMA-MEC networks. IEEE Trans.
Commun. 68(12), 7867–7881 (2020)



Energy-Efficient Multi-cell NOMA Design via Coalition Formation Game 229

9. Ding, Z., Fan, P., Poor, H.V.: Impact of user pairing on 5G nonorthogonal multiple-
access downlink transmissions. IEEE Trans. Veh. Techn. 65(8), 6010–6023 (2016)

10. Cui, J., Liu, Y., Ding, Z., Fan, P., Nallanathan, A.: Optimal user scheduling and
power allocation for millimeter wave NOMA systems. IEEE Trans. Wireless Com-
mun. 17(3), 1502–1517 (2018)

11. Di, B., Song, L., Li, Y.: Sub-channel assignment, power allocation, and user
scheduling for non-orthogonal multiple access networks. IEEE Trans. Wireless
Commun. 15(11), 7686–7698 (2016)

12. Xu, Y., Cai, D., Fang, F., Ding, Z., Shen, C., Zhu, G.: Outage constrained power
efficient design for downlink NOMA systems with partial HARQ. IEEE Trans.
Commun. 68(8), 5188–5201 (2020)

13. Ni, W., Liu, X., Liu, Y., Tian, H., Chen, Y.: Resource allocation for Multi-Cell
IRS-Aided NOMA networks. IEEE Trans. Wireless Commun. 20(7), 4253–4268
(2021)

14. Chen, G., Qiu, L., Ren, C.: On the performance of cluster-based MIMO-NOMA in
Multi-Cell dense networks. IEEE Trans. Commun. 68(8), 4773–4787 (2020)

15. Ding, J., Cai, J.: Two-side coalitional matching approach for joint MIMO-NOMA
clustering and BS selection in Multi-Cell MIMO-NOMA systems. IEEE Trans.
Wireless Commun. 19(3), 2006–2021 (2020)

16. Cai, D., Xu, Y., Fang, F., Ding, Z., Fan, P.: On the impact of time-correlated
fading for downlink NOMA. IEEE Trans. Commun. 67(6), 4491–4504 (2019)

17. Wang, Z., Ng, D.W.K., Wong, V.W.S., Schober, R.: Robust beamforming design in
C-RAN with sigmoidal utility and capacity-limited backhaul. IEEE Trans. Wireless
Commun. 16(9), 5583–5598 (2017)

18. Liang, W., Ding, Z., Li, Y., Song, L.: User pairing for downlink non-orthogonal
multiple access networks using matching algorithm. IEEE Trans. Commun. 65(12),
5319–5332 (2017)

19. Saad, W., Han, Z., Debbah, M., Hjorungnes, A., Basar, T.: Coalitional game theory
for communication networks. IEEE Signal Process. Mag. 26(5), 77–97 (2009)

20. Bogomolnaia, A., Jackson, M.O.: The stability of hedonic coalition structures.
Games Econ. Behav. 38(2), 201–230 (2002)

21. Luo, Z.Q., Ma, W.K., So, A.M.C., Ye, Y., Zhang, S.: Semidefinite relaxation of
quadratic optimization problems. IEEE Signal Process. Mag. 27(3), 20–34 (2010)



The Vaccination Game
in Susceptible-Infected-Susceptible (SIS)

Networks with Multipopulations

Eitan Altman1,2,3(B)

1 INRIA Sophia Antipolis - Méditerranée, Valbonne, France
eitan.altman@inria.fr

2 LINCS, 75013 Paris, France
3 CERI/LIA, University of Avignon, Avignon, France

Abstract. We model in this paper the multipopulation vaccinatinon
game over a fully connected graph. Each player decides whether to pur-
chase a vaccine or not, and if they do, then they further decide which
vaccine to purchase among a finite number of vaccine producers. The
players need not be indistinguishable. A potential consumer belongs to
a risk type that characterizes how important it is for them to be vacci-
nated. The cost of a vaccine may depend on the demand, on the cost of
the production, and on the consumer’s class. We prove in the existence of
an equilibrium within pure policies in the general multipopulation case.
We further derive some properties of the equilibria in the case of a single
risk-class.

Keywords: Vaccination game · Multipopulation

1 Introduction

Vaccination has turned out to be a major prevention method to fight both bio-
logical epidemics [14]as well as malware attacks [4,8,13]. Like many other viral
pandemics, there is discrimination between the victims of the epidemics, and
different infected persons may develop the desease in different forms or of degree
of severity. But unlike other epidemies, getting infected with covid is correlated
with belonging to some well defined risk groups such as sex, age fgroup, other
deseases etc. We call these groups sub-populations or risk classes. Members of
each sub-population have similar properties and are assumed to be interchange-
able. The knowledge of the above correlation has permitted decision makers to
better treat higher risk groups and to avoid giving inappropriate treatments to
specific risk groups.

In this vaccination game, each node in the network is a player faced with the
decision of whether to buy a vaccine or not. We assume that any consumer may
purchase any vaccine within some finite set of available candidates. If they buy a
vaccine then they are immuned and do not infect themselves, nor other players.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022

Published by Springer Nature Switzerland AG 2022. All Rights Reserved

F. Fang and F. Shu (Eds.): GameNets 2022, LNICST 457, pp. 230–236, 2022.

https://doi.org/10.1007/978-3-031-23141-4_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-23141-4_17&domain=pdf
https://doi.org/10.1007/978-3-031-23141-4_17


The Vaccination Game 231

We show that this game is equivalent to a crowding game (but not to a
congestion game, as is the case for a single population [15]). and has therefore an
equilibrium within pure strategies. We then identify the structure of equilibrium
policies.

The structure of the paper is as follows. After a short Introduction, we present
the model in Sect. 2. We recall the mean field approximation of the health quasi
stationary probability distribution and model the health and the risk states. We
then model the actions and the costs as a function of each vaccine and of the
different risk-state (after averaging over the the health states that are assumed
to be in the quasi stationary regime). The main results appear in Sect. 3. Further
structural characterisation are derived for the spetial case of one population in
Sect. 4. A concluding Section ends this paper.

2 The Model

2.1 Background: Quasi-stationary Infection Probability

We consider the Susceptible-Infected-Susceptible (SIS) compartment model on
a non-directed graph. A node on this graph represents a (potential) consumer
of a vaccine. The total number of nodes is denoted by N . The total number of
consumers that decide to purchase the vaccine is given by nv.

Let Vi(t) denote the event that node i is infected at time t. S and I stand
for the health state of a node: I is infected and S stands for Susceptible. vi(t) is
the expectation of the indicator of (or simply the probability of) this event and
Aij is the incidence matrix. Its value is 1 if there is a link between node j and
note i. Otherwize its value is zero. We assume that Aij = Aji. In the malware
application, it means that the links are bi-directional. In the applications to
pandemics propagation, this means that a node i is a potential contact of nofe
j if and only if node jis a potential contact of node i.

The following holds:

dvi(t)
dt

= −δvi(t) + βE

⎡
⎣(1 − Vi(t))

N∑
j=1

AijVj(t)

⎤
⎦ (1)

where δ is the rate of healing at an infected node, and β is the rate at which a
susceptible node becomes infected by a contact with an infected neighbour. For
any nodes i and j, we have E[Vi(t)Vj(t)] ≥ vivj [5]. Hence for all i,

dvi(t)
dt

≤ −δvi(t) + β(1 − vi(t))
N∑

j=1

Aijvj(t)T (2)

The NIMFA mean field approximation v′ is defined as the solution of (2) when
replacing the inequality with an equality. The vector v′ is a bound on the quasi
stationary vector v and it becomes tight as the initial number of nodes N tends
to infinity, see [4,9,15].

Let τ = β/δ be the virality constant.
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Proposition 1. v(t) = 0 is a stationary solution of (2). Assume throghout that
all nodes are interconnected; i.e. all entries of the incident matrix are 1. v = 0
is the only solution of (2) if τ < 1/N . A second symmetric vector solution whose
entries are denoted by v∞ is obtained when τ > 1/N . It is given by

v∞ =
τN − 1

τN
= 1 − 1

τN
(3)

and it is called the quasi stationary solution.

Proof. We obtain the quasi stationary solutions by equating the time derivative
to 0. Indeed, we get

v∞ = 1 − 1
1 + τAv∞

which implies

v∞ = 1 − 1
1 + τNv∞

=
τNv∞

1 + τNv∞
We conclude that

1 =
τN

1 + τNv∞
thus getting condition (3).

2.2 States and Actions

We assume that the system is already in its quasi stationary regime which implies
that the health states S and I of an individual are not used as part of a feedback
control.

There are several ways in which one could obtain a multipopulation model.
For example, it could be through the topology of the underlying network or
through different time scales: a set of states such that every two nodes in the set
are quickly reachable from a node are said to be from the same sub-population
[10,15]. Below we introduce another classification into risk types according to
the cost. This is motivated by risk states in covid and we say that all nodes with
a similar cost have the same risk state. Risk state may stand for gendre, age,
other health problems etc. = We consider competition both between produc-
ers of vaccines as well as between consumers of vaccines. There are M vaccine
producers and Krisk classes of consumers. In this paper we study the compe-
tition between consumers of various risk-types; the competition is induced by
given cost functions of the vaccine producers. We do not study here how these
functions are formed, which would lead to price formation issues.

The action in this game for a consumer is a number m between 1 to M + 1;
action m then stands for purchasing a vaccine from producer m. In addition,
action M + 1 stands for not purchasing any vaccine.

The state in this game is given by the combination of a local component k
which stands for the risk state of the player, and a global component n. n is a
matrix of dimension M + 1 × K. n(m, k) is the number of players of type k that
choose vaccine of producer m, m = 1, ...,M . Let n(M + 1) be the number of
consumers who do not vaccinate. Thus n(M + 1) + nv = n.
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2.3 The Cost

The cost of type m vaccine is given as a function C(m, k, n(m)). The cost is to
be understood in a wide sense. It is not just the monetary cost but may include
also the risk of complications; which is why the cost depends on the consumer
type k. The cost of type m vaccine is assumed to be a function of the total
number n(m) of individuals that purchase type m vaccine.

Remark 1. [15] study a similar game but the model there restricts to a single
type of consumer and of vaccine. the vaccination comes at a fixed cost C that
does not depend on the demand for the vaccine. Note that (3) implies that v is
monotone increasing.

A node that invests in a vaccine is assumed not only to acquire resistence
against the virus but also not to carry the virus anymore and thus to stop being
contagious. We assume that all n nodes are initially connected (the incident
matrix has one in all links) and thus if the number of nodes who purchase a
vaccine is nv then we are left with a fully connected graph with n(M +1) nodes.

3 Main Result: A Multipopulation Equilibrium in Pure
Strategies

The multipopulation game with multi-vaccine types that we have defined can
be seen to be equivalent to the congestion game defined in Milchteich [6]. This
class of games is known today as crowding games where as the term ”congestion
game” is used for games as defined in [11]. A crowding game is concerned with
a network of parallel links all with a common source and a common destination.
Players are atomic and each has to decide what link in the parallel link network
to choose. A player belongs to one of K types. The cost for routing an agent
through a given link is allowed to depend on the total load on that link, but this
cost function may vary depending on the player (or on the class it belongs to).
On the other hand, the contribution of a player to congestion in a link depends
only on the total load on the link, and not on the class it belongs to. Nor is it a
function of the class k of any other player in the network. The vaccine game is
indeed equivalent to a crowding game in which link m corresponds to buying a
vaccine of type m and where the choice m = M+1 corresponds to not purchasing
any vaccine.

From the equivalence of this game to the vaccine game, we conclude the main
result:

Theorem 1. The multipopulation game has an equilibrium within pure policies
in the multipopulation game.

4 Futher Structure in the Single Population Case

4.1 Existance of a Potential

We next derive the structure of policies in the case of a single risk class. We
delete the risk-class from the notation. The cost functions for any player to
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purchase a type m vaccine is given by C(m,n(m)), it thus depends on the total
number of consumers that choose vaccine m. This is seen to be equivalent to a
congestion game which describes routing games between atomic players. There
is a restriction in these games that the cost of choosing to route through a given
path should only depend on how many agents use that route and should not
depend on other characteristics which are agent specific. Under this condition
as well as the monotonicity of C in its second argument, the game is known to
have a potential [11]. The potential of this game is given by

pot(n) =
M+1∑
m=1

pot(n,m) where (4)

pot(n,m) =
n(m)∑
�=1

C(m,n(m))

This allows us to conclude that any local minimum of the potential is an equi-
librium in the original game [12]. This further implies that the game has an
equilibrium in pure policies. Furthremore, the equilibrium can be obtained by
solving best response algorithms in a finite number of iterations.

4.2 Threshold Equilibrium Policies

A map u from the set of states to the set of actions is said to be a multi-policy.
An equilibrium is a multi-policy from which no unilateral deviation is profitable
for any player.

We present conditions in this section for equilibria policies to be of threshold
type.

Definition 1. A threshold policy for a player with a threshold value (n, q), where
n is an integer number and q is a nonnegative real number smaller than 1, is a
policy that vaccinates if the number of players who are vaccinated is lower than
n, and it does not vaccinate if the number of vaccinated is above n. At n the
individual randomizes so that with probability q it vaccinates.

Definition 2. A symmetric multistrategy is said to be of a threshold type with
parameter (n, q) if each player uses a threshold policy with that parameter.

We restrict here to single type m of vaccine and a single type k of consumers.
Each player has to decide whether to buy a vaccine or not. We shall assume that
C(n) − v(n) is increasing in n. This is the case in particular when C is taken to
be a constant (corresponding to the cost of a vaccination).

Theorem 2. Assume that n is the smallest integer such that v(n) ≥ C(n), i.e.
when n purchase one vaccination each, then the cost C(n) per vaccination is
lower than the cost for getting infected by the virus. Then v(�) > C(�) for all
� > n and v(�) < C(�) for all � < n. Hence there is a symmetric threshold
equilibrium multipolicy with parameter (n, q) for some q.
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Sketch of proof: Denote by z = n + q the threshold policy with parameter
(n,q). We observe that if all players use a symmetric threshold policy z then the
best response policy z′ = n′ + q′ for a player, say player i, is a threshold policy,
monotonely decreasing in z. The Proof then follows Tarski fixed point Theorem
[16].

Remark 2. i) Note that the equilibrium need not be unique. Indeed, this is the
case if the symmetric equilibrium is not in pure policies. ii) A detailed proof of
Theorem 2 can be adapted from the proof of Theorem 1 in [2].

5 Conclusion

Many free riding phenomena and competition may occur during pandemics. For
fixed policy of health authority (in case of biological viruses) or of regulation
bodies (in the case of e-viruses), individuals may respond in a cooperative or a
non cooperative way. At a higher level, there may or there may not be cooper-
ation and coordination between regulation bodies or public health institutions.
we have started working on modeling these phenomena so as to better provide
incentives to pursue cooperative behavior. This is important in view of the fact
that the Covid 19 pandemic has had very different impacts in different countries-
(less than 5 victims per 100000 in some countries (China, New Zealand, Aus-
tralia) and more than a hundred in others (USA, France, Italy). In this paper
we have studied the source of non-cooperation in the use of vaccines.

We focused on the game between potential consumers of vaccines who may
be tempted not to vaccinate themselves thus adopting a free riding behavior.
We modeled further the impact of pricing strategies of the producers of the
vaccines on the equilibrium. We established existence of an equilibrium within
pure policies. We obtain further structure of equilibria for the case of a single
risk class.
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Abstract. In this paper we consider a dilemma that arises in bandwidth
scanning problems associated with the design of agents’ scanning strate-
gies based on the principle of rationality and the principle of insufficient
reasons. On one hand, engaging tools that estimate a network’s param-
eters allows an agent to act rationally to maximize its payoff. On the
other hand, utilizing such engagement incurs extra costs associated with
scanning. In particular, if the agent does not employ such tools, then the
involved expenses can be reduced, although such a strategy might also
cause a reduction in detection probability since in such cases the agent
has to design strategy based on the principle of insufficient reasons (also
called principle of indifference). In this paper we model this dilemma
as a non-zero sum stochastic game between two players (Scanner and
Invader). The equilibrium is found in closed form in stationary strate-
gies via solving the corresponding Shapley-Bellman equations, and its
dependence on network parameters is illustrated.

Keywords: Non-zero sum stochastic game · Detection · Equilibrium

1 Introduction

The open nature of the wireless medium, in spite of a lot of benefits given by the
ability to access spectrum dynamically, also makes cognitive radios a powerful
tool for conducting malicious activities or policy violations by secondary users.
Therefore, detecting malicious users or unlicensed activities is a crucial problem
facing dynamic spectrum access [15], and one of the challenges to enforcing the
proper usage of spectrum is the development of an intrusion detection systems
that can scan large amounts of spectrum and identify illegal activity [5]. Since,
in such security problems, there are at least two agents with different goals
(the adversary aims to sneak into bands undetected for their illegal usage, while
the intrusion detection system intends to prevent illegal spectrum usage), game
theory is an ideal tool to employ. As examples of applying game theory to detect
an adversary to prevent malicious attack on networks, we mention [1–3,6,10–
12,16,19–22,24]. In all of these papers the players were rational, i.e., each of the
players wants to maximize its payoff.

Such rational behavior is based on information the player can obtain associ-
ated with the network parameters, i.e. the communication environment and sce-
nario. In this paper using a game-theoretical approach we consider a dilemma
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that arises in bandwidth scanning problems. On one hand, using tools that
allow for the estimation of network parameters allows a player to act rationally
to maximize its payoff. On the other hand, such engagement assumes an extra
scanning cost. Meanwhile, not engaging such tools by a player allows to reduce
involved expenses, although such non-action might also cause a reduction in
detection probability since in such a case the player has to design strategy based
on the principle of insufficient reasons (also called principle of indifference). In
this paper we solve this dilemma via finding equilibrium strategies in the closed
form of a non-zero sum stochastic game.

2 Non-Zero Sum Stochastic Game

In this section, we describe our model, which involves a scenario where a primary
user owns a collection of frequency bands. An adversary, called the Invader,
attempts to “sneak” usage from some of these bands. The primary user can scan
bands to detect such malicious activity. Motivated by such functionality we call
the primary user the Scanner. All actions (scanning by Scanner and sneaking by
Invader) are performed in discrete time slots 1, 2, · · · ,∞, and the game continues
until the Invader is detected. If the Invader is detected, it is eliminated and the
game is over.

We assume that at each time slot Scanner and Invader can choose between
rational and indifferent modes to scan and sneak, respectively. Denote these
mode by R and I, respectively.

(a) In rational mode, the player acts based on information obtained by using
special tools to estimate the bands’ parameters so as to adjust its efforts for
optimization of the corresponding output.

(b) In indifferent mode, the player does not engage such tools due to the
expenses involved. This leads to a lack of information about the network
parameters, and makes the player implement a strategy based on other prin-
ciples, such as the principle of insufficient reasons (principle of indifference)
[13]. In this case, the player spreads its efforts equally across the bands.

Let CS and CS0 (CI and CI0) be costs for employing rational and indifferent
modes by Scanner (Invader). Of course,

CS > CS0 and CI > CI0. (1)

Let α1 and α0 be probabilities to detect the Invader if both players implement
rational modes or indifferent modes, respectively. Let α be the probability to
detect the Invader if the players implement different modes. To avoid bulkiness
in the formulas following the basic example of one-shot bandwidth scanning
model given in Sect. 3 below we assume that

0 < α ≤ α1 < α0 < 1. (2)
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Other possible relationships between detection probabilities could be investi-
gated following the suggested in this paper approach.

At each time slot, the instantaneous payoff to Invader is the difference
between the probability of its non-detection and cost for the employed sneaking
mode. Similarly, at each time slot the instantaneous payoff to the Scanner is the
difference between probability of Invader’s detection and cost for employed scan-
ning mode. If the Invader is not detected then the game moves to the next time
slot and is played recursively with discount factor δ, which can be considered
as a measure of urgency for sneaking usage of the radio spectrum. We describe
this non-zero sum stochastic game via bimatrix form (ΓS , ΓI) (see, (3) below),
where ΓS and ΓI are Scanner and Invader components of this game and each
entry corresponds to an action pair of the Scanner and Invader. For example, if
both the Scanner and Invader use their mode R, then the Invader is not detected
with probability α1 where ξ � 1 − ξ. In this case the instantaneous payoff to
the Scanner is zero and to the Invader is one, and the game will be replayed
with discount rate δ. Invader is detected with probability α1. In this case, the
instantaneous payoff to Scanner is one and to the Invader it is zero, and the
game is over.

Thus, this non-zero-sum stochastic game can be presented in recursive form
as follows:

(ΓS , ΓI) = (MS(ΓS),MI(ΓI)), (3)

where

MS(ΓS) �
( R I

R α1 + α1δΓS − CS α + αδΓS − CS

I α + αδΓS − CS0 α0 + α0δΓS − CS0

)
, (4)

MI(ΓI) �
( R I

R α1 + α1δΓI − CI α + αδΓI − CI0

I α + αδΓI − CI α0 + α0δΓI − CI0

)
. (5)

We solve this game in stationary strategies, i.e., strategies that are independent of
history and the current time. Let xT = (x, x) be the stationary (mixed) strategy
for Scanner assigning the probabilities x and x to using actions R and I.

Let yT = (y, y) be the stationary (mixed) strategy for Invader assigning the
probabilities y and y to using actions R and I, respectively.

Thus, the Scanner and Invader have the same set of feasible stationary
(mixed) strategies denoted by S.

By (3)–(5), stationary equilibrium strategies x and y of Scanner and Invader,
respectively, have to be functions of the corresponding accumulated payoffs, i.e.,
(x,y) = (x(v),y(v)) where v = (vS , vI) with vS and vI are the accumulated
payoffs corresponding these equilibrium strategies. By (3)–(5), (x(v),y(v)) is a
stationary equilibrium if and only if the following equations hold [18]:
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vS = (x(v))TMS(vS)y(v), (6)

vI = (x(v))TMI(vI)y(v), (7)

where v = (vS , vI) and

x(v) = argmax
x∈S

xTMS(vS)y(v), (8)

y(v) = argmax
y∈S

(x(v))TMI(vI)y. (9)

Thus, by (8), for fixed v and y(v), x(v) is the best response to y(v). By (9), for
fixed v and x(v), y(v) is the best response to x(v). Also, vA and vI are such
that (6) and (7) also have to hold. Thus, (6)–(9) is the non-zero-sum, and for
the Shapley-Bellman equation for the zero-sum game (see, [18]). In Sect. 4 below
we solve in closed form, these Shapley(-Bellman) equations.

Finally, we note that in the literature the stochastic game approach has been
employed to model different network security problems [4,8,9,17,23].

3 A Basic Example of Rational and Indifferent Behaviour

In this section, we give a basic model as an example of rational and indiffer-
ent behaviour in bandwidth scanning/sneaking. The model involves a scenario
where a primary user (Scanner) owns n frequency bands 1, 2, . . . , n. Invader will
attempt to “sneak” usage on only one of these bands. By assumption, the Scan-
ner can only scan a single band at a time to detect such malicious activity. We
assume that the Invader will be detected with probability γi, γi ∈ (0, 1), if it
sneaks in band i and Scanner scans that band. If Scanner does not scan the band
that Invader is using, then the Invader sneaks safely, i.e., its detection proba-
bility is zero. We assume that the payoff to the Scanner is one if the Invader
is detected, and it is zero otherwise. Note that in optimization framework such
kind of problems relates to search theory founded by B. Koopman [14].

Let a (mixed) strategy for the Scanner be p = (p1, . . . , pn), where pi is the
probability that it scans band i. So,

∑n
i=1 pi = 1 and pi ≥ 0, i = 1, . . . , n.

Let a (mixed) strategy for the Invader be q = (q1, . . . , qn), where qi is the
probability that it sneaks in band i. Thus,

∑n
i=1 qi = 1 and qi ≥ 0, i = 1, . . . , n.

Then, the expected payoff to the Scanner, which reflects the detection probability
of the Invader, for the players employing strategies p and q, is given as follows:

V (p, q) =
n∑

i=1

γipiqi. (10)

3.1 Rational Players

Next we consider when both players are rational, i.e., they know the network
parameters. Based on this information the Scanner wants to maximize detec-
tion probability of the Invader, i.e., to maximize V (p, q) on p for each fixed q.
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Meanwhile, the Invader wants to minimize such probability. Thus, this is a zero
sum game [18]. We look for (Nash) equilibrium strategies. Recall that (p, q) is
an equilibrium in the zero-sum game if and only if the following inequalities hold
for all feasible (p̃, q̃):

V (p̃, q) ≤ V (p, q) ≤ V (p, q̃) (11)

This is a zero sum game with a diagonal payoff matrix and its equilibrium
strategies are given in closed form as follows [7]:

p1i = q1i =
1/γi∑n

j=1(1/γj)
, i = 1, . . . , n (12)

with the equilibrium payoff to the Scanner, which reflects the detection proba-
bility, being equal to

α1 � V (p1, q1) =
1∑n

j=1(1/γj)
. (13)

3.2 Strategies Based on Principle of Indifference

If a player does not have tools (for example, to estimate band’s parameters
reflected by detection probabilities) to adjust its efforts, or it does not engage
such tools due to the expenses involved, the player must design strategy based
on other principles, such as the principle of insufficient reasons (principle of
indifference) [13]. This principle might be applied in absence of information
regarding the network’s bands. In this case, the player would spread its effort
equally among the bands.

Thus, based on the principle of insufficient reasons, the Invader implements
strategy q0 which uniformly distributes sneaking efforts over bands, i.e.,

q0 � (1/n, . . . , 1/n). (14)

Similarly, Scanner, based on the principle of insufficient reasons, implements
strategy p0, which uniformly distributes scanning efforts over bands, i.e.,

p0 � (1/n, . . . , 1/n). (15)

3.3 Relations Between Detection Probabilities

In the following lemma we establish relationships between the detection proba-
bilities for different combinations of player’s behavior.

Lemma 1. (a) If both players implement strategies based on principle of indif-
ference then the detection probability is equal to

α0 � V (p0, q0) =
n∑

i=1

γi/n2. (16)
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(b) If only one player implements strategy based on principle of indifference
then the detection probability is equal to

α = V (p1, q0) = V (p0, q1) =
1∑n

i=1(1/γi)
. (17)

(c) Between detection probabilities the following relations hold:

0 < α = α1 < α0 < 1. (18)

Note that (18) is a particular case of assumption (2).
The proof of Lemma 1 can be found in Appendix A.1.

4 Solution of Non-Zero Sum Stochastic Game

In this section we design equilibrium strategies in closed form. First we derive
conditions when equilibrium is in pure strategies. In the remaining cases, we
derive equilibrium in mixed strategies and prove its uniqueness.

4.1 Equilibrium in Pure Strategies

In this section we establish conditions for the equilibrium to be in pure strategies.

A Pair of Actions (R,R) is Equilibrium: Let us consider the situation where
a pair of actions (R,R) is equilibrium. In other words, when ((1, 0), (1, 0)) is
equilibrium.

Theorem 1. In the stochastic game Γ, a pair of actions (R,R) is an equilibrium
with corresponding accumulated payoffs (vS , vI) if and only if

vS =
α1 − CS

1 − α1δ
and vI =

α1 − CI

1 − α1δ
(19)

and
1 − αδ

1 − α1δ
(α1 − CS) > α − CS0 and

1 − αδ

1 − α1δ
(α1 − CI) > α − CI0. (20)

The proof can be found in Appendix A.2.

A Pair of Actions (I, I) is Equilibrium: Let us examine a situation where
a pair of actions (I, I) is an equilibrium. In other words, when ((0, 1), (0, 1)) is
equilibrium.

Theorem 2. In the stochastic game Γ, a pair of actions (I, I) is an equilibrium
with corresponding accumulated payoffs (vS , vI) if and only if

vS =
α0 − CS0

1 − α0δ
and vI =

α0 − CI0

1 − α0δ
(21)

and
1 − αδ

1 − α0δ
(α0 − CS0) > α − CS and

1 − αδ

1 − α0δ
(α0 − CI0) > α − CI . (22)



A Stochastic Bandwidth Scanning Game 243

The proof can be found in Appendix A.3.

A Pair of Actions (R, I) is Equilibrium: Let us consider situation where a
pair of actions (R, I) is an equilibrium. In other words, when ((1, 0), (0, 1)) is an
equilibrium.

Theorem 3. In the stochastic game Γ, a pair of actions (R, I) is an equilibrium
with corresponding accumulated payoffs (vS , vI) if and only if

vS =
α − CS

1 − αδ
and vI =

α − CI0

1 − αδ
(23)

and

1 − α0δ

1 − αδ
(α − CS) > α0 − CS0 and

1 − α1δ

1 − αδ
(α0 − CI0) > α1 − CI . (24)

The proof can be found in Appendix A.4.

A Pair of Actions (I,R) is an Equilibrium: Let us consider a situation where
a pair of actions (I,R) is an equilibrium. In other words, when ((0, 1), (1, 0)) is
equilibrium.

Theorem 4. In the stochastic game Γ, a pair of actions (I,R) is an equilibrium
with corresponding accumulated payoffs (vS , vI) if and only if

vS =
α − CS0

1 − αδ
and vI =

α − CI

1 − αδ
(25)

and

1 − α1δ

1 − αδ
(α − CS0) > α1 − CS and

1 − α0δ

1 − αδ
(α − CI) > α0 − CI0. (26)

The proof can be found in Appendix A.5.

Uniqueness of Equilibrium in Pure Strategies: Let us prove that only one
equilibrium in pure strategies could exist.

Theorem 5. (a) None of a pair of conditions (20), (22), (24) and (26) can
hold simultaneously.

(b) Only one equilibrium in pure strategies could exist.

The proof can be found in Appendix A.6.

4.2 Equilibrium in Mixed Strategies

In this section we consider the situation where the equilibrium (x,y) is in mixed
strategies, i.e., x ∈ (0, 1) and y ∈ (0, 1).
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Theorem 6. In the stochastic game Γ, the equilibrium is unique. Moreover,

(a) if one of four conditions (20), (22), (24) and (26) holds, then equilibrium
is in pure strategies, and it is given by Theorem 1–Theorem 4, respectively;

(b) if none of the four conditions (20), (22), (24) and (26) holds then equi-
librium is in mixed strategies. Moreover, it is equal to ((x, x), (y, y)) with
corresponding accumulated payoffs (vS , vI), where

vS =

CS − α

α1 − α
+

CS0 − α0

α0 − α

αδ − 1
α1 − α

+
α0δ − 1
α0 − α

and vI =

CI − α

α1 − α
+

CI0 − α0

α0 − α

αδ − 1
α1 − α

+
α0δ − 1
α0 − α

(27)

and

x =
CI + α + (1 − αδ)vI
(α − α1)(1 + δvI)

and y =
CS − α + (1 − αδ)vS
(α1 − α)(1 − δvS)

. (28)

The proof can be found in Appendix A.7.

Fig. 1. (a) Probability x, (b) probability y (c) payoff to Scanner and (d) payoff to
Invader as functions on detection probability α1 and discount factor δ.
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5 Discussion of the Results

Let us illustrate the obtained results on a network with scanning costs CS0 = 0.1
and CS = 0.2, sneaking cots CI0 = 0.1 and CI = 0.2, detection probability α0 =
0.5 when both players implement indifferent mode and detection probability α =
0.2 when only one of the players implements indifferent mode. Figure 1 illustrates
that an increase of discount factor leads to an increase in payoffs of both players.
An increase in detection probability α1 when both players implement a rational
mode leads to an increase in payoff to Scanner and a decrease in payoff to
Invader. For small probability α1, the players follow pure strategies implementing
opposite modes. For large probability α1 the players implement mixed strategies.

6 Conclusions

A dilemma, arising in bandwidth scanning problems, that occurs because the
agents implement strategies designed based on either a rational principle or the
principle of insufficient reasons, has been modeled as a non-zero sum stochas-
tic game between two players (Scanner and Invader). The equilibrium for this
stochastic game has been found in closed form in stationary strategies via solv-
ing the corresponding Shapley(-Bellman) equations, and its uniqueness has been
proven. The proven uniqueness of equilibrium reflects stability of the designed
trade-off selection between scanning strategies designed based on a rational prin-
ciple and the principle of insufficient reasons.

Acknowledgement. This work was supported in part by the U.S. National Science
Foundation under grants CNS-1909186 and ECCS-2128451.

A Appendix

A.1 Proof of Lemma 1

First, note that (12), (14) and (15) imply (a) and (b).
By symmetry, function

∑n
i=1 γi

∑n
i=1(1/γi) achieves its minimum at such

γi ∈ [0, 1], i = 1, . . . , n that γ1 = · · · = γn. Meanwhile,

n∑
i=1

γi

n∑
i=1

(1/γi) = n2 for γ1 = · · · = γn. (29)

This jointly with (13) and (16), imply that

α1 < α0. (30)

Finally, (b) and (30) imply (18), and the result follows. �
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A.2 Proof of Theorem 1

By (6)–(9), we have that (R,R) is equilibrium with vS and vI as the correspond-
ing accumulated payoffs if and only if the following relations hold:

α1 + α1δvS − CS = vS , (31)

α1 + α1δvI − CI = vI (32)

with

α1 + α1δvS − CS > α + αδvS − CS0, (33)

α1 + α1δvI − CI > α + αδvI − CI0. (34)

Solving (31) and (32) by vS and vI , respectively, imply (19). Substituting vS
and vI given by (19) into (33) and (34) imply (20). �

A.3 Proof of Theorem 2

By (6)–(9), we have that (I, I) with vS and vI as the corresponding accumulated
payoffs if and only if the following relations hold:

α0 + α0δvS − CS0 = vS , (35)

α0 + α0δvI − CI0 = vI (36)

with

α0 + α0δvS − CS0 > α + αδvS − CS , (37)

α0 + α0δvI − CI0 > α + αδvI − CI . (38)

Solving (35) and (36) by vS and vI , respectively, imply (21). Substituting vS
and vI given by (21) into (37) and (38) imply (22). �

A.4 Proof of Theorem 3

By (6)–(9), we have that (R, I) is an equilibrium with vS and vI as the corre-
sponding accumulated payoffs if and only if the following relations hold:

α + αδvS − CS = vS , (39)
α + αδvI − CI0 = vI (40)

with

α + αδvS − CS > α0 + α0δvS − CS0, (41)

α + αδvI − CI0 > α1 + α1δvI − CI . (42)

Solving (39) and (40) by vS and vI , respectively, imply (23). Substituting vS
and vI given by (23) into (41) and (42) imply (24). �
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A.5 Proof of Theorem 4

By (6)–(9), we have that (I,R) is an equilibrium with vS and vI as the corre-
sponding accumulated payoffs if and only if the following relations hold:

α + αδvS − CS0 = vS , (43)
α + αδvI − CI = vI (44)

with

α + αδvS − CS0 > α1 + α1δvS − CS , (45)

α + αδvI − CI > α0 + α0δvI − CI0 (46)

Straightforward calculation based on (43)–(46) implies the result. �

A.6 Proof of Theorem 5

(b) follows from (a) and Theorem 1–Theorem 4.
Let us now prove (a). First note that by (2) we have that

α ≥ α1 > α0. (47)

Assume that (20) and (22) hold simultaneously. Then, (47) and the second of
inequalities (20) imply

α − CI >
1 − α1δ

1 − αδ
(α − CI0). (48)

Combining this inequality with the second of inequalities (20) imply

1 − αδ

1 − α0δ
(α0 − CI0) > α − CI >

1 − α1δ

1 − αδ
(α − CI0). (49)

Meanwhile, by (47),

(1 − αδ)2 < (1 − α0δ)1 − α1δ (50)

and

α0 − CI0 < α − CI0 (51)

By (50) and (51), we have that

1 − αδ

1 − α0δ
(α0 − CI0) <

1 − α1δ

1 − αδ
(α − CI0). (52)

This contradicts to (49). Thus, conditions (20) and (22) cannot hold simultane-
ously.

The remaining pairs of conditions can be checked similarly. �
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A.7 Proof of Theorem 6

First note that there exists at least one equilibrium in stochastic game Γ, since
Γ is a recursive game with discount factor δ ∈ (0, 1) [18].

By proofs of Theorem 1–Theorem 4, it follows that if equilibrium is in pure
strategies, then it is given by Theorem 1–Theorem 4, and one of four conditions
(20), (22), (24) and (26) have to hold. Moreover, by Theorem 5, only one of these
four conditions can hold, and (a) follows.

Thus, if none of the four conditions (20), (22), (24) and (26) holds then the
equilibrium is in mixed strategies. By (6)–(9), we have that ((x, x), (y, y)) with
x ∈ (0, 1) and y ∈ (0, 1) is an equilibrium with vS and vI as the corresponding
accumulated payoffs if and only if the following relations hold:

(α1 + α1δvS − CS)y + (α + αδvS − CS)y = vS , (53)

(α + αδvS − CS0)y + (α0 + α0δvS − CS0)y = vS (54)

and

(α1 + α1δvI − CI)x + (α + αδvI − CI)x = vI , (55)

(α + αδΓI − CI0)x + (α0 + α0δΓI − CI0)x = vI . (56)

Solving (53) by y implies the second of two Eqs. (28). Solving (54) by y, we have
that

y =
CS0 − α0 + (1 − α0δ)vS

(α − α0)(1 − δvS)
. (57)

Substituting this y into the second of two Eqs. (28) and solving by vS implies
the first of two Eqs. (27).

Solving (55) by x implies the first of (28). Solving (56) by x implies

x =
CI0 − α0 + (1 − α0δ)vI

(α0 − α)(1 + δvI)
. (58)

Substituting this x into the first of two Eqs. (28) and solving by vI implies the
second of two Eqs. (27). �
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Abstract. Internet Service Providers (ISPs) lease ports at a public
switch in an Internet Exchange Point (IXP) to exchange traffic effi-
ciently with other ISPs present at the IXP. The price paid to lease a
port depends on the port capacity, which also impacts the Quality of
Service (QoS) experienced by the ISP’s traffic exchanged through the
IXP switch. In this paper, we analyze the leasing of port capacities at
an IXP as a non-cooperative game between the ISPs, and analyze the
efficiency at equilibrium as compared to the social optimum. We show
that when the IXP switch capacity is not changed in response to the
port capacities purchased, there is dominant strategy for each ISP that
attains a Price of Anarchy (PoA) of at most 2. If the IXP switch capacity
is varied to “match” the aggregate port capacity leased by the ISPs, then
bad equilibria can exist. However, under certain reasonable assumptions,
the PoA is still guaranteed to be within 2. Simulation studies demon-
strate the effect of the per-unit leasing price and switch delay functions
on the equilibrium performance; in all scenarios simulated, the social cost
at equilibrium was found to be very close to the optimum.

Keywords: Internet exchange point · Internet service provider ·
Public peering · Port capacity leasing

1 Introduction

Internet eXchange Points (IXPs) are data centers with network switches through
which Internet Service Providers (ISPs) exchange traffic, mostly through peer-
ing relationships [1,8]. In spite of falling transit costs, peering between ISPs has
been increasing, resulting in flattening of the Internet [1,7,12]. It is estimated
that almost 80% of the IP addresses in the world can be reached via public
peering, and 20% of all the traffic go through IXPs [4]. Exchange at IXPs typ-
ically improves traffic Quality of Service (QoS) due to lower delays and losses
associated with shorter Internet paths, and offers reachability to a large number
of other ISPs that are present at that IXP.

For peering at the public switch at the IXP, ISPs typically pay a price that
depends on the port size (i.e., capacity of the port leased by the ISP) [13].
The larger the port capacity leased, the larger the price paid; however, a larger
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port capacity also allows faster transfer of traffic. The QoS experienced by the
traffic sent by an ISP, however, also depends on the port capacities purchased by
other ISPs. This results in the port-capacity leasing decisions of the ISPs being
dependent on each other, and whether or not the IXP switch speed (capacity)
is varied based on the port capacities purchased by the ISPs.

In this paper, we analyze the port capacity leasing problem for ISPs (at a
public switch in an IXP) as a non-cooperative game, where each ISP is making
the leasing decision selfishly so as to minimize its own cost in sending the traffic
through the IXP. This cost comprises of the port capacity leasing price to be
paid to the IXP, as well as the congestion costs at each of the queuing points
inside the IXP. We analyze two scenarios: (a) the switch capacity is fixed, i.e.,
remains unaffected by the port capacities leased by the ISPs; (b) the switch
capacity is upgraded/downgraded so as to “match” the aggregate port capacity
leased by the ISPs. For each scenario, we evaluate the social cost at equilibrium
as compared to the optimum social cost, represented as the Price of Anarchy
(PoA) or the Price of Stability (PoS). For scenario (a), we show that there exists
a dominant strategy for each ISP, which also attains a PoA of 2. For scenario
(b), bad equilibria exist; however, under the reasonable assumption that the
switch capacity is varied so that the switch is not the congestion bottleneck in
the system, there exist good equilibria and PoA is at most 2. Simulations over a
range of parameters, using traffic data for US IXPs as estimated based on their
actual locations, show the existence of at least one very good equilibria (PoS
very close to 1). Alongside, the values of PoS showed a increasing trend with
traffic symmetry and the number of ISPs peering at the IXP.

Our work is related to some of the prior work on the effect of IXP pricing on
peering relationships [2,3]; however the problem investigated in this paper and
its game theoretic model is fundamentally different from that analyzed in these
earlier work. In [2,3] the strategy of each ISP involves determining how much
traffic to send through the IXP versus sending it outside of the IXP (through
transit providers). Further, the price charged to each ISP by the IXP depends
on the amount of traffic sent by the ISP through the IXP. In contrast, the model
in our paper considers determining how much port capacity an ISP should lease,
given a certain amount of traffic to be sent through the IXP. Given that prices
paid by an ISP at an IXP primarily depend on the port capacity [9,15], this
model reflects current practice. The tools used in the game theoretic analysis,
and the nature of the results derived, also differ quite significantly. In [2,3] it is
observed that the choice of the traffic-dependent pricing policy has a significant
effect on how much of the IXP traffic flows through the IXP at equilibrium,
thereby impacting the PoA values significantly. In this paper we observe that
when the traffic (to be exchanged via IXP) is already determined, the worst case
social cost values at equilibrium is relatively unimpacted by the port leasing
costs, i.e., good PoA and PoS values (close to 1) exist irrespective of the port
leasing costs. Finally, while [2,3] draws upon a long line of work on network
formation games (e.g., [11,16]) and utilizes the notion of pairwise equilibrium
[6,10], our model is not a network formation game, and studies Nash equilibria
in the context of the port capacity leasing problem.
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2 System Model and Properties

In this section, we detail our game theoretic model of the port capacity leasing
problem, and argue the existence of the Nash equilibrium of the game.

Fig. 1. Schematic of the system model showing different costs faced by agent (ISP) i.

Consider a public (shared) switch at an IXP, which is utilized by N ISPs to
exchange traffic between themselves. The amount of traffic that any ISP (say i)
has for the other ISP (say j) is directional and given (fixed), and denoted by yij .
We use yi =

∑
j yij (yi =

∑
j yji) to denote the total traffic sent from (to) ISP i

to (from) all other ISPs. Let Xi denote the port capacity leased by any ISP i (ISP
i’s strategy), which provides a connection bandwidth of Xi (in both directions)
between ISP i’s server equipment and the shared switch fabric. Note that for
stability, Xi ≥ max(yi, y

i),∀i. As illustrated in Fig. 1, the traffic from ISP i to
ISP j, yij , can face congestion at three potential bottlenecks (queues on its path
in the IXP) that are impacted by the port capacity choices of the ISPs (i, j and
potentially other ISPs): (i) A congestion cost of CP (Xi, yi) at the port i which
has an aggregate traffic of yi and served by a link of capacity Xi; (ii) A congestion
cost of CP (Xj , y

j) at port j which has an aggregate traffic of yj and served by
a link of capacity Xj ; (iii) A congestion cost of CS(Xi, · · · , yi, y

i, · · · ,∀i) at the
shared switch. Note that (yi, y

i,∀i) represents the entire traffic vector that shares
the public switch, whose fabric capacity may or may not depend on the vector
of port capacities leased, X = (Xi,∀i). Accordingly, in our analysis in Sect. 3 we
consider both scenarios: when CS(·) is only a function of the total traffic vector
y = (yi, y

i,∀i), and when it is a function of the leased capacity vector X as well.
Finally, ISP i also faces a port leasing cost given by CL(Xi).

Let X−i denote the set of strategies of all ISPs except i. Let [0,M ] represent
the range over which any port capacity can be chosen. Then in the port capacity
leasing game, given X−i, each ISP i will choose Xi in the range [max(yi, y

i),M ]
so as to selfishly minimize its cost function Ci(Xi;X−i) (continuous in Xi), given
below.
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Ci(Xi; X−i) =
∑

j

[
yij

(
CP (Xi, yi) + CP (Xj , y

j)
)

+ yji

(
CP (Xj , yj) + CP (Xi, y

i)
)]

+ CL(Xi) +
∑

j

(yij + yji) CS(X, y)

= yiCP (Xi, yi) + yiCP (Xi, y
i) +

∑

j

(
yijCP (Xj , y

j) + yjiCP (Xj , yj)
)

+ CL(Xi) +
(
yi + yi

)
CS(X, y). (1)

The notion of equilibrium for this game will be of Nash Equilibrium, where
no single player (ISP) can improve its cost function (as defined by Eq. 1) by
unilaterally changing its own port capacity. We make the following reasonable
assumption on the congestion cost functions, which will be used in our analyses
throughout the paper.

Assumption 1. Ci(Xi;X−i) has a unique minimum in Xi for any given X−i.

The functions CP (Xi, yi) and CP (Xi, y
i) are related to the congestion delay

at the ports, and can be expected to be decreasing and strictly convex in Xi;
for example, the M/M/1 delay function is decreasing and strictly convex in the
server capacity. In practice, CL(Xi) is usually defined for a few discrete port
capacity choices [9,15], but can be reasonably approximated as an increasing
and convex function of Xi. The function CS(X, y) is related to the congestion
delay at the switch fabric, and its exact nature will depend on how the switch
fabric capacity is varied as a function of the port capacity choices. However, as
it is a congestion delay function, and the switch fabric capacity is not likely to
decrease with increase in port capacity, it is reasonable to assume that it will
be convex function of X. Therefore, Ci(Xi,X−i) can be expected to be strictly
convex in Xi, thereby satisfying Assumption 1. We now establish the existence
of equilibria for this game, denoted by Xeq.

Proposition 1. Under Assumption 1, an equilibrium for the port capacity leas-
ing game always exists.

Proof. The Nash equilibrium of the port capacity leasing game is characterized
by the following fixed point equations: Xi = fi(X−i), ∀i, where fi(X−i) =
arg minXi∈[0,M ] Ci(Xi;X−i). Note that Assumption 1 implies a unique best
response strategy, i.e., arg minXi∈[0,M ] Ci(Xi;X−i) produces a unique value. This
implies the function fi is well defined as well as continuous. Therefore, the con-
ditions of the Brouwer’s fixed point theorem are satisfied, implying that there
exists a fixed point of the set of equations Xi = fi(X−i), ∀i. ��
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Finally, we define the social optimum (OPT), denoted by X∗, as a port
capacity leasing solution that minimizes total cost of all the ISPs, expressed as

C(X) =
∑

i

Ci(Xi;X−i)

=
∑

i

⎡

⎣yiCP (Xi, yi) + yiCP (Xi, y
i) +

∑

j

(
yijCP (Xj , y

j) + yjiCP (Xj , yj)
)
⎤

⎦

+
∑

i

[
CL(Xi) +

(
yi + yi

)
CS(X, y)

]

=
∑

i

[
2
(
yiCP (Xi, yi) + yiCP (Xi, y

i)
)

+ CL(Xi) + (yi + yi)CS(X, y)
]
. (2)

Multiple Equilibria: In many cases of practical interest, the port leasing game
has unique equilibrium (as will be discussed in Sect. 3.1). However there can be
cases where multiple equilibria exist; one such example involving 2-ISPs are as
follows. Let us assume that the 2 ISPs (say i and j) have yij = yji = 1 amount of
traffic to exchange. Also, CP (Xi) = k (constant), CS(X) = max(10 − (

∑
i Xi −

y), 0), and CL(Xi) = log(Xi). Then with Ci(Xi,X−i) = 4k + 2(12 − ∑
i Xi) +

log(Xi),∀i, all the combinations of Xi + Xj = 12, with Xi ≥ 1 and Xj ≥ 1 is
an equilibrium solution. For example, Xi = 8,Xj = 4 is one such equilibrium,
where none of the ISPs can improve their cost by unilaterally changing their
leased port capacity.

3 Price of Anarchy Analysis

The Price-of-Anarchy (PoA) (Price-of-Stability (PoS)) is defined as the ratio
of the cost at worst (best) equilibrium to the cost at OPT. We analyze two
scenarios, based on whether the switch congestion function CS remains fixed or
varies as a function of the leased port capacity vector, X. The first scenario, in
which CS is independent of X, the switch capacity is given and not varied based
on leased port capacity. The second scenario models the case where the switch
fabric capacity is provisioned based on leased port capacity. The two scenarios
require different analytical treatments, and therefore discussed separately.

3.1 Fixed Switch Capacity

When CS(X, y) is independent of the strategy vector X (but may depend on the
traffic vector y), the port capacity leasing game becomes a potential game, and
we obtain the following properties of the equilibrium solution.

Theorem 1. Under Assumption 1, if CS(X, y) is independent of X, then:

(i) Each ISP has a dominant strategy, and the port capacity leasing game has
a unique equilibrium.
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(ii) PoA = PoS ≤ 2.

Proof. i) When CS(X, y) is independent of X, any ISP (say i) can only change
yiCP (Xi, yi) + yiCP (Xi, y

i) + CL(Xi) part of its cost (Eq. 1) by changing Xi.
Hence from Assumption 1, any ISP will always have a dominant strategy (choos-
ing the Xi resulting in minimum cost), and all the ISPs choosing that specific
port capacities will result in a unique equilibrium.

ii) Let us define a function Φ(X) as follows:

Φ(X) =
∑

i

[(
yiCP (Xi, yi) + yiCP (Xi, y

i)
)

+ CL(Xi) + (yi + yi) · CS

]
, (3)

where X denotes the set of strategies (port capacity choices) of all ISPs. Also, let
Φ(X

′
i ,X−i) express the function for the case where ISP i chooses the strategy

X
′
i , while the other ISPs choose X−i. Then it is straightforward to show the

following:

Φ(Xi,X−i) − Φ(X
′
i ,X−i) = Ci(Xi,X−i) − Ci(X

′
i ,X−i). (4)

Hence, according to the definition of potential game [16], we have a potential
game with a potential function Φ(X). Also, from potential game analysis [16], if
the total cost C(X) ≤ a·Φ(X), for some scalar a, then that game has a PoS ≤ a.
For our current case, C(X) ≤ 2Φ(X), and hence we get PoS ≤ 2 for this game.
Lastly, from part i) of this proof we know that there is a unique equilibrium and
hence we have PoA = PoS ≤ 2. ��

3.2 Variable Switch Capacity

The port capacity leasing game in general does not have a potential function
when CS is a function of the port capacities purchased by the ISPs. As shown
later in this section, under certain reasonable additional assumptions the PoA
can be shown to be small. However, for the general problem (without any addi-
tional restrictions) there can be examples which results in very bad PoA; one
such example is discussed next.

Bad PoA example: For this example we assume that CP is zero; CS = 2N −∑
i Xi, where N is the total number of ISPs and Xi the port capacities of those

ISPs; and CL(Xi) = (2 + ε)Xi, where ε is a small positive value. Also, let’s
assume that yi = yi = 1,∀i. If all the ISPs except i decide to buy unit port
capacity, i.e., Xj = 1,∀j �= i, then from Eq. 1 we get:

Ci(X) = (2 + ε)Xi + 2(2N − (N − 1) − Xi) = 2N + 2 + εXi. (5)

So, from the perspective of ISP i, it would want to buy the least possible port
capacity, which is Xi = max(yi, y

i). Hence, ISP i will end up choosing Xi = 1.
Since, all the other ISPs have already bought port of capacity 1, they are not
going to change their purchased port capacities as well (they will face the same
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cost as Eq. 5), resulting in equilibrium. Hence, X = {1, 1, ..., 1} is an equilibrium
solution, which results in a total cost of C = N(2N + 2 + ε).

On the other hand, if all of the ISPs were to buy a port capacity of 2, then
the total cost would have been N (2(2 + ε) + 2(2N − 2N)) = N(4 + 2ε), which
is also the OPT solution. Then from the definition of PoA we have, PoA ≥
N(2N+2+ε)

N(4+2ε) = 2N+2+ε
4+2ε , which for large value of N approaches N/2.

Bounding PoA with Smoothness: For the scenario when CS is dependent
on Xi values, we use the smoothness property [14] to bound the PoA. According
to the smoothness analysis if we can show that,

∑

i

[λ · Ci(X∗) + μ · Ci(X) − Ci(X∗
i ,X−i)] ≥ 0, (6)

then PoA ≤ λ
1−μ holds for all X when X∗ is the OPT.

Theorem 2. The port capacity leasing game has a PoA ≤ 2 if yiCP (Xi, yi) +
yiCP (Xi, y

i) ≥ (yi + yi)CS(X, y) holds for any value of X,∀i.

Proof. We prove the smoothness property (Eq. 6) for λ = 1 and μ = 1
2 . Hence,

the left hand side of Eq. 6 becomes,

∑

i

[

Ci(X∗) +
1
2

· Ci(X) − Ci(X∗,X−i)
]

=
∑

i

yi

[

CP (X∗
i , yi) + CS(X∗, y) +

1
2
CS(X, y) − CS(X∗

i ,X−i, y)
]

+
∑

i

yi

[

CP (X∗
i , yi) + CS(X∗, y) +

1
2
CS(X, y) − CS(X∗

i ,X−i, y)
]

+
1
2

∑

i

CL(Xi). (7)

Now, when the assumption of Theorem 2 holds, we have yiCP (X∗
i , yi) +

yiCP (X∗
i , yi) ≥ (yi + yi)CS(X∗

i ,X−i, y) ∀i. Then from Eq. 7 we always get a
non-negative value and from smoothness argument we get, PoA ≤ 1

1− 1
2

= 2. ��

Corollary 1. If both CP and CS represent M/M/1 delay functions, and the
switch has a capacity of

∑
i Xi, then PoA ≤ 2.

Proof. This is actually a special case of Theorem 2. Since CP represent M/M/1
delay function, CP (Xi, yi) = 1

Xi−yi
, and CP (Xi, y

i) = 1
Xi−yi ,∀i. Also, since the

switch capacity is
∑

i Xi, CS(X, y) = 1
∑

i[Xi− 1
2 (yi+yi)] . The multiplier of 1

2 in

front of yi + yi is to avoid double counting, since yij is included in both yi and
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yj . To prove the condition of Theorem 2 we observe that,

yi [CP (X∗
i , yi) − CS(X∗

i ,X−i, y)] + yi
[
CP (X∗

i , yi) − CS(X∗
i ,X−i, y)

]

=
[(

yi

X∗
i − yi

+
yi

X∗
i − yi

)

− yi + yi

∑
i(X

∗
i + Xj + Xk + ...) − 1

2 (yi + yi)

]

≥
[(

yi

X∗
i − yi

+
yi

X∗
i − yi

)

− yi + yi

(
X∗

i − 1
2 (yi + yi)

)

]

≥ 0; (8)

where the first inequality is true because Xi ≥ max(yi, y
i),∀i; and 1

a+b < 1
a ,

for any a, b > 0. Then the last inequality can be proved by simple algebraic
manipulation. Hence, the condition of Theorem 2 is met and we get a PoA ≤ 2.

��
Finally, we argue why the assumption yiCP (Xi, yi) + yiCP (Xi, y

i) ≥ (yi +
yi)CS(X, y) is expected to hold even for fairly general CP and CS functions
(beyond M/M/1 delay functions), as long as the switch is not the bottleneck
in the traffic path through the IXP. Let X̄ =

∑
i Xi denote the aggregate port

capacity, and ȳ = 1
2

∑
i(yi+yi) denote the aggregate traffic through the IXP. Let

us model the switch as a server with aggregate capacity X̄ and aggregate traffic
ȳ, and with slight abuse in notation we denote the switch congestion (delay) cost
as CS(X̄, ȳ). For any i, we have X̄ − ȳ = Xi +

∑
j �=i Xj −yi −

∑
j �=i yj ≥ Xi −yi,

since Xj ≥ yj ∀j. As in typical queuing systems, the average delay is inversely
proportional to the idle time X̄−ȳ. Therefore, for any i, we can write, CS(X̄, ȳ) ≤
CS(Xi, yi). We further assume that the switch is not the bottleneck in the traffic
path in terms of congestion cost, i.e., for any scalar values X̃, ỹ, with X̃ ≥ ỹ,
we have CP (X̃, ỹ) ≥ CS(X̃, ỹ). Taking X̃ = Xi, ỹ = yi, we get CS(Xi, yi) ≤
CP (Xi, yi). Therefore, we have, CS(X̄, ȳ) ≤ CS(Xi, yi) ≤ CP (Xi, yi). Similarly,
we can argue, CS(X̄, ȳ) ≤ CS(Xi, y

i) ≤ CP (Xi, y
i). Combining, we get (yi +

yi)CS(X̄, ȳ) ≤ yiCP (Xi, yi) + yiCP (Xi, y
i).

4 Simulations

4.1 Simulation Setup

Simulation of the port capacity leasing game requires: a) determining a viable
traffic matrix (values of yij ,∀(i, j) pair), and b) deciding the cost functions
CP , CS , CL such that they reflect real world behavior.

Traffic Matrix: To determine the traffic matrix, we individually calculated
the yij values using a modified gravity model similar to the one used in [17]. We
utilized PeeringDB to obtain information about IXP locations, the number of
ISPs publicly peering at an IXP, and the port capacity purchased by the ISPs.
On the other hand, utilized the CAIDA database [5] for router information (i.e.,
location and frequency at that location) of the ISPs. Using these information
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we calculated the value of yi =
∑

A,B yiAjB , where yiAjB is the traffic that ISP
i needs to send to ISP j from location A to location B. Using the gravitational
law we have, yiAjB = k

RiA
·RjB

d2
AB

, where RiA is the number of Routers that ISP i

has in area A, RjB is the number of Routers that ISP j has in area B, dAB is the
distance between area A and B, and K is a constant. The generated traffic matrix
showed non-homogeneous traffic with exponentially decaying distribution, which
supports the asymmetry usually observed in internet traffic [12].

4.2 Results and Observation

All of the simulation results discussed in this section are expressed in terms of
PoS, calculated as the ratio of cost at any equilibrium to the OPT. Also, all the
PoS results are for 4-ISP cases unless otherwise stated.

Shared Switch Delay: We model the switch cost CS as the average packet
delay through the switch and consider the following delay functions (CS as a
function of X̄ =

∑
i Xi and ȳ = 1

2

∑
i(yi+yi)): i) M/M/1 queuing delay function

(CS = β
X̄−ȳ

), ii) exponentially decaying delay function (CS = β ·exp(−(X̄ − ȳ))),
and iii) linearly decaying delay function (CS = β · (k − (X̄ − ȳ))), where β is
a proportionality factor and k is some constant. The effect on PoS for these
three functions with the change of β is shown in Fig. 2. We observe that if we
scale up CS (increase β), then PoS generally becomes larger. The outcome is in
agreement to the main idea of Theorem 2, where we argued that if CS is small
compared to the CP , then PoA will be small.

Fig. 2. Average PoS vs β for differ-
ent switch congestion cost (delay) func-
tions (CS).

Fig. 3. Average PoS and SC vs per-unit
leasing cost.

Port Leasing Cost: The effect of increasing the per unit leasing cost (CL) is
depicted in Fig. 3. We have assumed CL to be linear in Xi and have increased the
slope (CL(Xi)

Xi
) to characterize the increase of per unit port leasing cost. As we
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can see, although increasing CL decreases the PoS value of the system, it results
in an increase in Social Cost (as defined in Eq. 2). Hence, although increasing the
value of CL will proportionally increase the revenue of IXP, it will also increase
the social cost, eventually forcing the ISPs to look for alternate ways to exchange
their traffic. The decrease of PoS with the increase of CL can be explained in the
following way: with the increase of CL both the equilibrium and OPT solution
results in very small values of Xi (because ISPs will try to buy as small port
capacity as possible), thus making cost at equilibrium very close to cost at OPT.

Traffic Symmetry: The effect of traffic symmetry on PoS is measured by a
factor α ∈ [0, 1] (coefficient of symmetry). The traffic values are generated using a
uniform distribution with bounds [α·ymax, ymax], where ymax = max

i,j
(yij),∀(i, j).

Hence, the lower the value of α the higher the asymmetry. As shown by the
simulation results in Fig. 4, the more symmetric the traffic (α = 1 is homogeneous
traffic) the higher the PoS. Also, this effect is more prominent when CS is linear.
Since internet traffic is usualy not homogeneous [12], we can expect smaller PoS
values in real world scenario.

Fig. 4. Average PoS vs α for differ-
ent switch congestion cost (delay) func-
tions (CS).

Fig. 5. Average PoS vs number of ISPs.

Number of ISPs: The change of PoS with the increase of ISPs doing public
peering at some IXP is shown in Fig. 5. Since the computing time for finding
the OPT solution is in the order of O(kN ), where N is the number of ISPs, we
limited our simulation to find the PoS values only for N ≤ 8. From the results
for N = 2 to 8, we observe that PoS increases with increasing N . Also, the
variation of PoS against N seems to follow a logarithmic trend.

5 Conclusion

Port capacity leasing by ISPs at an IXP is modeled as a non-cooperative game,
where all ISPs try to unilaterally minimize their individual costs. Theoretical
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analysis of this game indicates that while there can be equilibria with very bad
PoA, under reasonable practical assumptions PoA is bounded by 2. Simulation
results also corroborate the findings of the theoretical results, and provide insight
about the effect of congestion and port leasing cost functions on the PoS values.
Traffic models generated using IXP data indicates high asymmetry of Internet
traffic, for which the PoS values are observed to be very close to 1.
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Abstract. In this paper, we use a model of large random network
game where the agents plays selfishly and are affected by their neigh-
bors, to explore the conditions under which the Nash equilibrium (NE)
of the game is affected by a perturbation in the network. We use a
phase transition phenomenon observed in finite rank deformations of
large random matrices, to study how the NE changes on crossing critical
threshold points. Our main contribution is as follows: when the pertur-
bation strength is greater than a critical point, it impacts the NE of the
game, whereas when this perturbation is below this critical point, the
NE remains independent of the perturbation parameter. This demon-
strates a phase transition in NE which alludes that perturbations can
affect the behavior of the society only if their strength is above a criti-
cal threshold. We provide numerical examples for this result and present
scenarios under which this phenomenon could potentially occur in real
world applications.

Keywords: Game theory · Network games · Phase transition

1 Introduction

The ever increasing interactions between people in the world has motivated the
analysis of network data in a range of disciplines and applications, appearing
in such diverse areas as commerce, sociology, epidemiology, computer science,
and national security. Network data is characterized by the edges between nodes
and edge weights, through an adjacency matrix, wherein the action of individual
player is affected by the actions of its neighbors. These actions not only affect
the individuals but also the overall society. These outcomes can be modeled and
studied through the framework of network games, focusing on understanding the
effect of properties of network on Nash equilibria (NE). The authors in [29] and
[16] study the properties of Nash equilibrium in different types of network games
and how these are impacted by network structure.

A majority of real-world networks are large networks, with numerous players
and interactions. Many random matrix models have been created that incor-
porate features of real-world systems, such as, network composition, flexibility,
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and recurrent motifs [15,28]. These network models appear in the study of com-
plex systems, such as social networks, economic markets, signal processing and
natural ecosystems. Characterizing the conditions on such networks for Nash
equilibrium, even approximately, helps in understanding the results when play-
ers play selfishly. For large network games, we assume that the adjacency matrix
is a random matrix, generated through a given distribution.

In statistical physics, the Ising model on large random graphs helps to study
the phase transition phenomenon observed in the real world. It is shown in
[20,30], that the critical point behavior occurs for ferromagnetic interactions,
where the magnetization vanishes as the continuously increasing temperature
crosses a certain threshold. The phase transition between water and steam is
an example of a phase transition occurring at a critical, or Curie temperature.
This transition can be modeled with the Ising model, where the nodes are points
in space, and the presence or absence of a molecule is generated randomly, like
spins. Thus the magnetism corresponds to the density of the H2O. At a hundred
degrees Celsius, the density changes substantially; a phase transition. The author
Malcolm Gladwell in [13] argues that there exist similar ‘tipping points’ in the
society that are critical moments when a minor change makes all the difference.
Tipping points are derived from ideas in epidemiology, the study of the spread of
viruses and other diseases. The example of a simplified flu epidemic, as provided
by Gladwell, describes how the start of Christmas season is a tipping point
which leads to exponential increase in transmission rate due to such a simple
cause as crowded Christmas shopping and cold weather. The theory of epidemic
transmission is applicable to many ideas, products, messages, and behaviors we
find in society can be characterized by their rapid, exponential spread through
our population. The resurgence of brands like Hush Puppies and viral growth of
new ones like Airwalk is contributed to early adoption and focus of marketing
on influencers in the social network which the book calls as connectors, mavens,
and salesmen. Through our paper, we try to use a game theoretic notion to
mathematically study how tiny shift across the threshold can create huge effects
by propagating the cause throughout the network.

In this paper, we explore a phase transition phenomenon seen in large ran-
dom matrices in the context of a network game, and observe how the Nash
Equilibrium of a game changes on varying a certain parameter. The authors in
[7] have studied the extreme eigenvalues and eigenvectors of finite, low rank per-
turbations of random matrices. A phase transition phenomenon occurs whereby
the large matrix limit of the extreme eigenvalues of the perturbed matrix differs
from that of the original matrix if and only if the eigenvalues of the perturbing
matrix are above a certain critical threshold. Our results focus on the ‘spiked’
random matrix models with Wigner and Wishart random ensemble for additive
and multiplicative perturbations respectively. The key to applying the Baik, Ben
Arous and Peche - BBP phase transition results from [3] lies in being able to
compute the Cauchy or T transforms of the probability measure and their asso-
ciated functional inverses. We use results on Wigner studied in [6,11,12,14] and
Wishart studied in [3,4,17,25] random ensemble where the transforms and their
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inverses can be expressed in closed form. Through previous work in [8,26,29]
on how network structure affects the properties of Nash Equilibrium, we know
that largest eigenvalue/eigenvector of the adjacency matrix plays a major role
in determining the conditions of various properties of Nash Equilibrium of Lin-
ear Quadratic (LQ) network games. In this paper, we analyse perturbations to
the adjacency matrix of large network games, focusing on how the changes to
structure of network leads to a phase transition phenomenon of the NE of the per-
turbed network, due to its dependence on the extreme eigenvalue/eigenvector.
To the best of our knowledge this is the first paper that makes a connection
between random matrix theory and network games to show a phase transition
in large social networks.

The application of such property can be experienced in different domains.
The social media enables the communication among people, and promotes sev-
eral group activities in the society. Based on data from platforms like Facebook,
Twitter, etc., some users like celebrities, athletes, or politicians have significantly
more followers than the rest. In a network graph terms, these users are the nodes
that have much more influence than the rest of nodes. These social media influ-
encers have a loyal follower base, achieving a high level of engagement on their
content, such as images, trends, videos, etc., heightening their power of persua-
sion. Using our analysis, we can see that by introducing a perturbation through
a ‘teleportation’ term into the adjacency matrix of a random network over a
critical threshold, the beliefs of the participants in the network can depend on
properties of the perturbation strength. This change in beliefs can lead to adop-
tion of new technology or products through changing the influence of neighbors.

Some examples of network games with linear-quadratic model to observe a
phase transition are public goods game [1,27], influence of peers in education
[5,9] and to model criminal social interactions [10]. Crime and delinquency are
related to connections in social networks, where delinquents often have friends
who have committed offenses, and social ties are a means of influence to com-
mit crimes. The ‘tipping point’ concept of using perturbation to affect the
NE suggests that the properties of friendship networks should be taken into
account to better understand peer influence on delinquent behavior and to craft
delinquency-reducing policies.

Another application of the linear quadratic model is to model collabora-
tion between firms as presented in [19]. Collaboration takes a variety of forms
which includes creation and sharing of knowledge about markets and technolo-
gies, setting market standards and sharing facilities. The effects of peers has
been evident in case studies on the adoption of high yielding hybrid crops by the
farmers during the Dust Bowl in USA in late-1920s and 1930s [22]. The farmers
were reluctant and slow to adopt hybrid crops, largely contributing to expen-
sive switch and very few neighbors using hybrid crops. It was the focus by the
government on young farmers over older farmers in combination with outreach
by the USDA (headed by hybrid corn pioneer Henry A. Wallace), which can
be interpreted as external perturbation on the existing network,that convinced
Midwestern farmers to adopt the new seed [23,24].
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2 Nash Equilibrium in LQ Game

A network game G with set of N players, is played over a weighted directed
network whose structure is captured by an n × n adjacency matrix G. The
(i, j)th entry of G, denoted by gij , represents the strength and type of influence
of player j’s strategy on the utility function of player i. The positive (negative)
gij represent strategic complements (substitutes) where an increase in neighbor
j’s actions leads to a corresponding increase (decrease) in player i’s action. The
action of a player i is given by xi ∈ Xi ⊆ IR≥0, and so x = (x1, x2 . . . xn) ∈ X =
∏N

i=1 Xi. Each player i ∈ IN[1, N ] chooses their action xi ∈ IR≥0 to maximize a
utility function:

Ji(xi, zi(x)),

which in turn depends on their own action xi and on the aggregate neighbors’
strategies zi(x), defined by the weighted linear combination

zi(x) =
N∑

j=1,j �=i

gijxj .

The best response for player i, i.e., the action that maximizes the utility function
is defined as

Bi(zi(x)) := arg max
xi

Ji(xi, zi(x)).

The set of actions within which no player has an incentive for unilateral devia-
tions (i.e., each player is playing a best response to other player’s actions) is a
Nash equilibrium. Mathematically, a vector x∗ = (x∗

1, . . . x
∗
n), is a Nash equilib-

rium (NE) if, for all players i ∈ IN[1, N ], x∗
i ∈ Bi(zi(x)).

A linear quadratic (LQ) network game is one where each agent chooses a
scalar strategy xi ≥ 0 in order to maximize the linear quadratic utility function:

Ji(xi, zi(x)) = [zi(x) + ai]xi − 1
2
qi(xi)2 (1)

with ai, qi ∈ IR.
The Nash equilibrium (NE) for an LQ game can be derived from the first-

order necessary condition to maximize the utility function for each player i given
by:

∂Ji(xi, zi(x))
∂xi

=
N∑

j=1,j �=i

gijxj + ai − qixi = 0. (2)

This results in

qix
∗
i = ai +

N∑

j=1,j �=i

gijx
∗
j . (3)
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2.1 Assumption

To prove our main results, we require assumptions on the linear quadratic utility
function in (1). In order to proceed, we impose the assumption that the vector
a = (a1, . . . an) = 0 and qi = λmax − gii, where λmax is the maximum eigenvalue
of the adjacency matrix G.

Using these assumptions, (3) in matrix form, is

(λmaxI − G)x∗ = 0, (4)

where I is N × N identity matrix

λmaxx∗ = Gx∗ (5)

Thus, we see that the NE x∗ is the eigenvector of G corresponding to the
maximum eigenvalue λmax.

For an eigenvector to be a valid NE strategy, it has to satisfy the condition
xi ∈ IR≥0 where xi is each element of the eigenvector. Throughout this paper,
we only consider perturbed adjacency matrices that are symmetric and element
wise positive, which guarantees that the eigenvector corresponding to maximum
eigenvalue has positive entries, through Perron-Frobenius theorem.

3 Additive Perturbation in LQ Games

Our model for the adjacency matrix of a large network is in the category of the
random matrices with fixed-rank deformation, which includes the signal-plus-
noise model as typical example. A vast amount of work has been devoted to
understanding the limiting behavior of the extreme eigenvalues and the asso-
ciated eigenvectors of the deformed models. Since the seminal work of authors
in [3], there has significant study to understand that the extreme eigenvalues
undergo a so-called BBP phase transition along with the change of the strength
of the deformation. There exists a critical threshold such that the extreme eigen-
value of the perturbed matrix will be within the end points of the spectral distri-
bution if the strength of the deformation is less than or equal to the threshold,
and will otherwise be outside of support of the limiting spectral distribution.

Assume X be an n×n symmetric Gaussian Wigner matrix, with independent,
zero mean normal distribution with variance σ2/2n on off diagonal and σ2/n on
diagonal. It has been shown that the spectral measure of X converges almost
surely to the well known semi-circle distribution with density

dμx(x) =
√

4σ2 − x2

2σ2π
dx for x ∈ [−2σ, 2σ]. (6)

Henceforth, a.s.−−→ denotes almost sure convergence. The result from [2] shows that
the extreme eigenvalues converge almost surely to the endpoints of the support
i.e. λmax(X) a.s.−−→ 2σ.
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Let perturbation matrix P , be a n × n symmetric matrix with rank r. Its
eigenvalues are θ1 ≥ · · · ≥ θs > 0 > θs+1 ≥ · · · ≥ θr. By phase transition
theorem, as n → ∞ we have, for

X̃ = X + P, (7)

λmax(X̃) a.s.−−→
{

θ1 + σ2

θ1
if θ1 > σ

2σ otherwise
(8)

Fig. 1. Histogram of eigenvalues of Wigner matrix. The red curve represents the density
of the semi-circle distribution (Color figure online)

Figure 1 shows the blue histogram of the eigenvalues of a Wigner matrix with
n = 1000, where the red curve follows the semi-circle law from (6). The extreme
eigenvalues are within the boundaries of the semi-circle. The blue histogram of
the Fig. 2 is that of the eigenvalues of the same Wigner matrix but perturbed
this time by a symmetric rank 1 matrix as in (7). The outlier represented here
by blue dot outside red curve is exhibited by the extreme eigenvalue of deformed
matrix out of the bulk spectrum. This shows the phase transition phenomenon
from (8) when the θ > σ.

In the setting where r = 1 and P = θuuT , let ũ be a unit-norm eigenvector of
X̃ associated with its largest eigenvalue. The parameter θ represents the signal to
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noise ratio. By eigenvector phase transition theorem, for norm of the eigenvector
projection we have,

|<ũ, u>|2 a.s.−−→
{

1 − σ2

θ2 if θ ≥ σ

0 if θ < σ
(9)

Fig. 2. Histogram of eigenvalues of rank 1 perturbation of Wigner matrix. The red
curve represents the density of the semi-circle distribution (Color figure online)

3.1 Transitions in LQ Game

In the context of LQ game, the matrix X is the n × n symmetric Gaussian
Wigner matrix noise that models the interactions between different participants
of a large network. Let P = θuuT so that θ and u are largest eigenvalue and
eigenvector respectively, be the adjacency matrix of the perturbations, leading
to deviations in the impact of interactions between different players.

Considering an additive perturbation as in (7), the adjacency matrix of the
new network is X̃. From (5), since the NE of the game described in (1) is the
eigenvector of the adjacency matrix corresponding to the maximum eigenvalue,
the NE for game with X̃ is x̃∗ = λmax(X̃) = ũ.

From the result of (9), for the LQ game, the Nash Equilibrium of the per-
turbed game is dependent on the parameter θ of the perturbation. A transition
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phenomenon is observed for values of θ greater than the threshold value of σ
when the NE given by ũ is dependent on the network parameters i.e.θ and σ.
Below this threshold value, the NE does not depend on the strength of pertur-
bation and cannot be affected as desired by modifying the strength of network
connections.

3.2 Numerical Examples

To demonstrate the transition in NE, we use a numerical example with n = 2000
Wigner matrix for additive perturbation as shown in (7). The value of θ is varied
to see the effect of the threshold value of σ on the Nash equilibrium. Since the
NE of our LQ game is the leading eigenvector, we use the product in (9) as
the theoretical value and compare it with the computational result. The vertical
dashed line in Fig. 3 and 4 is the critical transition point, across which the
strength of the perturbation starts affecting the Nash equilibrium of the game.

Fig. 3. Comparison of transition in NE for additive perturbation of LQ game with
σ = 1.

In Fig. 3, the critical threshold value of σ = 1. The value of |<ũ, u>|2 from
(9) is denoted by the ‘theoretical’ curve. The ‘numerical’ curve is derived by
computationally calculating the NE, i.e. the leading eigenvector for the perturbed
adjacency matrix.
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Fig. 4. Comparison of transition in NE for additive perturbation of LQ game with
σ = 0.25.

In Fig. 4, the critical threshold value of σ = 0.25. The numerical and the
theoretical curves follow closely. The minor variation in the values of the two
curves occurs due to the fact that (9) is for range of n → ∞.

4 Multiplicative Perturbation in LQ Game

Now we explore another strategy to modify a network, through a multiplicative
deformation. Assume Mn be an n × m matrix with independent, zero mean,
normally distributed entries with variance 1. Then, Xn = MnM∗

n/m is known
as Wishart matrix. It has been shown that as n,m → ∞ with n/m → c > 0, the
spectral measure of Xn converges almost surely to the well-known Marchenko-
Pastur distribution [21] with density

dμx(x) =
1

2πcx

√
(b − x)(x − a)1[a,b](x)dx + max(0, 1 − 1

c
)δ0 (10)

where a = (1−√
c)2 and b = (1+

√
c)2. It is known that the extreme eigenvalues

converge almost surely to the endpoints of this support.
Let perturbation matrix P , be a n × n symmetric matrix with rank r. It’s

eigenvalues are θ1 ≥ · · · ≥ θs > 0 > θs+1 ≥ · · · ≥ θr. By phase transition
theorem, as n → ∞ we have, for
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X̃ = X(I + P ) (11)

λmax(X̃) a.s.−−→
{

(θ1 + 1)(1 + c
θ1

) if θ1 ≥ √
c

(1 +
√

c)2 otherwise
(12)

In the setting where P = θuuT , let ũ be a unit-norm eigenvector of X̃ from
(11), associated with its largest eigenvalue. For Wishart matrix X as described
above, the eigenvector phase transition occurs as,

|<ũ, u>|2 a.s.−−→
{

θ2−c
θ[c(θ+2)+θ] if θ ≥ √

c

0 if θ <
√

c
(13)

4.1 Transitions in LQ Game

In an LQ game, from (1), the large random matrix X is considered to be n × n
random Wishart matrix, with P = θuuT is the adjacency matrix of the per-
turbations so that θ and u are largest eigenvalue and eigenvector respectively.
Considering a multiplicative perturbation as in (11), the adjacency matrix of
the new network is X̃. As seen in (5), the NE of X̃ is given by the eigenvector
corresponding to maximum eigenvalue. Thus the NE x̃∗ = λmax(X̃) = ũ.

Using the result from (13), for the LQ game, the Nash Equilibrium of the
perturbed game is dependent on the parameter θ of the perturbation. A transi-
tion phenomenon is observed for values of θ greater than the threshold value of√

c when the NE given by ũ is dependent on the network parameters i.e. θ and√
c. Below this threshold value, the NE is not affected by the strength of the

deformation and cannot be controlled by changing the edge weights of a network
through external factors.

4.2 Numerical Examples

To demonstrate the transition of NE, we use a numerical example with n = 2000
Wishart matrix for the multiplicative perturbation as shown in (11). The value
of

√
c, dependent on m as n/m → c is the threshold value given by dashed

vertical line in Fig. 5 and 6. The value of θ is varied below and above
√

c to
observe the effect on the Nash equilibrium. Since the NE of our LQ game is
the leading eigenvector, we use the product in (13) as the theoretical value and
compare it with the computational value.

In Fig. 5, the critical threshold value of
√

c = 1. The value of |<ũ, u>|2 from
(13) is denoted by the ‘theoretical’ curve. The ‘numerical’ curve is derived by
computationally calculating the NE, i.e. the leading eigenvector for the perturbed
adjacency matrix. In Fig. 6, the critical threshold value of

√
c = 1.414. The

numerical and the theoretical curve have differences which occur since in the
numerical we have finite n,m whereas for the ‘theoretical’ we consider (13) which
represents the limit n,m → ∞. In both examples, we observe that the NE
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depends on the strength of the deformation, when the strength is above the
critical point there is phase transition for the NE.

Fig. 5. Comparison of transition in NE for multiplicative perturbation of LQ game
with m = 2000, thus

√
c = 1.

5 Interpretation

In the previous sections, we see how a large network can be influenced through
external perturbations. The Nash Equilibrium, for the LQ game in (1), can be
affected through additive and multiplicative perturbation. If the perturbation
strength θ is strong, the primary eigenvalue goes beyond the random spectrum
and the primary eigenvector, which is the NE of our LQ game is correlated with
θ (in a cone around the perturbation’s eigenvector direction whose deviation
angle goes to 0 as θ

σ → ∞). If θ is sufficiently low, the primary eigenvalue is
buried in the random spectrum, and the NE is random, with no correlation to
perturbation’s eigenvector.

The finite rank perturbation of an adjacency matrix of large network can be
interpreted in multiple ways. The additive perturbation can be designed such
the specific nodes of the network has higher influence through their edges on the
neighbors and consequently the entire network. The multiplicative perturbation,
though harder to visualize, also affects the edge weights to dominate the influence
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from certain nodes and affect the NE properties. The NE, through eigenvalue
phase transition is shown for rank 1 perturbation matrices. The rank 1 adjacency
matrix can be designed is such a way that the influencers of a real world network
have a major role to cause a aggressive spread over the network. The NE, which
is the optimal participation of each member, is influenced by this perturbation.
The shift in primary eigenvectors also affects the eigenvector centrality measure
of the large networks.

The deformation to the networks can be manipulated such that influence of
some of the important nodes of the network is powerful enough to propagate
their beliefs quicker and effectively. Work in the area of identifying the subset
of individuals within a network that can maximize spread of idea has studied
like in [18]. Using our analysis, we could apply sufficient external modifications
to a network targeting influential set of individuals, to trigger a large cascade of
belief spread.

Fig. 6. Comparison of transition in NE for multiplicative perturbation of LQ game
with m = 1000, thus

√
c = 1.414.

6 Conclusion

In this paper, we explore conditions under which the Nash equilibrium of a
large network game undergoes a phase transition when the adjacency matrix of
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the network is deformed through a finite matrix perturbation. Our contribution
uses the well known eigenvector and eigenvalue phase transition phenomenon
in conjunction with finite rank deformations of random matrices from field of
random matrix theory to model such phenomena for linear quadratic games on a
large network. For the LQ game, we make certain assumptions on the parameters
of the utility function that enable us complete the analysis of transition of the
NE. The large network is modelled as Winger and Wishart random matrix for
additive and multiplicative deformations respectively. The network property i.e.
σ or c determines the critical point around which the strength of perturbation
shifts the NE. We observe that, as θ crosses the critical point, the NE jumps
out of the spectrum and is dependent on θ. For the values of θ below the critical
point, the NE is unaffected by θ. There are multiple potential applications for
this phenomenon, where selfish participants form a large network.

There exists several avenues for future work. In field of network games, mul-
tiple settings are described through variety of utility functions. There is possi-
bility of studying such phase transition in other network games with non linear
functions. The eigenvalue/eigenvector transition for random matrix deformation
occurs for distributions other than Wigner/Wishart as well. It would be a new
direction to investigate phase transition for complex systems that are modeled by
other density functions. Our model uses rank 1 deformation but studying phase
transition for higher rank deformations and what such perturbations would mean
to the network is another possible avenue. The extreme eigenvalues and spec-
tral properties of adjacency matrix play an important role on other properties
of NE like conditions on uniqueness and stability. Exploring how sudden shift
in extreme eigenvalues affects these properties can help in devising appropriate
perturbations. To this end, our results provide a framework to tackle some of
the above open problems and applications in future work.
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11. Capitaine, M., Donati-Martin, C., Féral, D.: The largest eigenvalues of finite
rank deformation of large Wigner matrices: convergence and nonuniversality of
the fluctuations. Ann. Probab. 37(1), 1–47 (2009). https://doi.org/10.1214/08-
AOP394, https://projecteuclid.org/journals/annals-of-probability/volume-37/
issue-1/The-largest-eigenvalues-of-finite-rank-deformation-of-large-Wigner/10.
1214/08-AOP394.full, https://projecteuclid.org/journals/annals-of-probability/
volume-37/issue-1/The-largest-eig
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Abstract. The paradigm shift from a one-size-fits-all architecture to a
service-oriented network infrastructure promised by network slicing will
demand novel technical solutions, as well as new business models. In
particular, the role separation between infrastructure providers, i.e. the
ones owning the network, and slice tenants, i.e. the ones providing spe-
cialized services tailored to their vertical segments, may encourage the
definition of a shared platform (or marketplace) where the former can
monetize their network infrastructure by leasing network resources at a
market price, and the latter can rent on-demand the network resources
needed to offer their services at the desired quality. This also enables
the flexibility for the slice tenants to optimize the management of their
slices by adapting their resource demand to fluctuations of their traffic or
variations of the price in the market. In this paper, we extend the market
mechanism scheme developed in previous works by including intra-slice
radio admission control policies in the utility definition of the tenants
in the slicing market game. Moreover, we characterize the mathematical
properties of the game with respect to slice configuration, i.e. how diverse
strategical behavior of the tenants affects the market operation, in terms
of slice resource allocation and performance. Our analysis offers insights
to the slice tenants on how they could reconfigure their techno-economic
performance indicators in response to the dynamics of network and of the
market, namely how to adapt their long-term (and/or real-time) strate-
gies to the fluctuations of the traffic to enhance network performance
and increase profits.

Keywords: Network slicing · Game theory · Dynamic pricing · Slicing
marketplace

1 Introduction

The key differentiator of the upcoming 5G and beyond systems from previous
wireless technologies is the integration of vertical industries in the telcos ecosys-
tem, which paves the way for new market opportunities and innovative business
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models [2]. In particular, network slicing enables an Infrastructure Provider(Inp)
to support diverse services over a common network infrastructure by offering cus-
tomized end-to-end (E2E) logical networks, i.e., slices, by sharing the same pool
of network resources and functionalities. Once in operation, the slices may need
to be dynamically scaled up/down to match any variation of service require-
ments or adapt their configuration to dynamic changes and/or undesired trend
in their monitored Key Performance Indicators (KPIs). Therefore, openness of
the network to third parties and flexibility in the management of the slices are
key features to encourage vertical players to use existing network infrastructures
rather than deploying their own private infrastructure. In [19], the authors define
a framework based on a vertical-oriented network slicing design where slice ten-
ants can entirely customize and upgrade their network slices, with zero-touch
service and network management. Along the same lines, [7] addresses the key
challenges of the life-cycle management of network slices, discussing the trade-
off between the degree of control and customization of network slices (by the
vertical tenant) and the operational complexity in the network management
(by the Inp), specifically for the management of the shared resources in Radio
Access Network (RAN) [17], e.g., the spectrum. Due to the random nature of
traffic, physical radio resource reservation might not suffice to provide neither
resource efficiency nor expected guarantees in terms of Quality of Service (QoS)
and Quality of Experience (QoE) [14,15]. To maintain satisfactory user expe-
rience and high profits for slice tenants in a dynamic environment, a slice may
need to be reconfigured according to the varying traffic demand and resource
availability. However, existing works focus either on static resource allocation,
leaving to admission control the decision of accepting a network slice to guar-
antee the Service Level Agreement (SLA) in varying traffic conditions [6,16], or
defines centralized optimization routines to dynamically allocate the resources to
increase resource efficiency or maximize social welfare [9,11,18]. However, since
these slices will be used by profit business entities, e.g. verticals, the allocation
of physical resources to the network slices must consider their private revenue
and business models, in addition to the provisioning of desired QoS.

In [12,13], we introduce a Slicing Management Framework (SMF) that can
be applied for the dynamic orchestration of network resources owned by an Inp
in a multi-tenant shared marketplace. In those works, the market game with
its mathematical properties is described, together with an algorithmic imple-
mentation to guarantee the convergence to a Nash Equilibrium (NE). In this
paper we aim at completing the picture by testing the applicability of the SMF
in a realistic scenario and providing additional insights on the impact of each
tenant’s choice in the evolution of the market due to the configuration of their
slices. We show that the system automatically scales and adapts the resource
allocation to the dynamics of a real network, being able to react to both short-
term effects, like mobility and handovers, and long-term changes in the overall
offered traffic at different times of a day, whose variations are taken from traffic
traces of an LTE network collected in a urban area. Given the fluctuations of
slices’ traffic, we extend the analysis of the slicing market game by introducing
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intra-slice Radio Admission Control (RAC) policies in the strategy evaluation of
the tenants, as a mean to control slice congestion that can affect both network
performance and costs for the resources, similarly to what is proposed in [20].
Moreover, differently from [12,13], we also offer insights to the slice tenants for
a better customization of their network slice techno-economical configuration.
This would allow them to better meet their business intents and desired slice’s
SLAs.

The paper is structured as follows. In Sect. 2, we describe the system model
of the slicing marketplace and introduce the payoff functions of the game when
including RAC. In Sect. 3, we derive some relevant theoretical properties of the
game and analyze the impact of the slice configurations on their strategic behav-
ior in the market. Numerical evaluation and simulation setup are discussed in
Sect. 4 and, finally, Sect. 5 concludes the paper with final remarks and future
works.

2 Slicing Market Game

We consider a network slicing setup consisting of a set of network slices, S, each
one owned by a single tenant or vertical enterprise1, that engage in a shared mar-
ketplace for purchasing radio network resources, i.e., spectrum, to be assigned
to their slices. We further assume that the marketplace is controlled and man-
aged by a single Inp, which applies dynamic pricing policies to monetize the
utilization of the network resources, e.g., by adapting the price for a unit of
resources according to the current demand. Let xs ∈ [0, 1] be the resource allo-
cation request of a slice s, normalized according to the total available system
bandwidth, and let l =

∑
s∈S xs be the current load in the network, namely the

total resource demand from all the slices. Then, we define the pricing function
as

P (l) = 1 + eγ(l−l0), (1)

where parameters γ and l0 allow one to tune the shape of the pricing function.
In particular, when the total load approaches the value l0, the price increases
exponentially to discourage the tenants to purchase extra resources. Accordingly,
we compute the costs of the tenants for purchasing xs resources in the market
as

Cs(xs, l) = xs · P (l), (2)

where the term xs depends solely on the tenant decision, while P (l) accounts
for the aggregate decisions of all the tenants (in terms of load). As done in
[12,13], we model the interactions of the tenants in the marketplace as a slicing
market game. Then, let G = 〈S, (Xs)s∈S , (us)s∈S〉 be the strategic form of the
slicing market game with S as the set of players (the slice tenants), Xs ∈ [0, 1]
the strategy space (normalized amount of resources to buy) and us the payoff
functions of the players. In previous works [12,13], we analyze the property of
1 This assumption holds for simplicity. In general, a single tenant may control multiple

network slices and still have different business models for each of them.
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the game, by showing that the game G belongs to the subclass of aggregative
games [8], given the aggregative property of the cost function Cs(·). We further
prove the existence of NE for a class of utility (payoff) functions and provide
an algorithmic implementation that guarantees the convergence to at least one
of them, also discussing the quality of the achieved equilibria. We assume the
payoff function of the players to consist of two terms:

– a private term, Rs(xs), describing the business model of the tenants that
computes the expected returns given the achieved slice performance, which
depends solely on the individual action of the slice tenant, and

– a costs term, Cs(xs, l), that varies according to the law of demand and supply
of the market.

Therefore, the payoff function of the tenant can be computed as

us(xs,x−s) = Rs(xs) − Cs(xs,x−s), (3)

where we replace the load l with x−s to highlight the dependence on the other
players’ strategies. In particular, the revenue function of the tenants is expressed
as

Rs(xs) =
∑

k∈Ks

χk · Ak(xk), (4)

where Ks is the set of users within a slice s, χk is a per-user economic value
that the tenant assigns to each user k, and Ak(xk) is an acceptance probability
function that quantifies the level of satisfaction of a user for the experienced
quality of service. Notice that the value xk defines the per-user resource alloca-
tion, which depends on how the radio scheduler redistributes the xs resources of
a slice among its users2. We model the experienced quality of service (in terms
of achieved throughput) of a user through the acceptance probability function
defined in [5]:

Ak(xk;μ, r0) = 1 − q

(
r(xk)

r0

)µ

, (5)

where q ∈ (0, 1), μ defines the steepness of the curve, i.e., the sensitivity of
the user to performance degradation, r0 represents the maximal throughput and
r(xk) = xk · ηk denotes the achievable throughput given the allocated resources,
xk, and the experienced spectral efficiency, ηk. As in [12], we assume that the
marginal utility shows diminishing return when approaching some reference value
(i.e., maximal throughput r0), namely that the increase in quality of experience
of a user vanishes when approaching the requested QoS.

2.1 Admission Control Policies

In this paper, we extend the analyses of the previous works by including cus-
tomized RAC policies for each slice. Indeed, the admission of new users in the
2 In the rest of the work, we assume that the resources are evenly split among the

users, i.e. xk � xs
|Ks| - with | · | denoting the cardinality of a set - as achieved by the

state of the art proportional fair schedulers [4,10].
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system for a slice may require a renegotiation of the current purchased net-
work resources to avoid degradation of performance of already admitted users.
However, depending on the current load of the network, the purchase of extra
resources might not necessarily lead to an increase in performance (or profits,
due to higher prices). Therefore, the admission of new users can impact the
decisions of the tenants in the market. Hence, we replace the payoff functions
presented in Eq. (3) with the following formulation

us(xs, ns,x−s) = Rs(xs, ns) − Cs(xs,x−s), (6)

where the RAC decision of a tenant translates into the number of users admitted
in the system, ns. Notice that at time of resource negotiation, we assume the ten-
ants to have complete knowledge of their current offered traffic. This assumption
holds for tractability reason. However, this approach can be applied and further
optimized predicting (e.g. by means of time series) their daily traffic, taking into
account that, as a consequence, their RAC policies might be affected by potential
prediction errors [6]. Given the complexity of this prediction use case (and the
potential impact on its decisions as well as on the decisions of other players in
the market game), we focus on a simplified scenario where the amount of traffic
is known by the tenants and no prediction errors must be taken into account.

The RAC policy considered hereafter assumes that users arrive in the system
at random time and, therefore, the tenants cannot select the users to be accepted
according to favorable channel conditions, neither discriminate users based on
their location (e.g., reject an user at cell edge). Indeed, the tenant evaluates one
user per time and accept a new user only if it generates an increase in its profit
function, us(·). After a new user is rejected, all following users are also rejected.
The optimization variables of the tenants become, therefore, the tuple (xs, ns),
where the RAC policy implements the following:

∀xs,∃nopt
s : Rs(xs, n

opt
s ) ≥ Rs(xs, ns),∀ns ∈ [0, |Ks|]. (7)

In a such way, the slice tenant will admit a new user only if it generates an
increase in revenues, rejecting them otherwise. It is important to remark that

Proposition 1. The market game G with the RAC policy of Eq. (7) always
admits at least one NE. Furthermore, the Best Response Dynamics (BRD) algo-
rithm always converges to a NE in a finite number of steps.

Proof. The proposition can be easily verified by construction, by recalling the
existence and convergence condition in [12, Theorem 1 and 2]. Indeed, given
the formulation in Eq. (7), it can be easily verified that the revenue function
Rs(xs, n

opt
s ) holds the same property of Rs(xs) when RAC is not considered,

namely being an increasing and differentiable function in xs, which is a necessary
condition for the existence and the convergence to a NE. �	
In what follows, we remove the dependency on ns of us(·) for ease of notation.
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3 Theoretical Properties of the Market Game

In this section, we characterize the properties of the market game, based on
the customization of the tenants’ private revenue function, Rs(·). The main idea
behind our investigation comes from the property that in aggregative games
the players can analyze the evolution of the game by simply focusing on their
individual action and on the value of the aggregate of the other players. In our
specific market structure, we can further simplify those assumptions since players
only need to know the updated shape of the pricing function, with no need to
expose the actual total resource occupation. This is a very interesting property
that allows each player to analyze the game independently on the number of
players and on the shape of the opponents’ utility functions, focusing only on
the evolution of the prices in the market. Moreover, we can characterize the
effects of changing a parameter of the utility function of any player. For this
purpose, we introduce the concept of positive shock defined in [3].

Definition 1. Consider the payoff function of the game G, us(xs,x−s, ps) with
parameter ps. An increase in ps ∈ R is a positive shock for player s if the
payoff function us(·) exhibits increasing differences in xs and ps and ut(x, ps) =
ut(x)∀t 
= s.

From [3], we can also state the following

Proposition 2. In the game G, a positive shock to any player s ∈ S determines
an increase in his allocation, xs, and decrease in the aggregate allocations of the
remaining players, x−s, at the NE. Moreover, it causes an increase in his own
payoff and a decrease in at least one other player’s payoff at the NE.

Specifically, we can prove that, for the slicing market game, holds the follow-
ing

Proposition 3. For any slice s, the admission of new users or an increase in
the per-user economic value, χk, is a positive shock for the player in the market
game G.

Proof. To prove the proposition, one must verify that the utility function us(·)
exhibits increasing differences in (xs, n

opt
s ) and (xs, χs), respectively, and that

any changing in the value of parameters nopt
s and χs for slice s does not affect

the utility function of other players t ∈ S, t 
= s. The latter is true by defini-
tion, given that the parameters χs and nopt

s affect only the revenues, Rs(xs),
which are privately defined by each tenant. The increasing difference property
can be verified by checking that the cross-partial derivatives of us(·) are nonneg-
ative. This is immediately verified by noticing that Cs(xs,x−s) does not depend
neither on nopt

s nor on χs. Therefore, we just need to verify that the cross par-
tials obtained from Rs(xs) are nonnegative. The analytical derivation is left to
the reader. However, intuitively, one can expect that the revenue function sat-
isfies the increasing differences property, being the revenue function Rs(xs) an
increasing function in the purchased resources, xs, per-user economic value, χs,
and number of admitted users, nopt

s , as also remarked in Proposition 1. �	
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Fig. 1. The parameter χ and number of users cause a positive shock for Slice 1.

An example of a positive shock for a player is plotted in Fig. 1, for the two
aforementioned values. We consider a scenario with two symmetric slices and one
slice which spans different parameter configurations. In particular, in Fig. 1(a),
we show that an increase in the per-user economic value, χ1, allows the tenant to
get an higher amount of resources, causing a decrease in his opponents’ strategies
(and, therefore, to the aggregate, as stated in Proposition 2). The same applies
when a slice experiences an increase in his traffic demand, expressed as number
of accepted users n1, where the admission of new users induces the same effect
(cf. Fig. 1(b)). Conversely, if we look at the parameters modeling the quality of
experience of the users, they do not induce a positive shock in the allocation
of the network slices. Indeed, as shown in Fig. 2, an increase in the sensitivity
parameter μ and in the maximal throughput r0 - for example due to a change in
the user behavior - may encourage the tenants to purchase more resources in the
market (to improve the user performance), but it may also result in the opposite
behavior due to non sustainable costs, causing, e.g., an higher user rejection rate
and/or lower revenues.

4 Numerical Evaluation

In this section, we simulate the online trading of radio resources in the slicing
marketplace. We consider the same slicing setting presented in [12], with S =
{critical IoT (cIoT), eMBB Premium (eMBB Pr.), eMBB Basic (eMBB Bs.)},
to span different service characteristics and user behaviors, i.e.,

– critical applications with low-rate requirements but high QoS guarantees
(cIoT),
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Fig. 2. The parameters μ and r0 do not cause positive shock for Slice 1.

– non-critical applications with high-rate requirements and high user economic
value (eMBB Pr.),

– non-critical applications with adaptive QoS and low user economic value
(eMBB Bs.),

that we model by means of different values of the tuple (χs, μs, r0s). In our
experiments, the users of each slice are uniformly distributed throughout the
coverage area of 3 cells and their position over time varies according to their
random movements. In particular, we assume that the users of the cIoT slice
have fixed locations, while the users of eMBB slices move at constant speed of 3
km/h. We further consider, without loss of generality, that all the users within a
slice have the same QoS requirements, which are defined in terms of throughput,
r0s , and the same economic value, i.e. χk = χs,∀k ∈ Ks. In Table 1 we resume
the parameter settings of the 3 slices.

The simulations reproduce a realistic scenario, where the incoming traffic
of the slices vary over time. The simulated traffic traces are taken from real
measurements collected from an LTE network in an urban area and they are
artificially redistributed among the 3 slices. In our simulations, we consider the
traffic patterns of two consecutive weekdays to leverage the network utilization
and the resource demand during different time of the day (e.g., showing different
behavior during peak hours or during non-peak hours - for example at night). We
assume that cIoT end-users have a deterministic network behavior, with constant
data transmission during daily hours and only background traffic transmitted
during night hours. Contrarly, the eMBB slices exhibit more randomic behavior,
due to sudden activation of users requesting data. The traffic traces are taken
from an original dataset that consists of time series collecting average downlink
datarate observations (measured in bps) with 15-min granularity from 3 cells of
an LTE network for a duration of two days. The subdivision of the traffic traces
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Fig. 3. Time evolution of traffic request for each slice. In dashed lines the incoming
offered traffic; in solid lines the accepted served traffic after RAC.

among the 3 slices during the two days of measurements is shown in Fig. 3, for
the whole 48 h with 4 samples per hour (for a total of 192 simulated scenarios).
For every traffic sample of 15 min, each user random movement is simulated
for 3 out of the 15 min to reduce the simulation time, determining the variable
serving cell and channel during that time span.

Table 1. Slice parameters setting

Tenant cIoT eMBB Pr. eMBB Bs.

μs 8 4 2

r0s 0.5 Mbps 4 Mbps 2 Mbps

qs 0.001 0.001 0.001

χs 3 8 3

The experiments are performed in a downlink system level simulator which
is 3GPP-calibrated [1] for a 3D Urban Macro (3D-UMa) scenario and abstracts
the physical-layer effects through a link-to-system level interface. The interface
applies an equivalent Signal-to-Interference-and-Noise Ratio (SINR), computed
given the cell topology, the active user transmissions, and a vertically polarized
antenna configuration. The radio environment and other relevant simulation
parameters are taken from [4]. We assume that the strategy step size of each
slice is equal to Δx = 15 kHz, that is the subcarrier spacing and a total band-
width of 10 MHz. The traffic traces are then generated in the 3GPP-calibrated
system level simulator, where each user data transmission is modeled as Con-
stant Bit Rate (CBR) traffic, and the traffic variation in Fig. 3 is obtained via
the activation and/or deactivation of new users in each slice. We assume that
the tenants have perfect knowledge of their incoming traffic at time of resource
negotiation and they can implement their own independent admission control
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Fig. 4. Real-time KPIs monitoring during marketplace evolution

policies to shape the traffic they are going to accept. The market game is exe-
cuted at each cell on a timescale of 30 s to let slice tenants adjust the per-cell
required resources due to user mobility (e.g., after handovers) and/or variation
of channel quality of their users, in addition to traffic fluctuations.

In Fig. 3, we show the offered traffic (in dashed lines) and the served traffic
(in solid lines) of each slice, after the RAC policies are implemented. One can
notice that both the cIoT and the eMBB Bs. slices (Fig. 3(a) and Fig. 3(c)) can
almost serve 100% of their traffic, rejecting only few users during peak hours,
while the eMBB Pr. slice shows an higher amount of dropped traffic, specifically
in proximity of a burst of traffic for its slice (cf. Fig. 3(v)). This behavior depends
on multiple factors, hidden in the strategic behavior of the players in the market-
place, but they can be partly addressed by analyzing the results given in Fig. 4,
where we show the achieved performance of the slices with and without RAC.
One can observe in Fig. 4(a) the variation in costs for each slice, which follows
the increase in price due to their daily traffic oscillation, while in Fig. 4(b) the
average acceptance values of the slices, which we use as a measure to estimate
the monitored slice KPIs. If we compare the results for the cIoT and the eMBB
Bs. when RAC policies are implemented, we see that there is no significant vari-
ation in their KPIs. Indeed, given the nature of the two slices, the cIoT slice
can always afford higher costs (to accept more users) to keep the desired level of
performance, due to the criticality of its service, while the eMBB Bs. slice can
always accept users in the system while keeping low costs by offering lower QoS.
Slightly variations can be observed only during high traffic peaks, where an opti-
mized utilization of the resources can benefit the slices in terms of lower costs
and more affordable performance. Conversely, the eMBB Pr. slice can effectively
improve his KPIs only by rejecting part of the traffic, in order to get lower prices
and higher performance for the accepted users. However, as shown in the previ-
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Fig. 5. Positive shock and performance enhancement for eMBB Pr. slice

ous section, the slice tenants can manipulate their configuration parameters to
enhance some of their KPIs, being reducing costs or improving performance. In
particular, we consider the case when the eMBB Pr. slice intends to improve his
performance indicators, namely increasing the percentage of accepted users in
the system. For example, by raising the per-user economic value from χs = 8 to
χs = 20, we can observe a radical behavioral change in the marketplace. Indeed,
from Fig. 5, one can see the positive shock effect on resource allocation (Fig. 5(a))
and on the served traffic (Fig. 5(b)), plotted as differences with respect to the
same values illustrated in previous configuration. In particular, during non-peak
hours, where the traffic demand is not high, there are no evident variations in
the strategic behavior of all the tenants (due to the lower price for resources);
contrarily, the eMBB Pr. can accept more traffic for his slice (by increasing the
resource demand) during peak hours. As expected, we can appreciate also the
reduction in the resource demand of the other players, with consequences also on
their accepted traffic. Although this behavior might look undesirable, it exactly
describes how diverse can be the strategic behavior of the slice tenants in this
market and how they might influence each other in the decisions to be taken.
One can imagine that the optimal setup of the techno-economic KPIs (i.e., the
ones reflecting the strategic behavior of the players in the market) can either
define the long-term or real-time slice configuration, depending on their private
business model. By our approach, we offer slice tenants a mean to optimize the
management of their slices, by keeping simultaneously an eye to technical per-
formance indicators, like achieved throughput or latency, and business intents,
like cost reductions or profit maximization.
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5 Conclusion

In this paper, we discuss a slicing marketplace that enables a dynamic negotia-
tion of radio resources among network slice tenants. We model the interaction of
the slice tenants in the market through game theory and describe the theoreti-
cal properties of the market game, by means of theoretically demonstrations and
numerical simulations. We introduce intra-slice radio admission control policies
in the utility function of the players and describe how the tenants behavior in
the market is affected by the parameter configuration of the slices. We test the
proposed scheme on a dynamic environment, showing that the system automat-
ically scales and adapts the slice resource allocation to the fluctuations of the
traffic demand of slice users. Moreover, we show how slice tenants can mod-
ify their techno-economic parameter configuration in response to the evolution
of the market, e.g., for performance enhancement and/or costs reduction. The
automated optimization of those parameters is left to future works.
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Abstract. Service function chaining (SFC), consisting of a sequence
of virtual network functions (VNFs) (i.e., firewalls and load balancers),
is an effective service provision technique in modern data center net-
works. By requiring cloud user traffic to traverse the VNFs in order, SFC
improves the security and performance of the cloud user applications. In
this paper, we study how to place an SFC inside a data center to mini-
mize the network traffic of the virtual machine (VM) communication. We
take a cooperative multi-agent reinforcement learning approach, wherein
multiple agents collaboratively figure out the traffic-efficient route for the
VM communication.

Underlying the SFC placement is a fundamental graph-theoretical
problem called the k-stroll problem. Given a weighted graph G(V, E),
two nodes s, t ∈ V , and an integer k, the k-stroll problem is to find the
shortest path from s to t that visits at least k other nodes in the graph.
Our work is the first to take a multi-agent learning approach to solve k-
stroll problem. We compare our learning algorithm with an optimal and
exhaustive algorithm and an existing dynamic programming(DP)-based
heuristic algorithm. We show that our learning algorithm, although lack-
ing the complete knowledge of the network assumed by existing research,
delivers comparable or even better VM communication time while taking
two orders of magnitude of less execution time.

Keywords: Service function chaining · Data centers · Reinforcement
learning · k-stroll Problem

1 Introduction

Background and Motivation. Middleboxes (MBs) [9], also known as “net-
work appliances” or “network functions”, are network devices that inspect, filter,
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or transform network traffic for purposes of improving network security or perfor-
mance. Typical examples of MBs include firewalls, intrusion detection systems,
load balancers, and network address translators. MBs are an important com-
ponent of modern enterprise networks to deliver services to user traffic - it has
been shown that the number of MBs is comparable with the number of routers
in enterprise networks and data centers [32].

Fig. 1. Illustrating SFC placement in cloud data centers. The SFC consists of three
VNFs viz. a firewall, a load balancer, and a cache proxy. The SFC placement in (b) is
more network-efficient than the one in (a).

In recent years, with the advancement of network function virtualization
(NFV) [3], MBs can now be implemented as virtual network functions (VNFs)
running as virtual machines (VMs) [29] or containers [33] on commodity hard-
ware platforms. Compared to MBs, which are mostly proprietary and dedicated
purpose-built hardware devices, VNFs are software implementations that are
cost effective and flexible for deployment. As such, deploying VNFs has become
an effective technique in cloud data centers to achieve flexible service manage-
ment and reduce capital and operational expenditures.

In particular, service function chaining (SFC) is established in cloud data
centers to require virtual machine (VM) cloud traffic to traverse a chain of
VNFs [23,27,42]. Figure 1(a) shows an example of SFC, wherein cloud traffic
generated at VM vm1 traverses a sequence of VNFs including a firewall, a load
balancer, and a cache proxy, to arrive at VM vm2. With this traversal, the SFC
blocks malicious traffic detected by the firewall, then diverts the credible VM
traffic using the load balancer to avoid network congestion, and finally caches
the network packets at the proxy server for quick data access by other cloud
users.

SFC Placement Problem. As cloud network resources such as bandwidth
and energy are limited in a cloud data center network, one important task for
cloud operators is to install the VNFs at the right locations inside the network
to optimize the cloud traffic or user-perceived VM communication delay. In this
paper, we study the SFC placement problem. Given a source and a destination
of a VM communication flow inside a cloud data center, and an SFC consisting
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of k VNFs of different service functions, it studies where to install the k VNFs
inside the network to minimize the communication traffic or delay of the VM
flow. In fact, the SFC placement in Fig. 1(a) is not traffic- or delay-optimal
for the communicating VM pair (vm1, vm2). By placing three VNFs as shown
in Fig. 1(b), the resulting cloud traffic and user-perceived delay are dramatically
reduced, as now the traffic only traverses three switches (with two network hops)
compared to six switches (with six network hops) in Fig. 1(a).

State-of-the-Art. Tran et al. [36] showed that the SFC placement problem is
equivalent to a fundamental graph-theoretical problem called the k-stroll prob-
lem [6,10]. Given a weighted graph G(V,E) and two nodes s, t ∈ V , and an
integer k, k-stroll problem is to find a shortest path from s to t that visits at
least k other nodes in the graph. As k-stroll is NP-hard, Chaudhuri et al. [10]
presented a primal-dual-based 2 + ε approximation algorithm. That is, it yields
a solution with cost that is at most 2 + ε times of the optimal cost. As the
primal-dual algorithm is complicated and difficult to implement for a large-scale
cloud data center, Tran et al. [36] designed a dynamic programming (DP)-based
heuristic algorithm to solve the SFC. They showed that their approach con-
stantly outperforms the performance guarantee of 2 + ε provided by Chaudhuri
et al. [10]. However, the DP algorithm needs the full knowledge of the network
and a complete graph of the network as its input.

Our Contributions. In this paper, we design a cooperative multi-agent rein-
forcement learning (MARL) algorithm to solve the SFC placement problem.
Reinforcement learning (RL) [34] refers to the use of autonomous agents to learn
to perform a task by trial and error without human intervention. Unlike tradi-
tional computer algorithms, RL executes through the iterative interaction of the
agent with the environment to learn about the environment, thus being more
adaptive and robust to the dynamic network environment. In addition, as many
network-related combinatorial problems are NP-hard and it is time-consuming
to find the exact solutions, RL becomes a time-efficient alternative to solve these
problems. As such, RL has been well utilized to solve network-related combina-
torial optimization problems [2].

However, none of the existing research utilizes RL to solve the k-stroll prob-
lem. We show that our MARL algorithm, without knowing the complete graph
of the data center network assumed by existing research, delivers comparable or
even better VM communication time than existing research, while taking two
orders of magnitude less in execution time.

Two characteristics of the k-stroll problem make RL a particularly good
candidate to solve the problem. First, to find a shortest route from source s to
destination t while visiting at least k other nodes, an agent needs to constantly
make decisions along the way. Such multi-step decision making is exactly the
kind of problem that RL is designed to solve. Second, the goal of k-stroll is
to minimize the travel cost of the agent that constantly makes progress, which
corresponds well to the goal of RL of maximizing the cumulative reward.
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Paper Organization. The rest of the paper is organized as follows. Section 2
reviews the related work. Section 3 formulates the SFC placement problem. In
Sect. 4 we propose our MARL algorithm. Section 5 presents the existing DP
algorithm as well as an optimal algorithm for SFC placement. Section 6 compares
all the algorithms and discusses the results. Section 7 concludes the paper.

2 Related Work

In this section, we first review SFC placement research in general and then
SFC placement research using machine learning in particular, to illustrate the
contributions of our work.

SFC Placement Research. There has been extensive research for SFC place-
ment, also referred to as VNF placement [25]. Bari et al. [5] studied a VNF
orchestration problem that determined the required number and placement of
VNFs to optimize network operational costs. It provided an Integer Linear Pro-
gramming (ILP) solution and an efficient greedy algorithm. Bhamare et al. [7]
studied the VNF placement problem that minimized inter-cloud traffic while
satisfying deployment cost constraints. They mainly used queueing theories and
statistical analysis, which are different from our graph-theoretical approach. Feng
et al. [15] studied the NFV service distribution to minimize the overall cloud net-
work resource cost. They formulated a multi-commodity-chain flow problem and
provided a O(ε) fast approximation algorithm. Huin et al. [22] studied the SFC
placement problem to avoid data passing through unnecessary network devices.
Sang et al. [31] and Chen et al. [12] minimized the cost of VNF deployment that
provides services to flows and designed optimal and approximate algorithms
under different network topologies. However, they did not consider the chain-
order sequence of VNFs required in SFCs. Ma et al. [28] considered the traffic
changing effect of VNFs and studied the SFC deployment problems with the goal
to load-balance the network. Flores et al. [16] studied policy-aware VM migra-
tion and placement problem to mitigate the dynamic network traffic in cloud
data centers considering that an SFC has already been placed in the network.

There are other works that studied the admission control aspect of SFC
placement when not all the user requests can be satisfied due to network resource
constraints. They studied how to maximize the total utility [24] and throughput
[40] of the satisfied requests, or to maximize the difference between the service
provider’s profit and the total deployment cost of VNFs [13]. Yang et al. [39]
studied how to place VNFs on the edge and public clouds such that the maximum
link load ratio is minimized and each user’s requested delay is satisfied. Gu et al.
[19] designed a dynamic market auction mechanism for the transaction of VNF
service chains that achieves near-optimal social welfare in the NFV eco-system.

Unlike most of the above work, we take a graph-theoretical approach and
model the SFC placement as a graph-theoretical problem. We uncover that the
problem is equivalent to the k-stroll problem. Although k-stroll problem has
been studied extensively in the theory community, it has not been studied in a
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concrete network context targeting a specific network problem such as the SFC
problem in cloud data centers. Due to such theoretical root of our research, the
techniques developed in this paper could be utilized in any other network context
where the k-stroll model is relevant and applicable.

SFC Placement Research Using Machine Learning. Recently, machine
learning techniques have been utilized to solve SFC placement problems. For
example, some works employed machine learning to estimate upcoming traffic
rates and to adjust VNF deployment [8,14,21,35,41]. Xiao et al. [38] considered
an online SFC placement problem with unpredictable real-time network vari-
ations and various service requests and introduced a Markov decision process
(MDP) model to capture the dynamic network state transitions. They proposed
a deep reinforcement learning (DRL) approach to jointly optimize the operation
cost of NFV providers and the total throughput of requests. Using DRL tech-
niques, Pei et al. [30] aimed to minimize the weighted costs of VNF placement
cost, VNFI running cost, and penalty of rejected user requests. They proposed a
Double Deep Q Network (DDQN)-based optimal solution that places or releases
VNF Instances following a threshold-based policy. Recently, Wang et al. [37]
extended the above DDQN approach to solving an online fault-tolerant SFC
Placement.

All above works adopted the DRL approach. Utilizing neural network-based
function approximation algorithms, DRL is a powerful technique that is able to
handle complex states and decision-making for agents. As such, DRL is both
time- and resource-consuming. Further, unlike DRL that must learn from exist-
ing data to train algorithms to find patterns, and then use that to make pre-
dictions about new data, RL uses feedback (i.e., rewards) from interacting with
the environment to maximize an agent’s cumulative reward. Thus the RL model
is better suited to solve our SFC placement problem. Besides, as k-stroll prob-
lem has a low-dimensional and discrete setting in terms of agent’s states and
actions, RL is sufficient to solve the SFC placement. We show that the our
RL-based solution is competitive to the optimal solution.

Our work is inspired by Ant-Q [17], a family of algorithms that combines RL
algorithms with the observation of ant colony behaviors. Ant-Q designed a Q-
learning-based algorithm [34] to solve the traveling salesman problem. However,
like [36], it assumed that the input is a pre-processed complete graph of the
studied network. Our work does not have this assumption and our designed
algorithm directly works on any network topologies such as fat-tree data center
networks studied in this paper.

3 Problem Formulation

System Model. We model a data center network as an undirected graph
G(V,E) where V = Vh ∪ Vs includes a set of hosts Vh = {h1, h2, ..., h|Vh|} and a
set of switches Vs = {s1, s2, ..., s|Vs|}. E is a set of edges, each connecting either
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one switch to another or a switch to a host. Figure 2 shows a K=4 fat-tree [4]
data center where K is the number of ports per switch.1

Fig. 2. A K-ary fat-tree data center with K = 4. It has 16 hosts: h1, h2, ..., and h16,
an SFC with 3 VNFs: f1, f2, and f3, and a VM flow: (v, v′). One optimal and one
non-optimal SFC placement and communication are shown in the blue solid line and
the red dashed line, respectively. (Color figure online)

There is an SFC consisting of n VNFs F = {f1, f2, ..., fn}, each of which
needs to be installed (i.e., placed) on a different switch in the data center. Once
the VNFs are installed, it requires that the VM traffic to go through the VNFs
in the order of f1, f2, ..., and fn. We refer to f1 (and fn) as the ingress (and
egress) VNF, and the switch where the ingress (and egress) VNF is installed as
the ingress (and egress) switch. There is one pair of communicating VMs (v, v′)
already in the data center, where v is located at host s(v) and v′ at s(v′). v and
v′ are referred to as the source and destination VM, and s(v) and s(v′) as source
and destination host respectively.

Each edge (u, v) ∈ E has a weight w(u, v), indicating either the network
delay or energy cost on this edge caused by the VM communication. Given any
host or switch u and v, let c(u, v) denote the total cost of all the edges traversed
by VM communication from u to v. Thus the communication cost of the VM
flow (v, v′) is c

(
s(v), s(v′)

)
. Note that c

(
s(v), s(v′)

)
is not necessarily the cost

of the shortest path between s(v) and s(v′), as the VM communication must
traverse a sequence of VNFs.

Figure 2 shows the VM flow (v, v′), where v is located at host h2 and v′ at
h15, and one SFC consisting of three VNFs f1, f2 and f3. The blue solid line
shows one optimal SFC placement for this VM flow, which results in 6 hops of
VM communication between v and v′. However, if we instead place f2 at one of
the edge switches, the VM communication between v and v′ becomes 10 hops,
as shown in the red dashed line. Here, we use unweighted costs (i.e., number of

1 We use fat-trees for illustration purpose. However, the problems and solutions pro-
posed in this paper are applicable to any data center topology.



Service Function Chain Placement in Cloud Data Center Networks 297

edges) only for purpose of illustration, as the problem and its solution target
weighted graphs. Table 1 shows all the notations.

Table 1. Notation summary

Notation Description

G(V, E) A data center graph, where V = Vh ∪ Vs

w(u, v) Weight of an edge (u, v) ∈ E

c(u, v) Cost between hosts (or switches) u, v ∈ V

Vh Vh = {h1, h2, ..., h|Vh|} is the set of |Vh| hosts

Vs Vs = {s1, s2, ..., s|Vs|} is the set of |Vs| switches

F F = {f1, f2, ..., fk} is the set of k VNFs of an SFC

(v, v′) The source and destination communicating VMs

s(v) The source host where source VM v is stored

s(v′) The destination host where destination VM v′ is stored

K K-ary fat-tree data center wherein each switch has K ports

p(j) SFC placement function p, fj is placed at switch p(j) ∈ Vs

Cc(p) Total VM communication cost with VNF placement p

α The learning rate of each agent, 0 ≤ α ≤ 1

γ The discount rate of each agent, 0 ≤ γ ≤ 1

δ, β Parameters weighing the relative importance of the Q-value

and the edge length in the agent’s action selection rule

Problem Formulation. We define a SFC placement function as p : F → Vs,
which places VNF fj ∈ F at switch p(j) ∈ Vs. Given any SFC placement p,
denote the communication cost of VM flow v, v′ under p as Cc(p). Therefore,

Cc(p) =
n−1∑

j=1

c
(
p(j), p(j + 1)

)
+

(
c
(
s(vi), p(1)

)
+ c

(
p(n), s(v′

i)
))

. (1)

Note that for (v, v′), the ingress switch is always p(1) and the egress switch
is always p(n). The objective of the SFC placement problem is to find a p to
minimize Cc(p).
k-stroll problem. Previous work [36] has shown that the SFC placement problem
is equivalent to k-stroll problem [6,10], which is NP-hard. Given a weighted graph
G=(V,E) with nonnegative length we on edge e ∈ E, two special nodes s and
t, and an integer k, the k-stroll problem finds an s-t path or walk (i.e., a stroll)
of minimum length that visits at least k distinct nodes excluding s and t. When
s=t, it is called the k-tour problem. The triangle inequality holds for all edges:
for (x, y), (y, z), (z, x) ∈ E, w(x, y) + w(y, z) ≥ w(z, x).
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Fig. 3. (a) An example of k-stroll problem. (b) The complete graph for the DP-based
Algorithm 2 (only the relevant part for the DP computation is shown).

Figure 3(a) shows a graph of six nodes and six edges with the weight of each
edge shown as well. An optimal 2-stroll between s and t is s, D, t, C, and
t, with a cost of 6. While most of the works solving k-stroll problem assume
the graph is non-complete graph [10,11,18], two works [6,36] assume its input
is a complete graph. In particular, Tran el al. [36] showed that by converting
the data center graph into a complete graph, it is able to design an efficient
dynamic programming (DP) based heuristic. In this paper, however, we show
that our reinforcement learning-based algorithm can relax this assumption while
still achieving comparable or even better performance compared to the DP-based
algorithm. Next we propose a multi-agent reinforcement learning algorithm to
solve the SFC placement problem.

4 Multi-agent Reinforcement Learning Algorithm
for SFC Placement

In this section, we first present the basics of RL and then our cooperative multi-
agent reinforcement learning (MARL) framework for SFC placement.

Reinforcement Learning (RL). In a RL system [34], an agent’s decision
making is described by a 4-tuple (S,A, t, r) wherein,

– S is a finite set of states,
– A is a finite set of actions,
– t : S × A → S is a state transition function, and
– r : S × A → R is a reward function, where R is a real value reward.

That is, at a specific state s ∈ S, the agent takes an action a ∈ A to transition
to state t(s, a) ∈ S while receiving a reward r(s, a) ∈ R. The agent maintains
a policy π(s) : S → A that maps its current state s ∈ S into the desirable
action a ∈ A. We consider a deterministic policy where given the state, the
policy outputs a specific action for the agent to take to go to the next step.
Deterministic policy suites the SFC placement well as an agent always attempts
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to make progress finding a k-stroll from host s(v) to host s(v′); that is, it hopes
to get closer to s(v′) each time it moves to the next node.

A widely used class of RL algorithms are value-based methods [26,34]. These
algorithms try to extract the near-optimal policy based on the value function
V π

s = E{∑∞
t=0 γtr(st, π(st))|s0 = s}, which is the expected value of a discounted

future reward sum with the policy π at stage s. Here, γ (1 ≤ γ ≤ 1) is a
discounted rate and r(st, π(st)) is the reward received by the agent at state st

at time slot t following policy π.
Q-Learning. Q-learning is a family of value-based algorithms [34]. It learns how
to optimize the quality of the actions in terms of the Q-value Q(s, a). Q(s, a)
is defined as the expected discounted sum of future rewards obtained by taking
action a from state s following an optimal policy. The optimal action at any
state is the action that gives the maximum Q-value. For an agent at state s,
when it takes action a and transitions to the next state t, Q(s, a) is updated as

Q(s, a) ← (1 − α) · Q(s, a) + α · [r(s, a) + γ · maxbQ(t, b)], (2)

where α and γ (1 ≤ α, γ ≤ 1) are the learning rate and discount rate respectively.
In Eq. 2, r(s, a) is the reward obtained if action a is taken at the current state
s and maxbQ(t, b) is the maximum reward that can be obtained from the next
state t.

Multi-agent Reinforcement Learning (MARL) Algorithm. In our
MARL framework for SFC placement, there are multiple agents that all start
from the source host s(v). They work synchronously and cooperatively to learn
the state-action Q-table and the reward table and take action accordingly in
any of the states. In the context of the SFC placement, the states are the nodes
(switches or hosts) where agents are located and actions are the nodes they move
to next. The common task of all the agents is to learn and find a k-stroll: starting
from the source host s(v), each visiting at least k other switches, and ending at
the destination host s(v′). The k distinct switches found in the k-stroll are where
the k VNFs will be placed.

One important component of our MARL algorithm is the action selection
rule; an agent follows such rule to select the node to move to during its k-stroll
learning process. It combines exploration and exploitation of an agent; that is,
an agent can reinforce the good evaluations it already knows as well as explore
new actions. We define the action selection rule in SFC placement as below.

Definition 1. Action Selection Rule of SFC Placement. The action
selection rule specifies, for an agent located at node s, which node t it moves
to next. When q ≤ q0, where q is a random value in [0, 1] and q0 (0 ≤ q0 ≤ 1) is
a preset value, it always chooses the node t = argmaxu∈U{ [Q(s,u)]δ

[w(s,u)]β
} to move to

(i.e., the exploitation). Here δ and β are parameters weighing the relative impor-
tance of the Q-value and the edge length while U is the set of nodes not visited
yet by the agent. Otherwise, the agent chooses a node t ∈ U to move to by the
following distribution: p(s, t) = [Q(s,t)]δ/[w(s,t)]β∑

u∈U [Q(s,u)]δ/[w(s,u)]β
(i.e., the exploration).
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In the above action selection rule, by exploitation, an agent, located at node
s, always moves to a node t that maximizes the learned Q-value weighted by
the length of the edge (s, t). By exploration, it chooses the next node to move
to according to the distribution p(s, t), which characterizes how good the nodes
are in terms of learned Q-values and the edge lengths. The higher the Q-value
and the shorter the edge length, the more desirable the node to move to.

The above action rule is based on ε-greedy exploration [34], wherein an agent
selects a random action with probability ε and selects the best action, which
corresponds to the highest Q-value, with probability 1− ε. Moreover, our action
rule augments ε-greedy exploration by taking into account specific features of
cloud data center networks (i.e., edge lengths).
MARL Algorithm. Next, we present our MARL algorithm viz. Algorithm 1.
There are m agents initially located at the source host s(v) (line 1). Their k-
stroll learning takes place in iterations. Each iteration consists of two stages.

The first stage consists of k steps (lines 3–18). In each step, each agent
independently takes actions following Definition 1 to move to the next node.
At the end of each step, each updates the Q-value of the involved edge. This
continues until each agent finds its k-stroll and arrives at destination host s(v′).
Following [17], each agent maintains a list of visited switches in its memory, so
that it knows how to select an unvisited switch to visit while visiting at least k
switches before arriving at s(v′).

In the second stage (line 19–23), it finds among the m k-strolls the one with
the smallest length, and updates the reward value of the edges that belong to this
shortest k-stroll as well as the Q-values according to Eq. 2. Finally, it checks if the
termination condition is met. If not, it goes to the next iteration and repeats the
above two stages. Here, the termination condition is either a specified number
of iterations or within some proximity to the costs of the compared DP and
optimal algorithms.

Algorithm 1 MARL Algorithm for SFC Placement.
Input: A data center graph G(V = Vs ∪ Vh, E), s(v1), s(v′

1), and an
SFC (f1, f2, ..., fn).

Output: A k-stroll from s(v1) to s(v′
1); that is, a switch p(j) ∈ Vs to place

each of the k VNFs fj ∈ F and the cost Cc(p)) of the k-stroll.
Notations: i: index for switches; j: index for agents;
Uj : the set of nodes unvisited by agent j, initially Uj = Vs, the set of switches;
Lj : the path taken by agent j, initially empty;
lj : the length of Lj , initially zero;
rj : the node where agent j is located currently;
Q(u, v): Q-value of edge (u, v), initially |E|

|V |·∑(u,v)∈E w(u,v) ;

p: an array storing the distinct switches on s(v1)-s(v′
1) stroll;

α: learning rate, α = 0.1;
γ: discount factor, γ = 0.3;
W : a constant value of 10 following [17];
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1. Initially all the m agents are at host s(v), i.e., rj = s(v), 1 ≤ j ≤ m;
2. while (termination condition is not met)
3. for (i = 1; i <= k; i++) // Finding the k switches to place VNFs
4. for (j = 1; j ≤ m; j++) // Agent j
5. Agent j decides the next node sj to move to following action rule

in Definition 1;
6. Lj = Lj ∪ {sj};
7. lj = lj + w(rj , sj);
8. Q(rj , sj) = (1 − α) · Q(rj , sj) + α · γ · maxz∈Uj

Q(sj , z); // Q-value
9. rj = sj ; // Agent j moves to switch sj ;
10. Uj = Uj − {sj}; // Switches not yet visited by agent j
11. end for;
12. end for;
13. for (j = 1; j ≤ m; j++) // Agent j ends at destination host s(v′)
14. Lj = Lj ∪ {s(v′)};
15. lj = lj + w(rj , s(v′));
16. Q(rj , sj) = (1 − α) · Q(rj , sj) + α · γ · maxz∈Uk

Q(sj , z); // Q-value
17. rj = s(v′);
18. end for;
19. Let j∗ = argmin1≤j≤mlj be the agent with a k-stroll of smallest length;
20. for (each edge (u, v) ∈ Lj∗)
21. r(u, v) = W

lj∗
; // Update reward value r(u, v);

22. Q(u, v) ← (1 − α) · Q(u, v) + α · [r(u, v) + γ · maxbQ(v, b)]; // Q-value
23. end for;
24. end while;
25. RETURN The switch p(j) ∈ Vs to place VNF fj ∈ F and the cost Cc(p).

Discussion. In each iteration, the first stage takes m · k, the second stage takes
m+k. Assume N iterations take place, then the time complexity of Algorithm 1
is O(N · m · k). A key question for Algorithm 1 is whether it is convergent
(i.e., it is able to find the global optimum k-stroll in finite time). Gutjahr [20]
gave a graph-based general framework to study convergences of ant systems.
It shows that under certain conditions, the solutions generated can converge
with a high probability to be arbitrarily close to the optimal solution for a
given problem instance. However, as it is a general framework, it does not tackle
specific combinatorial problems including the k-stroll. Considering the simple
definition and elegant discrete structure inherent in k-stroll problem, studying
the convergence as well as estimating the theoretical speed of convergence of
applying RL to solve the k-stroll problem is promising future research.

5 Existing Algorithms for SFC Placement

We compare our MARL algorithm with existing work and a naive exhaustive
optimal algorithm. We present them below to be self-contained for the paper.
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Dynamic Programming (DP) Algorithm. Tran el al. [36] designed a DP-
based heuristic algorithm viz. Algorithm 2 to solve SFC placement. It is based
on the observation that although finding the shortest stroll visiting k distinct
nodes is NP-hard, finding the shortest stroll of k edges can be solved optimally
and efficiently using DP.

Algorithm 2 takes input a complete graph G′(V ′, E′) converted from the data
center graph G(V,E) as follows. V ′ = {s(v), s(v′)} ∪ Vs; for an edge (u, v) ∈ E′,
its cost c(u,v) is c(u, v), the communication cost of (v, v′) between u and v in G.
Algorithm 2 finds a shortest s(v)-s(v′) stroll with k + 1 edges (lines 4–10) and
checks if it traverses k distinct switches (lines 11–19). If not, it finds a stroll with
k + 2 edges, so on and so forth, until k distinct switches are found (lines 20–21).
It finally places f1, ..., fk on the first k switches and returns the cost of the k-
stroll (lines 23–24). Its time complexity is O(k · |V |4). Note that Algorithm 2 also
works for k-tour problem where s(v)=s(v′) and the special case that k distinct
switches are already on the shortest path between s(v) and s(v′).

Algorithm 2 A DP Algorithm for SFC Placement Problem.
Input: A complete graph G′(V ′, E′), s(v), s(v′), and an SFC (f1, f2, ..., fk).
Output: cost of an s(v)-s(v′) stroll in G′ visiting at least k distinct switches.
Notations: e: index for edges; i: index for switches;
c(u, s(v′), e): cost of a u-s(v′) stroll with e edges, initially +∞ ;
successor(u, s(v′), e): u’s successor in a u-s(v′) stroll with e edges, initially -1 ;
r: number of edges needed on s(v)-s(v′) stroll, initially k + 1;
p: an array storing distinct switches on s(v)-s(v′) stroll;
num: the number of distinct switches in p;
found: true if it has found a s(v)-s(v′) stroll with at least k distinct switches,

initially false;
1. V ′ = {u1, ..., u|V ′|}, let ua = s(v) and u|V ′| = s(v′);
2. ∀ui, uj ∈ V ′ with i �= j, c(ui, uj , 1) = cui,uj

, successor(ui, uj , 1) = uj ,
successor(uj , ui, 1) = ui; ∀ui ∈ V ′, c(ui, ui, 1) = +∞, successor(ui, ui, 1) = −1;

3. while (¬found)
4. for (e = 2; e <= r; e++) // edges in ui-s(v′) stroll
5. for (i = 1; i ≤ |V ′| − 1; i++) // node ui

6. for
(
each u, u �= ui ∧ u �= s(v′) ∧ ui �= successor(u, s(v′), e − 1)

)

7. if
(
c(ui, s(v′), e) > cui,u + c(u, s(v′), e − 1)

)

8. c(ui, s(v′), e) = cui,u + c(u, s(v′), e − 1);
9. successor(ui, s(v′), e) = u;
10. end if;
11. num = 0; p = φ (empty set), e−−;
12. b = successor(s(v), s(v′), e);
13. while (e > 1)
14. if (b �= s(v) ∧ b �= s(v′) ∧ b /∈ p)
15. p[num] = b;num++;
16. end if;
17. e − −;
18. b = successor(b, s(v′), e);
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19. end while;
20. if (num < k) r++; // less than k distinct switches
21. else found = true;
22. end while;
23. Place f1, ..., fk on the first k switches stored in p;
24. RETURN c(s(v), s(v′), r).

Example 1. Figure 3(b) shows the complete graph of Fig. 3(a) that is used for
above DP computation. In this example, the Algorithm 2 is able to find the
optimal 2-stroll between s and t as s, D, t, C, and t.

Optimal Algorithm. Below we present Algorithm 3, an exhaustive algorithm
that enumerates all the SFC placements and finds the one with minimum cost,
thus solving the SFC placement problem optimally. It takes O(|V |k). Although
it is not time-efficient, it can be implemented easily, and we compare it with
other algorithms as a benchmark in small cases.

Algorithm 3 Exhaustive and Optimal SFC Placement.
Input: A data center graph G(V,E), s(v) and s(v′), and an SFC (f1, f2, ..., fk).
Output: A VNF placement p and the total cost Cc(p).
1. Cc(p) = +∞;
2. Among all |Vs| · (|Vs| − 1) · ..., ·(|Vs| − k + 1) SFC placements, find p that

gives the minimum cost Cc(p);
3. RETURN p and Cc(p).

6 Performance Evaluation

Experiment Setup. We compare our RL-based learning algorithm viz. Algo-
rithm 1 (referred to RL) with DP-based algorithm Algorithm 2 (referred to as
DP) and exhaustive optimal Algorithm 3 (referred to as Optimal). We write
our own simulator in Python on a MacBook Pro (Big Sur 11.5.1) with Intel
Processor (2.7 GHz Quad-Core Intel Core i7) and 16 GB of memory. As Optimal
takes a long time to execute, we first compare these three algorithms in small
K = 4 fat-tree cloud data centers of 16 hosts. We then compare RL with DP in
K = 8 data centers of 128 hosts. As RL is a multi-agent cooperative learning
algorithm, we also investigate the effects of the number of agents m in a K = 6
fat-tree data center of 54 hosts. Unless otherwise mentioned, m is set as K3

4 , the
number of hosts in the data center.

In the plots, each data point is an average of 20 runs with 95% confidence
interval. For a fair comparison, in each run instance, the source VM v and
destination VM v′ are first randomly placed on the hosts then we compare
the algorithms on the same VM placement. The SFCs in real-world cases are
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broadly categorized into two types viz. access SFCs and application SFCs [1].
As it shows that a typical SFC could have 5 to 6 access functions and 4 to 5
application functions, we consider up to 11 VNFs in an SFC.
Simulation Parameters. Following [17], we set all the RL related parameters as
follows. The learning rate α = 0.1, the discount factor γ = 0.3, the original
Q-values for all the edges is |E|

|V |·∑(u,v)∈E w(u,v) ; that is, 1 divided by the multi-
plication of average distance between all nodes with number of nodes. For the
parameters used in action selection rule, δ = 1 and β = 2. The constant number
W used in Algorithm 1 is set as 10.

Fig. 4. Comparing RL, DP, and Optimal in K = 4 fat-tree data centers. Here, m = 16.

Comparing RL, DP, and Optimal in K = 4 Fat-Trees. Figure 4 compares
all three algorithms in K = 4 fat-trees while varying the number of VNFs k.
Figure 4(a) compares the VM communication costs in terms of the number of
hops yielded by all three algorithms. We have several observations. First, Opti-
mal performs the best by giving the smallest communication cost. Second, RL
performs better than DP in most cases although it does not have the complete
knowledge of the data center network as DP does. This demonstrates that RL is
indeed an effective SFC placement algorithm. Figure 4 show the execution time
of the three algorithms. While both RL and DP are time-efficient, incurring less
than one second for all the cases, RL takes around half of the time compared to
DP (note the logarithmic scale of the y values). In contrast, Optimal takes an
enormous amount of time, in the order of hundreds of seconds when k gets large.
This shows that our RL algorithm achieves comparable communication cost as
the existing SFC placement algorithms while using smaller amount of execution
time.

Comparing RL and DP in K = 8 Fat-Trees. Next, we compare RL and
DP in a larger scale of K = 8 fat-tree data centers while varying the number



Service Function Chain Placement in Cloud Data Center Networks 305

Fig. 5. Comparing RL and DP in K = 8 fat-tree data centers, m = 128 and k = 10.

of VNFs k from 6 to 12. Figure 5(a) shows that DP performs better than RL
when k is relatively small and RL performs better than DP when k gets large.
However, Fig. 5(b) shows that our RL algorithm has a much smaller amount of
execution time than DP (again, note the logarithmic scale of the y values). In
particular, while RL takes less than one second to find the SFC placement, the
DP takes hundreds of seconds to do so.

This is in sharp contrast to Fig. 4(b), which shows that DP only takes twice
as much time as RL does. As the time complexity of DP is O(k · |V |4) and
|V | = 5

4 · K2, the number of switches in a K-ary fat-tree, the time complexity of
DP in a K-ary fat-tree is thus O(k ·K8). On the other hand, the time complexity
of RL is O(N · m · k) = O(N · K3 · k), which is less dependent on the size of the
fat-tree than DP is. The two orders of magnitude difference in execution times
show that the RL algorithm is a promising technique for the SFC placement
problem. Another reason why RL performs better can be attributed to the large
number of agents (i.e., 128) that participate in the RL algorithm. As all the
agents work cooperatively and synchronously to learn the state-action Q-table
and make progress towards finding the k-stroll, the algorithm takes less time.

Effects of Number of Agents m in RL. Finally, we take a close look at
the RL algorithm, and investigate the effects of the number of agents m on the
performance of RL. We place an SFC of 10 VNFs (i.e., k = 10) in a K = 6 data
center. Table 2 shows that with the increase of m, the VM communication costs
found by RL, the execution time, and the number of training iterations for RL all
decrease. As more agents participate in the cooperative learning process, its time
efficiency increases dramatically. We also observe that the VM communication
cost seems to stabilize when m reaches 20. One possible reason could be that
when m = 20, the RL is able to find the optimal VM communication cost.
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Table 2. Varying number of agents m in RL. Here, k = 10 and K = 6.

Number of agents m 1 5 10 15 20

Communication cost (number of hops) 23.3 17.6 14.7 13.7 13.4

Execution time (seconds) 65.5 4 27.72 9.07 2.70 0.22

Number of iterations 169.6 75.05 22.25 10.7 3.1

7 Conclusions and Future Work

For data center operators, figuring out how to place SFC with different VNFs
inside a data center network while minimizing the communication cost of VMs is
a critical task. In this paper, we proposed a multi-agent reinforcement learning
algorithm to solve the SFC placement problem. Although the SFC placement
problem has been solved extensively with and without resorting to machine
learning techniques, our work has two novelties. First, we discovered that at
the core of the SFC placement problem is the k-stroll problem, which is only
studied in the theory community and has not been identified by any of the
existing research on SFC placement. We hope our work can shed some light on
how k-stroll can not only advance SFC placement research but also model an
even wider range of network applications. Second, all the existing work utilizing
machine learning techniques adopts a deep reinforcement learning approach. We
showed that under k-stroll modeling of SFC placement, this is not necessary as
there are a limited number of states and actions available for the agents. We
designed a multi-agent reinforcement learning algorithm where multiple agents
cooperatively and synchronously solve k-stroll in order to place SFC. We showed
via simulations that our algorithm’s performance is comparable with or even
better than the existing algorithms, however, with execution time that is up to
two orders of magnitude smaller than that of the existing work.

We have three research directions in the future. First, we will investigate
the convergence and convergence speed of our RL algorithm by studying the
unique discrete structure of k-stroll. For example, the existing DP-based algo-
rithm provides some insights into how visiting k distinct nodes is related to
visiting k + 1 distinct edges, which can be solved optimally and efficiently. Sec-
ond, in our current multi-agent scenario, all the agents cooperate with each other
by sharing the same reward and updating the same Q-table. In a rational and
game-theoretical environment wherein different agents have different goals and
rewards, how agents balance cooperation with competition to find a near-optimal
SFC placement efficiently remains largely unexplored. Third, currently, we only
consider SFC placement for one VM flow. When there exist multiple VM flows
with highly diverse and dynamic traffic rates (e.g., transmission rates and band-
width demands), how to apply RL techniques to achieve optimal network traffic
and communication delay in cloud data centers becomes a challenging problem.
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Abstract. Success in adversarial environments often requires invest-
ment into additional resources in order to improve one’s competitive
position. But, can intentionally decreasing one’s own competitiveness
ever provide strategic benefits in such settings? In this paper, we focus
on characterizing the role of “concessions” as a component of strategic
decision making. Specifically, we investigate whether a player can gain an
advantage by either conceding budgetary resources or conceding valuable
prizes to an opponent. While one might näıvely assume that the player
cannot, our work demonstrates that – perhaps surprisingly – concessions
do offer strategic benefits when made correctly. In the context of Gen-
eral Lotto games, we first show that neither budgetary concessions nor
value concessions can be advantageous to either player in a 1-vs.-1 sce-
nario. However, in settings where two players compete against a common
adversary, we find opportunities for one of the two players to improve
her payoff by conceding a prize to the adversary. We provide a set of
sufficient conditions under which such concessions exist.

Keywords: Game theory · Resource allocation · General lotto games

1 Introduction

Strategic advantages are often held by competitors that possess more budgetary
resources that can be invested in more advanced technology, research, or surveil-
lance in order to improve one’s competitive position against opponents. Such
factors are central to many domains that feature competitive interactions, such
as airport security [20,27], wildlife protection [30], market economics [18], and
political campaigning [26]. In this paper, we analyze “concessions” as a viable,
alternative component of strategic decision-making in adversarial environments.
In particular, we seek to identify whether or not conceding one’s competitive
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position can ever be advantageous. Intuitively, concessions would appear to be
contradictory to the conventional wisdom on how to gain a strategic advantage,
e.g., investing in more resources or information, as concessions weaken one’s
competitive position. Nonetheless, this paper demonstrates that such intuition
is false as appropriately chosen concessions can often be strategically beneficial.

Within the framework of General Lotto games, we study two types of con-
cessions. The first type, which we term budgetary concessions, involves willingly
reducing one’s resource budget. The act of “money burning” serves as an anal-
ogy for this type of concession. The second type of concession, which we term
battlefield concessions, involves voluntary non-participation on a non-zero valued
battlefield. An appropriate analogy for this type of concession from economoics
is “market abandonment”. In these scenarios, we assume that concessions are
announced to all other players immediately after they are made, such that the
other players can respond strategically to the modified competitive environment.

General Lotto games, Colonel Blotto games, and other contest models offer a
flexible framework to generate basic insights about the interplay between a com-
petitor’s performance guarantees and the amount of resources reserved for com-
petition [3,6,9,13,14,23]. In common formulations, two opposing players have
limited resource budgets to allocate to multiple battlefields. A player wins a
battlefield and its associated value if she sends more resources than her oppo-
nent. To study the role of concessions as a strategic component, we continue this
section with a brief overview of General Lotto games and describe our exten-
sions that allow us to study concessions under this model. We also provide a
summary of our contributions, namely, the identification of settings where con-
cessions are beneficial. Finally, we draw connections between our work and the
related literature.

1.1 General Lotto Games with Concessions

The General Lotto game is played between two opposing players, A and B,
who each have a limited budget of resources XA,XB ≥ 0. The players compete
over a set of n battlefields B = {1, . . . , n}, where a player wins a battlefield
b ∈ B and its value vb ≥ 0 by allocating more resources to b than the opponent.
The players make moves simultaneously (i.e., a one-shot game). Each player
can use randomized allocations such that the resources spent do not exceed
its limited budget in expectation. We denote an instance of the General Lotto
game with GL(XA,XB ,v), where v ∈ R

n
≥0 is the vector of battlefield valuations.

The equilibrium strategies and payoffs in any instance are characterized in the
existing literature [13,15], and we reproduce these in Sect. 2.

We consider the following extension in order to study the strategic role of
concessions in General Lotto games: One of the players, say player B, has the
option to either voluntarily reduce her own resource budget, or to voluntarily
withdraw completely from a chosen battlefield, before engaging with A in the
resulting General Lotto game. Specifically, B selects one of the following options:

– Budgetary concession: Player B selects some nonzero value x ∈ [0,XB ],
whereupon her resource budget is reduced from XB to XB − x.
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– Battlefield concession: Player B selects a battlefield b ∈ B. The value of the
battlefield, vb, is immediately awarded to player A.

The complete competitive interaction between A and B occurs in two stages. In
Stage 0, B decides to concede either budgetary resources or a battlefield to A,
as described above. Player B’s decision in this stage then becomes binding and
common knowledge. Subsequently, in Stage 1, the players engage in the resulting
General Lotto game. If a budgetary concession of x ∈ [0,XB ] was made in Stage
0, the game GL(XA,XB −x,v) is played and the players receive their respective
equilibrium payoffs. If a battlefield concession of b ∈ B was made in Stage 0, the
value vb is immediately awarded to player A, and the game GL(XA,XB ,v−b) is
played. Here, v−b is the vector of valuations for the battlefields B\{b}. We say
that a player has a beneficial concession if there exists any concession such that
the player secures a strictly higher payoff than her payoff in the nominal General
Lotto game (i.e. without concessions). For example, if player B has a beneficial
budgetary concession in the General Lotto game, then there exist parameters
XA,XB > 0, v ∈ R

n
≥0 and x ∈ [0,XB ] such that B’s equilibrium payoff is

greater in GL(XB − x,XA,v) than in GL(XB ,XA,v). Our first contribution is
as follows:

Contribution 1. There never exist concessions of either type that improve a
player’s payoff in the General Lotto game (Proposition 1).

1.2 Three-Player General Lotto Games with Concessions

Contribution #1 conforms with the conventional intuition that concessions only
ever weaken one’s position in competitive scenarios. We thus seek to address
whether this phenomenon holds more generally. To that end, we shift our focus
to a three-player setting, in which players B and C compete in General Lotto
games against a common adversary A over two disjoint sets of battlefields BB ,BC

whose valuations are given by the vectors vB,vC , respectively. This formulation
was first proposed and studied in [16]. The top diagram in Fig. 1a depicts a
nominal three-player Lotto game (under no concession options). We consider the
case where only player B has the option to make concessions. The competitive
interaction occurs over three stages as follows, where players’ actions become
binding and common knowledge in subsequent stages:

– Stage 0: Player B decides to make either a budgetary or battlefield concession;
– Stage 1: Player A deploys resources XA,B ,XA,C ≥ 0 to the two competitions

against B and C, where XA,B + XA,C ≤ XA must be satisfied; and,
– Stage 2: Player A engages in the two resulting General Lotto games. If a

budgetary concession of x ∈ [0,XB ] was made in Stage 0, then she plays the
game GL(XA,B ,XB −x,vB) against player B. Else, if a battlefield concession
of b ∈ BB was made in Stage 0, then she plays GL(XA,B ,XB ,vB,−b) against
B, where vB,−b denotes the vector of valuations for battlefields B\{b}. The
game GL(XA,C ,XC ,vC) is played against player C.
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The bottom diagram in Fig. 1a depicts the scenario following a battlefield con-
cession. In Stage 1, we assume player A employs an optimal division of resources
such that her cumulative payoff from the two General Lotto games in Stage 2
is maximized. Such optimal divisions are characterized in the literature by [16],
and we reproduce these results in the forthcoming Sect. 2. In this three-player
setting, we say that B has a beneficial concession if there exist any concessions
such that B secures a strictly higher payoff than her payoff in the nominal three-
player General Lotto game, i.e. if B were to make no concession in Stage 0. Our
second contribution is as follows:

Contribution 2. In three-player General Lotto games, there never exist bud-
getary concessions that improve a player’s payoff (Theorem 1); however, there
do exist battlefield concessions that can improve a player’s payoff. Theorem 2
provides a set of sufficient conditions for when such opportunities are available.

In the standard, two-player General Lotto game, we show that beneficial conces-
sions do not exist, and, indeed, our result concerning budgetary concessions in
the three-player General Lotto game further supports this näıve intuition. How-
ever, our results show that beneficial battlefield concessions do exist in three-
player General Lotto games, contradicting the conventional wisdom on what
constitute viable mechanisms for gaining strategic advantages. More generally,
our results suggest that concessions do, in fact, represent reasonable strategic
options in competitive interactions.

As our main objective is to establish whether it is possible that beneficial
concessions exist in three-player General Lotto games, we consider budgetary
concessions of value x ∈ [0,XB ] and show that x = 0 maximizes player B’s final
payoff. Similarly, in the case of battlefield concessions, instead of considering
possible values in the vector vB, we focus on identifying the battlefield conces-
sion value v ∈ [0, ΦB ] that maximizes player B’s final payoff, where ΦB is the
cumulative value of battlefields in BB . When v > 0, B has a beneficial battlefield
concession in any corresponding three-player General Lotto game with vb = v for
some battlefield b ∈ BB . In the following example, we identify the occurrence of
beneficial battlefield concessions for player B, and the magnitude of B’s payoff
improvement under various parameterizations of the three-player General Lotto
game:

Consider a three-player General Lotto game in which players’ initial budget
endowments satisfy XA,XB ∈ [0, 4] and XC = 1, and where the cumulative
battlefield values in fronts BB and BC are ΦB = 1.5 and ΦC = 1, respectively.
For every such game, we compare player B’s payoff in the nominal game against
her payoff after a battlefield concession of each value v ∈ [0, ΦB ], and identify
the optimal battlefield concession value vopt. Figure 1b illustrates the regime of
initial player budgets in which there exist battlefield concessions of any value
v ∈ [0, ΦB ] such that player B’s payoff in the resulting game is strictly higher
than her payoff in the corresponding nominal game (i.e., the regime where there
exists a beneficial battlefield concession for B). Figure 1c shows the percent-
age improvement over player B’s payoff in the nominal game associated with
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conceding the corresponding optimal battlefield concession value vopt. We plot
this percentage improvement for XA ∈ [0, 2.5], and XB = 0.5 (dashed line) or
XB = 1.25 (solid line).

Intuitively, our results illustrate that battlefield concessions in the three-
player General Lotto game – if done properly – can redirect more of player A’s
budget toward player C’s set of battlefields, rather than drawing more of A’s
budget to B’s remaining set of battlefields, as the remaining value on B’s set of
battlefields, ΦB −vopt, becomes less of a priority for A. In a sense, the conceding
player “appeases” the common adversary by freely offering up a portion of the
cumulative battlefield value, and faces less competition as a result. The presence
of the additional player C is critical for there to be benefits derived from such
concessions. In contrast, budgetary concessions invite A to further pursue her
contest against the weakened player B. A budgetary concession reduces B’s
strength with no change to the cumulative value of the battlefields. This increases
the ratio between value and strength on BB , and leads to A seeking even more
value from that front.

1.3 Related Works

A primary line of research in Colonel Blotto games focuses on characterizing its
equilibria. Since Borel’s initial study [3], many works have advanced this thread
over the last one hundred years [2,9,15,17,23,24,28]. However, solutions to the
most general settings remain as open problems. As such, there are several vari-
ants of the Colonel Blotto game that have been studied extensively, none more
so than the General Lotto game [1,13,15,19]. Notably, the players’ equilibrium
payoffs in the General Lotto games have been fully characterized [13,15]. Due to
its tractability, the General Lotto game is often adopted in studies of more com-
plex adversarial environments, including engineering domains such as network
security [7,10,25] and the security of cyber-physical systems [5,12].

Our work in this paper is closest to a recent thread in the literature on
similar sequential Colonel Blotto and General Lotto games, where players have
the option to publicly announce their strategic intentions ahead of play. The
three-player General Lotto game was first introduced in [16], who study their
own variant model where in Stage 0, players B and C have the opportunity to
form an alliance that takes the form of a unilateral budgetary transfer between
the players. It is shown that there are cases in which the two players can make
unilateral budgetary transfers that are mutually beneficial. Subsequent work
in [11,12] considers similar settings where the two players can decide to add
battlefields in addition to transferring resources amongst each other. Counter-
intuitively, under this model, both the players achieve better payoff if the trans-
fers are publicly announced to their adversary. The authors of [4] identify a
sufficient condition for when publicly pre-committing resources to battlefields
offers strategic advantages in the same three player setting. Pre-commitments
are a broader class of concessions, where instead of giving away value, the pre-
committing player puts a price in terms of budgetary resources on a battlefield.
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Fig. 1. (a) The top diagram depicts the nominal three player General Lotto game,
where the adversary (A) must decide how to divide its endowment to two separate fronts
of battlefields, with cumulative values of ΦB and ΦC , respectively. The optimal division
for A and the resulting payoffs are well-known from the literature [16]. The bottom
diagram shows a scenario where player B concedes a battlefield of value v ∈ [0, ΦB ].
The adversary responds by re-calculating her optimal division based on the modified
environment. We seek to answer whether B can benefit from concessions. (b) The
parameter region (in blue) where player B has an incentive to concede battlefields.
Here, we set XC = 1 and the total valuations of the two fronts are ΦB = 1.5, ΦC = 1.
(c) The percentage improvement over player B’s payoff in the nominal three player
game (without concessions) associated with the optimal battlefield concession. We plot
the improvements when XB = 0.5 (dashed line) and XB = 1.25 (solid line) for all
values XA ∈ [0, 2.5], as depicted in (b). (Color figure online)

The pre-commitment of resources is also studied in [29], but in a different con-
text that involves favouritism. In that work, a one-shot Colonel Blotto game
is studied where resources are pre-allocated non-strategically over the various
battlefields. More broadly, interest in the role of pre-emption and information
in contests has popularized the analysis of sequential versions of these game
models in which one player leads the strategic interaction and the other follows
(see, e.g., [8,21,22]). Though the selection of concessions under our proposed
framework is also sequential, we note that the players’ strategic interactions still
occur simultaneously in the final stage.

The formation of alliances such as those studied in [11,12,16] is often not
possible, either because mechanisms for coordination between the agencies are
not available or because the agencies’ budgets are not directly transferable. In
contrast, concessions offer a means for a player to improve her competitive posi-
tion, even when mutual coordination is not possible. Another notable difference
between concessions and alliances is that, while alliances can only lead to mutu-
ally beneficial outcomes for the players involved, our results suggest that any
benefits derived from concessions by one player must come at an expense to the
other.
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2 Model

In this section, we review useful background on the standard, two-player General
Lotto game, then formalize the three-player General Lotto game model.

2.1 Background on General Lotto Games

The standard General Lotto game consists of two players A and B with
respective, fixed budgets XA,XB > 0 competing over the set of n battlefields
B = {1, . . . , n} (i.e., front). A player wins on a battlefield b by allocating more
budget to b than her opponent, and otherwise loses on b.1 For each battlefield
b ∈ B, the winning player receives her value vb ≥ 0, while the losing player
receives zero. Let v ∈ R

n
≥0 denote the vector of battlefield values. An allocation

is any vector x ∈ R
n
≥0, where xb denotes the amount of budget allocated to

battlefield b. An admissible strategy for each player i ∈ {A,B} is an n-variate
distribution Fi on R

n
≥0 that satisfies the following budget constraint:

Ex∼Fi

[∑
b∈B

xb

]
≤ Xi. (1)

Intuitively, a player may select any distribution over vectors x ∈ R
n
≥0 such that

the budget expenditure does not exceed her budget in expectation. Each player
aims to maximize the expected value won over the battlefields. We observe that
the game is a two-player, constant-sum game played in a single stage (Stage 1),
and that an instance of the game can be succinctly denoted as GL(XA,XB ,v).
The General Lotto game is a relaxation of the Colonel Blotto game [3], in which
the players’ allocations must satisfy the budget constraint with probability 1.

The equilibrium characterization of the General Lotto game is well-
understood [13,15], and each instance GL(XA,XB ,v) is known to admit unique
equilibrium payoffs as follows:

Fact 1. Let GL(XA,XB ,v) denote an instance of the General Lotto game, and
Φ =

∑
b∈B vb. The equilibrium payoff to player i ∈ {A,B} is Φ · L(Xi,X−i),

where

L(Xi,X−i) =

{
Xi

2X−i
if Xi ≤ X−i

1 − X−i

2Xi
if Xi > X−i,

(2)

and −i ∈ {A,B} \ {i} is the opposing player.

As discussed in Sect. 1.1, concessions in the two player General Lotto game
can be considered by introducing an additional stage (Stage 0) that occurs before
the players engage in the General Lotto game (Stage 1). Recall that, in Stage 0,

1 In the case that the players allocate the same amount of budget to a battlefield, the
player with higher overall budget is conventionally awarded the win. However, the
choice of tie-breaking rule has no effect on equilibrium characterizations of General
Lotto games [15], and hence, our results.
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player B makes either a budgetary concession or battlefield concession, which
then becomes binding and common knowledge before Stage 1 is played. In the
following proposition, we show that neither type of concession can ever increase
a player’s payoff over her payoff in the nominal General Lotto game:

Proposition 1. Consider the General Lotto game with XA,XB ≥ 0 and Φ ≥ 0.
Neither player can benefit from either a budgetary or battlefield concession.

Proof. We consider the scenario where player B makes either a budgetary or
battlefield concession in Stage 0. Since we make no assumption on the players’
relative strengths, considering player B’s perspective is without loss of generality.

Firstly, from the equilibrium payoffs identified in Fact 1, if player B makes
a budgetary concession, i.e., X ′

B ≤ XB , then it follows that Φ · L(X ′
B ,XA) ≤

Φ ·L(XB ,XA) since, for fixed y, L(x, y) is monotonically increasing in x. Second,
and finally, if player B makes a battlefield concession, i.e., Φ′ ≤ Φ, then Φ′ ·
L(XB ,XA) ≤ Φ · L(XB ,XA) since L is nonnegative. ��

2.2 Three-Player General Lotto Games with Concessions

We have shown that concessions cannot provide payoff improvements in the
two-player General Lotto game. Thus, we consider the three-player game model
proposed in [16] for the remainder of this manuscript. This game consists of play-
ers A, B and C with respective budgets XA,XB ,XC > 0. Player A is engaged in
simultaneous General Lotto games against the players B and C over the respec-
tive, disjoint fronts BB and BC . The game is played in two stages: in Stage 1,
player A allocates her budget between the two fronts; and, in Stage 2, the two
resulting General Lotto games are played. In Stage 2, players B and C receive
the payoffs from their respective General Lotto games, and player A receives the
sum of her expected payoffs from both General Lotto games. An instance of the
game can be succinctly denoted as 3GL(XA,XB ,XC ,vB ,vC), where vi denotes
the vector of battlefield values in front Bi, i ∈ {B,C}. As we have already done
with the standard General Lotto game, we propose a variation on the three-
player General Lotto model that includes a preliminary stage (Stage 0) in which
player B makes either a budgetary or battlefield concession. Below, we formalize
the three stages of this variant, which we term the three-player General Lotto
game with concessions, where it is assumed that the players’ actions in each
stage become binding and common knowledge in subsequent stages:

– Stage 0: Player B selects one of the following concession formats:
• Budgetary concession: Player B discards a portion of her budget x ∈

(0,XB ]; or,
• Battlefield concession: Player B commits to allocating zero budget to a

battlefield b ∈ BB .
– Stage 1: Player A allocates XA,B ,XA,C ≥ 0 of her budget to the fronts BB

and BC , respectively, such that XA,B + XA,C ≤ XA holds.
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– Stage 2: Player A engages players B and C in the two resulting General Lotto
games. If B made a budgetary concession of x ∈ (0,XB ] in Stage 0, then A
and B play the game GL(XA,B ,XB − x,vB). Else, if B made a battlefield
concession of b ∈ BB , then A and B play the game GL(XA,B ,XB ,vB,−b),
where vB,−b denotes the vector of valuations for battlefields BB \{b}. Players
A and C play the game GL(XA,C ,XC ,vC). Player A’s payoff is the sum of her
expected payoffs in the two General Lotto games, and of vb only if player B
selected to concede the battlefield b in Stage 0. Each player i ∈ {B,C} receives
the expected payoff from her corresponding General Lotto game against A.

In order to identify player B’s optimal strategy in Stage 0 of the game we must
first understand player A’s strategic behaviour in Stage 1. The allocation rule
that maximizes A’s cumulative payoff in Stage 2 was characterized by Kovenock
and Roberson [16]. We summarize this result below:

Fact 2. Consider Stage 1 of the three-player General Lotto game where the play-
ers’ budgets are normalized (w.l.o.g.) such that XA = 1 and XB ,XC > 0. Let
ΦB , ΦC > 0 denote the cumulative value of non-conceded battlefields in the fronts
BB and BC , respectively. Define R1i, R2i, R3i and R4, i ∈ {B,C} as the fol-
lowing regions:

R1i(Φi, Φ−i) := {(Xi, X−i) s.t. Φi/Φ−i > max{(Xi)
2, 1}/(XiX−i)}

∪ {(Xi, X−i) s.t. Xi < 1 and Φi/Φ−i = 1/(XiX−i)}
R2i(Φi, Φ−i) := {(Xi, X−i) s.t. Φi/Φ−i > Xi/X−i and 0 < 1 −

√
ΦiXiX−i/Φ−i ≤ X−i}

R3i(Φi, Φ−i) := {(Xi, X−i) s.t. Φi/Φ−i ≥ Xi/X−i and 1 −
√

ΦiXiX−i/Φ−i > X−i}
R4(Φi, Φ−i) := {(Xi, X−i) s.t. Φi/Φ−i = Xi/X−i and Xi + X−i ≥ 1}.

Player A’s optimal allocation XA,i is determined in closed-form as follows:

– If (Xi,X−i) ∈ R1i(Φi, Φ−i), then XA,i = 1.
– If (Xi,X−i) ∈ R2i(Φi, Φ−i), then XA,i =

√
ΦiXiX−i/Φ−i.

– If (Xi,X−i) ∈ R3i(Φi, Φ−i), then XA,i =
√

ΦiXi/(
√

ΦiXi +
√

Φ−iX−i).
– If (Xi,X−i) ∈ R4(Φi, Φ−i), then any XA,i ∈ [1 − X−i,Xi] is optimal,

where XA,−i = 1 − XA,i in all the above cases.

Observe that the result above can be applied in Stage 1, whether or not player B
makes a concession. If player B makes no concessions (i.e., the nominal game),
then her payoff in Stage 2 is ΦB ·L(XB ,XA,B), where we use XA,B here to denote
player A’s optimal allocation to the front BB in Stage 1 when there is no conces-
sion. Otherwise, if player B makes a budgetary concession of x ∈ (0,XB ], then
her payoff in Stage 2 is ΦB ·L(XB −x,X ′

A,B), and if player B makes a battlefield
concession of b ∈ BB , then her payoff in Stage 2 is (ΦB −vb)·L(XB ,X ′′

A,B), where
we use X ′

A,B and X ′′
A,B here to denote player A’s optimal allocation in Stage 1

to the General Lotto game against player B in response to the budgetary and
battlefield concessions, respectively. Crucially, observe that player B translates
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the point (XB ,XC) to the left by making budgetary concessions, and alters the
parametric regions identified in Fact 2 by making battlefield concessions.

The following observations will be important in the proofs of the forthcoming
results:

i. XA,B > XB holds in regions R1B (if XB < 1), R2B , R3B and R3C , while
XA,B ≤ XB holds in regions R1B (if XB ≥ 1), R1C , R2C and R4.

ii. The closed-form expressions of player A’s optimal allocation – and, thus,
all of the players’ payoffs – are identical in regions R3B and R3C . Thus,
it is equivalent to denote the union of the parametric regions R3i(Φi, Φ−i),
i ∈ {B,C}, simply by R3(ΦB , ΦC). Further, note that any point (XB ,XC)
in R3 must satisfy XB + XC < 1 since XA,i > Xi, i ∈ {B,C}.

iii. As shown in Fig. 2(a), the point (XB ,XC) translates to the left in the
(XB ,XC)-plane following a budgetary concession by player B. On the other
hand, the regions identified in Fact 2 remain unperturbed.

iv. In contrast, the concession of a battlefield with value v̂ does not translate
the point (XB ,XC), but rather modifies the regions identified in Fact 2, as
shown in Fig. 2(b). In particular, the line XC = ΦCXB/ΦB which serves
as the boundary between the regions R1B ∪ R2B and R1C ∪ R2C (i.e., the
median line) rotates counterclockwise about the origin following a battlefield
concession by player B. Crucially, since the points on the (XB ,XC)-plane
remain stationary, a point (XB ,XC) can move from one region to another
(i.e., transit) following a battlefield concession by either player.

3 Main Results

All of the results in this section focus on concessions in the three-player General
Lotto game from the perspective of player B. However, by flipping the players’
labels, all the results apply identically to concessions from the perspective of
player C. Throughout this section, we refer to concessions that strictly improve
the player’s payoff above her payoff in the nominal setting as beneficial budgetary
and battlefield concessions.

Budgetary Concessions. We first focus on budgetary concessions, and show that
players cannot improve their payoffs by making such concessions.

Theorem 1. Consider the three-player General Lotto game with XA = 1,
XB ,XC ≥ 0 and ΦB , ΦC ≥ 0. Player B cannot benefit from a budgetary conces-
sion.

We present the proof of Theorem 1 in Appendix A, for ease of presentation.
As the proof is fairly technical, we provide an intuitive interpretation for the
reader’s convenience. Suppose player B makes a budgetary concession of x ∈
(0,XB ]. Observe that the budgetary concession leaves player B more vulnerable
to attacks from player A, since her budget is lowered, but the cumulative value
of the battlefields in front BB remains unchanged. As a result, the adversary
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Fig. 2. The regions dividing the possible player budgets (XB , XC) in Stage 2, as derived
in [16] and reviewed in Fact 2. (a) Illustration of the Stage 1 regions in the three-player
General Lotto game with ΦB = ΦC . The solid, black lines depict the borders between
the labelled regions. In blue, we depict the impact of a budgetary concession: the point
(XB , XC) = (2, 0.5) translates to the left to (XB − x, XC) = (1, 0.5) after player B
makes a budgetary concession of x = 1. (b) We depict the impact of a battlefield
concession within the same setting as (a), but where B makes a battlefield concession
of b with vb = ΦC/4. The solid, black lines depict the borders between the regions
for no concession (i.e., Rj(ΦB , ΦC)), while the dotted, blue lines depict the borders
between the regions after the concession of b (i.e., Rj(ΦB − vb, ΦC)). Observe that all
points on the plot, including (XB , XC) = (1.25, 1.375), remain stationary, while the
regions change. Notably, (XB , XC) is in region R1B if no concession is made, and in
R1C after the concession of battlefield b.

will seek either the same or greater payoff from the front BB . In the best case,
the amount of payoff that the adversary extracts from the front BB will stay
the same, as is the case if the pairs (XB ,XC) and (XB − x,XC) are both in
R1C(ΦB , ΦC), i.e., player A still sends no budget to BB . In all other settings,
player B’s payoff will strictly decrease after a budgetary concession.

Battlefield Concessions. Next, we focus on battlefield concessions. Here, we are
concerned with identifying instances in which a battlefield concession is beneficial
for player B, i.e., B’s resulting payoff is higher than in the nominal game. In
particular, we seek conditions on the budgets XA, XB , and XC , and the players’
front values ΦB and ΦC for which there exists a beneficial battlefield concession.
Note here that we are not concerned with the particular vectors of battlefield
valuations vB,vC that constitute each front. As such, we allow player B to
have full choice over the conceded value v ∈ [0, ΦB ]. Our next result identifies
sufficient conditions for the existence of beneficial battlefield concessions in any
three-player General Lotto game.
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Theorem 2. Consider the three-player General Lotto game with XA = 1,
XB ,XC ≥ 0 and ΦB , ΦC ≥ 0. Let v∗ = ΦB − ΦCXB/XC . The following con-
ditions characterize sufficient conditions under which player B has a beneficial
battlefield concession of value vb = v∗:

(i) If (XB ,XC) ∈ R1B(ΦB , ΦC) and XB ,XC ≥ 1, then v∗ < ΦB/(2XB);
(ii) If (XB ,XC) ∈ R1B(ΦB , ΦC), XB ≥ 1 and XC < 1, then

(ΦB − v∗) ·
[
1 − 1 − √

ΦCXBXC/(ΦB − v∗)
2XB

]
> ΦB ·

(
1 − 1

2XB

)
;

(iii) If (XB ,XC) ∈ R1B(ΦB , ΦC), XB < 1 and XC ≥ 1, then v∗ < ΦB · (1 −
XB/2);

(iv) If (XB ,XC) ∈ R1B(ΦB , ΦC), and XB ,XC < 1, then

(ΦB − v∗) ·
[
1 − 1 − √

ΦCXBXC/(ΦB − v∗)
2XB

]
>

ΦBXB

2
.

(v) If (XB ,XC) ∈ R2B(ΦB , ΦC) and XC ≥ 1, then

v∗ < ΦB ·
[
1 − XB

2
√

ΦBXBXC/ΦC

]
; and,

(vi) If (XB ,XC) ∈ R2B(ΦB , ΦC), XC < 1 and XB + XC ≥ 1, then

(ΦB − v∗) ·
[
1 − 1 − √

ΦCXBXC/(ΦB − v∗)
2XB

]
>

ΦBXB

2
√

ΦBXBXC/ΦC

.

We present the proof of Theorem 2 in Appendix B, for ease of presentation. In
place of the proof, we devote the remainder of this section to developing the
intuition about this positive result.

First, we explain the significance of the value v∗ defined in the claim of
Theorem 2. Observe that v∗ is precisely the battlefield value that satisfies
(ΦB − v∗)/XB = ΦC/XC . Thus, when XB + XC ≥ 1 and the point (XB ,XC) is
nominally in one of the regions R1B(ΦB , ΦC) or R2B(ΦB , ΦC), player B can con-
cede a battlefield of value vb = v∗ + ε, ε → 0+, to alter the regions in such a way
that (XB ,XC) is in either R1C(ΦB−vb, ΦC) (when XC ≥ 1) or R2C(ΦB−vb, ΦC)
(when XC < 1). Note that if XB + XC < 1 instead, then the concession of the
battlefield of value vb satisfies (XB ,XC) ∈ R3(ΦB − vb, ΦC), and does not offer
any benefit to B.

Next, we consider simulation results identifying the parameter regime in
which our conditions for beneficial battlefield concessions hold. In Fig. 3, we
plot player B’s optimal battlefield concession, where the players’ budgets are
normalized such that XA = 1, and XB ,XC ∈ [0, 1.2]. In each of the panels,
the cumulative values of battlefields in the two fronts are as follows: Fig. 3a has
ΦB = 1, ΦC = 0.5, Fig. 3b has ΦB = 1, ΦC = 1, and Fig. 3c has ΦB = 1, ΦC = 2.
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Fig. 3. Existence of beneficial battlefield concessions for player B. The coloured regions
correspond with our sufficient conditions for beneficial battlefield concessions for player
B under normalized player budgets (i.e., XA = 1), for XB , XC ∈ [0, 1.2] and (a) ΦB =
1, ΦC = 0.5, (b) ΦB = 1, ΦC = 1, and (c) ΦB = 1, ΦC = 2. The white area coincide
with the points (XB , XC) for which our sufficient conditions are not met. The solid,
black lines divide the (XB , XC)-plane into the various regions, where R1C , R2C and
R3 are as labelled in plot (a), R2B is at the top left of each plot (not labelled), and
R1B does not appear. In each of the coloured areas, it is beneficial for player B to
concede a battlefield of value v∗, and the different coloured areas’ labels coincide with
Conditions (i)–(vi), all of which are defined in the claim of Theorem 2. (Color figure
online)

Player B has no beneficial concession in the white area. The various regions Rj ,
defined in Fact 2, are divided by solid, black lines. The coloured areas’ labels
coincide with the conditions identified in the claim of Theorem 2.

As seen in Fig. 3 and the definitions of Conditions (i)–(vi), the set of benefi-
cial battlefield concessions we identify appear in regions where the ratio between
the cumulative value of the battlefields in front BB and B’s initial budget endow-
ment, ΦB/XB , is greater than the ratio ΦC/XC , and the players B and C
together possess enough budget to force A to prioritize one of her General
Lotto games over the other (i.e., ΦB/XB > ΦC/XC and XB + XC ≥ 1). In
such scenarios, player A primarily pursues her General Lotto game against B in
the nominal game. By conceding enough battlefield value v ∈ [0, ΦB ] such that
(ΦB − v)/XB < ΦC/XC , player B can force A to prioritize her game against C
instead. Interestingly, if the difference between ΦB/XB and ΦC/XC is moder-
ate, then the gains from shifting A’s attention outweigh the loss of the forfeited
battlefield’s value. If the difference between ΦB/XB and ΦC/XC is too high,
however, then too much value v must be conceded by B to minimize her conflict
with A, and the gains will not outweigh the losses.

In Sect. 1.3, we briefly describe the variant of the three-player General Lotto
game studied in [16]. Recall that, in their variant, the players B and C have
the opportunity to negotiate an alliance which entails a unilateral transfer of
budgetary resources in Stage 0 of the game, and that cases are identified in
which forming an alliance is mutually beneficial for B and C. The results in
[16] suggest that mutually beneficial alliances only occur when the difference
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between the ratios ΦB/XB and ΦC/XC is sufficiently large. In contrast, our
findings show that beneficial battlefield concessions only exist when the ratios
ΦB/XB and ΦC/XC are close. This comparison suggests that, if there are signif-
icant asymmetries in the players’ strengths relative to the values of their respec-
tive contests, then cooperative mechanisms, such as alliances, provide strategic
advantages; meanwhile, if differences in players’ relative strengths are small, then
unilateral mechanisms such as battlefield concessions prevail.

4 Conclusions and Future Work

In this paper, we considered the viability of “concessions” as a component of
strategic decision-making in adversarial environments. We considered two types
of concessions: budgetary concessions, where a competitor voluntarily reduces
one’s resource budget, and battlefield concessions, where a player voluntarily
forfeits a certain prize to her adversary. Intuitively, concessions should not offer
strategic advantages as they weaken one’s competitive position. However, we
demonstrated that they do offer benefits if made correctly. We studied conces-
sions under the framework of General Lotto games, where we showed that neither
type of concession offers benefits under the two-player model. However, in set-
tings where two players compete against a common adversary, we showed that
one of the two players can often improve her payoff by conceding a battlefield
to the adversary.

This work provides several avenues for future study. First, we have shown that
conceding battlefields is beneficial when General Lotto games are the underlying
model of conflict. However, we suspect this phenomenon is robust to larger classes
of models, e.g., Tullock and other contest success functions. Second, considering
a richer setting wherein both players can simultaneously make concessions to
the adversary opens questions of what strategic outcomes are possible. Finally,
though we have studied concessions as a strategic component in two- and three-
player settings, broader forms of strategic pre-commitments and more general
interaction networks could be considered.

A Proof of Theorem 1

Proof. The proof amounts to showing that player B’s payoff is nonincreasing for
any budgetary concession x ∈ (0,XB ] such that (XB − x,XC) is in any of the
regions Rj .

We first consider the scenario where (XB ,XC) ∈ R1C(ΦB , ΦC). Recall that,
in this scenario, player A commits no budget to the battlefields in the front
BB . Thus, player B’s payoff before the concession is ΦB, the highest possible
payoff. Furthermore, (XB −x,XC) ∈ R1C(ΦB , ΦC) can only hold if (XB ,XC) ∈
R1C(ΦB , ΦC) as well, since the value 1−√

ΦC(XB − x)XC/ΦB is increasing in x.
If (XB − x,XC) ∈ R4(ΦB , ΦC), then any budgetary concession x′ < x would be
in either R1C or R2C , since XB +XC ≥ 1 in R4, while any budgetary concession
x′ > x would be in either R1B , R2B or R3. Thus, conceding any amount x′ < x
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would guarantee B greater payoff since XA,B = 1 − XA,C , and XA,C = 1 in
R1C and XA,C > XC in R2C whereas XA,C ∈ [max{0, 1 − XB},min{1,XC}] in
R4. Further, conceding any amount x′ > x cannot guarantee B greater payoff
since XA,B = 1 in R1B , and XA,B > XB in R2B and R3, whereas XA,B ∈
[max{0, 1 − XC},min{1,XB}] in R4. In all other regions, we show that player
B’s payoff is strictly decreasing in x by checking the partial derivative with
respect to x ≥ 0:

If (XB − x,XC) ∈ R1B(ΦB , ΦC) and XB − x > 1, then

∂

∂x
ΦB

[
1 − 1

2(XB − x)

]
= − ΦB

2(XB − x)2
< 0.

Else, if (XB − x,XC) ∈ R1B(ΦB , ΦC) and XB − x ≤ 1, then

∂

∂x

ΦB(XB − x)
2

= −ΦB

2
< 0.

If (XB − x,XC) ∈ R2B(ΦB , ΦC), then

∂

∂x

ΦB(XB − x)

2
√

ΦB(XB−x)XC

ΦC

= − ΦB

4
√

ΦB(XB−x)XC

ΦC

< 0.

If (XB − x,XC) ∈ R2C(ΦB , ΦC), then

∂

∂x
ΦB

⎡
⎣1 −

1 −
√

ΦC(XB−x)XC

ΦB

2(XB − x)

⎤
⎦ = −

ΦB

[
2 −

√
ΦC(XB−x)XC

ΦB

]
4(XB − x)2

< 0,

which is strictly negative as the condition 1 − √
ΦC(XB − x)XC/ΦB ≥ 0 must

hold in R2C . Finally, if (XB − x,XC) ∈ R3(ΦB , ΦC), then

∂

∂x

ΦB(XB − x)

2
√

ΦB(XB−x)√
ΦB(XB−x)+

√
ΦCXC

= −ΦB

2
− ΦB

√
ΦCXC

4
√

ΦB(XB − x)
< 0.

This concludes the proof. ��

B Proof of Theorem 2

Before presenting the proof, we note that, in the case of battlefield conces-
sions, we can disregard the scenario when (XB ,XC) ∈ R4(ΦB − v, ΦC), for any
v ∈ [0, ΦB ]. To see why, consider a battlefield concession of value v such that
(XB ,XC) is in R4, i.e., XB + XC ≥ 1 and (ΦB − v)/XB = ΦC/XC . Observe
that by conceding a battlefield of value slightly greater than v (i.e., v′ = v + ε
for ε → 0+), player B obtains strictly higher payoff as (XB ,XC) now falls in
region R1C (if XC ≥ 1) or region R2C (if XC < 1). Thus, in the following
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proof, we assume that any point (XB ,XC) with XB + XC ≥ 1 will transit
directly from R1B(ΦB − v, ΦC) (if XB ≥ 1) or R2B(ΦB − v, ΦC) (if XB < 1), to
R1C(ΦB −v, ΦC) (if XC ≥ 1) or R2C(ΦB −v, ΦC) (if XC < 1), as v is increased,
without first passing through R4.

Proof. The proof amounts to verifying that the conditions laid out in the claim
guarantee that player B’s payoff after the battlefield concession is greater than
her payoff in the nominal three-player General Lotto game. Before we continue, it
is critical to note that v∗ as defined in the claim is precisely the value that satisfies
(ΦB − v∗)/XB = ΦC/XC . Thus, for (XB ,XC) ∈ R1B ∪ R2B and XB + XC ≥ 1,
the battlefield concession of value v∗ satisfies (XB ,XC) ∈ R1C∪R2C . We present
the remainder of the proof in parts corresponding with each of the conditions in
the claim.
Conditions (i): The point (XB ,XC) is nominally in the region R1B(ΦB , ΦC) with
XB ≥ 1, and, thus, player B’s nominal payoff is ΦB ·(1 − 1/2XB). Since XC ≥ 1,
the battlefield concession of value v∗ satisfies (XB ,XC) ∈ R1C(ΦB−v∗, ΦC), and
player B’s resulting payoff is ΦB − v∗. It follows that the battlefield concession
of value v∗ benefits player B if

ΦB − v∗ > ΦB ·
(

1 − 1
2XB

)
.

Rearranging the above inequality gives the condition in the claim.
Condition (ii): Once again, player B’s nominal payoff is ΦB · (1 − 1/2XB). Since
XC < 1 and XB + XC ≥ 1, the battlefield concession of value v∗ satisfies
(XB ,XC) ∈ R2C(ΦB −v∗, ΦC), and player B’s resulting payoff is (ΦB −v∗) · [1−
(1 − √

ΦCXBXC/(ΦB − v∗))/(2XB)]. It follows that the battlefield concession
of value v∗ benefits player B if

(ΦB − v∗) ·
[
1 − 1 − √

ΦCXBXC/(ΦB − v∗)
2XB

]
> ΦB ·

(
1 − 1

2XB

)
.

Condition (iii): Observe that this condition resembles Condition (i), except that
XB < 1. Thus, the only difference is that player B’s nominal payoff is ΦBXB/2.
It follows that the battlefield concession of value v∗ benefits player B if

ΦB − v∗ >
ΦBXB

2
.

Rearranging the above inequality gives the condition in the claim.
Condition (iv): Observe that this condition resembles Condition (iii), except
that XC < 1. Thus, the only difference is that player B’s resulting payoff is
(ΦB − v∗) · [1 − (1 − √

ΦCXBXC/(ΦB − v∗))/(2XB)], as in Condition (ii). It
follows that the battlefield concession of value v∗ benefits player B if

(ΦB − v∗) ·
[
1 − 1 − √

ΦCXBXC/(ΦB − v∗)
2XB

]
>

ΦBXB

2
√

ΦBXBXC/ΦC

.
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Condition (v): The point (XB ,XC) is nominally in the region R2B(ΦB , ΦC), and,
thus, player B’s nominal payoff is ΦB · XB/(2

√
ΦBXBXC/ΦC) since XB < 1

must hold in R2B . Since XC ≥ 1, player B’s resulting payoff after the battlefield
concession of value v∗ is ΦB−v∗, as in Condition (i). It follows that the battlefield
concession of value v∗ benefits player B if

ΦB − v∗ >
ΦBXB

2
√

ΦBXBXC/ΦC

.

Rearranging the above inequality gives the condition in the claim.
Condition (vi): This condition resembles Condition (iv), except that XC < 1.
Thus, the only difference is that player B’s resulting payoff is (ΦB − v∗) · [1 −
(1 − √

ΦCXBXC/(ΦB − v∗))/(2XB)], as in Condition (ii). It follows that the
battlefield concession of value v∗ benefits player B if

(ΦB − v∗) ·
[
1 − 1 − √

ΦCXBXC/(ΦB − v∗)
2XB

]
>

ΦBXB

2
√

ΦBXBXC/ΦC

.

This concludes the proof. ��
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Abstract. Recent research in the social sciences has identified situa-
tions in which small changes in the way that information is provided
to consumers can have large aggregate effects on behavior. This has
been promoted in popular media in areas of public health and wellness,
but its application to other areas has not been broadly studied. This
paper presents a simple model which expresses the effect of providing
commuters with carefully-curated information regarding aggregate traf-
fic “slowdowns” on the various roads in a transportation network. Much
of the work on providing information to commuters focuses specifically on
travel-time information. However, the model in the present paper allows
a system planner to provide slowdown information as well; that is, com-
muters are additionally told how much slower each route is as compared
to its uncongested state. We show that providing this additional infor-
mation can improve equilibrium routing efficiency when compared to the
case when commuters are only given information about travel time, but
that these improvements in congestion are not universal. That is, trans-
portation networks exist on which any provision of slowdown information
can harm equilibrium congestion. In addition, this paper illuminates a
deep connection between the effects of commuter slowdown-sensitivity
and the study of marginal-cost pricing and altruism in congestion games.

Keywords: Congestion Game · Traffic Information System ·
Transportation Networks

1 Introduction

Today, in the age of the internet of things, big data, and pervasive computing,
engineered systems are becoming increasingly interconnected with the human
populations that they serve. System-level performance is directly affected by
the choices of human users, customers, and adversaries, and it has long been
recognized that self-interested behavior by users may lead to gross system inef-
ficiencies [21,22]. Thus, both the importance and the feasibility of influencing
human behavior in intelligent ways are increasing simultaneously.
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A popular modeling framework to study methods of influencing selfish behav-
ior in engineered systems is the nonatomic congestion game, which is often used
to model urban transportation networks [2]. This model was one of the first
to admit straightforward characterizations of the price of anarchy, a popular
measure of the social cost of selfish behavior [22]. It is also a natural setting
to study various modified models of human decision-making; examples include
altruism [10], pessimism [19], risk-aversion [17], and various generalizations [15].
More relevant to this paper, it has proved fertile ground for the study of vari-
ous methods of influencing user behavior: taxation [4,7,12,13], autonomously-
controlled traffic [3,16], and traffic information systems [1,11,18] have all been
investigated in this context. The majority of this literature depends on the usual
game-theoretic assumption that users are expected utility maximizers.

In parallel, an increasingly popular conceptual framework for studying the
practice of influencing human behavior is that of behavioral economics. This
framework grew out of empirical studies which showed that humans tend to
deviate from the behaviors prescribed by expected utility maximization, and
that these deviations manifest themselves in predictable ways [25]. If humans
are predictably irrational, it seems reasonable that engineers might attempt to
exploit this predictability to influence behavior. This idea has led to the con-
cept of the “nudge”—the popular name given to the idea that making slight
modifications to a person’s environment can have a profound effect on their
behavior [24].

This paper draws inspiration from the concept of the nudge, and asks if
drivers in transportation networks could perhaps be influenced by providing sim-
ple pieces of information that are carefully designed to exploit behavioral biases
in their decision-making process. As a simple preliminary model for studying
such questions, this paper begins with the typical assumption that drivers pre-
fer low travel times over high travel times. Some drivers, however, additionally
dislike the idea of choosing a route that exhibits higher travel time than its
uncongested free-flow travel time. That is, some drivers are slowdown-averse.
A system planner, knowing about the existence (but perhaps not the magni-
tude) of this slowdown-aversion, may wish to exploit it to improve aggregate
congestion, and provides a signal informing drivers of the presence and mag-
nitude of slowdowns on various routes. Note that unlike much other work on
traffic information systems, we do not require ordinary drivers to perform any
type of Bayesian inference; rather, our model captures a phenomenon in which
each driver acts in response to her “gut feel” about how much she dislikes traffic
slowdowns.

The main question of this paper is this: when can a planner be certain that
providing slowdown information to drivers will improve congestion? In Theo-
rem 1, we show that networks exist for which any slowdown information pro-
vided to drivers increases equilibrium delays, and thus on these networks, the
planner’s only reasonable course of action is to prove no slowdown signal at all.
Nonetheless, Theorem 1 also shows that on parallel networks, slowdown informa-
tion can always reduce equilibrium delays. Perhaps unintuitively, these results
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are tightly connected with the literature on marginal-cost pricing and altruistic
behavior in transportation networks [5,10]. Indeed, this condition can be stated
as a sufficient condition for improvements due to slowdown signaling: If altru-
ism increases equilibrium delays on some network, then slowdown signaling also
increases equilibrium delays on that network.

Following this, Theorem 2 essentially asks the question “is it optimal for plan-
ners to provide accurate slowdown information to drivers?” Alternatively, what
is the optimal slowdown signal with respect to minimizing equilibrium conges-
tion? Here, we consider an example setting in which the planner has significant
levels of information about the population’s slowdown preferences, as well as
some minimal information about aggregate demand. In this setting, Theorem 2
shows that planners with access to this additional information optimally over-
state the severity of network slowdowns. That is, a planner’s optimal course of
action may well be to deliberately provide misleading information to drivers.

Lastly, the paper closes with a note on the implications that this work has
for the broader study of heterogeneous nonatomic congestion games. Here, it is
shown that many of the well-studied forms of heterogeneous congestion games
appearing in the literature belong to a particularly well-behaved class of games
known as weighted potential games. That is, the Nash equilbria of these games
can be characterized as the maximizers of a single global convex potential func-
tion. From an analytical point of view, the ramifications of this are broad: the
existing work on these types of games depends on ad hoc characterizations of
equilibrium behavior, and the existence of a potential function may unify these
approaches.

2 Model and Performance Metrics

2.1 Routing Game

Consider a network routing problem for a network (V,E) comprised of vertex
set V and edge set E. We call a source/destination vertex pair (σc, tc) ∈ (V ×V )
a commodity, and the set of all such commodities C. For each commodity c ∈ C,
there is a mass of traffic rc > 0 that needs to be routed from σc to tc. We write
Pc ⊂ 2E to denote the set of paths available to traffic in commodity c, where
each path p ∈ Pc consists of a set of edges connecting σc to tc. Let P = ∪ {Pc}.
A network is called symmetric if there is exactly one commodity: C = {c}, i.e.,
all traffic routes from a common source σ to a common destination t using a
common path set P. A network is called a parallel network if all commodities
share a single source-destination pair and all paths are disjoint; i.e., for all paths
p, p′ ∈ P, p ∩ p′ = ∅. Note that a parallel network need not be symmetric;
although all traffic must share a common source and destination, the path sets
Pc available to traffic from different commodities may differ.

We write fc
p ≥ 0 to denote the mass of traffic from commodity c using path

p, and fp :=
∑

c∈C fc
p . A feasible flow f ∈ R

|P| is an assignment of traffic to
various paths such that for each c,

∑
p∈Pc fc

p = rc and
∑

c∈C rc = r.
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Given a flow f , the flow on edge e is given by fe =
∑

p:e∈p fp. To charac-
terize transit delay as a function of traffic flow, each edge e ∈ E is associated
with a specific latency function �e : [0, r] → [0,∞); �e(fe) denotes the delay
experienced by users of edge e when the edge flow is fe. We adopt the standard
assumptions that each latency function is nondecreasing, convex, and continu-
ously differentiable. We measure the cost of a flow f by the total latency, given
by

L(f) =
∑

e∈E

fe · �e(fe) =
∑

p∈P
fp · �p(f), (1)

where �p(f) =
∑

e∈p �e(fe) denotes the latency on path p. We denote the flow
that minimizes the total latency by

f∗ ∈ argmin
f is feasible

L(f). (2)

A routing problem is given by G = (V,E, C, {�e}). Classes of routing problems
are denoted by G. For d ≥ 1, we write Gd to denote the class of all routing
problems with latency functions of the form �e(fe) = ae(fe)d +be, where ae, be ≥
0 are edge-specific constants.

To study the effect of slowdown information on self-interested behavior, this
paper models the above routing problem as a heterogeneous non-atomic conges-
tion game. The slowdown-sensitivities of the users in commodity c are modeled
by a monotone, nondecreasing function βc : [0, rc] → [0, 1], where each user
x ∈ [0, rc] has a slowdown sensitivity βc,x ∈ [0, 1]. Here, if user x has βc,x = 0,
this indicates that the user is purely delay-averse and is unresponsive to slow-
downs. On the other hand, if user x has βc,x = 1, this indicates that the user
cares nothing for actual delay, and selects routes solely on the basis of how over-
congested the route is compared to nominal. The analysis in this paper assumes
that each sensitivity distribution function βc is unknown to the system operator,
and we write B to denote the set of all feasible sensitivity distribution functions

The system operator provides all users with information regarding the slow-
down experienced on the various paths; this is modeled by a number γ ∈ [0, 1].
When γ = 1, users are provided complete and true information regarding each
road’s slowdown; when γ = 0, users are provided no information regarding slow-
downs. Altogether, given a flow f , the subjective cost that user x ∈ [0, rc] expe-
riences for using path p ∈ Pc is of the form

Jc,x(p; f) =
∑

e∈p

[(1 − γβc,x) �e(fe) + γβc,x (�e(fe) − �e(0))]

=
∑

e∈p

[�e(fe) − γβc,x�e(0)] . (3)

Thus, each user x ∈ [0, rc] can be viewed as interpreting the cost of a road as the
difference between its latency and a moderately-scaled version of its free-flow
delay. We assume that each user selects the lowest-cost path from the available
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source-destination paths. We call a flow f a Nash flow if all users are individu-
ally using minimum-cost paths given the choices of other users. That is, for all
commodities c ∈ C, every user x ∈ [0, rc] using path p in f experiences a cost
satisfying

Jc,x(p; f) = min
p̃∈Pc

Jc,x (p̃; f) . (4)

The above game is an exact potential game with a convex potential function (see
Lemma 2), which implies that its set of Nash flows is nonempty and convex.

2.2 Avoiding Perverse Signaling

As an initial step towards characterizing a system operator’s optimal signaling
policy, this paper compares the equilibrium total latency resulting from slow-
down signaling with the un-influenced equilibrium total latency. One simple
measure which captures the possible harm of slowdown signaling is the perver-
sity index as introduced in [9]:

PI (G, γ) := sup
G∈G

sup
β∈B

Lnf(G, β, γ)
Lnf(G, β, 0)

. (5)

Here, if a class of routing problems G and signal parameter γ have a large
perversity index, this indicates that there exist routing problems in G for which it
would be better for the system planner to avoid signaling altogether. If PI(G, γ) >
1 for some γ, we say that γ is a perverse signaling policy. If PI(G, γ) = 1, we say
that γ is non-perverse.

3 Related Work

Since the seminal work on price of anarchy for nonatomic routing games [22],
these games have provided fertile ground to investigate a wide range of questions.
A common theme in these involves augmenting users’ costs in some way to
investigate the effect of some external influence or internal bias. For example, the
altruism models of [5,10] assume that each member x ∈ [0, 1] of the population
has an “altruism” parameter αx ∈ [0, 1] which enters their edge cost function in
the following way:

Jx
e (fe) = �e(fe) + αxfe�

′
e(fe). (6)

Here, αx = 1 represents a fully altruistic user whose singular goal is to reduce
aggregate congestion, and αx = 0 represents a fully selfish user whose singular
goal is to minimize personal travel time. This model of altruism has been studied
extensively, and much is known about the effects of this type of altruistic bias—
notably, in many situations, increased levels of altruism lead to reductions in
equilibrium delays. Many other similar cost function biases have been studied
which take a similar form of �e(fe) + be(fe) for some specified be(fe), including
pessimism [19], risk-aversion [17], and various generalizations [15,20].
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The above work is concerned with characterizing the effect of user prefer-
ences on equilibrium behavior. In parallel, many researchers have investigated
methods of influencing user preferences to improve equilibrium behavior. These
works on influence often involve similar modifications of user costs. For exam-
ple, pricing [14] is a common means of influencing user choices, and a popular
pricing model allows the system planner to assign pricing functions to each edge
of τe(fe), and assumes (similar to the altruism model above) that users have
heterogeneous price-sensitivities sx:

Jx
e (fe) = �e(fe) + sxτe(fe). (7)

This is clearly tightly connected with the altruism model, particularly if the
{τe} are chosen to be marginal-cost prices of the form τmc

e (fe) = fe�
′
e(fe). This

has led to various synergies between the study of altruism and marginal-cost
pricing [5], as results in one area neatly imply conclusions in the other.

4 Our Contributions on Slowdown Signaling

4.1 Providing Slowdown Information Can Harm Congestion
on Some Networks

Our first result shows that no universal signaling policy exists: networks exist
for which all nonzero slowdown signals can increase aggregate congestion costs.
However, some classes of networks are immune to these pathologies; in particular,
slowdown signaling has the potential to improve congestion on all parallel net-
works. In the following, for simplicity of exposition, each edge’s latency function
is assumed to be a polynomial of the form �e(fe) = ae(fe)d +be, for edge-specific
nonnegative coefficients ae and be.

Theorem 1. Let G be the class of all routing problems. For all γ ∈ (0, 1], routing
problems exist for which γ is a perverse signal:

PI (G, γ) > 1. (8)

However, let Gd
p be the class of all parallel routing problems with latency functions

of the form �e(fe) = ae(fe)d + be. Then non-perverse signaling is possible. In
particular,

γ ∈ [0, d/(d + 1)] if and only if PI
(Gd

p , γ
)

= 1. (9)

Note that since Gd
p ⊂ G, the results in (8) and (9) indicate that there exist

networks for which all signaling policies are perverse, but that these pathological
networks are never parallel networks. Thus, a system planner who knows they
are working with parallel networks can safely employ any signal satisfying γ ∈
[0, d/(d+1)] without fear of causing harm relative to the uninfluenced equilibria.

The proof of this theorem relies on Lemma 1, which explicitly relates the
equilibrium flows under slowdown signaling to a similar formulation which is
reminiscent of user costs experienced under marginal-cost tolls. This allows us
to leverage existing results on marginal-cost tolls to obtain the proof of the
theorem.
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Lemma 1. Let β ∈ B, G ∈ Gd, γ ∈ [0, 1). For each x ∈ [0, 1], let

αx :=
γβx

d(1 − γβx)
. (10)

Then the set of Nash flows associated with the game (G, β, γ) is equal to the set
of Nash flows for a game with the same network and a user-specific edge cost
function of

Jx
e (fe) = (1 + dαx)ae(fe)d + be. (11)

The proof of Lemma 1 is provided in the Appendix. The cost functions (11) in
Lemma 1 are well-studied in the literature on heterogeneous nonatomic routing
games. These cost functions are identical to those induced by marginal-cost tolls
when users are heterogeneous in price sensitivity; they also appear in the α-
altruism model of [5,10]. Thus, results from those two streams of work may be
leveraged to draw conclusions about the effects of slowdown signaling.

Proof of Theorem 1 Due to Lemma 1, the proof of Theorem 1 follows in a
straightforward manner from Theorem (2) of [9] and Theorem 7.1 of [10]. 
�

4.2 Optimal Signaling Need Not Be Truthful

Our next result considers the goal of computing the optimal signaling policy
which minimizes worst-case equilibrium traffic congestion. Here, we consider a
situation in which the planner possesses additional information and in which
case aggressive signaling mechanisms may be warranted. One example of this
is reminiscent of the setting studied in [8]: the planner knows a priori that the
traffic rate on the network is high enough that all edges would be used in an
un-influenced Nash flow. Here, suppose that the planner knows that for every
user x ∈ [0, 1], the slowdown-sensitivity satisfies βx ∈ [βL, βU], where βL > 0
and βU < 1. In this setting, for linear-affine-cost parallel networks, the planner’s
optimal signal may actually over-state the network’s true slowdowns:

Theorem 2. Let Ḡ1
p denote the class of linear-latency parallel networks in which

every edge has positive traffic in an un-influenced Nash flow. For every G ∈ Ḡ1
p ,

it holds that
γ∗ :=

1
βL + βU

= arg min
γ≥0

max
β

Lnf (G, β, γ) . (12)

Under the influence of this signal, the worst-case equilibrium total latency satis-
fies

max
G∈Ḡ1

p

max
β

Lnf (G, β, γ∗)
L∗(G)

=
4
3

(

1 − βL/βU

(1 + βL/βU)2

)

. (13)

The proof of Theorem 2 is provided in the Appendix.
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4.3 Broader Implications for Heterogeneous Congestion Games

An interesting byproduct of the analysis required for this work is that we have
discovered a weighted potential game formulation which applies to a large class
of heterogeneous nonatomic congestion games; to the best of our knowledge,
this formulation is novel. This formulation opens the door to computing Nash
flows efficiently for a large class of games by performing gradient descent on
the potential function of an associated exact potential game. To understand the
new formulation, first consider the following lemma which demonstrates that the
slowdown-sensitivity games in this paper are exact potential games:

Lemma 2. For any β ∈ B, G ∈ G, and γ ≥ 0, the game (G, β, γ) specified by
cost functions (3) is an exact potential game with a convex potential function.
Thus:

1. (G, β, γ) has at least one Nash flow,
2. the set of Nash flows is convex, and
3. for each user x ∈ [0, 1], given two Nash flows f and f ′ (in which user x

chooses paths p and p′, respectively), it holds that Jx(p; f) = Jx(p′; f ′).

The proof of Lemma 2 is provided in the Appendix. We can now state the main
result, that many heterogeneous nonatomic congestion games with a particular
form of polynomial cost function are weighted potential games and that their
Nash flows exactly coincide with those of our slowdown-sensitivity games.

Theorem 3. In some routing problem G ∈ Gd, let every user x ∈ [0, 1] have
altruism parameter αx ∈ [0, 1] and experience a cost on edge e of Jx

e (f) =
(1 + dαx)ae(fe)d + be. Then routing problem G coupled with the user population
described by αx is a weighted potential game whose set of Nash flows is equal
to that of slowdown-sensitivity game (G, β, 1), where for each x ∈ [0, 1] it holds
that

βx =
αxd

αxd + 1
. (14)

The proof of Theorem 3 is provided in the Appendix.

5 Conclusion

This paper explores the connections between a new class of slowdown-sensitive
congestion games and established results for heterogeneous nonatomic routing
games under the influence of altruism and marginal-cost pricing. In particular, we
demonstrate a tight connection between the two, and illustrate how to connect
results from one to the other. Finally, we exploit this connection to demonstrate a
novel result for certain heterogeneous nonatomic congestion games, namely that
they are weighted potential games and thus their equilibria may be computed
efficiently.
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Appendix: Proofs

Proof of Lemma 1. By (10), emulated cost functions (11) can be written

Jx
e (fe) =

ae(fe)d

1 − γβx
+ be. (15)

Since users’ ordinal preferences (and thus Nash flows) are invariant to multi-
plication by user-specific constants, the cost functions in (15) are equivalent to
ones given by

J̃x
e (fe) = ae(fe)d + (1 − γβx)be. (16)

Evidently, the cost functions (16) are equal to those of the nominal game (G, β, γ)
(see (3)). Since, for each user x, these cost functions encode the same ordinal
preferences as those given by (11), the two sets of cost functions induce identical
sets of Nash flows. 
�
Proof of Theorem 2. The optimal signal factor (12) can be deduced from
the results in [8, Theorem 1] regarding the optimal marginal-cost-toll scale
factor in an identical setting. Our Lemma 1 provides that once a value of γ
is fixed, each slowdown-sensitivity βx distribution can be used to compute a
taxation-sensitivity αx distribution which induces an identical set of Nash flows.
In [8, Theorem 1], it is shown that worst-case congestion is minimized for scaled
marginal-cost taxes when the taxation-sensitivity distribution satisfies

max
x

αx =
1

minx αx
. (17)

Thus, due to the equivalence between slowdown-sensitivity and taxation sensi-
tivity and applying the transformation (10) from Lemma 1, the optimal signal
factor γ∗ satisfies

γ∗βL

1 − γ∗βL
=

γ∗βU

1 − γ∗βU
, (18)

which implies (12). The upper bound (13) follows immediately from [6, Lemma
3.1]. 
�
Proof of Lemma 2. Note that the individual slowdown sensitive cost func-
tion (3) is a sum of two terms: �e(fe) and γβx�e(0). A game with costs defined
by only the first term is simply a homogeneous nonatomic routing game, which
is well-known to be an exact potential game with a convex potential func-
tion [22,23]. A game with costs defined by only the second term is a trivial
game in which each user’s cost function depends only on her own action; any
such game is also known to be an exact potential game with a linear poten-
tial function [23]. In [23] it is shown that a game whose cost functions are the
sum of exact potential games’ cost functions is itself an exact potential game
whose potential function is the sum of the potential functions of its component
games. Therefore, (G, β, γ) is an exact potential game with a convex potential
function—and this convexity implies points (1), (2), and (3). 
�
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Proof of Theorem 3. The proof relies on a serial application of Lemmas 1 and 2.
In particular, Lemma 1 provides a bijection between the heterogeneous altruistic
congestion games assumed by Theorem 3 and the slowdown-sensitivity games
considered in this paper. Equation (14) is simply the inverse mapping of (10);
thus, the cost functions of the two games express identical ordinal preferences and
are related by a set of user-specific constant multipliers. Thus, the games are (for
the purposes of equilibrium computation) equivalent: equilibria computed for one
are automatically equilibria for the other. Accordingly, in light of Lemma 2, one
may use potential game equilibrium-finding techniques (e.g., gradient descent)
to compute the equilibria of the slowdown-sensitivity game and thereby find the
equilibria of the altruistic congestion game. 
�
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Abstract. This paper studies budgeted adversarial resource utilization
game, where one of the player’s (designer) strategy is the utilization
of resources while the other player’s (adversary) role is to police the
resources for misuse. In this context, we consider routing games where a
designer plans routes on a computer network and the adversary intercepts
the routes on the network. Another example is in determining adversarial
strategies to block access to travel or resources that may be considered
to pose a risk to society, e.g. during a pandemic where the population
(designer) goal may not be coincide with the societal goal of minimizing
accessing a banned resource. We model this as a zero-sum game with
constraints on the adversary or designer budgets. While zero-sum games
can be solved using linear programs, we illustrate faster combinatorial
methods to solve the problem. We first consider the resource access prob-
lem game on a bipartite graph where both the designer and the adversary
have independent budget constraints and distinct costs and show a fast
algorithm to determine a Nash equilibrium. We also consider the situ-
ation where the designer would strategize on paths in a general graph.
In this application of determining network paths, where the adversary
would attack edges in order to block the paths, we also discuss the case of
multiple designers and, in particular show faster algorithms when there
are 2 designers. These results utilize properties of minimum cuts in 2-
commodity flow routing.

Keywords: Security · Network · Game theory · Nash equilibrium

1 Introduction

In this paper we consider a budgeted adversarial resource utilization game, where
a designer plans the utilization of resources when facing an adversary. The adver-
sary is a user who attempts to prevent the designer from using resources. The
adversary and/or the designer have budgets. Typical examples would include
public health restrictions on movements during pandemics (where analysis of
behavior and policies using game theory has been investigated [4,11] or ensuring
network security. While no moral subjective is assigned to the players, a rational
approach of a traveller would be to adopt a route which has the least stringent
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governmental restrictions when planning airline trips across boundaries, while
inadvertently carrying the virus. The governing public health policy takes on the
role of an adversary with tests and mandates within the travel network, placing
restrictions on edges to prevent virus transmission through human or even goods
transportation.

Security issues in resource allocations games have been considered exten-
sively. Applications in communication and transportation networks have been
studied via game theoretic analysis in [3,12,15,16]. An example problem is secur-
ing the connectivity in communication systems on a graph where a set of nodes
is to be connected using a spanning tree. The resources are edges and a subset
of edges provides utility to the designer. The adversary may attack one or more
edges, each edge having a cost of attack. The adversary has a budget which
cannot be exceeded.

This paper considers network security games in the larger context of resource
utilization adversarial games. Given a set of resource elements, a collection of
resource subsets defines designer strategies. Each resource element has a cost
of attack and the adversary has a budget. This is a zero-sum game and it is
required to determine a Nash equilibrium in this model with strategies over a
continuous range. Pure Nash equilibrium with integral feasible strategies, where
attacker pays for entire cost of edges if present in strategy set, need not always
exist. Mixed equilibrium over the integral strategy sets exists but additional
budget constraints impact the optimality. Budget utilization leading to fractional
solutions provides for challenging problems, while mixed solutions over finite
integral strategies is not considered and left for further work.

In this paper consider an important application of this framework, a net-
work routing game where a designer plans routes (paths) on a network and the
adversary intercepts the routes on the network. The designer has to route paths
between a source-destination pair and can choose multiple paths to satisfy her
unit requirement. The fractional solution can also be interpreted as the proba-
bility of the designer choosing the particular path. The adversary chooses edges
to attack simultaneously. Each attack on an edge incurs a cost. The attack on
edges is fractional and may contain multiple edges as long as the budget allows.
As indicated above, the role of budget is particularly interesting and there exists
an example where paying for the entire edge does not result in a Nash equilib-
rium. The role of the designer and adversary may be reversed as in the case of
drug-trafficking [19].

Computing Nash equilibrium in general games is a hard problem, even for
mixed strategies. The problem is PPAD-hard [5,14] and polynomial solutions
are not known. An important sub-class is the class of zero-sum games. Zero-
sum games are easier to compute using linear programming formulation and
require time polynomial in the size of strategy space. However, in most cases the
strategy space is exponential in the description of the problem, as in the case of
the routing or connectivity games. To obtain polynomial solutions, one approach
is to utilize separation oracles and the ellipsoid method [6] for solving linear
programs, which unfortunately has substantial complexity, albeit polynomial.
Furthermore, additional budget constraints on the strategies adds additional
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complication and may require enumeration of the feasible sets that form the
support set. An approach to tackle the exponential space is to employ duality
theory to identify problem characteristics.

In this paper we consider budgeted versions of zero-sum games and describe
polynomial method to solve these games. While the complexity of zero-sum
games with succinct representation has been considered, e.g. for Colonel Blotto
games [1] and the ellipsoid method is used, the budgeted case is not addressed
in that research. Costs on elements have been addressed in the case of matroidal
zero-sum games where the defender or designer chooses a basis B of the matroid
and the adversary incurs a cost of attack on elements of the subsets [2]. That
research considers a utility function that incorporates the costs without any
explicit budget constraint. Additionally, research [8] has also considered the
problem of designing a spanning tree and attacks on the tree using a single
edge attack. There is a cost of attack on edges which, again, is incorporated into
the objective and the paper describes how to identify a critical set of edges over
which a mixed equilibrium can be determined. Addition of budgets has direct
impact on the feasible polyhedron describing the strategy space and thus com-
plicates the problem. Related security games have been studied by [20], where
the adversary only picks one target to attack. Additionally, research in [17] [18]
extend the model to incorporate multiple attack targets and to target network
security; however targets or elements are not distinguished by differing costs or
weights. Arguably, adversaries typically have budgets within which they attempt
to inflict as much damage on resources, say a communication network, and our
current approach models real life scenarios effectively. Budgeted attacks have
also been considered in [7] where constrained optimization methods are used
to determine the expected benefits of the adversary and defender. However, no
specific form of the underlying problem are used and the algorithms are not
guaranteed to be polynomial.

The key challenge in the analysis of designer-adversary strategies is the expo-
nential number of strategies, even when the game can be described succinctly. As
we illustrate, it is possible to solve classes of these problems using combinatorial
interpretations based on primal-dual formulations. The optimization programs
for the designer and attacker are constrained and interdependent. The key tech-
nique we employ is to combine both the defender’s and adversary’s primal and
dual constraints in a complementary fashion to formulate a composite linear
program and its dual. We then apply a primal-dual algorithm that is shown to
be efficient. We first illustrate this for the case of resource access bipartite net-
works with independent designer and adversary costs and budgets. Additionally
for our general network application problem, the routing problem, we utilize
primal-dual programs to characterize the Nash equilibrium solutions. The solu-
tions based on these characterizations can be obtained by simple combinatorial
max-flow algorithms that also identify the minimum cut in a graph. In particular
we also consider the case when there are multiple designers and provide combina-
torial solutions for the case of 2-designers. This is a particularly interesting case
as 2-commodity network flows have interesting cut theorems and combinatorial
algorithms exist for this problem [9,10].



342 Y. Zhang and S. Kapoor

2 Preliminaries and Results

2.1 Problem Definitions and Notations

We first define the games that we will consider in this paper.

Bipartite Routing Adversarial Game: In the Bipartite Routing Adversarial
Game we consider a bipartite network N(E, d, c). E = {e1, e2, · · · , em} is a
bipartition of m edges, where each edge ei is associated with a positive design
cost d[i] and attack cost c[i]. d, c ∈ R

m
+ are the cost vectors. We denote the

designer’s and the adversary’s budget by BD and BA, respectively.
The flow design is represented by a vector f ∈ [0, 1]m with the requirement∑m

i=1 f [i] = 1, where f [i] is the flow amount on edge ei. For each edge ei with
flow amount f [i], the designer’s cost is d[i]f [i]. We say a design f is within
budget if

∑m
i=1 d[i]f [i] ≤ BD.

An attack is a vector X ∈ [0, 1]m indicating the attack on edges, where X[i]
denotes the attack, or attack level, on edge ei, the fraction of flow captured on
ei. We say an attack X is within budget if

∑m
i=1 c[i]X[i] ≤ BA.

The adversary’s benefit is the sum of flow she captures over the bipartition
and defined as

∑m
j=1 f [j] · X[j]. This is a zero-sum game where the adversary

maximizes her benefit by choosing an attack strategy and the designer minimizes
it by choosing a flow design.

Network Routing Adversarial Game: In the Network Routing Adversarial
Game, we consider a network N(G, s, t, c) where G = (V,E) is an undirected
graph, V is a set of vertices with |V | = n and E = {e1, e2, · · · , em} is a set of
m edges, where each edge ei is associated with a positive adversary cost c[i].
The adversary has a budget B > 0. The source destination pair is (s, t) ∈ V .
The flow designer is required to determine paths to route a normalized unit of
traffic/flow over P = {p1, p2, · · · , pk}, the collection of all k possible s− t paths.
In the case of r-commodity network, each designer i has her source and sink pair
si, ti and her set of path Pi, where |Pi| = ki. The overall path set is denoted by
P, with |P| = k where k =

∑r
i=1 ki.

The flow design is represented by a vector f ∈ [0, 1]k with the requirement
∑k

j=1 f [j] = 1, where f [j] is the flow amount on path pj . We denote by fe[i] =∑
j|pj�ei

f [j] the flow on edge ei, which is the summation of flow on every path
containing ei. In the case of multiple designers, fe[i] includes the flow of all
designers.

An attack is a vector X ∈ [0, 1]m indicating the attack on edges, where X[i]
denotes the attack, or attack level, on edge ei. We say an attack X is within
budget if

∑m
i=1 c[i]X[i] ≤ B.

Given an attack X ∈ [0, 1]m, the impact vector of the attack over all paths
is denoted by XP where XP [j] = min{∑i|ei∈pj

X[i], 1}. XP [j] is the attack on
a path pj , the fraction of flow on that path captured by the adversary, which is
the summation of attacks on edges on that path, up to 1.

The adversary’s benefit is the sum of fractions of flow on the paths she
attacks:

∑k
j=1 f [j] · XP [j]. This is a zero-sum game where the adversary maxi-

mizes her benefit by choosing an attack strategy and the designer minimizes it
by choosing a flow design.
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An s − t cut C is a set of edges whose removal disconnects all paths from s
to t and partitions V into 2 component S, T , where S ∩ T = ∅, s ∈ S, t ∈ T . We
define the cost of C to be |C| =

∑
ei∈C c[i]. Given an input graph, let Cmin be

the min-cost s − t cut.

2.2 Results

In this paper we obtain the following results:

1. Our first result is a combinatorial algorithm to solve the Bipartite Routing
Adversarial Game with both designer and adversary budget, modeled via a
bipartite graph, in O(m log m) steps. Note that the costs of edges incurred
by the designer and the adversary (attacker) are different.

2. We design a combinatorial algorithm to solve the Network Routing Adver-
sarial game with adversary budget constraint in O(nm) steps.

3. We illustrate combinatorial methods for the 2-commodity game in the context
of r-commodity Network Routing Adversary game with budgets. The time
complexity is O(n3).

These methods have complexities that improve the standard linear programming
approach. Some of the proofs are provided in the appendix.

3 Bipartite Routing Adversarial Game

In this section we look at the Bipartite Routing Adversarial Game. Given
a bipartite network N(E, d, c) where each edge ei ∈ E,∀i = 1 . . . m has a cost for
designer d[i] and cost for adversary c[i]. The designer and adversary has budget
BD, BA respectively. We determine the designer’s strategy f and the adversary’s
strategy X. We assume each adversary cost c[i] and each designer cost d[i] are
unique and d[i] ≥ 1,∀i. We sort E in increasing order of d[i] in O(m log m) steps
if they are not sorted. In our method the designer will consider this sorted order
of edges whenever her strategy requires it to add additional edges. We assume
BD ≥ d[1], the smallest designer cost, to ensure feasible flow design. We also
assume BA ≤ ∑m

i=1 c[i] for otherwise the adversary always captures the entire
flow by fully attacking every edge.

Given the adversary’s strategy X, the designer solves the following linear
program with its dual:

LP1 : min

m∑

i=1

X[i]f [i]

s.t.

m∑

i=1

f [i] ≥ 1

m∑

i=1

d[i]f [i] ≤ BD

(1)

LP2:max XD − BDΩ

s.t. XD − X[i] ≤ d[i]Ω, ∀i
(2)
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Given the designer’s strategy f , the adversary solves the following linear
program with its dual:

LP3:max
m∑

i=1

f [i]X[i]

s.t.

m∑

i=1

c[i]X[i] ≤ BA

X[i] ≤ 1,∀i

(3)

LP4:min BAγ +
m∑

i=1

δ[i]

s.t. c[i]γ + δ[i] ≥ f [i],∀i

(4)

Solving LP1 and LP3 jointly requires non-linear optimization. We avoid
this by presenting an equivalent primal linear program LP5 and its dual LP6
to compute the Nash equilibrium with LP5 optimizing the adversary’s strategy
and LP6 computing the optimal designer’s strategy:

LP5:min BAγ +
m∑

i=1

δ[i]

s.t. c[i]γ + δ[i] ≥ f [i],∀i
m∑

i=1

f [i] ≥ 1

m∑

i=1

d[i]f [i] ≤ BD

(5)

LP6:max XD − BDΩ

s.t. XD − X[i] ≤ d[i]Ω,∀i
m∑

i=1

c[i]X[i] ≤ BA

X[i] ≤ 1,∀i

(6)

The optimum solution of LP5, LP6 must satisfy the following complemen-
tary slackness conditions:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(c[i]γ + δ[i] − f [i])X[i] = 0,∀i · · ·(i)

(
m∑

i=1

f [i] − 1)XD = 0 · · ·(ii)

(
m∑

i=1

d[i]f [i] − BD)Ω = 0 · · ·(iii)

(XD − X[i] − d[i]Ω)f [i] = 0,∀i · · ·(iv)

(
m∑

i=1

c[i]X[i] − BA)γ = 0 · · ·(v)

(X[i] − 1)δ[i] = 0,∀i · · ·(vi)

We present an algorithm to calculate a feasible solution that satisfies all the
complementary slackness conditions. We observe that the structure of the Nash
equilibrium evolves step by step as the designer budget BD and opponents bud-
get BA increases. First assume that the attack budget BA is very small in
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which case the attack on no edge will reach 1. Denote C(k) =
∑k

i=1 c[i] and
CD(k) =

∑k
i=1 c[i]d[i],∀k = 1 . . . m for convenience. They can be computed

in O(m) steps. While the designer’s goal is to even out the bang-per-buck of
every edge, note that with the limited BD she may not be able to do so on
the entire cut. If the designer limits attention to only the k cheapest edges,
we can calculate the flow on those edges with the same bang-per-buck γ along
with the corresponding designer budget BD[k] by solving the following system
of equations.

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

k∑

i=1

f [i] = 1

k∑

i=1

d[i]f [i] = BD[k]

f [i] = c[i]γ,∀i = 1 . . . k

=⇒

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

γ =
1

C(k)

f [i] =
c[i]

C(k)
,∀i = 1 . . . k

BD[k] =
CD(k)
C(k)

(7)

One can verify that 0 ≤ f [i] ≤ 1,∀i = 1 . . . k. Each BD[k] can be calculated in
O(1) steps. If BD[k] < BD < BD[k + 1], the designer’s flow pattern is a mix of
flow patterns corresponding to BD[k] and BD[k + 1] respectively.

Lemma 1. BD[k − 1] < BD[k]

Since BD[k] increases monotonically w.r.t. k we get:

Corollary 1. Let k̂ be the largest integer with BD[k̂ − 1] < BD. The index k̂
can be found in O(log m) steps.

The index k̂ is very important in our methodology. With a small BA, the adver-
sary’s attack will focus only on the first k̂−1 edges. As BA increases, the designer
will have incentive to route flow on the edge with the next cheapest design cost,
and the adversary’s response also includes one more edge. For t = k̂ . . . m, we
define BA[t] to be the highest adversary budget where et is not attacked. When
BA goes above BA[t] the designer will start routing on et+1 and the adversary
will start attacking et. Calculate BA[t] by solving the following system of equa-
tions:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

t∑

i=1

c[i]X[i] = BA[t]

X[1] = 1
X[t] = 0
X[i] = XD − d[i]Ω,∀i = 1 . . . t

=⇒

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

XD =
d[t]

d[t] − d[1]

Ω =
1

d[t] − d[1]

X[i] =
d[t] − d[i]
d[t] − d[1]

,∀i = 2 . . . t

BA[t] =
d[t]C(t) − CD(t)

d[t] − d[1]
(8)

One can verify that 0 ≤ X[i] ≤ 1, ∀i = 1 . . . t. Each BA[t] can be calculated
in O(1) steps.
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Lemma 2. BA[t − 1] < BA[t].

We now construct best responses for both parties. For convenience all the
unmentioned variables X[t+1] . . . X[m] take value of 0. Depending on the value
of BA, there are three cases. In each case the design and attack follow a specific
pattern. In the first case where BA ≤ BA[k̂], the designer routes flow on the first
k̂ edges, the adversary budget is enough to cover only the first k̂ − 1 edges and
no edge is attacked fully. In the second case where BA[t] < BA ≤ BA[t + 1], k̂ ≤
t ≤ m− 1, the design includes the first t edges, the attack includes the first t− 1
edges and e1 is always attacked fully. In the third case where BA > BA[m], the
flow design and the attack both uses all m edges. The Nash equilibrium in each
of the cases can be computed in O(m) steps.

Case(I): BA ≤ BA[k̂]
In this case the design uses the first k̂ edges and the attack uses the first
k̂ − 1 edges. The attack on e1 has not reached 1 yet. We first calculate
the designer’s best response f∗ along with the dual variables by solving the
following system of equations in O(m) steps.

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

k̂∑

i=1

f∗[i] = 1

k̂∑

i=1

f∗[i]d[i] = BD

c[i]γ = f∗[i], ∀i = 1 . . . k̂ − 1

=⇒

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

γ =
d[k̂] − BD

d[k̂] · C(k̂ − 1) − CD(k̂ − 1)

f∗[k̂] =
BD · C(k̂ − 1) − CD(k̂ − 1)

d[k̂] · C(k̂ − 1) − CD(k̂ − 1)

f∗[i] =
c[i](d[k̂] − BD)

d[k̂] · C(k̂ − 1) − CD(k̂ − 1)
,

∀i = 1 . . . k̂ − 1

Lemma 3. f∗, γ are feasible solutions to the linear program.

Now we calculate the adversary’s best response X∗ with dual variables XD, Ω
by solving the following system of equations in O(m) steps.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

k̂∑

i=1

c[i]X∗[i] = BA

X∗[k̂] = 0

XD − X∗[i] = d[i]Ω, ∀i = 1 . . . k̂

=⇒

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

XD =
d[k̂]BA

d[k̂]C(k̂) − CD(k̂)

Ω =
BA

d[k̂]C(k̂) − CD(k̂)

X∗[i] =
(d[k̂] − d[i])BA

d[k̂]C(k̂) − CD(k̂)
, ∀i = 1 . . . k̂

Lemma 4. X∗,XD, Ω are feasible solutions to the linear program.

Lemma 5. The best responses calculated above form a Nash equilibrium.

Case(II): BA[t] < BA ≤ BA[t + 1], k̂ ≤ t ≤ m − 1
In this case the design uses the first t edges and the attack uses the first t−1
edges. The attack on e1 is always 1. Recall that BA[t] increases monotonically
w.r.t. t. Therefore we can search for the value of t in O(log m) steps. We now
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calculate the designer’s best response f∗ alone with the dual variables by
solving the following system of equations in O(m) steps.
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

t∑

i=1

f∗[i] = 1

t∑

i=1

f∗[i]d[i] = BD

c[1]γ + δ[1] = f∗[1]
c[i]γ = f∗[i], ∀i = 2 . . . t

=⇒

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

γ =
BD − d[1]

CD(t) − d[1]C(t)

δ[1] =
CD(t) − BDC(t)

CD(t) − d[1]C(t)

f∗[1] =
c[1](BD − d[1]) + CD(t) − BDC(t)

CD(t) − d[1]C(t)

f∗[i] =
c[i](BD − d[1])

CD(t) − d[1]C(t)
, ∀i = 2 . . . t

Lemma 6. f∗, δ, γ are feasible solutions to the linear program.

Now we calculate the adversary’s best response X∗ with dual variables XD, Ω
by solving the following system of equations in O(m) steps.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

t∑

i=1

c[i]X∗[i] = BA

X∗[1] = 1
XD − X∗[i] = d[i]Ω, ∀i = 1 . . . t

=⇒

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

XD =
CD(t) − d[1]BA

CD(t) − d[1]C(t)

Ω =
C(t) − BA

CD(t) − d[1]C(t)

X∗[i] =
CD(t) − d[1]BA − d[i](C(t) − BA)

CD(t) − d[1]C(t)
,

∀i = 1 . . . t

Lemma 7. X∗,XD, Ω are feasible solutions to the linear program.

Lemma 8. The best responses calculated above form a Nash equilibrium.

Case(III): BA > BA[m]
In this case both the design and the attack uses all m edges and the attack
on e1 is 1. As BA increases the attack become closer and closer to a full
attack on every edge. We first calculate the designer’s best response f∗ alone
with the dual variables by solving the following system of equations in O(m)
steps.
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

m∑

i=1

f∗[i] = 1

m∑

i=1

f∗[i]d[i] = BD

c[1]γ + δ[1] = f∗[1]
c[i]γ = f∗[i], ∀i = 2 . . . m

=⇒

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

γ =
BD − d[1]

CD(m) − d[1]C(m)

δ[1] =
CD(m) − BD · C(m)

CD(m) − d[1]C(m)

f∗[1] =
c[1](BD − d[1]) + CD(m) − BD · C(m)

CD(m) − d[1]C(m)

f∗[i] =
c[i](BD − d[1])

CD(m) − d[1]C(m)
, ∀i = 2 . . . m

Lemma 9. f∗, δ, γ are feasible solutions to the linear program.

Now we calculate the adversary’s best response X∗ with dual variables XD, Ω
by solving the following system of equations in O(m) steps.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

m∑

i=1

c[i]X∗[i] = BA

X∗[1] = 1
XD − X∗[i] = d[i]Ω, ∀i = 1 . . . m

=⇒

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

XD =
CD(m) − d[1]BA

CD(m) − d[1]C(m)

Ω =
C(m) − BA

CD(m) − d[1]C(m)

X∗[i] =
CD(m) − d[1]BA − d[i](C(m) − BA)

CD(m) − d[1]C(m)
,

∀i = 1 . . . m
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Lemma 10. X∗,XD, Ω are feasible solutions to the linear program.

Lemma 11. The best responses calculated above form a Nash equilibrium.

To summarize, here is the algorithm to compute the Nash equilibrium of
Bipartite Routing Adversarial Game.

Algorithm 1. Bipartite Routing Adversarial Game
Input: N(E, d, c), BD, BA

Output: f∗, X∗

1: Sort d in increasing order if not already sorted
2: Calculate C(i), CD(i), ∀i = 1 . . . m
3: Calculate BD[i], ∀i = 1 . . . m using Equation(7)
4: Determine k̂ using Corollary 1
5: Calculate BA[i], ∀i = k̂ . . . m using Equation(8)
6: Determine the case from one of Case(I),(II),(III) using BA and BA[i] and cal-

culate the best responses f∗, X∗

Theorem 1. A Nash equilibrium in a Bipartite Routing Adversarial Game
can be computed in O(m log m) steps. With pre-sorted designer costs d[i], the
Nash equilibrium can be computed in O(m) steps.

4 Network Routing Adversarial Game

In this section we look at the Network Routing Adversarial Game. Given
a network N(G, s, t, c), let E be the edge set and P be the set of all s − t paths.
Each edge ei is associated with an adversary cost c[i] and the adversary has a
budget B. Note that in this version of game there is no budget constraint for
the designer.

In order to solve this zero-sum game we establish linear programs whose solu-
tion provides the routing and attack strategy. We note that this is a non-atomic
routing game, not a mixed equilibrium game, though it may be interpreted as one.

Since the number of possible paths in the network is exponential, we would
attempt to utilize combinatorial methods. We first consider the adversary’s strat-
egy. Let the designer’s flow pattern be f ; then the adversary solves the following
program with its dual:

LP9:max
k∑

j=1

f [j] · XP [j]

s.t.

m∑

i=1

c[i] · X[i] ≤ B

XP [j] ≤
∑

i|ei∈pj

X[i], ∀j

0 ≤ X[i] ≤ 1, ∀i

0 ≤ XP [j] ≤ 1, ∀j

(9)

LP10:min
k∑

j=1

α[j] + B · γ +
m∑

i=1

δ[i]

s.t. α[j] + β[j] ≥ f [j], ∀j

δ[i] + c[i] · γ ≥
∑

j|pj�ei

β[j], ∀i

(10)
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The optimum solution of LP9, LP10 must satisfy the following complemen-
tary slackness conditions:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(XP [j] − 1)α[j] = 0,∀j · · ·(i)
(XP [j] −

∑

i|ei∈pj

X[i])β[j] = 0,∀j · · ·(ii)

(
m∑

i=1

c[i] · X[i] − B)γ = 0 · · ·(iii)

(X[i] − 1)δ[i] = 0,∀i · · ·(iv)
(α[j] + β[j] − f [j])XP [j] = 0,∀j · · ·(v)

(δ[i] + c[i] · γ −
∑

j|pj�ei

β[j])X[i] = 0,∀i · · ·(vi)

We interpret γ as fe[i]/c[i], i.e. the bang-per-buck of all the edges attacked.
Condition (vi) implies that the adversary will only attack edges with the highest
γ. Let Cmin be the min-cost s − t cut and c∗ be its cost. It’s natural to attack
Cmin, as every possible s−t path goes through at least 1 edge in Cmin. Since the
flow amount on Cmin is at least 1, the highest γ is at least 1/c∗. In case there
are multiple min-cuts, the adversary may choose any one of them to achieve
the same attack level on any possible paths, and different choices of min-cut
will result in different optimal adversary strategies and different Nash equilibria,
though the final utility will be the same. In the following example where the
numbers denote the cost of edges, attacking edges in Cmin yields the highest
γ = 1/4.

s

t

2

4
1

3

2
1

2

2

4

Cmin

Without loss of generality, we assume B < c∗, for otherwise the attack may
simply cover every edge in Cmin. It is possible to attack edges in Cmin to obtain
the attack on paths XP that forces a rational designer to design the flow satis-
fying the following Property A1:

Property A1 :
{

XP [j] = χ,∀j s.t. f [j] > 0
XP [j] ≥ χ,∀j

, where χ is a constant ∈ [0, 1]

With this attack pattern, the designer does not need to deviate from her current
routing.

Lemma 12. Let f be the designer’s flow strategy. Given an attack X, that
defines XP , and which satisfies Property A1 w.r.t f , the designer’s flow strat-
egy f is stable w.r.t. X, i.e. the designer has no incentive to change the flow
design f .



350 Y. Zhang and S. Kapoor

Proof. The designer’s current loss is χ since every path that carries flow is
attacked by χ. Given any other flow pattern f ′, the loss is

∑
j XP [j]f ′[j] ≥∑

j χ · f ′[j] = χ.
In other words, the current flow design uses only paths from the designer’s

support set based on the attack, no other flow pattern will reduce the loss.

The following lemma describes a flow design that satisfies specific properties
on Cmin.

Lemma 13. Given any graph G(V,E), the designer is able to route a flow pat-
tern f∗ in O(nm) steps, satisfying the following Property A2, where c∗ is the
cost of Cmin.

Property A2 :

{
∀ei ∈ E, f∗

e [i] ≤ c[i]/c∗

∀ei ∈ Cmin, f∗
e [i] = c[i]/c∗

Proof. We create a new flow network as follows. Use the same vertex set V and
for each undirected edge e = (u, v) ∈ E, create directed edges (u, v) and (v, u),
both with capacity ce. Now we compute a maximum s − t flow denoted by f∗

in O(nm) steps [13]. By the max-flow min-cut theorem, the flow amount is c∗

since Cmin is the min-cost s − t cut. This flow satisfies the following:
{

∀ei ∈ E, f∗
e [i] ≤ ce

∀ei ∈ Cmin, f∗
e [i] = ce

Now after scaling the flow amount on each edge by 1/c∗, we get an s − t flow
amounting to 1, satisfying Property A2. Note that such flow design is not
unique, so technically the optimal designer strategy and the Nash Equilibrium
is not unique, but they all contribute to the same final utility. In case there are
mulitple min-cuts, the way of flow construction also makes sure of the optimality
no matter which min-cut the adversary chooses to attack.

We observe that there is no edge in Cmin carrying any flow from T to S, since
f∗ is a scaled max flow. We decompose the flow pattern into a set of paths P ′,
|P ′| ≤ m, such that ∀pj ∈ P ′, f∗[j] > 0. The decomposition can be computed in
O(nm) steps. We ignore any path pj /∈ P ′ as it carries no flow, therefore won’t
be considered by the adversary. This allows the adversary to focus on a reduced
set of paths P ′ that doesn’t have exponential size.

Given the cut Cmin, define an attack Xmin of full coverage on Cmin to be
{

Xmin[i] = 1, ∀i|ei ∈ Cmin

Xmin[i] = 0, ∀i|ei /∈ Cmin

That is, every edge in the cut is fully attacked. Note that since B < c∗ this
attack is not within the budget.

The following lemma describes the attack at Nash equilibrium.
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Lemma 14. Let f∗ be a flow design satisfying Property A2. Then the best
response of the adversary is as follows

{
X∗ = (B/c∗) · Xmin

X∗
P [j] = B/c∗, ∀j|pj ∈ P ′

Proof. The response specified in the lemma only attacks edges from Cmin with
the same level. X∗

P is calculated correctly because every path in P ′ goes through
only one edge in Cmin. We show the optimality of the attack via complementary
slackness.

We provide the following solution:
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

δ[i] = 0,∀ei

α[j] = 0,∀pj

β[j] = f∗[j],∀pj

γ = 1/c∗

Complementary slackness conditions (i)(ii)(iv)(v) are clearly satisfied.
Condition (iii) is satisfied since

∑
i X

∗[i]c[i] =
∑

i|ei∈Cmin
X∗[i]c[i] = B

c∗ ·
∑

i|ei∈Cmin
c[i] = B

c∗ · c∗ = B.
Condition (vi) is satisfied since

1. ∀i|ei /∈ Cmin, X∗[i] = 0.
2. ∀i|ei ∈ Cmin, δ[i]+c[i]·γ−∑

j|pj�ei
β[j] = c[i]·γ−∑

j|pj�ei
f [j] = c[i]·γ−fei =

c[i]
c∗ − c[i]

c∗ = 0.

Therefore given the flow pattern, the proposed attack is optimum for the adver-
sary.

Theorem 2. f∗, the design from Lemma 13, and X∗, the attack from Lemma
14, form a Nash equilibrium for the Network Routing Adversarial Game.
The Nash equilibrium can be computed in O(nm) steps.

5 r-Commodity Network Routing Adversarial Game

In this section we consider the game where there are r designers and 1 adver-
sary. Recall the problem definition from the section on notations. The adversary
attacks edges to capture part of the flow from all designers in the similar fashion.

Given the flow pattern f from the designers, the adversary solves the follow-
ing program with its dual:
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LP11:max
k∑

j=1

f [j] · XP [j]

s.t.
m∑

i=1

c[i] · X[i] ≤ B

XP [j] ≤
∑

i|ei∈pj

X[i], ∀j

0 ≤ X ≤ 1, ∀i

0 ≤ XP ≤ 1, ∀j

(11)

LP12:min
k∑

j=1

α[j] + B · γ +
m∑

i=1

δ[i]

s.t. α[j] + β[j] ≥ f [j], ∀j

δ[i] + c[i] · γ ≥
∑

j|pj�ei

β[j], ∀i

(12)

The optimum solution of LP11, LP12 must satisfy the following comple-
mentary slackness conditions:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(XP [j] − 1)α[j] = 0,∀j · · ·(i)
(XP [j] −

∑

i|ei∈pj

X[i])β[j] = 0,∀j · · ·(ii)

(
m∑

i=1

c[i]X[i] − B)γ = 0 · · ·(iii)

(X[i] − 1)δ[i] = 0,∀i · · ·(iv)
(α[j] + β[j] − f [j])XP [j] = 0,∀j · · ·(v)

(δ[i] + c[i]γ −
∑

j|pj�ei

β[j])X[i] = 0,∀i · · ·(vi)

While we can solve the case of r-commodities using linear programming, the
time complexity is high. We focus on the case when r = 2, where combinatorial
algorithms exist. By using the costs as capacities of the edges and route max-flow
with corresponding source and sink, we can identify min-cost cuts C1, C2, and
C12 which is a set of edges with minimum cost whose removal disconnects all
s1 − t1 and s2 − t2 paths. Let c1, c2, c12 denote the costs of the cuts respectively.
We ignore the case where the min-cut is not unique, as we discussed that such
case doesn’t affect the final utility in the previous section. We define attacks
with full coverage of these cuts X1,X2,X12 in the same way in the previous
section. We state below Hu’s Max Bi-flows Min-cut Theorem [9] which
shows feasibility of routing in the following subsections.

Theorem 3. It is feasible to route a 2-commodity flow with requirement (r1, r2)
iff ⎧

⎪⎨

⎪⎩

r1 ≤ c1

r2 ≤ c2

r1 + r2 ≤ c12

Without loss of generality, we assume c1 ≤ c2. Since c12 ≤ c1 + c2, we have
c12
2 ≤ c2. We further assume B ≤ c12, for otherwise the attack may simply

use X12 as her attack to capture the entire flow. Since the min-cost cuts carry
different costs, the adversary attempts to capture the most beneficial one of the
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them then turn to the rest. Based on the relationship between c1 and c12 we
divide the problem into several subcases.

Example: We use the same flow network with different cost on edges for the
illustrative example in each following subsection. For simplicity we assume the
cost of e6, e7 is +∞; they will never be attacked. Note that in this network the
direction of flow is obvious. The paths are P = {p1, p2, p3, p4}, where p1 = (e1),
p2 = (e2 → e3 → e6), p3 = (e4 → e3 → e7), p4 = (e5). The Nash equilibria are
computed by linear programming.

Case(I) c12
2 ≤ c1 ≤ c2

In this case attacking C12 is more beneficial than attacking C1 or C2. Following
is an example of equilibrium where B = 5, c1 = 5, c2 = 5, c12 = 8. At the
equilibrium, the adversary only attacks C12 = {e1, e3, e5} which covers boths
designers’ flow as C12 has better bang-per-buck than C1 and C2.

s1 t1

s2 t2

e1

e2
e3

e6

e5
e4 e7

C12

edge e1 e2 e3 e4 e5
c[i] 2 3 4 3 2
fe[i] 1/2 1/2 1 1/2 1/2
X[i] 5/8 0 5/8 0 5/8
path p1 p2 p3 p4
f [j] 1/2 1/2 1/2 1/2

XP [j] 5/8 5/8 5/8 5/8

The following lemma describes a 2-commodity flow design that satisfies spe-
cific properties on C12.

Lemma 15. In Case(I) the designers are able to route a 2-commodity flow pat-
tern f∗ with requirement (1, 1) in O(n3) steps, satisfying the following PROP-
ERTY A3

Property A3 :

{
∀ei ∈ E, f∗

e [i] ≤ 2c[i]/c12

∀ei ∈ C12, f∗
e [i] = 2c[i]/c12

We decompose the flow pattern into a set of paths P ′
1,P ′

2 with |P ′
1| ≤ m,

|P ′
2| ≤ m. Let P ′ = P ′

1 ∪ P ′
2. The decomposition can be computed in O(nm)

steps. The adversary will focus the attack on P ′.
The following lemma describes the attack at Nash equilibrium.

Lemma 16. Let f∗ be a flow design satisfying PROPERTY A3, the best
response of the adversary is as follows:

{
X∗ = (B/c12) · X12

X∗
P [j] = B/c12, ∀j|pj ∈ P ′
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Lemma 17. When c12
2 ≤ c1 ≤ c2, f∗ and attack X∗, defined in Lemma 16,

describe a Nash equilibrium solution for the 2-Designer Network Routing Game
computable in O(n3) steps.

Case(II) c1 < c12
2 ≤ c2 and B ≤ c1

In this case the adversary attacks only C1 since there is not enough budget to
cover C1 entirely and move onto C12. Following is an example of equilibrium
where B = 4, c1 = 5, c2 = 8, c12 = 11. At the equilibrium, the adversary only
attacks C1 = {e1, e2} which only covers Designer 1’s flow as C1 has better bang-
per-buck than C12 and C2.

s1 t1

s2 t2

e1

e2
e3

e6

e5
e4 e7

C1

edge e1 e2 e3 e4 e5
c[i] 2 3 4 3 5
fe[i] 1/2 1/2 2/3 1/6 5/6
X[i] 4/5 4/5 0 0 0
path p1 p2 p3 p4
f [j] 1/2 1/2 1/6 5/6

XP [j] 4/5 4/5 0 0

The following lemma describes the 2-commodity flow design that satisfies
specific properties on C1.

Lemma 18. In Case(II) the designers are able to route a 2-commodity flow
pattern f∗ with requirement (1, 1) in O(n3) steps, satisfying the following
PROPERTY A4

Property A4 :

{
∀ei ∈ E, f∗

e [i] ≤ c[i]/c1

∀ei ∈ C1, f∗
e [i] = c[i]/c1

We decompose the flow pattern into a set of paths P ′
1,P ′

2 with |P ′
1| ≤ m,

|P ′
2| ≤ m. Let P ′ = P ′

1 ∪ P ′
2. The decomposition can be computed in O(nm)

steps. The adversary will focus the attack on P ′.
The following lemma describes the attack at Nash equilibrium.

Lemma 19. Let f∗ be a flow design satisfying PROPERTY A4, the best
response of the adversary is as follows

⎧
⎪⎨

⎪⎩

X∗ = (B/c1) · X1

X∗
P′ [j] = B/c1, ∀j|pj ∈ P ′

1

X∗
P′ [j] = 0, ∀j|pj ∈ P ′

2

Lemma 20. When (c1 < c12
2 ≤ c2)&(B ≤ c1), f∗ and attack X∗, defined in

Lemma 19, provide a Nash equilibrium solution for the 2-Designer Network
Routing Game computable in O(n3) steps.
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Case(III) c1 < c12
2 ≤ c2 and c1 < B ≤ c12

In this case the adversary’s attack is a combination of X1 and X12 to have C1

fully attacked and C12 partially attacked. Following is an example of equilibrium
where B = 7, c1 = 5, c2 = 8, c12 = 11. Note that the attack comprises of C1 =
{e1, e2} and C12 = {e1, e3, e5}. After capturing the most beneficial cut C1, the
adversary has budget left so she moves on the attack C12 while maintaining
the attack on C1 to still be full. Therefore the adversary’s benefit is 1.5 which
includes 1 from Designer 1 and 0.5 from Designer 2.

s1 t1

s2 t2

e1

e2
e3

e6

e5
e4 e7

C1 C12

edge e1 e2 e3 e4 e5
c[i] 2 3 4 3 5
fe[i] 1/2 1/2 2/3 1/6 5/6
X[i] 1 1/2 1/2 0 1/2
path p1 p2 p3 p4
f [j] 1/2 1/2 1/6 5/6

XP [j] 1 1 1/2 1/2

The flow design f∗ in this case is decomposed into 2 flow routing components,
f1 and f2, i.e. f∗ = f1 + f2. The following lemma describes f2.

Lemma 21. In Case(III) the designers are able to route a 2-commodity flow
pattern f2 with requirement ( c1

c12−c1
, 1) in O(n3) steps, satisfying the following

PROPERTY A5

Property A5 :

{
∀ei ∈ E, f2

e [i] ≤ c[i]/(c12 − c1)

∀ei ∈ C1 ∪ C12, f2
e [i] = c[i]/(c12 − c1)

Proof. Use the costs as capacities of edges. Since c1 ≤ c12
2 , by Theorem 3 it is

possible to compute a feasible 2-commodity flow f2 with requirement (c1, c12−c1)
in O(n3) steps. This flow satisfies the following:

{
∀ei ∈ E, f2

e [i] ≤ c[i]

∀ei ∈ C1 ∪ C12, f2
e [i] = c[i]

Scale f∗ down by 1
c12−c1

, and it satisfies PROPERTY A5 with requirement
( c1
c12−c1

, 1).

We decompose the flow pattern into sets of paths P ′
1,P ′

2 for Designer 1 and 2
respectively, with |P ′

1| ≤ m, |P ′
2| ≤ m. Let P ′ = P ′

1 ∪ P ′
2. The decomposition

can be computed in O(nm) steps. The adversary will focus the attack on P ′.

Lemma 22. No path in P ′
2 goes through C1.
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Proof. Consider the max 2-commodity flow f2 we obtained in Lemma 21, before
scaling. C1 is a min cut for commodity 1 with capacity c1, while the total flow
amount of commodity 1 is also c1. Therefore ∀e ∈ C1, f2

e contains only com-
modity 1. Since P ′

2 contains paths with positive flow of commodity 2, no path
in P ′

2 goes through C1, i.e. ∀p ∈ P ′
2, p ∩ C1 = ∅.

Let pl be one arbitrary path in P ′
1, we define flow f1 as follows:

f1 =

⎧
⎨

⎩

f1[l] =
c12 − 2c1
c12 − c1

f1[j] = 0, ∀j �= l

Note that f1 contains only commodity 1, its flow amount is ( c12−2c1
c12−c1

, 0).
Let f∗ = f1 + f2 be a 2-commodity flow, it satisfies the requirement

( c12−2c1
c12−c1

, 0) + ( c1
c12−c1

, 1) = (1, 1). Let θ = B−c1
c12−c1

.

Lemma 23. Given the flow design f∗, the best response of the adversary is as
follows ⎧

⎪⎨

⎪⎩

X∗ = (1 − θ) · X1 + θ · X12

X∗
P′ [j] = 1, ∀j|pj ∈ P ′

1

X∗
P′ [j] = θ, ∀j|pj ∈ P ′

2

Proof. We construct the following dual variables of LP12
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

δ[i] = 0,∀ei

α[j] = f1[j],∀j

β[j] = f2[j],∀j

γ =
1

c12 − c1

We proceed to show that all complementary slackness conditions of LP11, LP12
are satisfied.

Condition (i) is satisfied since

1. ∀pj ∈ P ′
1,XP′ [j] = 1.

2. ∀pj ∈ P ′
2, α[j] = 0.

Condition (ii) is satisfied since

1. ∀pj ∈ P ′
1,

XP′ [j] −
∑

i|ei∈pj

X[i] = 1 −
∑

i|ei∈pj

X[i] = 1 − (
∑

i|ei∈(pj∩C1)

X[i] +
∑

i|ei∈(pj∩C12)

X[i])

= 1 − ((1 − θ) + θ) = 0

2. ∀pj ∈ P ′
2,

XP′ [j] −
∑

i|ei∈pj

X[i] = θ −
∑

i|ei∈pj

X[i] = θ − (
∑

i|ei∈(pj∩C1)

X[i] +
∑

i|ei∈(pj∩C12)

X[i])

= θ − (
∑

i|ei∈∅
X[i] +

∑

i|ei∈(pj∩C12)

X[i]) = θ − (0 + θ) = 0
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Condition (iii) is satisfied since
∑

i

X[i] − B = (
∑

i|ei∈X1

c[i]X[i] +
∑

i|ei∈X12

c[i]X[i]) − B = ((1 − θ) ·
∑

i|ei∈X1

c[i] + θ ·
∑

i|ei∈X12

c[i]) − B

= ((1 − θ) · c1 + θ · c12) − B = c1 + θ(c12 − c1) − B = 0

Condition (iv) is satisfied since δ[i] = 0,∀i.
Condition (v) is satisfied since α[j]+β[j]−f∗[j] = f1[j]+f2[j]−(f1[j]+f2[j]) =
0,∀j.

Condition (vi) is satisfied since

1. ∀ei /∈ (C1 ∪ C12), X[i] = 0.
2. ∀ei ∈ (C1 ∪ C12), c[i]γ − ∑

j|pj�ei
β[j] = c[i]γ − f2

e = c[i]γ − c[i]
c12−c1

= c[i] ·
1

c12−c1
− c[i]

c12−c1
= 0

Since all the conditions are satisfied, LP11, LP12 are at optimum with the
given variables. The adversary is not incentivized to deviate.

Lemma 24. When (c1 < c12
2 ≤ c2)&(c1 < B ≤ c12), f∗ and attack X∗, defined

in Lemma 23, describe a Nash equilibrium solution for the 2-Designer Network
Routing Game that can be computed in O(n3) steps.

Proof. Since C1 and C12 are cuts of commodity 1, every possible path of Designer
1 goes through both C1 and C12 at least once, thus ∀pj ∈ P1,XP [j] ≥ (1−θ)+θ =
1. By the decomposition of f2 and construction of f1, ∀pj ∈ P1|f [j] > 0,XP [j] =
(1− θ)+ θ = 1. Therefore for Designer 1, the attack satisfies PROPERTY A1
with χ = 1.
Every possible path of Designer 2 goes through C12 at least once, therefore the
attack satisfies
PROPERTY A1 with χ = θ for Designer 2.
By Lemma 12, neither of the designers wants to move from the current flow
design.
Since neither the designers nor the adversary wants to mover from the current
strategy, this is a Nash equilibrium.

Combining the results of Lemmas 17, 20, 24, we come to the following conclu-
sion:

Theorem 4. For any input of the 2-Commodity Network Routing Adver-
sarial Game, there exists a Nash equilibrium computable in O(n3) steps.

6 Conclusions

In this paper we have illustrated how to determine Nash equilibrium for adver-
sarial routing problems with player-specific costs on the edges. For the case when
adversaries and designers are budget constrained and the graph is bipartite, we
provide an efficient solution. We also provide efficient polynomial solutions to the
general graph network routing adversary games, when the costs on the resources
are not player-specific, and when there are 1 and 2 designers routing flow. It
would be of interest to extend this to the more general case. This work was
partially supported by NSF grant No: 2028274.
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A Appendix

A.1 Proofs

Proof of Lemma 1

Proof.

BD[k] − BD[k − 1] =
CD(k)

C(k)
− CD(k − 1)

C(k − 1)
=

C(k − 1) · CD(k) − C(k) · CD(k − 1)

C(k) · C(k − 1)

=
c[k]

C(k) · C(k − 1)
· (d[k] · C(k − 1) − CD(k − 1))

d[k] > d[i], ∀i < k =⇒ (d[k] · C(k − 1) − CD(k − 1)) > 0 =⇒ BD[k] − BD[k − 1] > 0

Proof of Lemma 2

Proof. Denote the attacks used in calculating BA[t−1] and BA[t] by X ′ and X ′′

respectively.
⎧
⎪⎪⎨

⎪⎪⎩

X ′[i] =
d[t − 1] − d[i]
d[t − 1] − d[1]

, ∀i = 1 . . . t − 1

X ′′[i] =
d[t] − d[i]
d[t] − d[1]

, ∀i = 1 . . . t

=⇒

X ′′[i] − X ′[i] =
d[t]d[i] + d[t − 1]d[1] − d[t − 1]d[i] − d[t]d[1]

(d[t] − d[1])(d[t − 1] − d[1])

=
(d[i] − d[1])(d[t] − d[t − 1])
(d[t] − d[1])(d[t − 1] − d[1])

> 0,∀i = 2 . . . t − 1

Therefore
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

X ′[1] = X ′′[1] = 1
X ′[t] = X ′′[t] = 0
X ′[i] < X ′′[i],
∀i = 2 . . . t − 1

=⇒ BA[t − 1] =
m∑

i=1

c[i]X ′[i] <

m∑

i=1

c[i]X ′′[i] = BA[t]

Proof of Lemma 3

Proof.

1. γ ≥ 0
The numerator:
BD[k̂] = CD(k̂)

C(k̂)
≤ d[k̂]C(k̂)

C(k̂)
= d[k̂], d[k̂] ≥ BD[k̂] ≥ BD =⇒ d[k̂] − BD ≥ 0

The denominator:
d[k̂] ≥ d[i],∀i < k̂ =⇒ d[k̂]C(k − 1)−CD(k̂ − 1) > d[k̂]C(k − 1)− d[k̂]C(k −
1) = 0
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2. 0 ≤ f∗[i] ≤ 1,∀i

∀i = 1 . . . k̂ − 1, f∗[i] ≥ 0, since f∗[i] = c[i]γ.
For f∗[k̂], the numerator:
BD > BD[k̂ − 1] =⇒ BD · C(k̂ − 1) > CD(k̂−1)

C(k̂−1)
C(k̂ − 1) =⇒ BD · C(k̂ −

1) − CD(k̂ − 1) > 0.
The denominator > 0 is proven above.
Since f∗[i] ≥ 0,

∑k̂
i=1 f∗[i] = 1, f∗[i] ≤ 1,∀i. Therefore 0 ≤ f∗[i] ≤ 1,∀i.

3. f∗[i] ≤ c[i]γ,∀i

∀i = 1 . . . k̂ − 1, f∗[i] = c[i]γ.
c[k̂]γ − f∗[k̂] = c[k̂](d[k̂]−BD)−BD·C(k̂−1)+CD(k̂−1)

c[k̂]S(k̂−1)−SQ(k̂−1)

The numerator:
c[k̂](d[k̂]−BD)−BD ·C(k̂−1)+CD(k̂−1) = CD(k̂)−BD ·C(k̂) ≥ CD(k̂)−
BD[k̂] · C(k̂) = CD(k̂) − CD(k̂)

C(k̂)
C(k̂) = 0.

The denominator > 0 is proven above.
Thus ∀i = 1 . . . k̂, f∗[i] ≤ c[i]γ.

Therefore f∗, γ are feasible.

Proof of Lemma 4

Proof.

1. XD, Ω ≥ 0
The numerators > 0 obviously.
The denominator:
d[k̂] > d[i],∀i < k =⇒ d[k̂]C(k̂) − CD(k̂) > d[k̂]C(k̂) − d[k̂]C(k̂) = 0

2. 0 ≤ X∗[i] ≤ 1
The numerator:
d[k̂] > d[i],∀i < k =⇒ (d[k̂] − d[i])BA > 0
The denominator > 0 is proven above. Therefore X∗[i] ≥ 0.
Since X∗[1] ≥ X∗[i],∀i = 1 . . . k̂, we need only to show X∗[1] ≤ 1.

X∗[1] =
d[k̂] − d[1]

d[k̂]C(k̂) − CD(k̂)
BA ≤ d[k̂] − d[1]

d[k̂]C(k̂) − CD(k̂)
BA[k̂]

=
d[k̂] − d[1]

d[k̂]C(k̂) − CD(k̂)
· d[k̂]C(k̂) − CD(k̂)

d[k̂] − dc[1]
= 1

Thus 0 ≤ X∗[i] ≤ 1,∀i = 1 . . . k̂.

Therefore X∗,XD, Ω are feasible.

Proof of Lemma 5

Proof. The complementary slackness conditions (ii)(iii)(v) are obviously satis-
fied due to the equations.
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∀i = 1 . . . k̂ − 1, c[i]γ = f [i], ∀i = k̂ . . . m, X∗[i] = 0. Therefore condition (i)
is satisfied.

∀i = 1 . . . k̂, XD − X∗[i] = d[i]Ω, ∀i = k̂ + 1 . . . m, f∗[i] = 0. Therefore con-
dition (iv) is satisfied.

∀i = 1 . . . m, δ[i] = 0. Therefore condition (vi) is satisfied.

All the complementary slackness conditions are met, the proposed solution
is the optimal.

Proof of Lemma 6

Proof.

1. γ ≥ 0
The numerator: BD − d[1] ≥ 0 by assumption.
The denominator: CD(t) − d[1]C(t) =

∑t
i=1 c[i](d[i] − d[1]) > 0.

2. δ[1] ≥ 0
The denominator> 0 is proven above.
Recall that k̂ is the largest integer with BD(k̂ − 1) < BD. Since t ≥ k̂, the
numerator CD(t)−BDC(t) ≥ CD(t)−BD[t]C(t) = CD(t)− CD(t)

C(t) C(t) = 0.
3. 0 ≤ f∗ ≤ 1

Since γ, δ[1] ≥ 0, f∗ ≥ 0. Since
∑t

i=1 f∗[i] = 1, f∗ ≤ 1.

Therefore f∗, γ, δ[1] are feasible.

Proof of Lemma 7

Proof.

1. Ω ≥ 0
The denominator: c[i] > c[1],∀i > 1 =⇒ CD(t) − d[1]C(t) > 0.
The numerator: C(t) − BA > C(t) − BA[t + 1] = C(t) − ∑t

i=1 c[i]X[i] + 0 ·
X[t + 1] > C(t) − ∑t

i=1 c[i] · 1 = C(t) − C(t) = 0.
2. XD ≥ 0

XD − X∗[1] = d[1]Ω =⇒ XD = 1 + d[1]Ω ≥ 0.
3. 0 ≤ X∗[i] ≤ 1,∀i = 1 . . . t

Since XD − X∗[i] = d[i]Ω, X∗[1] > X∗[2] > · · · > X∗[t]. X∗[1] = 1 =⇒
X∗[i] ≤ 1.
To show X∗[i] ≥ 0, it suffices to show X∗[t] ≥ 0.
The denominator > 0 is proven above.
The numerator: CD(t) + (d[t] − d[1])BA − d[t]C(t) ≥ CD(t) + (d[t] − d[1])
BA[t] − d[t]C(t) = CD(t) + (d[t] − d[1])d[t]C(t)−CD(t)

d[t]−d[1] − d[t]C(t) = 0.
Thus 0 ≤ X∗[i] ≤ 1,∀i = 1 . . . t.

Therefore XD, Ω,X∗ are feasible.
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Proof of Lemma 8

Proof. The complementary slackness conditions (ii)(iii)(v) are obviously satis-
fied due to the equations.

∀i = 1 . . . t, c[i]γ+δ[i] = f∗[i], ∀i = t+1 . . . m, X∗[i] = 0. Therefore condition
(i) is satisfied.

∀i = 1 . . . t, XD − X∗[i] = d[i]Ω, ∀i = t + 1 . . . m, f∗[i] = 0. Therefore condi-
tion (iv) is satisfied.

X∗[1] = 1, ∀i = 2 . . . m, δ[i] = 0. Therefore condition (vi) is satisfied.

All the complementary slackness conditions are met, the proposed solution
is the optimal.

Proof of Lemma 9

Proof.

1. γ ≥ 0
The numerator: BD − d[1] ≥ 0 by assumption.
The denominator: CD(m) − d[1]C(m) =

∑m
i=1 c[i](d[i] − d[1]) > 0.

2. δ[1] ≥ 0
The denominator > 0 is proven above.
The numerator:
Recall that k̂ is the largest integer with BD(k̂ − 1) < BD. Since m ≥ k̂,
the numerator CD(m) − BD · C(m) ≥ CD(m) − BD[m]C(m) = CD(m) −
CD(m)
C(m) C(m) = 0.

3. 0 ≤ f∗ ≤ 1
Since γ, δ[1] ≥ 0, f∗ ≥ 0. Since

∑t
i=1 f∗[i] = 1, f∗ ≤ 1.

Therefore f∗, γ, δ[1] are feasible.

Proof of Lemma 10

Proof.

1. Ω ≥ 0
The numerator S(m) − BA ≥ 0 by assumption.
The denominator CD(m) − d[1]C(m) =

∑m
i=1 c[i](d[i] − d[1]) > 0.

2. XD ≥ 0
XD − X∗[1] = c[1]Ω =⇒ XD = 1 + c[1]Ω ≥ 0.

3. 0 ≤ X∗[i] ≤ 1,∀i = 1 . . . m
Since XD − X∗[i] = d[i]Ω, X∗[1] > X∗[2] > · · · > X∗[m]. X∗[1] = 1 =⇒
X∗[i] ≤ 1.
To show X∗[i] ≥ 0, it suffices to show X∗[m] ≥ 0.
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The denominator > 0 is proven above.
The numerator:

CD(m) + (d[m] − d[1])BA − d[m]C(m) ≥ CD(m) + (d[m] − d[1])BA[m] − d[m]C(m)

=CD(m) + (d[m] − d[1])
d[m]C(m) − CD(m)

d[m] − d[1]
− d[m]C(m) = 0

Thus 0 ≤ X∗[i] ≤ 1,∀i = 1 . . . m.

Therefore XD, Ω,X∗ are feasible.

Proof of Lemma 11

Proof. The complementary slackness conditions (ii)(iii)(v) are obviously satis-
fied due to the equations.

∀i = 1 . . . m, c[i]γ + δ[i] = f∗[i]. Therefore condition (i) is satisfied.

∀i = 1 . . . m, XD − X∗[i] = d[i]Ω. Therefore condition (iv) is satisfied.

X∗[1] = 1, ∀i = 2 . . . m, δ[i] = 0. Therefore condition (vi) is satisfied.

All the complementary slackness conditions are met, the proposed solution
is the optimal.

Proof of Theorem 2

Proof. Since every possible path in the network has to go through Cmin at
least once, XP [j] ≥ B/c∗, ∀j. The attack above satisfies Property A1 with
χ = B/c∗, therefore the adversary’s gain is B/c∗, and the designer doesn’t want
to change the flow design and use any path pj /∈ P ′.

Since neither the designer nor the adversary wants to move from the current
strategy, this is a Nash equilibrium.

Proof of Lemma 15

Proof. Use the costs as capacities of edges. Since c12
2 ≤ c1 ≤ c2, by Theorem

3 it is possible to compute a feasible 2-commodity flow f∗ with requirements
( c122 , c12

2 ) in O(n3) steps [10]. This flow satisfies the following:
{

∀ei ∈ E, f∗
e [i] ≤ c[i]

∀ei ∈ C12, f∗
e [i] = c[i]

Scale f∗ down by 2
c12

, and it satisfies PROPERTY A3 and each designer’s
flow sums up to be 1.
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Proof of Lemma 16

Proof. We construct the following dual variables feasible for LP12, satisfying
complementary slackness conditions.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

δ[i] = 0,∀ei

α[j] = 0,∀pj

β[j] = f∗[j],∀pj

γ = 2/c12

Since the adversary’s program does not distinguish the 2 designers, by substi-
tuting C∗ in the proof by C12, the proof becomes identical to that of Lemma
14.

Proof of Lemma 17

Proof. Every possible path of each designer goes through C12 at least once,
therefore this attack satisfies PROPERTY A1 with χ = B

c12
. By Lemma 12

the designers don’t want to change the flow designs. The adversary’s gain is 2B
c12

.
Since neither the designers nor the adversary wants to move from the current

strategy, this is a Nash equilibrium.

Proof of Lemma 18

Proof. Use the costs as capacities of edges. Since c1 ≤ c12
2 , by Theorem 3 it is

possible to compute a feasible 2-commodity flow f∗ with requirements (c1, c1)
in O(n3) steps. This flow satisfies the following:

{
∀ei ∈ E, f∗

e [i] ≤ c[i]
∀ei ∈ C1, f∗

e [i] = c[i]

Scale f∗ down by 1
c1

, and it satisfies PROPERTY A4 and each designer’s flow
sums up to be 1.

Proof of Lemma 19

Proof. We construct the following dual variables of LP12
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

δ[i] = 0,∀ei

α[j] = 0,∀pj

β[j] = f∗[j],∀pj

γ = 1/c1

We proceed to show that all complementary slackness conditions of LP11, LP12
are satisfied.

Condition (i)(iv)(v) are clearly satisfied.
Condition (ii) is satisfied since
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1. ∀pj ∈ P ′
1, since every path goes through C1 only once,

∑
i|ei∈pj

X[i] =
B/c1 = XP [j].

2. ∀pj ∈ P ′
2, since no edge or path of Designer 2 is attacked,

∑
i|ei∈pj

X[i] =
XP [j] = 0.

Condition (iii) is satisfied since

m∑

i=1

c[i]X[i] =
∑

i|ei∈C1

c[i]X[i] = B/c1 ·
∑

i|ei∈C1

c[i] = B/c1 · c1 = B

Condition (vi) is satisfied since

1. ∀ei /∈ C1, X[i] = 0.
2. ∀ei ∈ C1,

δ[i] + c[i]γ −
∑

j|pj�ei

β[j] = c[i]γ −
∑

j|pj�ei

β[j] = c[i]γ − f∗
e = c[i]γ − c[i]

c1
= 0

Since all the conditions are satisfied, LP11, LP12 are at optimum with the
given variables. The adversary is not incentivized to deviate.

Proof of Lemma 20

Proof. No path in P2 is attacked, so Designer 2 doesn’t want to deviate from the
current flow design. Every possible path of Designer 1 goes through C1 at least
once, therefore the attack satisfies PROPERTY A1 with χ = B

c1
for Designer

1. The adversary’s gain is B
c1

, and the designers don’t want to change the flow
designs.

Since neither the designers nor the adversary wants to change from the cur-
rent strategy, this is a Nash equilibrium.
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