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Chapter 6
Evolving of Smart Banking with NLP 
and Deep Learning

Bibhu Dash, Swati Swayamsiddha, and Azad I. Ali

Abstract The banking world is moving faster with digital reality, where financial 
transactions, customer care, fraud prevention, and trading analysis are no longer 
handled by humans but by computers. Digitalization is marching ahead, and finan-
cial industries are not in the back seat to realize the same. Banks are producing a lot 
of information as part of their daily processes. This information stored either in 
legacy platforms or in the cloud is amorphous, and a lot of confidential information 
is kept inside it. Our objective is to read those unstructured data elements and extract 
meaning from them, which can be used for enterprises for managerial insights and 
business process innovation. With the evolution of deep neural networks, a sub- 
domain of artificial intelligence (AI), extracting and classifying unstructured data is 
much easier nowadays. This chapter is forwarding our research to use deep learning 
algorithms with natural language processing (NLP) to solve the challenges banks 
face in reading these unstructured data and extracting meanings. Our approach uses 
cognitive neural networks (CNN) and recurrent neural networks (RNN) in NLP to 
obtain performance results that substantially improve Spearman correlation scores 
above other traditional models. We will also perform a qualitative study of the 
importance of these unstructured data on why and when it is critical to utilize this 
framework to improve enterprises in insights extraction and classification. This 
chapter illustrates the role of deep learning in NLP for sentiment analysis and emo-
tion detection using the extracted features from unstructured data for smart banking.
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6.1  Introduction

In the last decade, the number of banks focusing on developing cutting-edge tech-
nologies to create a realistic 24 × 7 banking experience for their customers has risen 
exponentially. With the rise of social media and technological evolution, banks are 
getting a lot of pressure to match other industry types. Smart banking focuses on 
mobility banking, next-generation self-service, advanced security, remote advisory 
with the chatbot, social computing, and digital signage. As the world is getting digi-
talized faster, Fintech has been rapidly penetrating the financial core markets by 
filling in the gaps left by the legacy financial institutions and significantly improv-
ing the user experience [1]. E-banking has transferred to innovative banking with 
better product lines, better service capabilities, and competency. These smart fea-
tures are integrated with AI technology to streamline processes and strengthen 
security.

6.1.1  Motivation

Several disruptive concepts, such as peer-to-peer banking, are gaining traction. The 
world produces 2.5 quintillion bytes of data daily, and the banking and financial 
industry has one quintillion bytes of data, so the transaction volume has become 
vast to thrust data-driven banking [2]. If we study these data further, the modern 
financial or banking industry produces more unstructured data than structured data 
as part of their daily operation. These unstructured data are the key to understanding 
customer expectations for business process innovation and quick adaptation. The 
banking experience is being put under the microscope like never before to attract 
more and more customers. With the evolution of machine learning (ML) and Deep- 
NLP learning, extracting and classifying these unstructured data is much easier 
nowadays than before. Deep-NLP plays a pivotal role in developing knowledgeable 
virtual assistants and chatbots in Fintech. In the recent past, deep learning models 
have successfully solved a variety of natural language processing (NLP) problems 
in the banking domain [3]. It’s worth pointing out that financial sectors that will 
respond slowly to the adaptation of deep learning suffer lower Returns on Investment 
(ROI) and profits and could face extinction. In recent years, practitioners and scien-
tists in NLP have been leveraging the power of modern Artificial Neural Networks 
(ANNs) with many prolific results in Financial Technology (FinTech) [4]. Many 
technologies are being employed to overcome the drawbacks of traditional financial 
services in the financial revolution period.
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6.1.2  Objective

The objective of the present work is to show where the banking system is now and 
to lay the groundwork for future studies. With the current technological advance-
ment, the financial industry is evolving daily. Our research uses the technology as 
an indexing tool (natural language processing (NLP) and deep learning) to show-
case how these technologies modernize FinTech.

6.1.3  Contribution

In this chapter, we are forwarding our research to use ML and deep learning algo-
rithms with natural language processing (NLP) to show the usability of modern-day 
Deep-NLP technologies in Fintech for an intelligent banking experience. The paper 
focuses on the complicated issues in smart banking and solutions to these issues 
using deep learning and natural language processing techniques. This study focuses 
on the works produced between 2018 and 2022. The work’s most important contri-
bution is demonstrating the importance of deep NLP techniques in redesigning 
intelligent banking experiences. The technical aspects and the applicability of these 
technological tools are discussed thoroughly for smart banking.

The rest of the chapter is organized as follows: Section 6.2 presents the tradi-
tional banking approach. The rise of FinTech and the new era of banking is described 
in Sect. 6.3. Section 6.4 offers the technologies used for smart banking. Transitions 
from Now to the Future are given in Sect. 6.5. Section 6.6 describes various applica-
tions of Deep-NLP in smart banking. Finally, the conclusion is given in Sect. 6.7.

6.2  Traditional Banking

The brick-and-mortar model of traditional banking was the heart of economic trans-
actions. These traditional banks, referred to as “borrowing short and lending long,” 
depended on short-term deposits and long-term lending to generate money through 
interest payments [5]. There were no customer-first policy and no customer lifetime 
value notions to give more focus to customer expectations. Banks were dictating 
their rules, and the paper-based transactions were very puzzling and hard to man-
age. Low risk and high return policy were the fundamental economic factors to 
drive the profits for traditional banks. It was believed that launching more products 
and seeking new sources of revenue in derivatives banks may be taking a high risk 
that could ultimately put them in danger and possibly a threat to the stability of the 
banking system [5]. But with time, the fundamental economic forces have undercut 
the role of traditional banks by forcing diminished deposits. In the United States and 
other developing countries, specialized banking institutions declined their market 
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share from 20% in 1970 to 10% in the early 1990’s [6]. The rise of many private and 
social banking machinery also created pressure on traditional banks for self- 
existence. The declining role of conventional banking in the world has forced coun-
tries around the globe to have banking regulatory policies and develop 
customer-centric products. The decline of traditional banking forced executives to 
think beyond innovation, technology adaptation, and risk mitigation to be customer- 
centric. The banking revolution 2.0 came into the picture with internet banking 
through innovation and communication technologies. The development of 3G and 
4G communication pushed financial institutions to break the barriers and reach 
every household through mobiles. Automatic Teller machines (ATMs) and online 
banking helped bring the lost glory back for many institutions. The same tradition 
and popularity continued till 2005. After 2005, a new era of banking called revolu-
tion 3.0 emerged with innovative banking, which helped customers meet their needs 
24×7 with the help of Artificial intelligence 5G and blockchain-like technologies. 
With greater freedom, innovative banking is now changing the world of finance. It 
is available at our fingertips anytime, anywhere, with a robot greeter, smart front 
desk, biosignature, interactive kiosk, video teller machine (VTM), and self-help 
chatbots [7].

6.3  Rise of FinTech and the New Era of Banking

Financial Technology (FinTech) is one of the expanding domains worldwide, and it 
is continuously getting new shapes and colors with the advancement of technology. 
According to the statistics from Google Trends, financial topics and trends are rap-
idly rising debated topics globally [8]. The financial industry runs with three basic 
application scenarios: Know Your Customer (KYC), Know Your Product (KYP) and 
Satisfy Your Customer (SYC). As the FinTech industry, directly and indirectly, 
influences everyone’s daily life, it is highly regulated by the government. But with 
modern technologies, the traditional financial sector is going through a revolution 
while keeping itself compliant with government rules. Every year, many financial 
and banking-related workshops are organized worldwide to prioritize and transform 
this sphere.

As a highly regulated industry, the banking industry always emphasizes knowing 
its customers well (KYC). This industry uses structured and unstructured textual 
data for customer identification and credit evaluation. As the banking industry deals 
with corporate and personal customers, AI-enabled technology is crucial in updat-
ing customer information and status from news articles and financial statements. 
Zheng et al. (2019) constructed an end-to-end model using a transformer encoder 
[9]. Early detection and evaluation of situations for any personal customer is essen-
tial for banks when dealing with private customers [10]. With the popularity of 
social media sites, using daily posts to track the lifelong of a person has become 
possible [11]. These logs and events are helpful for banks and financial watchdogs 
rapidly capture the situation and better strategy for the future course of action.
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To capture the price movement and understand the financial instruments, it’s 
always crucial for banks to know their products well (KYP). Banks often have a 
common problem; they need to learn from their peers to learn from their mistakes 
to innovate themselves. Some models are in place to predict products and related 
pricing well to capture the risks [12]. Hu developed a hybrid attention network 
(HAN) to predict the trends in stocks with the swing in the news. Devlin and his 
team (2019) developed a model to read the textual data to find the fear index of 
customers using bidirectional encoder representations from Transformers (BERT) 
[13]. The crowd’s information has proved to be very useful in reading changing 
financial trends. Satisfying customers and providing them with the best product they 
need is the primary goal of the FinTech industry. Many startups in the money 
exchange market and online lending services are leveraging the best technologies 
available to better customer satisfaction in customer-to-customer (C2C) or business- 
to- customer (B2C) segments. So, to remain competitive, banks implement technol-
ogy for their shake and need to be flexible enough to keep it up to meet customer 
trends, as highlighted in Fig. 6.1 [14].

6.3.1  Smart Banking

A banking service that permits users to perform various banking activities using 
smartphones anytime and anywhere is considered smart banking [15]. Smart bank-
ing allows banks to present their new product offerings and services, allowing them 

Fig. 6.1 The architecture of unstructured data processing in a banking framework

6 Evolving of Smart Banking with NLP and Deep Learning



156

to enhance their business and sustain in this completive era [16]. Currently, it is the 
physical image of banking systems and services that customers will access to mea-
sure the quality through it. The systems and services can include debit and credit 
cards, e-banking, convenience, security, real-time chatbots, virtual assists, speed, 
the accuracy of their transactions, etc. [17]. Smart banking is prevalent but brings 
more operative risks, such as security and privacy concerns, including personal 
information and financial status [18]. Also, the 24 × 7 nonstop accessibility to bank 
products and transactions leads to significant threats, like malware, computer 
viruses, and hackers [19]. Per a survey conducted by Arcand et  al. [20], banks’ 
responsiveness in handling queries has increased up to 45% through different inno-
vative banking channels. But in one sentence, we can iterate that it’s the core empa-
thy to ensure the customer feels that he is unique and special to his bank.

6.3.2  Data-Driven Fintech Industry and Literature Review

Digitalization in the finance industry came very late, but it is currently going in full 
fledge to affect the banking world. Many researchers have done significant studies 
to track the developments in this industry and how it impacts customers’ daily lives 
across the industry. Table 6.1 below highlights the type of research design and its 
findings, along with the gaps in the study. All those gaps will be critical indicators 
when analyzing the technical aspects of this banking industry.

Table 6.1 Systematic literature reviews and gaps in Fintech

Study 
details Study design Research findings Research gaps

Tian et al. 
(2021) 
[21]

Cross- 
sectional

Research provides comprehensive 
comparisons, including the 
advantages and disadvantages of 
data-driven algorithms in Fintech.

The study didn’t include 
non-Fintech firms for reliability

Seng et al. 
(2018) 
[22]

Longitudinal 
cohort

The research examines the 
non-traditional data analytics 
approach and sentiment analysis on 
Big Data for a financial multi-case 
study and supply-demand 
framework.

It is a single-dimensional study 
restricted only to ‘Big Data on 
finance.’

Suryono 
et al. 
(2020) 
[23]

Cross- 
sectional

Research focuses on – (a) 
state-of-art Fintech advancement, 
(b) identity challenges and future 
trends, and (c) gaps in Fintech 
research.

This study is very detailed but 
only focuses on the theoretical 
basis of Fintech research. It 
lacks the applied technological 
concepts and task-technology 
fit mock-ups.

Gai et al. 
(2018) 
[24]

Longitudinal 
cohort

The study proposes an active 
Fintech framework using technical 
aspects – security and privacy, data 
techniques, hardware and 
infrastructure, application 
management, and service models.

The study is limited to one 
framework, DF2, which is not 
practically implemented for 
overall validity.
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6.4  Technology: A Catalyst for Smart Banking

Technologies in the banking industry are evolving at breath-keeping speed, forcing 
customers to be more engaging and dynamic. The virtual banking workplace in 
mobiles and smart devices is becoming more collaborative when processes become 
more flexible. Customers are trying hard to understand bank products, and banks are 
trying to understand their diverse customer base better. This creates an ever- 
connected and collaborative workforce for high-quality service experiences. These 
experiences are captured and analyzed to predict customer lifetime value and prod-
uct decision-making. All these are possible due to AI-powered technological 
advancement, and these technologies are discussed in detail below.

6.4.1  Natural Language Processing

In this section, we review the recent technological advancements in natural lan-
guage processing, and also, we will also understand the classical and rational mod-
els of language analysis.

6.4.1.1  The First Wave and Classicalism

Natural language processing (NLP) is broadly defined as the computerized approach 
to analyzing text based on statistical theories and a set of technologies. NLP inves-
tigates the use of computers and statistical analysis to understand human languages 
to perform various tasks. With digitalization at its peak, it is hard to believe a mod-
ern intelligent system like a chatbot, voice translator, or recommendation engine 
without NLP [25]. A range of computational techniques is required to accomplish a 
particular language analysis, and modern NLP processes bind those in a package for 
better accuracy and swiftness. It all starts with data, then reading it to find pattern 
meanings, and then the machines reply to all user questions to get the work done. In 
the first wave of language classification, NLP was mainly designed to understand 
human-like responses. In 1954, NLP was used to demonstrate the first machine 
learning translation system capable of translating more than 60 Russian sentences 
into English. This period coincided with the early development of artificial intelli-
gence and was characterized by different domain experts who devised computer 
programs and symbolic logical rules like ‘if-then-else’ to get the most from the NLP 
process. The use of machine learning during the initial phases is shallow, with many 
data quality issues. But such systems have minimal scope and, unfortunately, 
worked for only a few use cases [26].
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6.4.1.2  The Second Wave and Rationalism

The second wave of NLP started in the mid-nineties and was characterized by 
exploring data quantities and deep machine learning to use such data. The second 
phase is data-intensive machine learning and focuses more on data-driven decision- 
making [27]. More significantly, the analysis-by-synthesis deep generative process 
gave rise to the first commercial success of deep learning, which is the driving force 
behind the third generation of Deep-NLP models. The second wave promoted the 
knowledge-based speech recognition NLP and attempted to generalize from one 
condition to another and one domain to another [28]. When talking about NLP, we 
talk about areas such as speech recognition, machine translation, pattern matching, 
automatic text summarization, part-of-speech tagging, sentiment analysis, etc. [29]. 
Generally, NLP is a modern-day necessity to manage smart homes and smart offices 
like Alexa, Cortana, Siri, Google assistance, etc. NLP has experienced significant 
breakthroughs with the emergence of AI [30, 31]. Language is an essential means of 
delivering communication, thoughts, and ideas. But when this communication 
channel is mixed with mathematical rules and fed to machines, it significantly 
evolves human-machine interaction. Making engines understand the core of com-
munication by understanding the language and returning the response efficiently is 
the basis of NLP adaptation.

6.4.2  Deep Learning

Deep Learning (DL), a subfield of machine learning, is a solid and robust advanced 
computational field that has reached significant success recently in many research 
areas. DL can be viewed as cascading models of cell types inspired by biological 
neural systems. With the advancement of backpropagation techniques, training deep 
neural networks from scratch attracted many researchers at the beginning of the 
twentieth century [32]. In the early days of DL research, without a large volume of 
training data and proper model design, the learning signals vanish significantly with 
the number of layers propagated from layer to layer, making it difficult to tune the 
models for better outcomes [26]. Hinton et al. [26] overcame this challenge by using 
an unsupervised pre-training method to detect valuable features. Then the process is 
further polished to train with supervised learning to classify the level data. This 
significant discovery considerably impacted the deep neural network’s evolution 
and started to be used in many high-level representations where low-level data rep-
resentations exist. The present DL can discover intricate structures in high- 
dimensional data, and deep stacking and deep neural networks have been successfully 
applied to real-world artificial intelligence tasks, including NLP and speech recog-
nition [33].

The model presented by Hinton et al. [26] above is considered the beginning of 
deep learning. Unlike classical machine learning models, DL uses Neural Networks 
(NNs), including several hidden layers of variables to perform automatically, pre- 
processing, feature extraction, feature selection, and feature learning [34–37]. 

B. Dash et al.



159

Fig. 6.2 The architecture of a CNN-based model for text classification

Convolutional Neural Networks (CNN) is one of the deep learning theorems with 
two convolution layers: pooling and fully connected dense layers. Figure 6.2 shows 
the CNN model for a text classification framework [35]. CNN’s are extensively used 
in image and video processing and speech and NLP [38]. It is often not essential to 
know where certain features occur; instead, whether they appear in certain localities 
or not. Therefore, pooling operations can minimize the size of feature maps [39]. 
The CNN model has been applied in the existing literature on NLP and has shown 
to be very productive in handling sentiment analysis problems.

DL profoundly impacts people’s lives or societies since its applications are con-
sistently the need of the day. It drives advances in many standard technologies, such 
as self-driving vehicles, image and speech recognition, and natural language pro-
cessing. DL algorithms depend highly on artificial neural networks for predictive 
modeling and recognition of complex patterns [38]. The fundamental framework of 
Deep Neural Networks (DNNs) comprises an input layer, hidden layers, and an 
output layer, as in Artificial Neural Networks (ANNs). The variation between DNNs 
and ANNs is the number of hidden layers, which is more than one in DNNs, and this 
directly affects the depth of the algorithm in DNNs [39]. Also, in DL, the repeated 
analysis of massive datasets eradicates errors and discrepancies in findings, leading 
to a reliable conclusion. Therefore, DL is suitable for handling large and complex 
data. The most famous types of DL networks are Convolutional Neural Networks 
(CNN), Recurrent Neural networks (RNN), and Recursive Neural Networks 
(RvNNs). DL gains enormous significance because of a new emerging field called 
big data analytics. This field offers various business benefits: more viable marketing 
strategies, better client service, improved operational efficiency, etc. [40].

The modern DL algorithms excel at unsupervised learning as the data is not 
labeled in this category. DL algorithms require Graphics Processing Units (GPUs), 
so the complex computation can be optimized efficiently. Neural networks consist 
of interconnected nodes or neurons, each having several inputs and supplying one 
output [41]. Each of these output nodes conducts weighted sum computation on the 
values they receive from the input nodes. These outputs are the sum result of these 
nonlinear transformation functions. Corrections to these weights are made in 
response to the network’s individual errors or losses at the output nodes [41]. Such 
corrections are usually made in modern networks using stochastic gradient descent, 
considering the derivatives of errors at the nodes, an approach called 
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Table 6.2 Deep Learning popular algorithms and their features

Algorithm Type Input data type Main features

Auto encoders 
(AE)

Unsupervised Various Dimensionality reduction, 
feature extraction

Convolutional 
neural network 
(CNN)

Supervised 2D data (image, 
audio, etc.)

Dimensionality reduction, 
computations, and visual task

Recurrent neural 
networks (RNN)

Supervised Serial, time-series Useful for IoT applications with 
time-dependent data

Restricted 
Boltzmann 
machine (RBM)

Both supervised 
and unsupervised

Various Dimensionality reduction, 
feature extraction, and 
classification

Deep belief 
network (DBN)

Both supervised 
and unsupervised

Various Best for hierarchical feature 
discovery. Greedy training of the 
network layer by layer

Long short-term 
memory (LSTM)

Supervised Serial, time-series, 
long time- dependent 
data

Good performance with data of 
long-time lag

Variational auto 
encoder (VAE)

Semi-supervised Various Suitable for the scarcity of 
labeled data

Generative 
adversarial 
networks (GAN)

Semi-supervised Various It consists of a generator and a 
discriminator. This model can 
handle noisy data.

Ladder net Semi-supervised Various It consists of two encoders and 
one decoder. This model can 
handle noisy data.

backpropagation [33]. The main factors influencing the output are the number of 
layers and the nodes’ connection. While deep neural networks (DNN), there is no 
clear consensus on precisely what defines a DNN. Generally, networks with multi-
ple hidden layers are considered deep, and those with many layers are considered 
very deep [42].

Big data is an essential component of building an intelligent banking framework. 
It can be processed through batch mode or real-time mode. With the advancement 
of real-time technologies like Apache Spark, Apache Storm, Hive, and Map Reduce 
to handle streaming data [42, 43], the intelligent banking concept is becoming mod-
ernized daily. The problem is how to extract data from different banking compo-
nents, third-party systems, and subsystems for batch or real-time processing. DL 
algorithms are evolving with data types, volume, and velocity changes. Table 6.2 
details the most popular algorithms of Deep Learning in practical use [34].

6.4.3  Deep-NLP: A Revolution

Machine learning is everywhere in today’s NLP models. But with the advancement 
of deep learning, the process of NLP has reached its highs in developing features 
and handling complex interpretation tasks. If we analyze different approaches holis-
tically at a deeper level, we can identify the aspects of a conceptual revolution in 
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human-machine interaction. The cost of analyzing these human-centric ‘rationalis-
tic’ linguistic rules was very high. Still, with the development of Deep-NLP, the cost 
has been significantly decreased, and accuracy has been increased with the help of 
bidirectional Long Short-term memory (LSTM) networks. LSTMs are designed to 
avoid long-term dependency problems faced during RNN architectures. Advances 
in techniques and hardware for training deep neural networks have recently enabled 
impressive accuracy improvements across many fundamental NLP tasks [39].

Deep learning in NLP is on the rage and exponentially growing over the past few 
years due to its supremacy in terms of accuracy and applicability to a broad scope 
of applications. Deep learning for NLP truly shines to mitigate the problem of com-
binatorial counting sparseness [40]. Recent advances in deep learning with NLP 
design have diversely contributed significantly to AI. Even more significantly, DL 
has outperformed notable Machine Learning (ML) methods in domains like NLP, 
robotics, optimization, cybersecurity, bioinformatics, and healthcare, among others 
[41]. Whether it is fraud or anomaly detection, healthcare digital record analysis, 
FinTech predictions, or automation, NLP methods using DL algorithms are reshap-
ing the world of digitalization. With the evolution of Meta-learning, a learning-to- 
learn paradigm to learn new tasks faster by reusing previous experience than 
teaching everything in isolation, the NLP has become a more intelligent system than 
before. Meta and federated learning contribute more value to NLP research by 
assisting organizations in managing real-time data analytics for improved decision 
management, cost reduction, and process optimization.

6.5  Transitions from Now to Future

The banking industry is in the race for insightful digitalization. Banks globally plan 
to invest US$ 9.7 billion in the last couple of years to enhance digital banking capa-
bilities in the front office alone [42]. Online and mobile banking channels have 
become as crucial as branches and ATMs. Banks worldwide are already invested in 
digital technologies and now realizing to get benefits from customer satisfaction and 
acquisition. If we study the benefits of digitalization in the banking industry, Bank 
of America confirmed that it received more deposits from mobile channels than 
directly from its branches [43]. But satisfaction is relative, and different business 
entities are trying to become leading digital brands like Apple, Amazon, or Google, 
as these are considered the gold standard of digital engagement. If banks want to 
keep it up, they must offer a better digital experience to keep the customers emo-
tionally attached to their products and values.

A survey conducted by Deloitte in 2018 took 17,100 banking consumers in more 
than 17 counties, resulting in restructuring organizations around different stages of 
customer interaction, which will be the next frontier for digital banking [44]. Banks 
now focus on integrated digital services with five steps to drive holistic engagement: 
adoption, consideration, application, onboarding, and servicing. The above study by 
Deloitte also highlights that transforming banks is the need of the hour than increas-
ing and enhancing digital offerings. Banks need to be aware that if the banking 
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system is unmoved and only focuses on consumer behaviors, it will raise a trust 
liability between the banks and their consumers.

The rate of digital adaptation is directly proportional to more transactions. 
Modern consumers are ready for a higher level of digital engagement, which creates 
more opportunities for banks to increase engagement through improved digital 
offerings. Currently, 43% of consumers embrace online banking in the global bank-
ing system, and 29% embrace digital adventurers. Still, the satisfaction rate of digi-
tal adventurers is higher than that of online customers [44]. So, there is a massive 
opportunity for banks to attract younger tech-savvy customers to digital banking as 
they are familiar with mobile apps and modern technologies. Putting real in digital 
and digital in real is route banks need to take seriously to make their digital trans-
formation successful.

In the future, consumers are more likely to increase the use of digital channels 
and will prefer smart banking outside of brick-and-mortar locations. That will pres-
sure banks to add more self-service screens and preparedness to mitigate cyber 
threats. AI and NLP will play a key role in self-service analytics to understand 
customer behaviors and prevent online threats. NLP-enabled Older Adult 
Technology Assistance (OATA) programs will take center stage for banking on-the-
go models [45]. The self-training videos with speech recognition technologies will 
educate seniors and new bankers about the convenience of digital banking. Digital 
adventurers are avid mobile users and always expect more from banks, creating a 
gap in emotional connection. Banks need to work with intelligent chatbots as the 
go-to help tool for real-time problem-solving to fill that gap. Some banks may con-
sider digital-only banking with limited product features to attract millennials and 
new- age customers. Also, future banking needs to have a seamless flow of data, and 
it should break the channel silos. All the branches, ATMs, online and mobile 
banking, and third-party services need to be connected with popular products 
like Google Home, Alexa, or Siri to facilitate omnichannel experiences [45]. This 
experience will boost customer expertise in a Smart Banking Management 
System (SBMS).

6.6  Application of Deep-NLP in Smart Banking

The banking industry is highly regulated, and executives are very possessive about 
frequent changes. There are established global regulations to follow standards and 
guidance around modern technologies as the bank handles sensitive and personally 
identifiable information (PII). However, deep learning and NLP are vital in the 
modern banking system as enablers of risk management, better user experience, and 
self-service analytics. With the evolution of cloud infrastructure, financial institutes 
now live in a hybrid environment where they manage traditional and smart banking 
for users. Digital transformation is underway in all kinds of financial sectors in 
front, back, and shadow office operations [46]. The section below highlights some 
of the very market-leading use cases of deep learning and NLP in the below section.
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6.6.1  Application of NLP in Smart Banking

With the aid of contemporary NLP technology, several viable applications have 
shown to be highly valuable for the modern banking revolution. Some of the most 
popular NLP-based technology characteristics are listed and discussed below.

6.6.1.1  Chatbots

Self-service chatbots are in high demand for providing 24 × 7 support to banking 
customers. To avoid duplicate questioning and prompt response, a chatbot works as 
a conversational agent for particular domains and specific topics with the help of 
NLP. These agents are built on understanding users’ input and providing meaning-
ful sentences using a preloaded knowledge base [46–49]. Figure 6.3 below high-
lights a sample chatbot application and how this is shaping the world of real-time 
customer interaction. From testing and developing the model to query handling, all 
are done by NLP models with the help of machine learning logic.

The architecture model is a stepping stone in building banks’ and financial insti-
tutions’ intelligent query handling programs for self-learn support. Chatbots are in 
high demand in Chat-Apps like WhatsApp, Messenger, and Telegram and on many 
online platforms for quality customer service. There are many successful use cases 
of chatbots across the banking world. For instance, according to [50], Erica (the 
virtual assistant of Bank of America), COIN (contract intelligence platform of 
JPMorgan), Eno (chatbot assistant of Captial One), Clinc (by USAA), Amy (by 
HKBC), Haro and Dori (by Hang Seng Bank), Emma (by OCBC Bank), Ceba (by 
Commonwealth Bank in Australia), POSB by (DBS bank), etc. All these bots can 
interact with customers via text and voice commands.

Fig. 6.3 Chatbot architecture with NLP and ML logic
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6.6.1.2  Auto Feedback and Offline Messaging System

There are situations where bots are not enough to answer all the queries. So, in that 
situation, sending questions offline and getting a response from an actual customer 
support representative later is a prevalent option [50]. In these options, the users are 
not required to call or visit any physical location to get an answer to their queries. 
The model keeps similar questions in the database if there is no PII information 
attached to them, and if similar queries are asked in the future, the feedback system 
will respond to them quickly. In another way, the self-feedback system captures the 
user feedback on any survey or product experience. If users have ‘disliked’ any of 
these feedbacks, the system sends the responses to proper authorities to address the 
concerns. In that way, the enterprise can maintain customer feedback logs to study 
the Customer Lifetime Value (CLV). The same feedback system can be evaluated 
using machine learning models later for better decision-making and product devel-
opment. Figure  6.4 shows the architecture of the feedback and auto messag-
ing system.

6.6.1.3  Developing Self-Learning and Training Models

The knowledge gap in banking due to the lack of proper educational resources is a 
very costly affair and is undesirable. It is crucial to address the real meaning of all 
terms and regulations and review the most up-to-date progress. That prompts many 
organizations to leverage text and speech analytics to build learning and training 
models for their employees. These self-learning programs benefit online kiosks, 
ATMs, and self-service portals for off-hour operations. These machines are inte-
grated with Interactive Voice Response (IVR) machines to build a collaborative tech 
center. These speech-to-meaning and text-to-meaning setups are more efficient, 
easy to use, and help resolve cases faster [50]. Many banks and enterprises sound 
like these technologies create a positive and lasting impression on users. Many 
third-party tech companies offer these services for optimizing and classifying large 
datasets, resource management, and saving a lot on money-human efforts.

Fig. 6.4 The architecture of auto feedback and offline messaging system
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6.6.1.4  Detecting Phishing Attacks Using NLP

Phishing attacks are the most common security threats in the banking system. But 
the new NLP-enabled semantic analysis can help analyze the texts to detect mali-
cious intent in any email. Security of private information is a significant concern for 
all organizations irrespective of their domains, and phishing, like social engineering 
attacks, is there to steal sensitive customer information. Machine learning and NLP 
are used to blacklist the topics and email subjects whose presence in an email or 
command suggests malicious intent. The phishing algorithms report five values: 
true positive (TP), false positive (FP), false negatives (FN), precision, and recall. 
The precision and recall are calculated as below. The decrease in false negatives 
shows that semantic information helps detect phishing attacks [51].

 
precision recall�

�
�

�
TP

TP FP
and

TP

TP FN  

Many researchers focus on combing NLP with ML models to address information 
retrieval (IR) problems to detect if any check payment or loan documents are fabri-
cated to cheat the system. All those systems also detect fraudulent transactions by 
studying archives of content-based formal documents. Many banks and financial 
institutes use automated NLP models to examine customers through e-KYC 
(AI-based Know Your Customer). Also, antifraud chatbots detect scams used in 
social-banking network services. This field is evolving, and recently the develop-
ment of efficient NLP models by DistilBERT with traditional ML methods has 
lower resource computing costs and faster execution in real-time to detect malicious 
behaviors [52].

6.6.2  Application of Deep Learning in Smart Banking

The latest trend shows that most enterprises are embracing data-driven decision- 
making and catching up with all new-age technologies that are rapidly evolving to 
manage data. As unstructured Big Data currently overshadows the total data cloud 
platforms, organizations encourage relevant skills and technologies to extract infor-
mation from Big Data using the latest Artificial Intelligence (AI) technologies. The 
banking industry is one of the most influential domains that directly or indirectly 
impact people’s daily lives. Hence, this industry actively develops and implements 
advanced data-driven technologies to prosper globally [53]. AI, ML, and deep learn-
ing have rapidly grown over the last few years. Among all these latest trends, deep 
learning shows the steepest exponential growth curve due to its rapid advancements 
with closely connected technologies. In many banking enterprises, deep learning is 
closely implemented with other domains like marketing, customer relationship 
management (CRM), and risk management (RM) [54].
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6.6.2.1  Deep Learning in Marketing

Deep learning has been an effective tool for strategic marketing activities in all 
industry segments, including banking [55]. In general, under intense competition, 
deep learning is used for online assessments to acquire the right customers for the 
right banking products to enhance the effectiveness of marketing campaigns. Many 
researchers have attempted to implement deep learning techniques for personal and 
retail banking needs. Deep learning is primarily used to study customer behaviors to 
prioritize more accurate offers and referrals. Yan [56] demonstrated the application 
of a convolutional neural network via Kaggle completion on Santander’s data to 
study customer response behavior for predicting the usage of bank products. For a 
large retail bank in Poland, Ładyżyński et al. [57] used deep belief networks and 
stacked Boltzman machines to analyze direct marketing scenarios, showing signifi-
cant improvements in the performance of a marketing campaign.

6.6.2.2  Deep Learning in CRM

Banking is a data-rich sector that produces and stores much customer-related infor-
mation. As customer personal and transactional data are vital for personalized ser-
vices and product design, deep learning is integrated with CRM to improve the 
productivity of customer interaction [58]. Customer profiling and segmentation are 
vital for KYC implementation and a customer hierarchy system. Zhou et al. [59] 
compared the performance of neural networks with other data mining techniques 
by taking the customer data from the Saman Bank in Iran, and they achieved over 
97% in customer behavior segmentation.

Customer satisfaction study is another primary usage of deep learning in banking 
[60]. Deep learning with NLP is broadly used in many banking systems for improv-
ing customer satisfaction with chatbots and feedback systems. Customer churn is a 
method to evaluate business success and retain existing customers. A recent study 
by Caigny et al. [61] using CNN models on customer churn prediction proved the 
improved performance of CNN in text analysis. It is widely noticed that deep learn-
ing plays a vital role in the broad scale of CRM in image processing and audio/video 
processing for information extraction from these unstructured data. Seeing the 
importance of CRM in any industry, researchers are still working to utilize deep 
learning capabilities in all segments of the CRM module.

6.6.2.3  Deep Learning in RM

Risk Management is an essential pillar of the banking sector. RM aims to protect 
assets and prevent potential losses to the banking assets. As this is a crucial task, 
deep learning is vital in alerting and protecting bank assets to prevent banks from 
going into solvency. Some of the most critical elements of risk management in 
banking, like investment, asset risk assessment to loan approval, are done using 
deep learning techniques [62].
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Investment and portfolio management is one of the future-focused areas in any 
banking operation. Deep learning accurately evaluates repricing, option, and third- 
party investment risks. Culkin et al. [63] used deep learning in option pricing, and 
robust performance was confirmed compared to traditional methods. A recent study 
by Vo et al. [64] used the environmental, social, and governance metrics and the 
long short-term memory (LSTM) deep learning technique for portfolio optimiza-
tion with sustainable consideration of social impact. It was considered a highly 
productive experiment in measuring and calculating portfolio impacts.

Loan approval and fraud detection are a significant portion of day-to-day bank 
operations. Deep learning successfully evaluates customers’ risks and predicts their 
credit risks to assess customer risk proportions. Many researchers have investigated 
these areas to determine the customer risk portfolios before loan approvals. A study 
by Kvamme et al. [65] investigated the real-world Norwegian mortgage portfolio 
data set using applied convolutional neural networks for credit risk prediction. 
Similarly, another research was conducted by Sirignano et al., using USA mortgage 
data using deep learning to evaluate mortgage risks [66]. Fu et al. applied CNN to a 
Chinese commercial bank’s real-world transactional data set to study credit and 
fraud behavior [67]. All USA credit bureaus like TransUnion, Equifax, and Experian 
use modern AI techniques to research and predict customer credit risks from their 
daily transactions.

6.6.2.4  Deep Learning on Detecting Cyber Threats

With the advance in technology, Cyberthreats are increasing daily. Financial institu-
tions are the most susceptible to cyber threats. Banks are adopting a cyber resilience 
strategy to mitigate cyber-attacks. The manage detection and response technique 
powered by deep learning is useful for investigating potential compromises and 
providing real-time remediation to those threats. Deep learning techniques are 
widely used in the context of data-driven cyber security research like malware 
detection and vulnerability detection [68–71]. A study by Fang et al. [72] using the 
BRNN-LSTM framework for predicting cyberattack rates showed that this frame-
work significantly outperforms other ML models in terms of prediction accuracy 
and decreasing cyber-attack rates. With the advancement of the Internet of Things 
(IoT) and internet-enabled devices around the banking domains, a high volume of 
data is generated from these smart environments. By integrating deep learning with 
these IoT data, institutions can prevent inference attacks using the Deep Variational 
Autoencoder (DVAE) [73]. These fields still need more attention from researchers 
to manage the patterns in Commercial Internet of Things (CIoT) environments.

6.6.2.5  Deep Learning on Real-Time Detection in Banks

Financial institutions like banks and Automated Teller Machines (ATMs) are high- 
security premises heavily guarded by Closed-Circuit Televisions (CCTVs) and 
video cameras. It is critical to extract data from CCTV footage and process it in 
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Fig. 6.5 Data flow architecture

real-time or batch processing for better physical security. Video footage is collected 
from CCTV installed inside and outside the banking premises, and objects are 
extracted with deep learning algorithms (Fig.  6.5). Object attributes like class, 
name, type, relative coordinates, and timestamp are processed using DL. Class or 
class-Id is the key used for object classification identity e.g., human = 1, animals = 2, 
vehicles = 3 etc. Generated features are then sent from the CCTV servers to the 
model using the Spark engine. These features are stored in big data systems as logs 
about the bank premise’s activity history generated by deep learning algorithms. 
Apache flame duplicates the data from Spark to HDFS in big data systems [72]. 
The data flow ends with real-time analytics dashboards using visualization tools 
like Tableau, Qlik Sense, or PowerBI [74].

6.7  Conclusion

The service quality dimensions of the banks are essential to promote offerings and 
gain customer confidence. Implementing the smart banking environment will give 
banks the edge to better serve customers. As the growth in the number of banks 
across the globe is increasing every year, in the future, the performance of the banks 
will be measured according to their sustainability and technological adaptability. 
The latest deep learning trends and NLP indicate rapidly rising global interest in 
these technologies to reshape financial bottlenecks. These technologies hugely con-
tribute to overcoming the knowledge gap between technical experts and the public 
by promoting their broad applicability in modern data-rich enterprises. There are 
still many potential deep learning implementations that banks will adapt in the near 
future, for instance, face recognition, biometric authorization, audio/video processing, 
etc. This chapter is expected to provide insights into future research by connecting 
academics, researchers, and practitioners in deep learning, NLP, and banking.
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