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Preface

A two-day International Conference on Computational Intelligence and Smart Commu-
nication (ICCISC 2022) was organized by the School of Computer Science and Engi-
neering at Dev Bhoomi Uttarakhand University (DBUU), Dehradun, during June 10-
11, 2022. This conference was organized in association with Springer. Our professional
partners for this conference were the ACM Jaipur Chapter and the Dev Bhoomi Uttarak-
hand University CSI Student Chapter, and it was sponsored by the Uttarakhand State
Council for Science & Technology and the Uttarakhand Science Education & Research
Centre, Dehradun, India.

The aim of the conference was to provide a platform for researchers and practitioners
from both academia and industry to meet and share cutting-edge developments in the field
of computational intelligence and smart communication. It also focused on all aspects
of computation intelligence and data sciences with modern and emerging computational
topics.

ICCISC 2022 provided an excellent international forum to share knowledge as well
as their findings in theory, methodology, and/or applications relevant to the confer-
ence themes. The conference featured paper presentations in addition to the keynote
addresses from prominent speakers on related state-of-the-art technologies. The con-
ference benefited the delegates by helping them to add to or improve their skills and
knowledge. The networking during the conference also laid foundations for possible
future collaborations. ICCISC 2022 provided an invaluable platform to raise awareness
about forthcoming innovations in diverse fields of computational intelligence and smart
communication.

The conference brought together a community of international researchers, industrial
experts, and academicians. It not only was restricted to paper presentations but also paved
the way for subsequent discussions on the latest trends in research and development
linked to the conference themes and allied areas.

The conference featured keynote addresses by prominent people, including experts
from the Cloud Lab at the University of Melbourne, Australia, the Artificial Intelligence
Research Institute (IITA-CSIC), Spain, the Multimedia Data Analytics and Processing
Research Unit at Chulalongkorn University, Thailand, and the Al and Cybersecurity
Research Centre at Staffordshire University, UK.

The main conference themes were as follows:

Track 1: Wireless Sensor Networks and Computing Technologies
Track 2: Networks, Security and Privacy

Track 3: Smart Communication and Technology

Track 4: Emerging Computing

Topics of interest included the following subthemes: block chain, deep learning,
pattern recognition, modeling and simulation, natural language processing, internet of
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things, soft computing, artificial intelligence, quantum computing, cloud computing, fog
computing, cyber security, sentiment analysis, wireless sensor networks, signal process-
ing, intelligent communications and networking, software defined networks, 5G net-
works, mobile and optical broadband, e-health, real time networks, satellite and space
communication, radar and microwaves, secure and energy efficient networks, cognitive
radio and cognitive networks, multimedia communication, intelligent control, robotics,
and smart embedded systems.

The review process is one of the major components that governs the quality of
research being shared and the success of the event as well, thus making it a very critical
part of a conference. To maintain transparency and to ensure that high standards and
ethics of research are followed, the submission of papers was performed through the
EasyChair conference management system. This platform has an included feature for
plagiarism checks, which are performed using the Turnitin plagiarism software tool.
Papers with a plagiarism coefficient of more than 30% plagiarism get rejected automat-
ically. Papers with coefficients below 30% but above 12% were returned to the authors
for revision. Papers having plagiarism coefficients below 12% in the literature review
section (if any) were considered for presentation in conference provided they met other
norms related to plagiarism.

A single-blind review process was followed, with each paper assigned to three inde-
pendent reviewers. Most of the reviewers were external to ensure the quality standards
of the conference. The process mandatorily required three reviews to be completed—
no paper was considered for presentation unless all three reviews were received—and
efforts were made to reassign papers in cases where a reviewer declined or expressed
unavailability for the process. After receiving the reviews for a paper, it was judged on
the basis of positive reviews and comments, and wherever applicable minor or major
modifications as suggested by the reviewers were communicated to authors and the
paper(s) revised as necessary.

If two or more reviews were found satisfactory, then only the paper was sent to the
General Chair for further verification, and the acceptance or rejection of the paper was
at the sole discretion of the General Chair, whilst keeping the reviewers’ comments in
mind. The conference received 106 papers from authors for consideration and, after the
stringent review process, only 56 were shortlisted for presentation. Further, only nine
research articles were considered for publication in Springer’s CCIS series. Out of these
nine, eight are full length papers and one is a short paper. We hope that you enjoy reading
the selected papers.

October 2022 Ritika Mehra
Phayung Meesad

Sateesh K. Peddoju

Dhajvir S. Rai
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Enhancing QoS of Network Traffic Based on 5G
Wireless Networking Using Machine Learning
Approaches

Shivani Saini! ™, Sharvan Kumar Garg', Pankaj Pratap Singh?, Arif Ali2,
and Akhilesh Pandey?

! Subharti Institute of Technology and Engineering, Swami Vivekanand Subharti University,
Meerut, India
Shivanisaini792@gmail.com
2 School of Computer Science and Engineering, Dev Bhoomi Uttarakhand University,
Dehradun, India

3 Uttaranchal School of Computing Science, Uttaranchal University, Dehradun, India

Abstract. 5G wireless networks are based on heterogeneous networks. Hetero-
geneous networks offer a higher quality of service (QoS) and let you better utilize
the resources of the network. Control of traffic on a network is complicated when
a multiplicity of heterogeneous networks are present. When different protocols
and data transmission rates are used, heterogeneous networks face the problem of
managing and managing network traffic appropriately. In this paper our objective
is to reduce Network Traffic and improve QoS for 5G wireless Network thus we
have discuss some Supervised and Unsupervised Algorithm of Machine Learning
Approach. So we have implemented K-mean algorithm in this paper will reduce
traffic and improve the efficiency of 5G wireless Network. The K-mean is an
iterative grouping technique that moves data objects between cluster sets until
one desired set is reached. The dataset for K-mean Algorithm divides the traffic
into two classes and then weighted mean is calculated for each cluster until the
resultant output is identical weighted mean. If there are two clusters have identical
weighted mean then there are no changes in cluster of classes.

Keywords: Heterogeneous network - Traffic classification - Machine learning -
Supervised learning - Unsupervised learning

1 Introduction

Now days 5G wireless network run on application that requiring high demand for data
rates. Heterogeneous network(HetNets) that can use different power level for trans-
mission to assure the data traffic and heterogeneous utilizes multiple types of access
nodes, offers low power consumption, spectrum efficiency, energy efficiency, and qual-
ity of service, and offers reduced green house gases. In addition to the conventional”
High power antenna “HPN and HetNets Introduces ‘“Low Power Antenna”. The high
power antenna can sever large the geographical area and low power antenna can sever

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Mehra et al. (Eds.): ICCISC 2022, CCIS 1672, pp. 3-15, 2022.
https://doi.org/10.1007/978-3-031-22915-2_1
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comparatively small the geographical area. Various layers of cells, for example, femto,
full scale, miniature, pico, transfers, different client gadgets and applications interface
with the heterogeneous organization.

Heterogeneous In wireless telecommunications, network expressions can have a vari-
ety of meanings. It could, for example, refer to a pattern of flawless and always-present
interoperability among a variety of multi-reporting protocols (HetNet). Alternative uses
for the term in homogeneity include describing the spatial division of wireless nodes or
users (also known as spatial distribution in homogeneity) [1] (see Fig. 1).

Explains the lack of clarity in technical writing and peer-reviewed publications could
result from describing the perception of “heterogeneous networks” without providing
that context. Secondary uncertainty may arise as a result of the fact that the “HetNet”
pattern can be studied from a “geometric” perspective as well as [2].

: 4
$ ~~  Wireless

. . "
l - -——— ‘

I

Fig. 1. Heterogeneous network

2 Traffic Classifications

(See Fig. 2) The traffic classification what does mean and why should we are in a word
it’s all about performance We believe the traffic classification is serious to civilizing
your Ethernet. IP Network presentation and the consumer knowledge that is because
present simply so much bandwidth presented on your network and present a grouping
of traffic like voice and finances transaction application are critical and needs to get
through quickly as soon as possible next year may have For other traffic, such as Internet
browsing through video streaming this traffic may be less latency sensitive variation
and then there all the rest which still needs to get there but can probably wait a bit by
classifying traffic before putting on network you make the best use of bandwidth you
have available for illustration purpose its compare it an airplane that is only one quarter
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fall what worse is that you cannot fit all your passengers in the first class on the airplane
so bring if another fill up the first again and fly another one quarter full and so on its.

In networking the same with available bandwidth and the network traffic if you’re
not clarity the traffic before it gets on to the network then all of two gets treated as a
priority this doesn’t make sense now here what does you take certain traffic and say this
is my first class traffic must get through rapidly then this is my business class traffic
it can get through rapidly but can wait a little first class need to get through first what
remain is my best effort traffic which can wait.

V= i EZH

CUSTOMERA “MFHC CUSTOMERB

Fig. 2. Traffic classifications

3 Related Works

In (see Fig. 3) its shows Internet Traffic classification is divided into three Approaches
are followings.

3.1 Port Based Approach

In anode, many processes will be running and data which are sent or received must reach
the right Process. Every Process in a node is uniquely indentified using port number.
Suppose in a computer there are five process running and one process is requesting to
the data to the another computer replying and that reply must reach the right process
which send the request and reaching the right process which has sent the request the
right process and reaching the right process which has sent the request is done with help
of port address [3]. So, Port number or simply port we called as the communication
end point. In real Scenarios we have two categories of port number fixed port number
(25.80) and dynamic port number (0-65565).UDP also uses port numbers, even though
it is connection less service [4].
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Statistical
Based
Approach

Fig. 3. Traffic classifications

3.2 Payload Based Approach

This method determines the package by parsing the package sub headers. The packet
payload is parsed bit at a time to find a stream of bits spanning the signature. Some-
times that flow is decisive. In this case, you can name the set of factors precisely. This
machine works continuously to detect P2P traffic and identify system outages [5]. The
real downside of this system is that security laws prevent administrators from evaluating
the payload. It also requires a lot of flexibility and load preparation for traffic identifi-
cation devices. It scans the entire payload, requiring significant processing power and
capacity limitations [6].

3.3 Statistical Based Classification

The pattern recognition system is dividing into two major modes of operation training
and classification. The role of preprocessing module is to segment the required pattern
from the given background, remove noise and normalization it’s and after other operation,
represented the pattern for further processing. On this approach the category of networks
is base absolutely on association altitude style and Network protocol performance. This
technique relies entirely on discovering and verifying host performance patterns at the
transport layer. The advantage of this classification is that it does not require packet
payload access [7, 8].

4 Work Flow of Traffic Classification in Networks

This is how network traffic can be classified into different types of site visitor learning
based on any parameter [9]. First, it captures the traffic of the community and extracts
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the characteristics of the chosen information. It after that trains the system using the data
sampling system and finally runs the algorithm and computes the outcome (see Fig. 4).

ﬂ Network traffic capture D

Feature Extraction Selections

l

Training Process Sampling

|

Algorithm implementation

I

E Results and Observation )

Fig. 4. Traffic classification approaches

STEP: 1 Network Traffic Capture
At this stage of data collection one of the most important and critical step in data collec-
tion. This step captures network traffic in real time. There are lots of tools for intercepting
network traffic, such as Wire Shark.

STEP: 2 Feature Extraction Selections

The second step in network traffic analysis is the selection of feature extraction. This
includes features extracted from the data collected in the first stage of traffic analy-
sis, such as packet length, packet duration, and time between packet arrival protocols,
etc. Then use the extract function to train a machine learning class. After training the
model and receiving the data, machine learning validates the data and outputs the results
accordingly. Some machine learning algorithm classifiers are trained during data testing
and training respectively.

STEP: 3 Training Process Sampling

The third step in network traffic analysis is sampling of the learning process. Contains
data sets selected for supervised learning. In supervised learning, data are first labeled
to classify unfamiliar network applications [10].

STEP: 4 Algorithm Implementation

The fourth step in network traffic analysis is the implementation of machine learning
algorithms. Implementation steps involved in applying a machine learning algorithm
or classifier to an instance. For example, the use of supervised, unsupervised and semi-
supervised learning algorithms. This article implements the algorithm of SVM and naive
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Bayes supervised K-Nearest Neighbor algorithm, the unsupervised learning algorithm
is K-Means, DBSCAN.

STEP: 5 Results and Observation
The third step of network traffic analysis result and observation. After applying machine
learning algorithm gives the classifier result.

5 Machine Learning in 5G Network

ML algorithms using statistical techniques that can be enhanced with experience with
the machine. The new scenarios and features of the 5G network traffic described above
use many calls for existing motion control strategy [6]. To resolve these problems, you
can resolve a solution to work around so that you can create a solution directly to the
machine training model, or you can learn the data without using a subsequent rule set
[11] (see Fig. 5) is will discuss 5G traffic management from the point of view of the ML
algorithm: controlled training, unconditionally educational.

‘ Dataset

——— Evaluation

‘ Machine learning

‘ Predictions

Fig. 5. Machine learning workflow

6 Supervised Learning

Supervised learning is a method which we provide the machine a label dataset or in other
word we can say that we provide the machine with a given data set on which it is trained
to perform a future task. Supervised learning creates a comprehensive model that maps
contribution features to desired outputs. In a number of cases, maps are implemented
as a set of limited models, such because case-based inference or Nearest-Neighbor
algorithms.

Supervised learning applied to network management has been reported to shape
network routing path selection, traffic volume prediction, etc. [12]. To solve the 5G
network traffic problem with supervised learning, you should consider the following
steps:
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Step 1: Decide on the type of string example.

Step 2: Assemble the training set.

Step 3: Determine the input representation of the recognizable function.

Step 4: It determines the structure of the well-read function and the algorithm for learning
1t.

6.1 Supervised Learning Algorithm

These are the supervised machine learning algorithms following:

a) Naive Bayes
b) Support Vector Machine
¢) K-Nearest Neighbor

6.2 Naive Bayes

Naive Bayes Most of the generic Bayesian network models used for machine learning.
Bayes’ theorem is used to manage network traffic and accurately classifies network traffic
using flow features provided as training data for the model. Naive Bayesian learning has
no problems with noisy data and can make more accurate predictions (See Fig. 6).

Naive bayes
Leamer

| " Clsfca
Load DATA Correlation Naive bayes sfication
based feature Predictor Result
Subset selection

Fig. 6. Naive Bayes work flow

Step 1: Read the dataset (Collection of IP address)

Step 2: Correlation Based Feature Selection (Relationship-based element subset selec-
tion is used in studies to find subsets of highlights with high-level explicit relationships
and low-level relationships.)
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Step 3: Naive Bayes Learner (learn the naive bayes model).
Step 4: Naive Bayes Predictor (Use Naive Bayes model to predict classes)
Step 5: Classification Result.

6.3 K-Nearest Neighbor

The nearest neighbor rule is an extension of the nearest neighbor rule. Most classes of
these K nearest neighbors are class labels assigned to the new sample. The value chosen
for k is significant. If the value of k is correct, the classification accuracy is better than
using the nearest-neighbor algorithm.

Networks can assign cluster values and use K-Nearest Neighbors to classify traffic.
In the K-nearest neighbor method, K can be any integer greater than one. Calculate the
nearest neighbor group for each new data point to classify.

There are flowing step in K — nearest neighbor.

Steps 1: Get data.

Steps 2: Define K Neighbors.

Steps 3: Calculated the Neighbors Distance.

Steps 4: Assign new instance to Majority of Neighbors.

6.4 Support Vector Machine

Support Vector Machine (SVM) is a Supervised Machine Learning Algorithm gener-
ally used to partition a numerical data set into different classes based on mathematical
properties and characteristics. Classification aims to find constraints (or equivalently
minimize classification errors) between different classes using limits on the maximum
distance from a sample to that limit [13].

Classification is then performed along the hyper plane that separates the two classes.
If you need a model that can accurately determine if a cat is a dog by looking at a strange
cat and dog that also has cat characteristics, you can use the SVM algorithm to create
such a model. The development concerned in the SVM classifier is as follows:

Stepl: Past Labeled Data.
Step 2: Model Training.
Step 3: Predication.

Step 4: Output.

In a network, first the network trains on past labeled data so that it can learn different
characteristics of the data, It then tests the new data and after that learns how the algorithm
predicts and classifies new received classes. You need to prepare the classifier first and
in that case cross-validate it through the data validation. To get correct predictions with
the SVM classifier, you want to utilize the SVM kernel purpose and tune the parameters.
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7 Unsupervised Learning Algorithm

This is learning to train an output device to respond to a group of patterns as input. Unsu-
pervised learning is used in self-organizing neural networks. You don’t need a teacher
for this training. In this learning method, Related types of input vectors are grouped
mutually not including by means of tanning data to point out what a representative com-
ponent of every one grouping capacity look like, or which group a component belongs
to. During training, the neural network receives input models and classifies them. When
a new input model is applied, the neural network provides an output response indicating
which class the input model belongs to. If no class exists for the input model, a new
class is created.

The study of network traffic management in 5G networks allows the use of traffic
patterns and probabilistic modeling in traffic conditions. Network planning and config-
uration, network traffic, better network planning and configuration forecasting. Failure
of hands-free algorithms used in networks — K-Mean, DBSCAN.

7.1 K-Mean

The K-mean is an iterative grouping technique that moves data objects between cluster
sets until one desired set is reached.A tall degree of similitude is accomplished between
components of a cluster, whereas a tall degree of disparity between components of
diverse clusters is accomplished at the same time.

a) Algorithm
A K-mean partitioning algorithm that expresses the centered of each cluster as the
average of the features in the cluster.

K = Number of clusters.

D={tity tn }:An data set contain n objects.

Output: A set of K Clusters.

b) Method

1) Arbitrary in D, select K features as initial cluster centroids.

2) Replicate

3) (re) allocate all object ti in the cluster where the object is nearly all related, It is
based on the average value of the objects in the cluster and Update the cluster mean.
Analyze the average of the features for each cluster.

4) Repeated pending there is rejection adjusts.

¢) Proposed Model for Reduced Network Traffic
Ts = Traffic state.

K = Number of clusters.

M = weighted Mean.

i.  Suppose that we have given the following traffic states to cluster. ( 2Tsl1, 4Ts2,
10Ts3, 12Ts4, 3TsS, 20Ts6, 30TS7,11Ts8, 25Ts9,) and K = 2.
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We initially assign th means to the first two values M1 = 2 and M2 = 4.

Using Euclidean distance initially K1 = {2Ts1, 3Ts5} and K2 = {4Ts2, 10Ts3,
12Ts4, 20Ts6, 30TS7, 11Ts8, 25Ts9}

The Value 3 is equidistant from both means, so K1 is arbitrarily chosen.

Now, means are recalculated to get M1 = 2.5, and M2 = 16.

Objects are assigned again to the crew clusters having K1 = {2Tsl, 3Ts5, 4Ts2}
and K2 = {10Ts3, 12Ts4, 20Ts6, 30TS7, 11Ts8, 25Ts9,} Continuing this we
obtain the following.

The clusters in the last two steps are identical.

This will yield identical means and thus the means same and no changes in clusters.

This will provide identical and therefore identical means and no variation in clusters
(Figs. 7, 8,9 and 10) (Table 1).

Table. 1. Variation in clusters

M; M; K; Kz
3 18 {2Tsy, 3Tss, 4Tsy, 10Ts3} {20Tsg, 30Tg7, 11Tsg, 25Tsg }
475 |19.6 |{2Tsy, 3Tss,4Tsp, 10Ts3, 11Tsg, 12Tsq} | {20Tse, 30Ts7, 25Tsq }
7 25 {2Tsy, 3Tss, 4Tsy, 10Ts3, 11Tsg, 12Ts4} | {20Tsg, 30Ts7, 25Tsg }
7.2 DBSCAN

Noise-based spatial density clustering is a density-based clustering algorithm that uses
dense functional areas. Parameters used in the DBSCAN algorithm.

Esp, score, minimum DBSCAN clusters reach the density directly and are
formed at the midpoint where the density can be reached. Collect data from online
tools, select features based on the package, and adapt your model to testing and training.
Finally, forecasts and reviews.

Let X = {x1, x2, x3, ..., xn} be the set of data points. DBSCAN requires two.

Parameters: (eps) and the smallest number of points needed to.

Form a cluster (Minpts).

1) The algorithm proceeds by randomly selecting a point from the data set (waiting for
all points to have been accessed. Access).

2) If there are at smallest amount ‘minPoint’ points inside the radius ‘¢’ Up to this
point, all these points are considered part of the same cluster

3) Then the clusters are extended by how to recursively iterate the neighborhood
calculating for both neighbor point.
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A New example to classify
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8 Conclusions

Heterogeneous networks are the foundation of 5G networks when traffic on the network
plays a major role in disrupting network performance. This article described ML for
5G traffic control, including supervised and unsupervised learning. Supervised learning
algorithm. When we use Naive Bayes algorithm its provide less accuracy because If
there is a variable in the test dataset that is not in the tan dataset, the naive Bayes model
assigns it a probability of zero and makes no predictions about it and Support vector
Machine is not appropriate for huge amount of dataset for the reason that of its high
training time and SVM performance was not good in case of overlapping classes. In
unsupervised learning algorithm we using the k-mean algorithm are used reduce the
network traffic using the method Clustering that gives the more accuracy.
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Abstract. Soil classification is the process in which soil is segregated according
to its physical and chemical properties. This process can be achieved manually
or using a machine learning algorithm. The use of machine learning algorithms
has been on the rise in recent years due to their accuracy. They can classify soils
with more precision than humans can manually, by considering many factors such
as pH, organic matter content, and particle size distribution. We here proposed a
model to classify soil and to predict the most suitable crops using various algo-
rithms of machine learning like Convolutional Neural networks (CNN), Decision
Trees, Naive Bayes. Soil and crop datasets are used, they comprise of different
geographical and physical. Parameters. The module is tested on manually created
datasets and results are obtained.

Keywords: Soil types - Machine learning - Convolutional neural network
(CNN) - Decision tree classifier

1 Introduction

1.1 Objective of Study

To alleviate the agricultural crisis in its current state, it is necessary to put in place
better recommendation systems to alleviate the crisis by helping farmers make informed
decisions before planting begins. The main objective of this experiment was to classify
and predict the suitability of different types of soils on various crops based on predictor
variables like temperature, rainfall, and location. Prediction obtained using decision trees
algorithm. It is important to note that this algorithm works only when a set number of
input values are set up in the form of training samples, which gives a result prediction for
each sample in accordance with that input setting, which can then be compared against
ground truth at other input settings (some samples may not have the rule applicable).
As such, each predictor variable was considered as a feature to define the suitability of
a given map. A decision tree was then constructed to mimic this process and so predict
the result for an input location.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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1.2 Related Works

In order to predicts soil type and based on the prediction, suggests suitable a model is
proposed which includes several machine learning algorithms are used for soil classifica-
tion. Experimental results show that the proposed SVM (support vector machines) based
method performs better than many existing methods [1]. Soil dataset and crop dataset
were used to classify the soil. Soil dataset contains class labelled chemical feature of soil.
The crop suggestion dataset contains class labelled crop suggestion attributes [2]. The
soil image has been analyzed using various image preprocessing. Soil color is identified
using statistical properties such as mean of Red, Blue, Green (RGB) values of image
pixels. A classification of soil based on feature extraction of soil color, soil pH values
and texture by using Support Vector Machine classifier. Here, the one-against-all SVM
method is used for classification. Recommended which crops were suitable for tested
soil image based on feature extraction by using image processing [3]. Digital image
processing and Image analysis technology has been used in which suggestions of crops
to be grown in that soil type. The image of the soil/land is clicked using phone camera
and submit it. An Image is a two - dimensional signal. Image processing is a method
to perform some operations on an image, to get an enhanced image or to extract some
useful information [4]. A model has been proposed for predicting the soil type and sug-
gesting a suitable crop that can be cultivated in that soil. The model predicts soil fertility
and 8 other properties of agricultural land [5]. A comprehensive system is described for
soil classification in which different images of soil samples are captured. The features
of each type of soil are collected and are stored in a separate database. This database
is later used in the final stage for soil classification [6]. In order to efficiently classify
the soil instances and maps the soil type to the crop data to get better prediction with
higher accuracies. Soil prediction involves types of crop classifications and geographical
attributes. It also aims at creating a system that processes the real-time soil data to predict
the crops with higher accuracy [7].

2 Proposed Framework

In present work, we propose a novel methodology for soil classification using Convo-
Iutional Neural Network (CNN). (Fig. 1.) The generated classifiers were validated with
the accuracy of more than 90%. Secondly, we discussed about crop prediction using
decision tree-based classifier.

In this paper, we described a proposed architecture for soil classification using image
samples. Soil classification is done by analyzing different types of soil image sam-
ples. Enough training samples are needed to classify soil samples. Training samples
should be selected carefully. After selecting the training dataset, all the images are then
passed through Image Processing which includes resizing and augmentation process.
After applying Image Processing on all images, the resultant images are passed through
Convolutional Neural Network (CNN) for classification.

Convolutional Neural Network (CNN) Is a powerful algorithm for image processing.
These algorithms are currently the best algorithms we have for the automated processing
of images. CNN is a directed acyclic graph with four main layers, which are: input layer,
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filter layer (convolutional layer), pooling layer and output layer to provide better accuracy
of classification. CNN is used to classify the soil samples by extracting various features
from the image. (Fig. 2.) The dataset used in the paper contains nearly 200 cropped
images from different soil types. It is a type of machine learning algorithm that allows
for classification and prediction tasks. It is used to classify inputs into several categories
and predict an output based on given inputs. Images contain data of RGB combination.
The computer does not see an image, all it sees is an array of numbers. Color images are
stored in 3-dimensional arrays. The first two dimensions correspond to the height and
width of the image (the number of pixels). The last dimension corresponds to the red,
green, and blue colors present in each pixel.

input image

e -

predicted
pooling convolutional pooling  fully-connected ClaSS
convolutional layer layer layer layer
layer
CNN

Fig. 2. Working of CNN
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The output of CNN is compared with a threshold value and if it is greater than the
threshold value then it will be classified into class1 otherwise it will be classified into
class2. The classification process is done using Python 3.10.4 and Keras 2.8.0 lucid
framework. The evaluated accuracy of this method is greater than 90%, which means
the method is reliable, accurate and fast. Then, the trained model is stored in h5 format,
which is then used to predict the soil, using the image provided in the input.

In the crop prediction model, we first created a dataset with the following parameters:
states, rainfall, ground water, temperature, soil type, season, and crop, and stored it in
a csv file. After creating the dataset, we split the data for the training data set and the
testing data set separately. After that, we used the decision tree classifier to train the crop
prediction model. The performance of the model was measured by the accuracy value.

Decision Tree 1s a supervised prediction method which is widely used because they can
easily obtain input data and are suitable for classifying the data into a wide range of
categories. Decision trees can be used as a type of classifier or regression model that
uses binary trees to predict outcomes. The key advantage of decision trees is that they
can be easily implemented and interpreted. Decision tree models have been shown to
be effective in many real-world applications. Decision tree classifiers are used in many
fields, such as pattern recognition, data mining, machine learning and bioinformatics.
Decision trees can be used to predict categorical outcomes, and they frequently have an
option to do regression functions.

In this study, we presented a real-world dataset that has the names of various crops.
We also had the opportunity to determine two meteorological inputs: rainfall and ground
water level. These two inputs were necessary to help us build a crop prediction model
using decision trees. After training the model, we stored the model in a.sav format, which
is then used to predict the crop, using the parameters provided in the input and the soil
type predicted using soil classification model.

3 Result and Discussion

3.1 Dataset Collection

Multiple datasets are used to train and obtain relevant results. All the datasets used are
custom datasets; built and structured according to the requirements of the algorithm and
the proposed test cases. Below is the list and types of the datasets used-

1. Soils.zip (Soil Image Dataset) - Contains about 150-200 images of different types
of soil which are used for agriculture and found in the Indian subcontinent.

2. Cat_crops.csv - The CSV file mentioned contains data on various parameters
that were considered when training the machine learning model for the crop
recommendation system.
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Fig. 3. Result obtained

3.2 Results

The below Fig. 3. Represents the accuracy of the soil classification model which was
built using CNN (Convolutional Neural Networks).

After several changes and observations, it has been noticed that after improving the
dataset, the accuracy of the model is also improved.

70
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Fig. 4. Accuracy of different algorithm

In crop prediction model, we provided a csv file which consists of the following
parameters: States, Rainfall, Ground Water, Temperature, Soil Type, Season and Crop.
We compared the results with the previous prediction methods. (see Fig. 4.) We used
4 different classifiers to train the crop prediction model, out of which the decision tree



Soil Classification and Crop Prediction Using Machine Learning 21

classifier gave us the best accuracy among them. The accuracies of all the different
classifiers used were:

4 Conclusions and Future Scope

This proposed system is based on an image processing technique where digital images
of the soil samples were processed using convolutional neural network (CNN). In this
study, Decision Tree was used to determine the crop suitability of the soil sample. The
results showed that CNN recommended which crops were suitable for tested image of
the soil samples. So, the proposed method will help farmers to increase the productivity
of yield by identifying suitable crops for the soil samples.

In future perspective, a point location-based rainfall prediction and ground water
detection module can be integrated with the other parameters. This would increase the
overall prediction of suitable crops. Also, the dataset for all these three experiments
consisted of nearly 200 cropped images from different soil types, a larger dataset is
needed. This will increase the accuracy of prediction and classification of soil as well as
crop.
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Abstract. The purpose of this paper is to identify solutions for the diagnosis of
diabetes disease by analyzing the patterns found in the data using classification
algorithms such as Decision Tree, SVM, KNN, Naive Bayes, Random Forest,
Neural Network, and Logistic Regression. According to a WHO report, almost
42.2 crores population of the world has diabetes, who are primarily the residents of
low and middle income countries, and diabetes is resulting in around 0.15 crores
of deaths each year globally [1]. To evaluate and discuss the performance of
above-mentioned algorithms, Orange as a data mining tool has been applied. Fur-
thermore, the data set used in this research is the “Pima Indian Diabetic Dataset,”
which is obtained from the University of California, Irvine (UCI) Repository of
Machine Learning datasets. As this study utilized several classifiers to simulate
actual diabetes diagnosis for local and systemic therapy, the results indicated that
Logistic Regression outperforms all other classifiers. The experimental data also
demonstrated the significance of the suggested model in the study. The disease has
been ranked as the fifth-deadliest in the United States, and there is currently no
cure in sight. With the advancement of information technology and its continued
penetration into the medical and healthcare sectors, diabetes cases and symptoms
have become well documented and discussed. The research is original and adds
value to the current studies in the same domain as researchers develop a more
rapid and efficient method of diagnosing the disease, allowing for more timely
treatment of patients.

Keywords: Accuracy - Diabetes - KNN - Logistic regression - Naive bayes -
Neural network - Random forest - Support vector machine

1 Introduction

Databases are densely packed with hidden data and are designed to aid in intellectual
decision making. Different types of data analysis, such as classification and prediction,
are used to make predictions about future data and to describe the data classes. The
classification is a process that predicts the labels for categorical classes. The labels for
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this class may be discrete or nominal in nature. Classification techniques classify data
using a training set and class labels [2]. With the rising prevalence of implementations
of various classification and prediction algorithms, there is a need for a central hub
that could evaluate the performance of all classification algorithms as well as provide
information on which classifier is the best [3].

The objective here is to examine various algorithms of machine learning for classifi-
cation using the diabetes data set. ORANGE is also used for this purpose. The purpose of
this paper is to compare ORANGE classifiers on a diabetes dataset. Such techniques are
compared using the results of their ORANGE calculations. We have used the Diabetes
dataset because it is a chronic and one of the dramatically increasing metabolic diseases
in the world. Diabetes mellitus, more generally referred to as diabetes, is a collection of
illnesses (metabolic) characterized by persistently increased levels of sugar in a blood
(beyond a certain limit) and caused by lowering the secretion of insulin or biological
effects, or both. It is a disorder in which the person’s body is not able to metabolize
food in an adequate manner. Diabetes can wreak havoc on a variety of tissues, most
notably the eyes, kidneys, heart, blood vessels, and nerves, resulting in chronic damage
and dysfunction. Diabetes is primarily classified into two segments (types): T1D — Type
1 Diabetes and T2D - Type 2 Diabetes. Type 1 diabetes typically develops in young aged
people (below 30 years of age), and the general symptoms include thirst and urination
again, as well as elevated levels of sugar in the blood. Only must be treated with insulin
as impossible with other oral drugs. Type 2 diabetes is more prevalent in the younger
than younger aged and senior population, and is frequently related with obesity, hyper-
tension, dyslipidemia, arteriosclerosis, and other disorders [4]. Numerous data mining
classification methods have been developed with the goal of classifying, forecasting,
and diagnosing diabetes. However, no meaningful comparison evaluation of the perfor-
mance of such algorithms has been conducted. There has been no research conducted to
determine which of the existing classifier model scans provides the best prediction for
diabetes. The decision tree, Naive Bayes, Random Forest, KNN (K-Nearest neighbours)
and Support vector machines (SVM) classification methods were utilized in this work
to develop classifier models [5].

2 Related Work

According to Aljumah [6], diabetes is a chronic condition that arises when the body
insulin is ineffectively used or when the pancreas produces insufficient insulin. A promi-
nent hormone, Insulin regulates the levels of blood sugar. Unregulated diabetes results
in a rise of blood sugar, which leads to serious vandalism to various body parts and
systems, like the blood vessels and nerves, over time. According to Health informatics,
it is the study of how to collect, retrieve, communicate, store, and utilize health-related
data, knowledge, and information to the best of one’s ability. Barakat et al. [7] defined
how healthcare providers should handle patient information and how citizens should
participate in their own health care. It is now widely recognized as a necessary and
widespread component of long-term health-care delivery. Machine Learning (ML) is
the fastest-growing area in computer science today. When using machine learning in
diabetes related data for prediction, it’s important to remember that this data isn’t being
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collected to address specific research questions; instead, learning algorithms are being
utilized to analyze biomedical data automatically. Song et al. [8] analyzed multiple
categorization algorithms utilizing characteristics such as thickness of skin, pedigree
of diabetes, glucose level, Body Mass Index, patient age, insulin and blood pressure.
Pradeep and Dr. Naveen compared the machine learning algorithms’ performances in
[9] and measured the accuracy of each algorithm. There were accuracy variations in
terms of techniques utilized, pre-processing and after processing of data. It was noticed
that ‘Pre-processing of data’ had better accuracy and overall performance for prediction
of diabetes. In this study, before preprocessing for prediction of diabetes, the Decision
tree algorithm provided better accuracy as compared to other techniques like Random
forest and Support vector machine. According to Loannis et al. [10], Machine learning
techniques, such as the diabetic disorders dataset, have become a significant tool for
predicting diabetes using diverse medical data sets (DD). In this work, SVM, Logis-
tic Regression, and Nave Bayes were used. They used 10-fold cross validation for the
diabetes dataset (DD). The SVM (Support Vector Machine) strategy outperformed the
others in terms of precision and processing, according to the study. For diabetes predic-
tion, Nilashi et al. [11] suggested a CART (classification and Regression Tree) model.
Expectation Maximization (EM) and PCA (Principal Component Analysis) were applied
to pre-process the data and remove noise before applying the rule. The goal of this study
is to design a diabetes decision assistance system. The effect of CART with removal
of noise provided efficiency and enhanced prediction, allowing human life to be saved
from premature demise. A categorization model was suggested by Kamadi et al. in [12].
One of the most typical problems in categorization, they claim, is reduction of data. PCA
(principal component Analysis) was employed in this work for pre-processing of data,
as well as for reduction of data to enhance accuracy. The study employed a modified
DT (Decision tree) and a fuzzy rule to make predictions. They discovered that reducing
the dataset improves the results. Sajida et al. [13] employed the Canadian primary care
sentinel surveillance Network(CPCSSN) dataset and three machine learning models to
detect diabetes at a primary stage in order to save human lives. To predict diabetes,
decision tree (J48), Adaboost, and Bagging were used in this study. Rathore et al. [14]
Diabetic disorder can be detected and predicted. The performance measurements were
examined using R Studio and the Pima Indians diabetes dataset. SVM and Decision Tree
are two machine learning techniques employed. The SVM has an accuracy of 82%.

In [15], S M Hasan Mahmud et al. forecast diabetes. To discover the performance
measurements of the classification algorithms, 10-fold cross validation procedures were
used. The study found that Naive Bayes outperformed the other classifiers, with an
F1 score of 0.74. On the PIMA dataset, Ahuja et al. [16] conducted a comparison
examination of various machine learning techniques, including NB, DT, and MLP, for
diabetic categorization and found MLP to be superior to other classifiers. Fine-tuning
and efficient feature engineering, according to the authors, can improve MLP’s perfor-
mance. Garca-Ordas, M.T. et al. [17] employ min-max normalization and a variant auto
encoder sparse auto encoder to solve data standardization, feature augmentation and
imbalance. MLP was then used for classification, with an accuracy of 92.31%. Without
preprocessing, Bukhari, M.M. et al. [18] state that their ABP-SCGNN (Artificial Back
Propagation Scaled Conjugate Gradient Neural Network) obtained 93% accuracy. [19]
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is another example of good performance utilizing NN-based models. They looked at
median value imputation (MVI), KNN and an iterative imputer for imputation of the
missing value. Then, to attain an Fl-score of 98%, MLP was employed for classifi-
cation. Khanam and Foo [20] employed MVI and Pearson Correlation for selection of
features and missing value imputation. To further standardize the data and eliminate out-
liers, interquartile ranges were used. The classification model based on DNN achieved
an accuracy of 88.6% using several hidden layers. Overall, missing value imputation
and feature selection regarding data pretreatment techniques were seen to be highly
appropriate for prediction of diabetes classification performance. The majority of data
preparation approaches, on the other hand, have been found to perform well when data is
normally distributed. Nonlinear approaches will be better adapted to the problem if the
data does not conform to normalcy assumptions, and they are likely to add significantly
to a classifier’s performance. As a result, this study will look at nonlinear preprocessing
approaches and classifiers for data preprocessing.

3 Methodology

This section describes the classification model’s approach as well as its efficacy in DM
classification. Figure 1 summarises the process.
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Fig. 1. Methodology of proposed work
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For all of the algorithms (Naive Bayes, KNN,ANN, Logistic Regression,Decision
Tree, Random Forest, SVM), the ‘Confusion Matrix (CM)’ encapsulates the various steps
from raw data to grading, data reduction, pre-processing, scoring, and testing.These steps
are described in greater detail in the following subsections as:

A- Tt describes the data mining toolkit.

B- It describes the database and its attributes.

C- It provides insights into the pre-processing steps.

D- It discusses the process of classification using the algorithms of seven classifications.

3.1 Data Mining Toolkit

To imitate excellent classification techniques, the Orange Data Mining suite of tools
[21] is utilized. Orange was developed as an Open Source Machine Learning (OSML)
framework having in-built visualization of data and analytic capabilities at the University
of Ljubljana’s Bioinformatics Lab. Orange provides a data preprocessing, classification,
regression, clustering, visualization and assessment environment with association rules.

3.2 Collection of Database

The National Institute of Diabetes and Digestive and Kidney Diseases (NIDDKD)
obtained the Pima Indians Diabetes dataset (PIDD) of patients. We would like to express
our gratitude to Vincent Sigillito for supplying the data and short detailing is provided
in Table 1 which shows the class distribution in PIDD.

Table 1. Distribution of classes in the Pima Indians diabetes dataset

Class value | Number of instances | Relabeled value

0 500 Tested_negative

1 268 Tested_positive

The NIDDKD owns the PIDD downloaded from Kaggle [22]. Diabetes mellitus may
be identified with the use of this dataset. It has a total of 2000 records, each with eight
characteristics and the class label (outcome). The data set’s description, including its
properties, statistical analysis, and values, are included in Table 2.

These eight characteristics are symptoms that people may or may not have that
indicate their likelihood of having diabetes mellitus.

3.3 Data Preprocessing

Pre-processing is essential to improving model prediction performance. The Orange
toolbox supports a variety of pre-processing techniques [23]. Three different types of
pre-processing approaches are used in this article to increase the dataset’s quality and
eventually the classification models performance.
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Table 2. Data set description, properties, statistical analysis and values of data

27

S No | Attribute name | Attribute Data type of attribute | Range of attribute
description

1 Preg Pregnancy N Oto 17
frequency

2 Plas Concentration of | N 0to199
Plasma Glucose

3 Pres BP (Blood N 0to 122
Pressure) (mm,
hg)

4 Skin Thickness of skin | N 0to 99
fold

5 Insulin 2 h serum insulin | N 0to 846
(mm U/ml

6 Mass BMI - Body N 0to 67.1
Mass Index

7 Pedi Function of N 0.078 to
Diabetes pedigree 242

8 Age Age of Person (in | N 21to 81
yI1s.)

9 Outcome Class variable | ............. Tested positive, tested

negative

N#* - Numeric

e Removal of values which are missing

Due to the fact that the utilized dataset had some missing values, Orange toolkit
presents three methods for imputing values which are missing: eliminate such records,
change them with values which are random, or lastly, change such values with the mean
of other accessible values [24]. As a result, this strategy is selected to be utilized to
eliminate missing values from the applied dataset.

e Selection of Relevant feature

It is critical to choose the most relevant elements. This stage assigns a score to
each characteristic based on its association with the designated diabetes class. From
the dataset, eight characteristics were retrieved. ANOVA is a statistical technique. [25]
Once ANOVA was calculated, it was obtained that thickness of skin and BP are the least
important characteristics and would play a little role in the process of classification;
hence, they were deleted from the features vector, resulting in six rather than eight
features. Figure 2. The table below summarizes the results of the ANOVA test on the
characteristics.
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Fig. 2. Result of ANOVA test on the characteristics

e Normalize the Data

Normalization of data can simplify operations and increase computation perfor-
mance. As a result, the data were normalized to a general scale in a range of zero and
one [26]. Scaling by standard deviation (SD) is one of the methods provided in the
Orange toolbox.

3.4 Data Classification

During this step, the diabetes dataset was classified using six different algorithms. The
investigated classifiers were Naive Bayes, KNN, ANN, SVM, Random Forest, Decision
Tree, Logistic Regression and Adaboost. The data set of features in the data base is
separated into two parts as training was 70% and testing was 30% to guarantee that the
classification process is exactly fit.

e Naive Bayes

Naive Bayes is a statistical learning technique that uses a condensed version of the
Bayes rule to determine the posterior distribution of a category given the input attribute
values of an example case. Prior probabilities for groups and attribute values that are
conditional on categories are calculated using training data frequency counts. Naive
Bayes is a straightforward and fast technique for learning that frequently beats more
advanced methods. Bayesian classification is both a supervised learning technique and
a statistical classification technique. It is capable of resolving diagnostic and predictive
issues [27].
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o KNN

The KNN algorithm [28] is a simple classification approach. The detection of the
nearest K neighbours during the training phase. The distance between objects and the
value of K, the number of closest neighbours, are calculated using a similarity measure.

e ANN

ANN is a supervised learning method [29] that uses a network of layers to represent
input data, one or more non-linear layers called hidden layers, and finally an output layer
that represents the classification category.

e Random Forest

This classifier creates a collection of decision trees [30], which is a random subset
of the training data. The test object’s final class is chosen to be one that aggregates votes
from the various decision trees.

e SVM

SVM models are a type of supervised learning method that may be used for both
classification and regression issues, but is most frequently used for classification prob-
lems. This classifier is a widely used statistical model that is built on a logistic function
applied to a binary dependent variable in the model [31].

e Decision Tree

A decision tree is a tree structure that resembles a flowchart. It is a method for
classification and prediction that uses nodes and inter-nodes to describe the data. The
root and internal nodes are test cases that are used to distinguish instances with varying
characteristics. Internal nodes are generated as a result of attribute testing. The class
variable is denoted by the leaf nodes [32].

e Linear Regression

Logistic regression is a technique for binary classification. The input variables are
expected to be numeric and to have a Gaussian distribution. It is not required for the
last statement to be true in logistic regression. In other words, the method is capable
of producing acceptable results even when the data is not Gaussian. Each input value
is assigned a coefficient, which is then linearly merged into a regression function and
converted using a logistic function [33].

4 Evaluation & Result

In this part, the results of implemented performance measurements are shown using the
Orange toolkit’s pleasant graphical interface.
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4.1 Setup of Experiments with Results

This subpart explains the procedure of sampling used, the parameters of the classification
model, and the CM for every algorithm.

e Method of Sampling

The developed models’ performance is evaluated using a K-fold cross-validation
sampling approach [27]. The whole datasets are cross-validated tenfold in this article
(2000 records). The data were divided into tenfold samples. The classification model is
trained on seven folds, with the remaining fold serving as a testing set. As a result, for
training the model 70% and for testing the model 30% of data records were utilized.

o Decision Tree

The CM of the Tree classifier is demonstrated in Fig. 3. Out of 500 data points, which
are labeled as ‘0’, the correct classification is for 402 records. Out of 268 data points,
which are labeled as ‘1°, the correct classification is for 142 records.

The Confusion matrix illustrates four critical metrics for evaluating the Decision
Tree Classifier model: true positive (TP), true negative (TN), false positive (FP), and
false negative (FN). Where TP = 142, TN = 402, FP 126 and FN = 98.

e SVM

To learn the model, the attribute space is transformed into a new feature space using
a Radial Basis Function (RBF) kernel. The maximum number of iterations authorized
was 100. Figure 4 depicts the SVM classifier’s confusion matrix.

Whereas out of 500 data points, which are labeled as ‘0’, the correct classification
is for 401 records and out of 268 data points, which are labeled as ‘1°, the correct
classification is for 152 records. Again, the values of four critical metrics are TP = 152,
TN =401, FP = 116, and FN = 99.

o KNN

Figure 5 illustrates the KNN classifier’s confusion matrix. The nearest neighbours’
numbers was set to five in the KNN model, and the usage of Euclidean distance was
done to calculate the distance between two points, with points weighted according to
their distance from the query point.

We can see in Fig. 5, The CM summarizes four critical metrics for evaluating the
KNN Where TP = 156, TN = 413, FP = 112 and FN = 87.

e Random Forest
A forest was incorporated here with 10 decision trees. In Fig. 6, the model’s confusion

matrix is depicted. The CM illustrates four critical metrics for evaluating the Decision
Tree Classifier model, where TP = 161, TN = 425, FP = 107, and FN = 75.
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e Naive Bayes

Whereas out of 500 data points, which are labeled as ‘0’, the correct classification
is for 403 records and out of 268 data points, which are labeled as ‘1’, the correct and
successful classification is for 182 records.

The CM illustrates four critical metrics for evaluating the Naive Bayes Classifier
model, where TP = 182 TN = 403, FP = 86 and FN = 97.

e Artificial Neural Network

In this model, back-propagation was applied with a multi-layer perceptron (MLP)
approach. Each buried layer had 200 neurons with a Rectified Linear Unit (ReLu) activa-
tion function. The Adam technique was then employed to efficiently optimise stochastic
weights. In Fig. 8, the con-fusion matrix for the neural network model is shown. Whereas
out of 500 data points, which are labeled as ‘0’, the correct classification is for 431 records
and out of 268 data points, which are labeled as ‘1’, the correct classification is for 157
records. The Confusion matrix summarizes four critical metrics for evaluating an ANN
Classifier model as TP = 157, TN =431, FP = 111, and FN = 69.

e Logistic Regression

This model’s regularization is set to ridges (L2), and the cost strength is set to its
default value of one (C = 1). The model’s CM is depicted in Fig. 9.

From 500 data points labeled 0, 442 records were successfully identified, while from
268 data points labeled 1, 151 records were correctly classified.

True positive (TP), true negative (TN), false positive (FP), and false negative (FN)
are four significant metrics used to assess Logistic Regression Classifier model (FN).
TP = 151, TN = 442; FP = 117; FN = 58 (Fig. 7).

Predicted
0 1 3
0 402 98 500
2 1 126 142 268
<
b3 528 240 768

Fig. 3. CM of tree classifier

e Comparison of Performance

The classification methods performance on the dataset of diabetes is examined and
compared. The following sections contain details on performance measurements and
comparisons.
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Predicted
0 1 b3
0 431 69 500
2 1 m 157 268
<
b3 542 226 768
Fig. 8. CM of artificial neural network
Predicted
0 1 2
0 442 58 500
- 1 117 151 268
<
b3 559 209 768

Fig. 9. CM of logistic regression

e Evaluation Measures of Performance

As mentioned before, the CM illustrates four critical metrics for evaluating classifica-
tion models: true negative (TN), true positive (TP), false negative (FN) and false positive
(FP). These metrics are applied to calculate the following measures of performance:

a) Recall b) Precision c¢) Accuracy D) Fl-measure. These performance metrics are
derived by the use of (TP, TN, FP, and FN). The following metrics are used in this study
to examine and evaluate categorization models:

TP + TN

Accuracy = (D
TP + TN + FP + FN

. P @)

recision = ————

P TP + FP

TP
Recall = —— 3)
TP = FN

2 X (precision x recall)
F1 — measure =

“4)

precision + recall

e Classification Model Comparison

The performance of the implemented classifiers is assessed in this subsection
using the aforementioned metrics. Table 3 summarizes the performance metrics for
the classifiers used.
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Table 3. Measures of performance of applied classifiers

Method AUC CA F1 Precision Recall
Tree 67.9% 70.8% 70.04% 70.2% 70.8%
SVM 75.9% 72% 71.8% 71.6% 72.0%
KNN 78.8% 74.1% 73.8% 73.6% 74.1%
Naive Bayes 82.9% 76.2% 76.3% 76.4% 76.2%
Random Forest 81.1% 76.3% 75.9% 75.8% 76.3%
Neural Network 82.6% 76.6% 76% 76.0% 76.6%
Logistic Regression 82.9% 77.2% 76.4% 76.7% 77.2%

It also compares the accurate performance of all applicable models. It is self-
evident that Logistic Regression surpasses other classifiers with 77.2% accuracy. Logistic
Regression is followed by a Artificial Neural Network model in second place with an
accuracy of 76.6% and Random Forest in third place with a accuracy of 76.3%. Random
forest is followed by the KNN model in fourth place with accuracy of 74.1%. And SVM
got fifth position with accuracy of 72%. Decision tree with the accuracy of 70.8% is
the worst case. Logistic regression outperforms in all performance measures like AUC,
F1-score, Precision and Recall, which can be shown in Table 3.

5 Conclusion

Automatic diabetes detection is a significant real-world medical issue. Early detection
and management of diabetes are critical. This article demonstrates the use of several
classifiers, including Decision Trees, SVM, KNN, Naive Bayes, Random Forest, Neural
Network, and Logistic Regression, to simulate actual diabetes diagnosis for local and
systemic therapy, as well as presenting relevant work in the field and the outcome indi-
cates that Logistic Regression outperforms all other classifiers. The suggested model’s
usefulness is demonstrated by experimental data. The performance of the strategies was
evaluated in relation to the problem of diabetes diagnosis. Experiments validate the
given model. In the future, it is planned to compile data from several locations across
India and develop a more precise and broad predictive model for diabetes diagnosis.
Future research will similarly focus on accumulating data from a later time period and
identifying additional possible prognostic factors to integrate. The technique might be
expanded and refined to automate the analysis of diabetes.
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Abstract. Distributed denial of service attacks often know as network threat is a
severe threat, and are a type of cyber-attack that are directed at a particular system
or network in an effort to make that system or net-work out of reach and unusable
for a period of time. The improved detection of a wide variety of dis-tributed denial-
of-service (DDoS) cyber threats by utilizing advanced algorithms and a higher
level of accuracy while maintaining a manageable level of computational cost has
consequently emerged as the utmost essential part of detecting DDoS in today’s
world. The DDoS attack that has been launched against the targeted network or
system must be determined in view of defending the machines in a net-work that
has been targeted. In this paper, a number of ensemble classification techniques
are dis-cussed, which combine the performance of various algorithms to improve
overall performance. Using many performance metrics such as areceiver operating
characteristics (ROC) curves, precision, accuracy, recall and F1 scores, we present
and analyzed the performance of algorithms used in our proposed approach.

Keywords: Distributed denial of service attack - Machine learning - Random
forest - Naive Bayes - Decision tree

1 Introduction

A denial-of-service attack, according to the World Wide Web security question, is one
that is “de-signed to prevent a computer or network from providing normal services [1].*
The rapid expansion of Internet has resulted the specific type of DoS attack development
that has proven to be extremely effective and difficult to defend against the distributed
DoS attack. This attacks do not originate from a single source, but rather from a number
of spoofed sources that use a variety of attack types in a coordinated effort. Fake Internet
Protocol (IP) addresses, as opposed to real ones, are used to identify computers that are
either unwitting accomplices or that the attacker has control over. Attackers are able to
coordinate deadly attacks on multiple targets at the same time using their own resources
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and the resources of their “zombies,” resulting in greater damage in a shorter amount of
time than they could have done otherwise [2].

A distributed denial of service which is also a cyberattack can bring websites, servers,
and other online services to a crawl. The perpetrator uses multiple computers and devices
to send fraudulent requests to a server, making it appear that the server is being attacked
by a large number of people. The term is some-times used interchangeably with the
term “denial of service attack”, but “DDOS” refers specifically to an attack that uses
multiple sources to flood a target with requests. Some DDOS attacks involve the use
of botnets, which are networks of compromised computers and devices that have been
malware-infected without the users’ knowledge [3].

DDoS is a form of cyberattack where a network is attacked with heavy traffic that’s
create a problem for users to access a website or service. This type of attack is often
used as a tactic to make a target site or service appear overwhelmed or unreliable to
users. DDoS attacks can also be used to force a website or service to a user to a specific
location, where it is under the control of the attacker. DDoS attacks are often used for
online harassment, for example, when a website is under constant attack and can’t im-
prove its performance or stay online [4]. DDoS is a method of disrupting a system in a
network by sending a large amount of data to a server or system from multiple different
sources. The result is that the system or network is not able to handle the load and
ultimately crashes. This makes the system or net-work unavailable to its intended use
[5].

DDoS is a form of cyberattack where multiple hosts are used to bombard a web
server or other net-work target with data, often using a botnet or other network of
malware-infected computers, until the target’s resources are consumed and it is rendered
inaccessible to legitimate users. Unlike a traditional DoS attack, where a single host is
used to flood a target’s resources and crash their services, a DDoS at-tack is much more
complicated and powerful. DDoS attacks can be extremely difficult to stop due to their
decentralized nature. DDoS attacks can be carried out with a handful of hosts or even a
single host, making them much more difficult to detect and investigate [6]. A denial of
service refers to a situation in which a service or resource is utilized to the point of being
rendered unusable or inaccessible to other users. These are often seen in the context of
online gaming servers, but can also affect online banking or shopping services.

A distributed denial of service occurs when a single device or user is able to bring
down a server or network resource. This can be accomplished by distributing a request
across a network, such as when a single computer is used to send an entire file to a website.
Figure 1 depicts how this attack [3] had a significant impact on the telecommunications
industry [7]. Current and former employees of several tech companies are accusing
Amazon, Facebook, Google and Microsoft of failing to protect their employees from the
COVID-19 pandemic, with some accusing the companies of endangering their workers’
safety. We’ve seen this story before. In the wake of a string of high-profile layoffs,
employees have accused the companies of not doing enough to protect their workers’
health. But for companies as large as Amazon and Facebook, the risks of a pandemic
are remote. Therefore, the developed technology helps in this field to defend our system
and network from the threat. Machine learning is one of the technologies which is being
used for defensive mechanisms in many applications.
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Following are the sections that provides an outline for the paper: Sect. 2 presents the
related work based on existing defensive mechanisms, our proposed work is discussed
in Sect. 3. Section 4 evaluated the research work, and Sect. 5 brings the research to its
conclusion.

Computer Computer Cryptocurrency
Software Hardware pCt_att_byteS ) 0%
3}%. 0% Retail
siness 0%
SEF\ZICES Information
2% Technology
and Services
21%

Telecommunicat
ions
51%

Fig. 1. Impact of distributed denial of service attacks

2 Related Work

Machine learning allows to compare models with different features, which can help to
choose the one that is best for the use of applications. Specifically, we can use a machine
learning model to identify which types of data are most predictive of the outcome of
interest, such as cyberattack.

A defensive approach based on low-cost was proposed by the authors in [6, 7]and
focused in calculation of the entropy between benign traffic and DDoS attacks. As an
additional suggestion, the authors Intensity reduction strategy for dealing with attacks has
the following characteristics: The following are three advantages of using this method-
ology over other current methods: The first is that it has a high level of detection. In
addition to having a reduces false alarm, also the capability of detecting small changes
in the environment at a rapid pace along with the mitigate approach.

The authors [7] developed a solution for resolving authentication and security chal-
lenges connected to smart vessels in sea transport. An identity-based approach is used
to authenticate the access for smart vessel and devices. But the method is limited to
maritime transportation.

An auction with many attributes was proposed in [8] to mitigate distributed DDoS
attacks on a net-work. A reputation-based detection approach was proposed, in which
the minimal utility defines the user’s reputation. A payment plan for normal users and
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another for fraudulent users, as well as an identifying mechanism are proposed in addition
with the identification method. In this method, a greedy re-source for allocation strategy
is used to ensure that resources are distributed appropriately among legitimate users.
Differential payment systems are designed to penalize malevolent users that manipulate
their offers in order to obtain the maximum possible share of limited resources.

The authors [9] describe an approach for detecting distributed denial of service
attacks that makes use of Bayesian game theory. It is assumed that the service provider as
well as legitimate users monitor the network in order to collect probabilistic information
to ensure that another user is acting maliciously on their behalf or not. As a result of
having this probabilistic knowledge, both the service provider and authorized users have
the ability to alter their actions and replies in reaction to harmful activity on the network.
The authors propose a Bayesian pricing [ 10] and auction approach for obtaining Bayesian
Nash Equilibrium points in a variety of settings in which genuine consumers and service
providers benefit from probabilistic knowledge. This is accomplished by taking into
consideration the aforementioned assumptions and facts. In addition to this, a reputation
evaluation and updating system is offered to determine a user’s dependability based on
factors such as the user’s payment history and the amount of time spent participating in
the platform (Table 1).

Table 1. Comparative table of existing work.

References | Techniques Merits Limitation

[10] Used SDN (Software Detection Rate Only work on
Defined Network is high Volume based DDoS

[11] Worked on IBE (Identity Detection Rate is high Overhead is high
Based Encryption)

[12] Worked on IBS (Identity Detection rate is moderate | Overhead is high
Based Signature) along with
IBE

[13] Based on Boosting Detection rate is moderate | False alarms
Algorithms

3 Proposed Work

3.1 Approach

In our paper, we are primarily concerned with data preprocessing, selection of significant
features [13], machine modelling through a classifier, and then finally prediction on
testing dataset. After performance evaluation on results, the research work is concluded.
The approach includes the following activities [14—19]:

Preparation of information: This phase is concerned with preparation of the data
which is comprised of tasks helps on processing the raw data into a clean dataset.
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If the raw data is not in a usable state at the time of completion, the type and order
of activities may change, and Some of the unrelatable features may be removed. A
few examples of the responsibilities involved are data cleansing, feature selection, and
data transformation. In our work, Fig. 2 depicts the best 15 features by using extra
tree classifiers. The selected features are: ACK Flag Count, Inbound, URG Flag Count,
Destination IP, Source IP, Init_Win_bytes_forward, Timestamp, Flow ID, Pro-tocol, Min
Packet Length, min_seg_size_forward, Destination Port, Max Packet Length, Average
Packet Size, and Packet Length Std.

Modelling: In the modelling phase, modelling techniques are applied to the data. This
is done in order to achieve the best possible performance by adjusting the parameters of
the models in question.

As previously indicated, this step is closely tied to data preparation because modelling
might disclose previously unknown data errors. Depending on the situation, the data
preparation method can result in the employment of several models.

Feature Selection using ExtraTreesClassifier
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0.100 1
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0.025 -

0.000 -

Inbound
Flow ID
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Destination IP

ACK Flag Count

Min Packet Length
min_seg_size_forward
Destination Port

Max Packet Length
Average Packet Size
Packet Length Std

Init_Win_bytes_forward

Fig. 2. 15 Best Features are selected by using extra trees classifiers
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3.2 Modelling

In order to compare and contrast the datasets, three different supervised learning clas-
sifiers are selected based on a number of parameters [15—17], including the paramet-
ric models and nonparametric models, applications and use of algorithms have been
discussed and used in previous work.

3.2.1 Random Forest

A machine learning algorithm that is used to classify a dataset into a specific category. It
is a combination of many decision trees. The results of the decision trees are combined
in a way that helps reduce the error rate of the classification. This is similar to how a
forest is grown [20-22].

Random forest is a machine learning technique that groups examples together by
their similarity, rather than grouping them by their distance to the target classification.
This is often referred to as “many small decisions,” as opposed to “one big decision,”
which is how other machine learning techniques work. This means that random forest
will, on average, get more things right than other machine learning techniques. However,
it is also more likely to get things wrong.

A machine learning technique that finds patterns in large numbers of variables. For
example, in a medical diagnosis problem, instead of just looking at a patient’s symptoms
and lab results, a machine learning technique might look at millions of different combi-
nations of symptoms and lab results to find patterns that help make a better diagnosis.
In a financial prediction problem, instead of just looking at a stock’s past performance,
a machine learning technique might look at millions of past stock trans-actions to find
patterns that help predict whether a stock will rise or fall. The same is true for any other
problem: finding the right combination of input variables is critical for making accurate
predictions [23].

The random forest technique is often more effective than traditional decision trees,
because it is more likely to capture non-linear relationships in data.

3.2.2 Decision Tree

Decision trees are a machine learning technique that finds patterns in large amounts of
data. In a traditional decision tree, the data is split into two groups: examples that should
be classified as “yes” or “no” in the question being asked, and examples that should be
classified as “yes” or “no” on their own. This is a two-class classification problem. For
example, if the question being asked is “does this dog have fleas?” [24, 25].

A machine learning technique that uses decision trees to make a classification. Each
decision tree is built on a subset of the original data. The random forest technique is
often more effective than traditional decision trees, because it is more likely to capture
non-linear relationships in data. Data is split into a number of groups, and each group is
given a separate decision tree.

A machine learning technique that finds patterns in large numbers of variables. For
example, in a medical diagnosis problem, instead of just looking at a patient’s symptoms
and lab results, a machine learning technique might look at millions of different combi-
nations of symptoms and lab results to find pat-terns that help make a better diagnosis.
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In a financial prediction problem, instead of just looking at a stock’s past performance,
a machine learning technique might look at millions of past stock transactions to find
patterns that help predict whether a stock will rise or fall. The same is true for any other
problem: finding the right combination of input variables is critical for making accurate
predictions. It is a tree-based method that uses the outcome of a single decision tree as the
input for the next tree in the forest. This helps reduce the error rate of the classification.
This is similar to how a forest is grown [26].

Decision trees are one of the most basic machine learning techniques. They are a
machine learning technique that finds patterns in large numbers of input variables. To
build a decision tree, a machine learning technique starts by choosing a subset of the
original data as the root node and then from there, the machine learning technique divides
the original data into subsets, or nodes, based on some criteria, such as variable type or
variable range.

3.2.3 Naive Bayes

A machine learning technique that uses Bayes theorem to make predictions. The Naive
Bayes ma-chine learning technique assumes that each input variable is independent of
the others. For example, if a machine learning technique is trying to predict whether a
person has a certain disease, Naive Bayes would assume that the presence or absence of
a symptom has no effect on the prediction. This assumption turns out to be surprisingly
accurate in many cases [27, 28].

An example of a machine learning technique that uses decision trees is the naive
Bayes classification machine learning technique and often used in text classification
problems. In a text classification problem, the naive Bayes machine learning technique
uses decision trees to classify text into different categories. The naive Bayes machine
learning technique uses decision trees instead of other machine learning techniques
because decision trees are able to capture non-linear relationships in data better than
other machine learning techniques.

Naive Bayes [18, 19] used to make predictions. It is often one of the first machine
learning techniques that people learn because it is easy to understand. The Naive Bayes
machine learning technique is also often used as a simple baseline to compare the
accuracy of other machine learning techniques. For ex-ample, if a machine learning
technique is twice as accurate as the Naive Bayes machine learning technique, then it is
likely that the first machine learning technique is a good one.

Naive Bayes is a machine learning technique that is used to make a prediction. It
is a classification technique. For example, if the question being asked is “Will it rain
today? a Naive Bayes technique might be used to predict whether it will rain today. It is
a machine learning technique that finds patterns in large numbers of variables. It works
on bayes theorem by combining the probability that a certain in-put will lead to a certain
output with the probability that a different input will lead to the same output.

4 Result Analysis

We have the following metrics for evaluating the performance of classification machine
learning [29-31]. Performance metrics for machine learning such as precision, recall,
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and fl-score are used to evaluate the quality of the model. These metrics can be used
to compare the performance of different models and to evaluate the impact of different
training regimes on model performance. Precision is a measure of the number of correctly
classified examples. It is calculated as the ratio of the number of examples correctly
classified by the model to the total number of examples in the training set.

The precision is the percentage of the time that an output was actually produced. The
recall is the per-centage of the time that a specific output was actually identified. Table
2, Fig. 3 and 4 are used to show the results as precision, recall , f1 score and accuracy.

Table 2. Classification report of applied algorithms.

Decision Tree Random Forest Naive Bayes
Precision | Recall | F1 Precision | Recall | F1 Precision | Recall | F1
Score Score Score
Benign | 94 98 96 94 100 97 84 100 94
DDoS | 100 100 100 100 100 100 100 99 100

Performance Matrics of Applied Classifiers

105

100
9
9
8
s |
75

Precision Recall F1 Score Precision Recall F1 Score Precision Recall F1 Score

o U1 o wv

Decision Tree Random Forest Naive Bayes

W Benign M DDoS

Fig. 3. Performance metrics of applied classifiers
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Fig. 4. Accuracy of applied classifiers

As shown in Figs. 5, 6 and 7, the results are discussed and analyzed. All three of
them performed admirably when it came to classifying DDoS traffic. The results of the
performance metric evaluations can be confirmed through the examination of the RoC

Curve.

Receiver operating characteristic of Random Forest

== micro-average ROC curve (area = 1.00)
= * macro-average ROC curve (area = 1.00)
—— ROC curve of class Syn (area = 1.00)

—— ROC curve of class BENIGN (area = 1.00)

02 04 06 o8
False Positive Rate

Fig. 5. RoC curve of Random Forest
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Receiver operating characteristic of Naive Bayes
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Fig. 7. RoC curve of Decision Tree

5 Conclusion

In this study, the datasets were classified into binary classification using machine learning
classifiers, and each class was detected and validated properly. A comprehensive analysis
of multiple machine learning algorithms was carried out for the purpose of identifying
DDoS cyber threats, with the Random Forest with the highest accuracy score of 99.80
percent. The naive bayes method achieved 99.42 percent accuracy, while the decision
tree achieved 99.75 percent accuracy in achieving the target. For future work, types of

DDoS attacks can be targeted for classification and prediction in the future.
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Abstract. The current outbreak of the coronavirus (COVID19) pandemic has
affected education across the world. To meet the current challenges posed by
COVID19, educational institutions (schools, colleges and universities) need to be
more efficient in providing quality educational services virtually. Cloud computing
and Internet of things (IOT) are such technologies that accomplishes this. In this
work, we review the recent works related to the cloud technology and IOT in
education system and explores its various benefits and challenges. Furthermore,
this article examines recent work on the potential scope of 10T in the Education
Sector.

Keywords: Cloud computing - Virtual learning - Internet of Things - Online
teaching - Virtual classes - Smart device

1 Introduction

The international quarantine imposed since December 2019 due to the coronavirus pan-
demic has put pressure on us to reconsider the idea of e-learning [1]. Cloud computing
is a must-have within the academic process, and it is widely employed in enterprises.
For individuals in every aspect of the process of mastery, cloud technology makes train-
ing a true and enjoyable pleasure. With the help of smart devices, students can now
communicate with each other or with teachers and experience the flexibility of learning.
The offerings of cloud computing have advanced the results of an institution’s study
and have allowed professors and college students to access this modern technology as
well as receive additional blessings. Over time the educational system has changed and
at the same time is no longer limited to blackboard classrooms and textbooks. Training
in the cutting edge landscape of cloud computing has emerged as an advantage for the
commercial enterprise, while all and sundry are trying their hardest to combat the virus
posed by COVID-19 [18]. From preserving scholarly data to storing information, from
online training systems to advanced study analysis, it has completely revolutionized
teaching-learning training. Students, professors, and instructors can now enjoy cloud-
primarily based totally training‘s accessibility and convenience. The Internet of Things
connects processes, people, data, and devices, making it easier for education stakehold-
ers to convert data acquired from portable devices and sensors into useful information

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
R. Mehra et al. (Eds.): ICCISC 2022, CCIS 1672, pp. 51-60, 2022.
https://doi.org/10.1007/978-3-031-22915-2_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-22915-2_5&domain=pdf
http://orcid.org/0000-0002-6157-7562
https://doi.org/10.1007/978-3-031-22915-2_5

52 A. K. Gairola and V. Kumar

and to take meaningful steps taken in response to that facts [2]. It is crucial to con-
sider the influence of IoT adoption in order to understand the problems and benefits
of Internet of Things in Education, especially as IoT is still in its early stages in the
education system. The Internet of Things provides numerous advantages, including: the
development of intelligent interactive classes; the ability to customize dynamic models
in which Students are active learners process; the encouragement of imagination; as well
as real-time monitoring of students’ cognitive processing. The COVID19 epidemic has
put a strain on both research and the use of new technology in education. Higher interest
in this study issue is indicated by an increase in the number of publications on the use
of IoT in education, while contemporary educational practices are a factual evidence of
such interest. Nevertheless, due to the fact that those possibilities are limitless within a
cloud pack- age and educational process, this research focuses on providing the recent
progress related to the cloud technology and IOT in education system along with its
benefits and challenges.

1.1 Cloud Computing and Education

Cloud computing is a method of delivering a variety of services via virtual machines
that are placed on top of a big pool of actual equipment in the cloud [3]. Services
are stored in laboriously scalable information in visible form centers fashionable the
cloud and accessed via the internet by some connected scheme. In the dispersed cloud
environment, we have a lot of compute power and storage capacities. Some applications
of cloud technologies in education are depicted in Table 1.

Table 1. Examples of the application of cloud technologies in education

Google Classroom [4] Google Classroom is a cloud-primarily based totally gaining
knowledge of control machine this is a part of the Google Apps for
Education suite of products. Students can use Google Classroom on
PCs, tablets, and cell-phones

Blackboard [5] Education, mobility, communication, and trade software program, in
addition to associated services, are furnished via way of means of
Blackboard to customers together with instructional institutions,
enterprises, and authorities agencies. In January 2014, round 17,000
faculties and businesses in a hundred nations had been the use of its
software program and services

Knowledge Matters [6] Knowledge Matters is a major virtualized online firm that teaches
important business principles to college and high school students
through interactive web, game-like business simulations

Coursera [7] The most well-known educational site, in my opinion. Anyone can
study a wide range of subjects on Coursera. There isn‘t a single student
in the United States, Canada, Thailand, Russia, or Ukraine who isn’t
aware of Coursera’s opportunity to gain valuable knowledge

(continued)
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Table 1. (continued)

Microsoft Education Centre [8] The Microsoft Education Centre turned into supposed to permit

college students to retain studying irrespective of their circumstances.
They make on- line studying viable and offer the best training to each
and every student

Classflow [9]

Classflow is an interactive screen-based course delivery program that
runs in the cloud. They offer customers unlimited access to lessons and
learning tools without a subscription

1.2 IOT Enabled Education Environment

The Internet of Things is changing the way we live by transforming every product
becoming an intelligent entity. All of this is correct in the teaching institution, where a
veritable cycle of power is intelligently carried from Smart University, Smart Classroom,
Smart Learning, Smart Learning and Smart Teaching to Smart Analysis (Table 2).

Table 2. Smart education

Smart Education

The purpose of smart education is to educate students with the skills and expertise
they need to succeed in today’s market. Smart education’s success is dependent on
sensing devices, an IoT infrastructure, communication linkages, and user apps. The
IoT integration in the classroom institution would conclusion in higher educational
quality since students will learn quickly and teachers will be prepared to carry forward
their educational duties more efficiently [10]

Smart University

A smart university combines cutting-edge hardware and software, cutting-edge
concepts, education techniques based on trendy, learning tactics, and smart teaching
and smart classrooms equipped with cutting-edge technology [11]. A smart university
has access to a diverse range of worldwide materials, an interactive teaching
environment that can be examined inside the network, and learning that is flexible to
data acquired. Many institutions have IoT devices such as temperature control devices,
security cameras, electricity, heating systems, and building access devices

Smart Classroom

A smart classroom is a location where students can access educational activities
utilizing electronic equipment such as internet-connected gadgets, digital screens and
video projectors [12]. Beginning in 2012, a smart class is built on automated
communication devices, mobile learning and mobile technologies, which use cameras,
facial recognition algorithms, video projectors, sensors, and extra modules to keep
track of many characteristics of the natural environments. When machines are linked
to the Internet of Things, they form a smart class that allows access to knowledge from
everywhere and at any time. A smart class offers numerous advantages, including
greater information communication, flexibility, interactive learning, educational
content exchange, and improved thinking capacities

(continued)



54 A. K. Gairola and V. Kumar

Table 2. (continued)

Smart Teaching The manner in which information is transmitted via electronic devices can differ
greatly from traditional teaching approaches. The material is always accessible, and
Learning is adaptable, allowing you to stay up to date on the most recent
advancements. The Internet of Things may provide access to the actual world, which
might make teaching difficult because it must be adjusted and adapted to meet the
needs of students with various impairments. Teaching methods must also be modified
to accommodate students with disabilities

Smart Learning Smart learning is a learning approach that makes use of electronic gadgets. According
to [13], smart learning is a procedure that assists students in learning by focusing on
the subject as well as the students themselves. This technology’s intelligence,
adaptability, and efficacy are dependent on the ICT infrastructure. The usage of
Internet of things e-learning apps is critical for establishing a virtual classroom and a
competitive learning process, both worldwide and locally. Because Students have
access to every library or lab throughout the universe to collect data, conduct
experiments, and send assignment or for self-evaluation and be assigned, the Internet
of Things fosters online self-teaching

Smart Assessment | Smart assessment [14] goes beyond the traditional methods by adding other types of
evaluation, such as interviews and focus groups. To make an accurate assessment, we
must consider the effects of modern technology on how we work. The evaluation
process then evolves as we engage inside an ever-expanding IoT ecosystem. To
capture student behavior in online learning assessments, new learning systems must
have the appropriate technologies. The Internet of Things instruments are available for
use in assess the student’s concentration, which is critical in assessing their education.
It is feasible to design adaptive exams that are adjusted to the student’s responses to
questions and are presented in the student’s preferred learning style. This type of
examination would allow us to delve into the students’ knowledge, how they
understand and apply it, as well as their learning styles and skills. The usage of
simulations during educational activities is an important component of smart
assessment and can also be utilized as a learning approach

2 Literature Review

2.1 Cloud Computing in Education

In recent years, cloud computing implementations have attracted attention in several
areas, including higher education in emerging markets. In this section we present a
review of the adoption of cloud computing on education. Moodle was investigated [15]
as a case of cellular cloud gaining knowledge of structures in better learning. Posted in
[16] an overview on the use of mobile cloud computing (MCC) within the instructional
field, which summarized the demanding conditions and troubles that MCC requires to
gain knowledge of structures, as well as privacy, interoperability arise because of. The
cognitive load on college students due to exceptional operating platforms, information
integrity, community availability and community speed, and large learning materials
and courses. Cloud computing (CC) in education was evaluated from the perspective
of teaching staff and IT professionals in Saudi Arabia [17]. [19] The authors studied
characteristics influencing adoption by collecting data from a mobile cloud learning
environment from Blackboard users at the University of Leeds in the United Kingdom
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using a structured questionnaire. [20] The authors examined their country’s potential to
transition to remote mastering and reviewed structures that have been used in schooling
and supported by government access, as well as modern online conversation structures.
Those who are advanced with the help of using Microsoft Teams. [21] The authors
noted China’s revelations about the duration of the covid-19 lockdown with continued
learning. Authors described technical support for instructors and knowing help for col-
lege students. [22] The authors examined the risks of using an automated machine and
provided a web multi-element authentication test method. The authors [23] summarized
the conditions of seeking to achieve the amazing distance of knowing and e-checking
from the thoughts of professors and college students in Arab universities. Universities,
schools and various educational institutions are important for the standard development
of a country.

[24] Used the ambiguous AHP to take a look at the determinants of CC adoption
in better Indian educational institutions. The maximum important factors decided to be
relative profit, IT demand and security. [25] Using a SEM approach, the authors evaluated
cloud computing-based education in Saudi Arabia and influenced characteristics such
as reliability, social impact, information quality and ease of use. Tuan suggested that
it would be more accurate to assess teacher research productivity using an integrated
multi-criteria decision-making approach (MCDM). To do this, the researchers used the
hybrid AHPTOPSIS technology. Due to the suspension of on-campus classes, a large
jump in student ranks, monodemic content, and the content offered, and the material
provided, e-mastering structures have grown at an exponential rate [26, 27]. The cloud
era is now being used by many educational institutions, and it is very clear [28] that it
has a shiny destiny.

In addition, due to the fact that there is a single database for all customers in the
cloud, cyber security modifications can be analyzed and made quickly [29]. [30], as it
was designed to allow customers to collaborate from anywhere at any time. It can reach
out to more students outside the general study room and meet their needs. Due to better
calls to keep education afloat, establishments are paying additional interest on a mix of
cloud generation and e-learning. Almost all educational institutions saw it as a viable and
suitable e-learning option. Nevertheless, the lack of study may also provide a theoretical
framework on which to build a technology. On the other hand, the potential inherent in
the cloud approach can also be highlighted as a major advantage in the development of
an analytical framework and one-hit training techniques [31]. However, in the literature,
common features of the cloud are associated with social participation and collaborative
learning activities [32].

2.2 10T in Education

The term “Internet of Things” (IoT) refers to state-of-the-art technology that connects all
intelligent objects in a network without the need for human intervention. This is indeed
a new study focus that would have recently discovered an important and compelling
research base in a wide range of academic and industrial disciplines [33]. According to
Walcott [34], many governments are implementing the latest digital defense strategies in
the fight against COVID 19. During this time, digital technology and innovation gradually
became the focus of mankind. The economic demands of COVID19 strongly drive the
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deployment and creation of new digital technologies at a particular pace and scale.
Population surveillance, response assessment, incident detection and touch tracking is
one of the digital tools used to facilitate the international public health impact of COVID
19, with a focus on public participation and data mobility. According to Islam [35], the
integration of IoT with advanced technology could be a major step forward in efforts to
combat new epidemics. The potential of the Internet of Things will have a significant
impact on the ability of Western countries to achieve the SDGs (Sustainable Development
Goals). In environments where Internet-ofThings-enabled devices and applications are
used, it is essential to implement specified protocols, patient monitoring and primary
identification procedures, to reduce the chances of spreading the coronavirus.
According to Jawed [36], the Internet of Things can send and receive both information
and physical goods (IoT). Intelligent hospital equipment and concepts were controlled
via wireless and wired Internet. Various medical diagnostics, instruments, advanced
imaging equipment, artificial intelligence and sensors are essential for the implementa-
tion of IoT in the medical field. Intelligent technologies can collect and share data to
carry out essential tasks in our daily lives. The application will pave the way for enter-
tainment systems, automobiles, connected healthcare and smart cities. These advances
have increased both the quality of life and the efficiency of industries and societies, both
new and old. This technology is flourishing in health surveillance during the COVID 19
pandemic. According to Nasajpur et al. [37] Innovation has retained most of the infor-
mation about COVID19 patients inside the data center to ensure adequate attention,
and that could be more helpful. Internet of Things (IoT) combines all-digital, computing
technologies and mechanicals to transmit data over the web without human intervention.
In this dire scenario, many people die of late and incorrect medical information. The
Internet of Things is taking over every day human activities and changing health prob-
lems. Sensors are used to quickly notify the system of health issues [38]. The successful
operation of medical institutions requires proper equipment. During the COVID-19 pan-
demic, the use of the Internet of Things improves patient care. Smart medical devices
are connected via smart connectors to deliver important medical data to doctors. These
devices use the Internet of Things to successfully track real-time data, saving lives from
a variety of health problems. The Internet of Things (IoT) has great potential to analyze
and leverage impactful activities including after-services [36]. De Rauer and Radanlive
[39, 40] focused on ethical IoT design updates and IoT design, but did not discuss the
implications of the coupled and multiple risks of IoT system-themes. They concluded
that before new ICT systems are incorporated, production facilities should be coupled
with an ethical assessment of cyber threats. They enable governments, health experts, and
medical organizations to build a framework to provide guidance in this article [41] as the
introduction of IoT into the vaccination supply chain increases risk. [42] Applications of
the Internet of Things include contact tracing devices, wearable health monitors, thermal
cameras, temperature sensors and package tracking to help fight disease by providing
critical data needed for the safe delivery of COVID19 vaccines. In this COVID situa-
tion, IoT has helped to make automated activities in warehouses and supply chains more
resilient to encourage social distancing and secure remote access to industrial machines.
By studying the potential of IoT in the socio-economic development areas of
Bangladesh, Parvez et al. [43] Created a conceptual framework model, and the model



Role of Internet of Things and Cloud Computing in Education System 57

showed that Bangladesh needed to develop a set of policies for IoT deployment to
implement a national strategy on the Internet of Things. Miyazi et al. [44] The 10T,
introduced in Bangladesh, reveals technical challenges, financial challenges, security,
privacy issues and device reliability, along with opportunities such as occupational safety,
mHealth, traffic safety, service management and environmental monitoring. Sarkar et al.
[45] Highlighting the future prospects and problems of some of the most promising IoT
applications. As per the literature review on IoT applications in Bangladesh, no such
in-depth work has been found on the current scenario of employing IoT in various indus-
tries during COVID-19. As a result, a conceptual model of the impact of Inter-Net of
Things applications across multiple industries was created during the pandemic. Dur-
ing the pandemic, this study looks at the barriers and benefits of adopting IoT services
across multiple sectors, and the findings will help organizations respond and adapt to
IoT services more quickly, giving them a competitive advantage.

3 Discussion and Conclusion

In India, cloud computing adaptation in higher education is an under-studied area and
the literature does not document systematic studies. We studied in this article how cloud
computing can be used in educational contexts. Due to the COVID-19 pandemic which
has prompted many schools, colleges and establishments to supply online training, it
has become mandatory. According to the analysis’ overview, using cloud services in
E-learning is a good option since it allows teachers to take use of cloud adaptability,
flexibility, and security to reflect the primary framework of E-learning education acces-
sible from anywhere, at any time, and on any device. We can fully use the prospects
presented by an efficient learning environment with specialized information that is easily
adaptable to today’s educational paradigm. Integrating an elearning system into the cloud
has several advantages, including increased storage, computing, network connectivity
and prioritize software and hardware cost savings. On the other hand, it offers a more
diverse range of educational programs at a lower license cost. The replacement rate for
student computers is lower due to the extended machine life. These savings add up to a
reduction in IT personnel costs associated with computer lab maintenance and software
updates. Today’s e-learning services and systems are all about personalizing learning and
learning for each user. As a result of this technology, students receive generic e-learning
that is not tailored to their specific needs. In most modern systems, interaction between
professors and students is essential for improving the quality of each student’s learning
experience. When evaluating the scale of a problem, there are many things to consider.
In response to customer concerns about security and privacy, cloud service providers
have made major investments in cloud infrastructure and platforms. Furthermore, coun-
try limits are necessary since some countries require data to be maintained within their
borders, making data storage remotely or outside of the country illegal. As per current
research, academics have a wealth of data at their disposal to aid in building cloud-based
elearning frameworks and implementations. A quantitative assessment of the impact of
switching to a cloud e-learning environment on several factors such as access speed,
educational quality, and return will be conducted in the future. The adoption of IoT in
universities may be influenced by education policy in terms of administrative support
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and change mindset. There is a need to examine the advantages and disadvantages of
Internet of Things in depth. Information and communication technology (ICT), a soci-
ety that places a high value on acquiring knowledge, and the current pandemic have all
contributed to an increase in the amount of pressure on the education system to adopt
ICT and make education more intelligent. There is also a need to explore machine learn-
ing algorithms [46-50] in cloud based analysis of education systems for tasks such as
student monitoring, student lecture engagement, etc.
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Abstract. Deep learning techniques have been applied to computer vision appli-
cations like image recognition and classification successfully. Especially, con-
volutional neural networks preserve the characteristics of an object in an image
using kernels and performs recognition very efficiently. However, the performance
of these networks depends on larger datasets which is a big challenge to the
researchers in the agriculture field. Image augmentation can be a better solution
that supports the neural network model to perform the classification task efficiently
with more input images. In this paper, several image augmentation techniques were
applied to generate varieties of new images from the original image. The paper
proposes a new CNN-based model for the classification of six diseased and one
healthy maize crop images. The proposed model will be trained for twice indepen-
dently with 4652 original dataset images and 10640 augmented images dataset.
Finally, the outcomes will be analyzed separately with respect to precise and loss
functions. Before the implementation of augmentation approach, the proposed
model has achieved 99.61% training and 77.44% classification accuracies and
does not control overfitting. Moreover, after applying augmentation techniques,
the model has obtained 95.96% of training accuracy and 93.61% of classification
accuracy and controlled overfitting. Therefore, it has been proved that the image
augmentation approach and the proposed convolutional neural network model
contribute a better solution while classifying maize crop diseases with a higher
level of accuracy.

Keywords: Computer vision - Convolutional neural networks - Deep learning -
Image augmentations - Image classification - Image preprocessing techniques

1 Introduction

A practical approach to deal with less images in computer vision is typical. Augment
the training images artificially can extract new images and may reduce overfitting [8].
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Imbalanced datasets can also be solved by applying augmentation techniques to transfer
the original shape of the plant generating additional images [9]. Image augmentations
gives a resultant dataset that is six times greater than the quantity of original set. The
proposed model LeafGAN boosted the accuracy by 7.4% [2]. Model generalization can
be improved by performing image preprocessing and augmentation. The experiments
were conducted to evaluate the efficiency of the proposed model to classify DiaMOS
plant dataset [3].

An advanced machine learning (ML) model is proposed to classify the major diseases
in banana crop using ariel images. The results obtained by the trained models proposed
that image augmentation have given positive outcomes on disease classification. The
model has a control on training rate without any overfitting [4]. An image augmentation
strategy has been followed to amplify the original images and tested the performance
classification of apple. The results have shown that the proposed model achieved 6.3%
higher recognition accuracy [3]. An enhanced classification model is proposed to increase
the classification accuracy and address the overfitting problem. The model has achieved
24.4% higher overall classification accuracy using conventional image augmentations
[1]. Synthetic image is the most usual method of data augmentation. The proposed
model achieved 7% higher improved accuracy over the existing models [5]. A transfer
learning concept has implemented by modifying VGG-16 to classify the images obtained
from different mango farms. Image augmentation process is adopted and achieved 73%
accuracy on the training dataset and 73% on the testing set. Data augmentation leads
to 13.43% improvement on the testing data [7]. A conditional deep neural network is
proposed for vigor rating of plants and investigated that after data augmentations the
model has improved the classification accuracy and succeeded to obtain 23% increase
in Flscore. The proposed approach has resolved the problem of insufficient data size in
plant diseases task [11-14, 12].

In this article, we have identified the need to expand all the seven datasets with data
augmentation techniques. Image augmentation generates the new images that allows
to balance all the disease classes with equal number of images. Firstly, an image of a
diseased leaf with RGB representation is augmented into different variations for each
transformation type. Seven types of image transformations like random rotation, hor-
izontal shift, vertical shift, horizontal flip, vertical flip, random zooming, and random
brightness are applied to an image of a diseased leaf. The outcome of these techniques
generates a set of newly generated set of images that are used further to train a convolu-
tional neural network (CNN). The novelty of the proposed work is to generate the new
images dataset, design a CNN model, perform disease classification with original and
augmented datasets.

The other sections are organized as: Sect. 2 discusses the approach followed to
apply the image augmentation techniques. Section 3 describes the experimental results
achieved from the image augmentation approach followed by the conclusion in Sect. 4.

2 Image Augmentation Approach

Image Augmentation or simple TA is an essential approach that replicates the given
image with few transformations. The augmentation technique increases the diversity of
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images by changing each image in different ways like rotating, shifting, zooming, and
flipping.

In this paper, a supervised learning named RGB Image Augmentation Approach
(IAA) is followed to generate new images. The approach directs to improve the tradi-
tional techniques like augmentation by considering the requirement for new augmenta-
tion techniques. Figure 1 shows some original images and the images generated after
applying the augmentations. The study employs the IAA as a preprocessing procedure
to identify the converted images automatically. The newly generated images serve as
the preprocessing procedure to feed the convolutional neural networks with the input
images for training.

(a) Original Images

1

(b) Augmented Images

Fig. 1. Sample Images (a) original (b) augmented.

3 Experimental Results and Observations

A CNN model is developed to implement the IA approach and perform the image
classification in this section.

3.1 RGB Image Augmentation

A new CNN model is developed with four convolution and max-pooling layers one and
all continued with 1 flatten and 2 dense layers. Figure 2 shows the summary of the
proposed model and the related hyperparameters are shown in Fig. 3.

3.2 CNN Evaluation

The classification performance of the proposed CNN model is evaluating by conducting
the experiments with 4652 leaf images collected from Kaggle repository (Kaggle Dataset
n.d.). These images belong to seven different classes of maize crop. The image dataset is
split into two subsets as training set and testing set. JAA will be applied on the training
images to generate new images with different variants. After applying IAA, the quantity
of the training dataset is increased to 10640 images. The testing dataset is prepared with
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Layer (type) Output Shape Param #
conv2d_12 (Conv2D) (None, 110, 110, 16) 448
max_pooling2d_12 (MaxPooling (None, 55, 55, 16) ]
conv2d_13 (Conv2D) (None, 53, 53, 32) 4640
max_pooling2d_13 (MaxPooling (None, 26, 26, 32) )
conv2d_14 (Conv2D) (None, 24, 24, 64) 18496
max_pooling2d_14 (MaxPooling (None, 12, 12, 64) ]
conv2d_15 (Conv2D) (None, 10, 10, 128) 73856
max_pooling2d_15 (MaxPooling (None, 5, 5, 128) 2]
flatten_2 (Flatten) (None, 3200) )
dense_6 (Dense) (None, 128) 409728
dense_7 (Dense) (None, 7) 903

Total params: 508,071
Trainable params: 508,071
Non-trainable params: @

Fig. 2. Proposed model summary
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Fig. 3. The proposed 11-layer CNN model

2660 images that are randomly selected from the first dataset of 4652 images. The list
of diseases and the number of images considered for each disease is depicted in Table
1. The model is evaluated with original and augmented datasets by training and testing
individually. Later, the results obtained are used to validate and compare the actual
predictions with respect to accuracy, loss and confusion matrix.

3.2.1 CNN Model Implementation

The present sequential model is designed with four convolution layers (Conv2D_1, 2,
3 and 4 layers) with kernel size 3 x 3 followed by four max-pooling layers with pool
size 2 and 2 strides. The model has one fully connected layer, and two dense layers with
128 units for first and 7 units for the last layers. First, the proposed model is feed with
original dataset (without augmentation) and performed the classification. Figure 4 shows
the performance with training, testing accuracy and loss curves before implementing
TAA. The accuracy and loss curves are plotted individually for better understanding and
comparison of results.
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Table 1. Details of training and testing datasets

Disease class 1 2 3 4 Total images
Anthracnose Leaf Blight - ALB 435 380 1520 380 2280
Anthracnose Stalk Rot — ASR 512 380 1520 380 2280
Eye Spot — ES 352 380 1520 380 2280
Gabriella Stalk Rot — GSR 452 380 1520 380 2280
Health - H 1320 380 1520 380 2280
Northern Corn Leaf Spot — NCLS 1170 380 1520 380 2280
Southern Rust - SR 411 380 1520 380 2280
Total 4652 2660 | 10640 | 2660 | 13300

1-Number of training images before IAA, 2-Number of testing image before IAA, 3-Number of
training images after IAA, 4-Number of testing images after [AA.

— loss
25 val_loss

08

07

06

05 val_acc 0.0

0 2 0 P P 100 0 20 0 &0 80 100
(a) (b)
Fig. 4. Performance evaluation before applying the IAA technique

The plots in Fig. 4(a) shows the variation in learning of the proposed model using
training and testing accuracies. The plots in Fig. 4(a) shows the variation in learning of
the proposed model using training and testing losses. ‘Acc’ and ‘val_acc’ indicates the
training and testing accuracy curves whereas ‘loss’ and ‘val_loss’ indicate the training
and testing loss curves. The large gap between the accuracies and losses curves, a higher
difference of 22.17% among the training and testing accuracies describe that the model
is overfit to the training dataset and not performed the classification well on the testing
set. Before applying IAA and after running the model using 100 epochs, the training
accuracy of 99.61%, and the testing accuracy of 77.44% are obtained.

In addition to confusion metrics, the other performance metrics like precision, recall,
and F1-score have also computed and the values are presented in Table 2. The confusion
matrix of the proposed model shown in Fig. 5(a) and 5(b) revealed that the classification
exhibited more than 95% accuracy in only two classes ES (95.7%) and H (97.8%).
The precision metric values for ES and H disease classes are found as 93% and 91%
respectively. The recall metric values for ES and H disease classes are found as 96%
and 98% respectively. The F1-score metric value is reported as 96% for H disease class.
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Table 2. Classification performance before and after applying IAA

Class # 1 2 1 2 1 2 Support
Precision Recall F1-score
0 0.61 0.89 0.71 0.95 0.65 0.92 380
1 0.87 0.97 0.89 0.90 0.88 0.93 380
2 0.78 0.94 0.96 0.94 0.86 0.94 380
3 0.93 0.88 0.98 1.00 0.96 0.93 380
4 0.91 0.95 0.71 0.94 0.80 0.95 380
5 0.59 0.95 0.58 0.87 0.59 0.91 380
6 0.77 0.98 0.59 0.95 0.67 0.97 380
Accuracy 0.77 0.94 2660
Macro Avg 0.78 0.94 0.77 0.94 0.77 0.94 2660
Weighted Avg 0.78 0.94 0.59 0.94 0.67 0.94 2660

1-Before IAA and 1-After IAA.

The metric values revealed that the proposed model has performed the classification
more efficiently only for two disease classes ES and H. It is observed that the model is
not so efficient during the classification of other five diseases ALB, ASR, GSR, NCLS
and SR. Second, the proposed model is feed with augmented dataset and performed the
classification. Figure 6 shows the performance with training and testing accuracy and
loss curves after applying IAA. The accuracy and loss curves are plotted separately or
better understanding and comparison of results.

The plots in Fig. 6(a) shows the variation in learning of the proposed model using
training and testing accuracies. The plots in Fig. 6(a) shows the variation in learning of
the proposed model using training and testing losses. ‘Acc’ and ‘val_acc’ indicates the
training and testing accuracy curves whereas ‘loss’ and ‘val_loss’ indicate the training
and testing loss curves. The proposed model after training and testing with the images
generated after applying IAA has obtained 95.96% training and 93.61% testing accu-
racies. A 2.35% difference among the accuracies between training and testing datasets
shows that the model has performed well when compared the results obtained before
applying IAA. The accuracy and loss curves describe that the present model is not overfit
to the training images dataset and performed the classification well even on the testing
dataset. The results shown in Fig. 6 explains that the proposed model is so efficient when
it is trained with a greater number of input images. In this regard, image augmentation
techniques have contributed a lot to increase the number of training images and achieve
better classification performance.

In addition to confusion matrix, the performance metrics like precision, recall, and
F1-score have also computed and the values are illustrated in Table 2. The confusion
matrix of the proposed model depicted in Fig. 7(a) and 7(b) revealed that the classification
exhibited 100% accuracy for H. The results exhibited more than 95% accuracy in only
two classes ALB (95.2%) and SR (95%). It is observed that the classification exhibited
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Fig. 5. Confusion Matrix before Implementing IAA Technique (a) without normalization (b) with
normalization (c) color scale reflections

equal or more than 90% in two disease classes ES (93.6%), and GSR (94.2%). The
classification exhibited equal or more than 95% accuracy in three classes ALB (95.2%),
H (100%), and SR (95%). Precision metric values of ASR, ES, GSR, NCLS, and SR
disease classes are found as 97%, 94%, 95%, 95% and 98% respectively. Recall metric
values of ALB, ASR, ES, H, GSR, and SR disease classes are found as 95%, 90%,
94%, 100%, 94% and 95% respectively. The Fl-score is reported 100% for H disease
class. The results revealed that the proposed model has performed the classification of
six disease classes ALB, ASR, ES, H, GSR, and SR more efficiently. It is observed that
the model is not so efficient for classification of only one disease class NCLS. Figure 8

depicts the classification performance of the proposed model before and after applying
IAA.
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Fig. 6. Performance evaluation after applying the IAA technique
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Fig. 7. Confusion Matrix after implementing IAA technique (a) without normalization (b) with
normalization (c) color scale reflections
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4 Conclusion

An adoptive supervised learning approach IAA to perform image augmentations to
generate the multiple images automatically in this paper. The enhanced dataset can
be adaptive to train any CNN model. The present paper has proposed a new CNN-
based model with 11 layers to perform the image classification of seven maize crop
disease classes. Later, the model has trained and tested with different datasets. First,
the model has trained with only 4652 images collected from Kaggle repository. Next,
the same model has trained with 10640 augmented images. Finally, the accuracy and
loss values have collected separately for two experiments and compared to identify
the difference in classification performances. The first experimental results show that
before applying augmentations, the proposed CNN model has obtained 99.61% training
accuracy and testing accuracy of only 77.44%. The second experimental results show
that after applying augmentation approach has obtained a training accuracy of 95.96%
and testing accuracy of 93.61%. The observations have described that the proposed CNN
model is so efficient while classifying the maize crop diseased and healthy images. CNN
model is extremely effective when it comes to classifying the diseased images of maize
crop. The findings drew attention to more advanced transformations for increasing the
number of images in training set and assisting in the prevention of model overfitting.
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Abstract. Intoday’s world, artificial intelligence (AlI) is widely considered one of
the highly innovative technologies. Usage of Al has been implemented nearly in all
sectors such as manufacturing, R&D, education, smart cities, agriculture, etc. The
new era of the Internet plus Al has resulted in the high-speed evolution of the central
technologies, analyzed based on research regarding recent artificial intelligence
(AI) applications in smart manufacturing. It is necessary to set up an industry
that must be flexible with turbulent changes and adequately manage highly skilled
employees and workers to design a more suitable working atmosphere for both men
and technology. Google Scholar is widely used to explore several keywords and
their combinations and search and examine the relevant articles, papers, journals,
and study data for conducting this manuscript. The recent progress in intelligent
manufacturing is discussed by observing the outlook of intelligent manufacturing
technology and its applications. Lastly, the study talks about the scope of Al and
how it is implemented in today’s smart manufacturing sector of India, focusing
on its present status, limitations, and suggestions for overcoming problems.

Keywords: Artificial intelligence - Smart manufacturing - Industry 4.0 - IIOT -
CPS - Machine learning - Deep learning - RUL - ICT

1 Introduction

Al refers to technology having perceptive and psychological abilities. It has also autho-
rized first-class coherent processes such as thinking, learning, perceiving, decision-
making, problem-solving, data collection, segregation, and analysis to supplement
human brainpower. In 1956, computer scientists Allen Newell, Marvin Minsky, John
McCarthy, Arthur Samuel, and Herbert Simon developed artificial intelligence theory.
Late in the 1990s and early in the twenty-first century, Al usage is rapidly transforming
the globe, increasing the significance of analytics and enormous growth of computing
ability [1]. Figure 1 tells us about the applications of AI/ML algorithms in different
processes such as fault prediction, security, etc. In Fig. 2, various machine learning clas-
sifications and their characteristics are discussed. According to the training system and
the input data type, there are three types of machine learning algorithm classifications:
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supervised learning, unsupervised learning, and reinforcement learning [2, 5].
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Fig. 1. Applications of AI/ML algorithms [5].
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Fig. 2. Machine learning classifications and their significant characteristics [5].

Semi-supervised learning: this method has a small set of labeled information, and
the remaining data is unlabelled hence the name semi-supervised.

Now smart manufacturing refers to the manufacturing technology aiming to provide
the industrial setting for intelligent, real-time, autonomous, and interoperable production
environments.

It integrates recent and innovative information and communication technologies
(including 5G networks and Wifi), such as the Internet of Things (IoT), cloud com-
puting (CC), and cyber-physical systems (CPS) powered by AI/ML decision-making
technologies, and results in accurate fault detection and also real-time defective product
recognition [3]. This paper describes the cycle of Industry 4.0, such as data acquisition,
monitoring, connectivity, big data, smart assembling, control, and scheduling [47]. AL
in intelligent manufacturing is utilized in various applications such as quality inspec-
tion, energy conservation, supply chain, and predictive maintenance [48]. The lifecycle
of industry 4.0 in smart manufacturing is mentioned below in Fig. 3. While Fig. 4
describes the model of an intelligent manufacturing system and its applications [4].
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Fig. 3. Lifecycle of Industry 4.0 in smart manufacturing [47].
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Fig. 4. Intelligent manufacturing model design [4].
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Autonomous sensing, learning, analysis, interconnection, cognition, decision-

making, control, and information execution are included in the above figure, which
integrates and optimizes the copious features of a manufacturing enterprise. Al-based
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Smart manufacturing leads to enhanced worker safety, product quality, energy use, pro-
duction efficiency, and fault predictions leading to a more high-yielding and secure
workspace, thus engaging smart machines to carry out big tasks and assisting the human
labor force getting rid of routine procedures [5]. Recently, the rise in usage of data-driven
approaches has led to the achievement of monitoring and diagnosis by CPS observation
and analysis that collect and communicate immense data through standardized inter-
faces, which gives rise to the Internet of Things [6]. Figure 5 shows an image of an
intelligent hybrid manufacturing system consisting of sensors and new technology such
as big data.

Machinery industries around the world have utilized the technology of smart
machines and the automation of assembly lines to send the production data of these
machines to a monitoring platform in real-time, such as inspection of ball-bearing mal-
function, industrial data-driven monitoring, ball-bearing vibration data, remote wind
turbine condition monitoring, vibration monitoring for smart maintenance and analy-
sis of vibration time [7]. Significant cost reduction is made using predictive mainte-
nance. This method can be proposed by prolonging the functional life of manufacturing
machines and increasing overall equipment effectiveness [8]. In Industry 4.0 manu-
facturing, condition monitoring has been a valuable tool for improving safety, health,
and equipment performance. In smart and sophisticated industrial equipment [9]. The
knowledge-based intelligent supervisory system proposes a pattern recognition strategy
and learning process to inspect rare quality events [10]. In this article, different types of
ML and their applications in Industry 4.0 have been discussed. Also, how Al has taken
place in Indian manufacturing, its scope, possibilities, and suggestions are discussed.
This paper has been written to help future scientists to undergo further research regard-
ing artificial intelligence and its algorithms in smart manufacturing. The article has also
been reported to depict the Indian scenario in Industry 4.0. The Indian Government,
Indian scientists, and engineers will be aware of the actual condition of Indian man-
ufacturing and get encouraged to work with this new-age technology. Simultaneously,
this article will also encourage Indian industrialists to invest capital in India’s Al-based
manufacturing. Last but not least, this manuscript tells us about the consequences of
Al technology implementation in less developed countries, such as unemployment (due
to lack of skill), to aware factory workers as well as skilled professionals of the reality
regarding its actual implementation so that they will become ready to get accustomed
with this new Al-based manufacturing technology.

2 Literature Review

Al and its powerful technologies, such as machine learning (ML), deep learning (DL),
etc., are generally widespread in manufacturing. It has been evident that applying these
technologies in real life requires enormous capital and efficient human resources capable
of cooperative effort in surroundings [1]. The rapid advancement of machine learning has
led to the massive revolution in the artificial intelligence field through which machines
are allowed to learn, improve and optimize specific tasks without being programmed
directly. Machine learning can be used widely in smart machining (consisting of CPSs)
[2]. The Industrial Internet of Things (IloT) provides real-time production data collecting
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with enhanced wireless connectivity, leading to Industry 4.0 powered by AI[5]. Remark-
able progress has been made in recent years regarding database technologies, computer
power, machine learning (ML), big data, and optimization methods to attain fault-free
(defect-free) processes with the help of ISCS(Intelligent Supervisory Control Systems)
[10]. Predictive model-based quality inspection is an innovative solution developed for
industrial manufacturing applications using edge cloud computing technology, machine
learning techniques, and IOT architecture. The quality inspection processes based on
the predictive model are shown in Fig. 6 [11].
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Fig. 6. Predictive model-based quality inspection framework arrangement [11].

Automation results in affordable cost, high reliability, and highly endurant qual-
ity inspection process in smart manufacturing industries. This helps to optimize high
productivity, reliability, and repeatability. The automation process in manufacturing is
run and regulated by a Programmable Logic Controller (PLC) [12]. Numerous appli-
cations of data science technologies or big data analytics in industries include process
adjustment, monitoring, and optimization [13]. DL-based fault diagnosis of rotating
machinery eradicates the drawbacks of traditional fault diagnosis methods [14]. Artifi-
cial neural networks (ANNs) have along history of detecting equipment health conditions
and RUL prediction in smart machines because of their effectiveness, adaptability, and
many other factors [15]. If the engineers accurately implement inactive state detection
in smart appliances in manufacturing, it will be beneficial in performing maintenance
works, error reduction, and catastrophic failure detection [16]. The advancement of the
IIoT has led to the rapid development and installation of sensors to monitor the machine
condition and check whether the machine is operating and working correctly or not [17].
Incorrect readings and values of malfunctioning sensors can be estimated by accurately
performing predictive analysis of big data, which can also be used in decision-making,
including operation and maintenance planning [18]. Artificial intelligence, data mining,
and other applications all use neural networks. A Deep Neural Network (DNN) is mainly
proposed for non-linear high-dimensional regression problems, leading to the ambigu-
ous process due to complexity [19]. Extreme learning methods are generally applied
to eradicate the difficulties of a single hidden layer feedforward network and enhance
generalization performance and learning capability [20]. One of the essential bearing
types is the rolling element bearing. It is commonly used in the mechatronics field. The
various bearing failures of rolling elements affect industrial equipment, such as produc-
tivity reduction, the rise of safety risks, and accuracy loss within this severe and harsh
working environment. RUL (Remaining Useful Life) prediction is helpful in industrial
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manufacturing and production optimization [21]. The time-domain vibration signal fea-
tures are extracted through fault diagnosis from the rotating machinery consisting of
standard and flawed bearings. This can be possible with the help of ANN having input,
hidden, and output layers [24]. Figure 7 shows various time-domain vibration signals.

Fig. 7. Time-domain vibration signal: (a) acquired (normal), (b) band-pass filtered (normal), (c)
wavelet transformed D2 (normal), (d) acquired (defective), (e) band-pass filtered (defective), (f)
wavelet transformed D2 (normal) [24].

Machine learning techniques like neural networks help maintain and manage the
considerable data complexities [23]. Cyber-Physical Production Systems (CPPS) and
reducing this amount also helps to enhance machine efficiency, leading to more cost-
effective output in industrial plants [22]. Data mining and ML (Machine Learning) algo-
rithms can be executed to the data present in the SAP application to build classification
models for predicting the reliability of industrial machines. [25]. Bearings are a crucial
part of rotating machinery operation in most manufacturing systems. RUL and health
analysis of bearings are performed to predict reliability and safety in manufacturing
by increasingly providing powerful methods and processes that enable smart progno-
sis and bearing health management [26]. Defects present in rolling bearing may result
in machine failure. But to avoid malfunctioning, early detection of faults is essential
[27]. In comparison to other rotating machinery defects, rotor faults (mainly bearing
and gear faults) have attracted more attention from the Al research community regard-
ing the use of fault-specific traits in feature engineering [28]. Therefore, the vibration
analysis technique predicts better reports in rolling bearing condition monitoring and
fault diagnosis [46]. Oil and gas industry projects require colossal capital, including
equipment acquisition and installation. The current drop in petroleum prices has limited
spending, highlighting the necessity of proper maintenance management in the oil and
gas business. Rotating mechanical equipment such as compressors, pumps, and induc-
tion motors are essential elements widely used in manufacturing procedures [28]. Image
analysis powered by artificial intelligence enables accurate material characterization and
measurement, displaying the quality of composite materials [30]. For the high-resolution
images in the dataset, such as (the LCD panel cutting wheel degradation dataset), to
enhance the computational efficiency, one will first extract the regions of interest from
the raw image data, with 1400 x 80 pixels. After that, those regions are transformed into
grey-scale images for further processing and then pretraining unsupervised data based
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on the dataset information [45]. Machine Learning and artificial intelligence will better
identify failures, ensure quality, and improve preventative maintenance in real-world
applications [31].

3 Methodology

We gathered, inspected, and clustered the data relevant to countless websites and dif-
ferent research papers as per the research requirements. The data has been collected
from multiple websites together with the help of a brief introduction to Al technology
and Industry 4.0. After that, the information was put compactly. Different AI and ML
algorithms are used in smart manufacturing [1].

Table 1. Different models of prediction [11].

Model Accuracy | Stand ard |Recall (%) |Precision | Training Scoring time

(%) deviation (%) time (1000 (1000 rows)
(%) rows) inms |in ms

Naive 83.5 +2.7 94.7 75.5 3 9

Bayes

Decision | 88.2 +1.5 91.9 84.0 39 6

Tree

LR 71.9 +1.3 77.0 66.8 49 27

SVM 929 +1.3 96.4 89.3 300 360

GBT 92.6 +1.0 89.9 93.1 2 40

Methods such as CNN and ELLM are applied in gearbox and motor-bearing datasets.
The Continuous Wavelet Transform (CWT) is initially implemented to get pre-processed
presentations of raw vibration signals. After that, the CNN algorithm is developed to
extract high-level features, and ELM is further used to enhance the classification per-
formance [32]. While ANN is used to classify the machine status into standard or faulty
bearings, R-ELM is used to extract stator current vibration signals, detect bearing faults,
and accurately achieve reliable classification, satisfying the need to see online bearing
fault [33, 24]. The performance of different prediction models is shown in Table 1.
Various signal processing techniques, such as STFT, WPT, FFT, etc., are proposed to
overcome the challenges, such as removing background noise from vibration signals to
extract the fault features with high resolution [34]. Mainly deep learning algorithms are
used for regression of rotorcraft vibrational spectra [35]. Below at Table 2, it has been
discussed about the input signal effect.

Generative Adversarial Networks (GAN) solve the current problems effectively
encountered in defect examination of industrial datasets and identify unrevealed defects
in future processing events, which led to its increased usage in Industrial Anomaly
Detection [36]. In AI diagnostic techniques, spectral envelope analysis of the current
remnant eliminates noise, manifesting the characteristic bearing faults [37]. Integration
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Table 2. Effects of input signals on identifying machine conditions with five features (RMS, s2,

23,¢4, g6) [24].

Case no Input signals Training success Test success Epochs
1 1 24/24 (100%) 13/16 (81.25%) 28
2 2 24/24 (100%) 14/16 (87.50%) 17
3 3 24/24 (100%) 12/16 (75.00%) 33
4 4 24/24 (100%) 15/16 (93.75%) 24
5 5 24/24 (100%) 15/16 (93.75%) 19
6 23 48/48 (100%) 32/32 (100%) 12
7 2,3,4 72/72 (100%) 48/48(100%) 22
8 1,2,3,4 96/96 (100%) 63/64 (98.44%) 23
9 1,2,3,4,5 120/120 (100%) 79/80 (98.75%) 32

of RNN with LSTM can mitigate risk in rotating equipment predictive maintenance, lead-
ing to cost reduction in oil and gas operations [38]. GDAU Neural Network describes
the tendency of rolling bearing degradation to have more vital short-term and long-
term prediction ability, so it is more worthy for RUL prediction of bearings [21]. After
undergoing extraction from the raw image data, the grey-scale images and pretraining
unsupervised ML-based RUL prediction algorithms such as DCNN, DCNN-M, LSTM,
NoAtt, and Nosupatt are used in the LCD panel cutting wheel degradation dataset con-
taining images of multiple wheels having high-resolution. These RUL prediction meth-
ods provide a practical approach to prognosticative problems and partial observations
[45]. Thus, recently there has been a rise in Al-based predictive maintenance and fault
diagnosis in smart manufacturing, mechanical processes, and machinery.

4 Findings and Discussion

Alis atechnology with perceptive and psychological abilities, having some high-yielding
research relevant fields such as image processing, natural language processing, machine
learning, etc., which is currently used in industry 4.0 manufacturing systems. Different
manufacturing abilities such as Computer Numerical Control (CNC), automated guided
vehicles (AGV), Direct Numerical Control (DNC), robotics, etc., are being used in smart
manufacturing. Recently, the Internet of Things has taken manufacturing to another new
level. The disadvantage is that, in many developing and underdeveloped countries such
as India, there is a lack of resources to set up a basic structure; as most businesses
operate in villages, there is a high cost of the smart infrastructure, skills, and training
deficit among people in these technologies and a profitable proper investment put a
barrier to implement this Al-based smart manufacturing technology. In less developed
countries, unemployment is the central issue that led to numerous constraints in the
absolute implementation of artificial intelligence. Other than that, according to experts Al
and new age technologies only become a crisis for people who cannot adapt themselves,
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readjust according to the market’s needs, or fail to become accustomed to new technology
and skills, leading to joblessness. The probability of jobs in various fields due to artificial
intelligence is shown in Fig. 8.

47%.
50% H Highly

probable

20% 14% M Reasonably
10% I I probable

Reasonably
SN improbable

igp & N Highly
improbable

Fig. 8. The perceived probability of jobs due to Artificial Intelligence [45].

5 Research Limitation and Future Scope

Artificial intelligence and machine learning are extensively applied in today’s world in
different fields and purposes. Among them, smart manufacturing is one of the fields
where the implementation of Al technology is at its peak. But, there are many ways
to reap the benefits of artificial intelligence, such as smart maintenance, better product
development, quality improvement, market adaptation, etc. Innovative care means main-
taining manufacturing machines and systems more brilliantly, i.e., reducing the mainte-
nance cost of appliances and types of equipment. As maintenance of equipment is one
of the most significant expenses in manufacturing, it is necessary to implement smart
maintenance such as predictive maintenance (powered by Al algorithms such as neural
networks and machine learning), which will help save enormous amounts of money and
enhance RUL of machinery. Through better product development, one can assess and
examine the different parameters in production, such as available production resources,
budget, and time, which can be implemented with the help of deep learning models and
algorithms. To meet the highest standard and quality of products, machine learning, and
machine vision can be used to identify, detect and eliminate faults in products and alert
about the problems at the production line which may affect the overall production, lead-
ing toward production quality improvement. Al and ML techniques will help the smart
manufacturing industries improve supply chains and strategic vision and make them
interact with changes in the market by generating estimates relating to several factors
like political situation, weather, consumer behavior, the status of the economy, etc. The
utilization of Al, robots, and CPS will probably revolutionize mass production robots.
CPS can perform any laborious tasks at high speed in smart factory units, eradicating
human error and delivering superior levels of quality assurance. Unlike humans, Al and
industrial automation can easily carry out tasks in hazardous places. Overall, Al-run
smart machines can provide skilled workers, engineers, and scientists opportunities to
focus on their complex and innovative functions in science, engineering, and technology
rather than tedious and ordinary human tasks. But, the lack of necessary skills of workers
regarding Al technology, especially in developing countries like India, may hinder the
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progress of Al in the Industry 4.0 manufacturing, which can only be solved by educating
and equipping them with these Al-based technologies.

6 Indian Scenario

In India, Industry 4.0 smart manufacturing induces the industrial stalwarts to lay the
groundwork for smart factories and adopt modern and innovative technologies. The
Indian Government has recently initiated the Smart Advanced Manufacturing and Rapid
Transformation Hub (SAMARTH). To improve the application of Al-based smart manu-
facturing in the current context, the Indian Government is developing a National Policy on
Advanced Manufacturing [1]. Our country has achieved technological excellence by inte-
grating Cyber-Physical Systems (CPS) and Information and Communication Technolo-
gies (ICT) into Advanced Manufacturing Technologies (AMTs). Increased automation
in additive manufacturing, Advanced Manufacturing Systems, manufacturing robotics,
advanced analytics, and Big Data are all worth mentioning in the design of smart manu-
facturing for Industry 4.0. They will help Indian MSMEs become more internationally
competitive and contribute to global value creation [39]. Though adoption of artifi-
cial intelligence is less in India, there has been a remarkable transformation in all the
Indian industrial sectors where companies are adopting, developing, and integrating Al
technologies in their products and industrial processes, such as electronics, heavy elec-
tricals, automobiles, fintech, software/IT, agriculture, agrobased industries, etc. [40]. In
terms of government funding, the Union Cabinet approved the launch of the National
Mission regarding Interdisciplinary Cyber-Physical Systems (NM-ICPS) in 2019, which
the Department of Science and Technology (DST) will execute with an unlimited budget
of INR 3660 Cr (USD 494 Mn) for five years to make India a leader in Cyber-Physical
Systems (which includes Al, ML, and IoT) (FY 2019-20 to 2023-24). The mission’s
goal is to build a strong and stable ecosystem for CPS technologies in India, which
would help the country’s Industry 4.0 manufacturing sector thrive [41]. SMEs have sig-
nificant advantages in terms of innovation in general, but they face a variety of obstacles
in India [42]. Though several countries have decided on their strategy for Al, India has
not yet formulated its strategy in Industry 4.0 [43]. Another disadvantage is the lack of
skilled workers in Al technology in our country; unemployment will rise in India. On
one side cities will be equipped with all modern facilities and will be becoming smart
and other side jobs will be killed due to transformation. Low and Middle skills level
jobs will be shrunk, but high-skilled jobs where the critical decision will have to take
will exist as machines cannot resemble human intelligence in case of making critical
decisions. This transformation will add new development aspects to India’s infrastruc-
ture and enhance the economic status in the coming years. However, few jobs in a few
sectors will disappear because of transformation through Al in the next 5 to 10 years
[44].

7 Conclusion

Although Al is still considered a nascent stage in Industry 4.0 manufacturing, one can still
hopefully say that technological transformations are occurring. 5G technologies in com-
munication can improve the overall efficiency and productivity, which has high network
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reliability and support IoT and CPS devices according to the industry requirements.
Other advancements include lights-out manufacturing, which can create and regulate
production with minimal human interaction, and smart and dynamic technology, which
can be effective in areas with high production rates and low human error rates. Setting
up an Al infrastructure platform may be costly due to advanced machines and equip-
ment, but this reduces the labor required to finish the final product. But the advanced
technology of Al-based applications in the Indian scenario will be extracted fully in the
SME sector, which can be achieved 100% by providing incentives and encouragement
to SMEs (because most of the people in India are employed in this sector). Similarly,
the Indian educational system needs to be enhanced to enormously extract the potential
benefits of these technologies.
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Abstract. The price of airline tickets can fluctuate gradually and generally with
the same aircraft, independent of, in the seats that are closest together inside
the same cabinet. Customers have the expectation that they will pay decreased
expenses, whereas airlines work to maintain or even increase their overall earnings
while also working to improve their profitability. To maximise their payload,
airlines employ a variety of mathematical methods, such as guessing and suitable
classification, among others. Models that estimate the best open door buy and
models that anticipate the cost of a basic ticket are the two sorts of client-side
models that various industry professionals recommend in order to save clients
money. Both of these models fall under the category of client-side predictive
models. According to our research, models on both sides depend on the restricted
performance of several components, such as actual ticket price data, the date
the ticket was purchased, and the date the passenger exited the venue. Many
individuals take flights on a regular basis, and as a result, they are familiar with
the times of year that provide the best deals on airline tickets. Despite this, there
are a great number of individuals who have recently purchased tickets but wind
up falling prey to the snares made by organisations, as a result of which they wind
up spending more money than they should have.

Keywords: Airline price - Machine learning - Flutter - Flask - Random Forest -
Flight ticket

1 Introduction

Calculations of forecasts are essential to the process of matching customers with the
appropriate products and typically involve the use of real customer data. A related con-
dition does not strictly anticipate the future item but rather suggests an item that does
not occur in the actual information but that the customer could appreciate. In most cases,
the focus of these proposal methods is positioned appropriately at the appropriate point
in a sequence [1].

Despite this, there are situations in which it is necessary to predict as well as maybe
suggest. A good illustration of this is the process of booking flights, in which the objective
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examples for the guaranteed customer might either be constant or change depending on
a huge number of complex elements [2].

This challenging combat booking area is the focal point of this study, with a spe-
cific interest in measuring client ways of behaving for this mixed forecast proposal
environment. Specifically, this exploration has a specific interest in gauging client ways
of behaving. Researching the efficacy of algorithmic ways in suggesting the follow-
ing objective reserving for a carrier client is the purpose of our examination. The vast
majority of the previous work in both the expectation and suggestion sectors has been
developed and evaluated solely on verifiable datasets. This is true of both regions. A lim-
ited number of earlier examinations have conducted research with actual customers to
evaluate the generated models. In the course of this investigation, we conduct evaluations
using both genuine information and actual customers [3].

The purpose of this effort is to promote the development of an application that will
use the Al model to predict the cost of flight for a variety of airlines. The customer will
receive the features that were anticipated, and using it as a reference, the customer may
choose to purchase his tickets in the same manner. As a result of the same problem,
airlines are attempting to keep a tighter rein on the prices of their tickets in order to
boost their earnings [4]. Numerous individuals have made flying their primary mode of
transportation, and as a result, they are constantly on the lookout for ways to cut costs
when they make their reservations. However, there are a lot of people who are not used
to purchasing tickets, and as a result, they frequently find themselves falling into the
wrong trap set by organisations, which results in them paying more money than they
should have. The proposed structure has the potential to assist clients save a significant
amount of rupees by displaying booking information to them via the most advantageous
open door [5]. We have constructed a model out of wood, however it is not appropriate
for use in estimating the cost of aircraft due to the many different aspects that play a role
in determining the cost of aircraft [6].

To estimate future trip costs, our team came up with the Random Forest Regression
Algorithm as a result of the fact that it employs both regression and classification in its
prediction-making process, resulting in a more precise outcome. The research that we
carried out lends credence to this notion [7].

The cost of airline tickets can be hard to see, today we can see the price, see the
cost of the same flight tomorrow will be another matter. We may have often heard
travelers say that the cost of airline tickets is unpredictable [8]. Air travel has become
an important means of transportation travel a significant distance. To maximize profits,
airlines use an integrated pricing system called “yield the board” to calculate the cost
of each trip. Competition, etc. The ultimate goal of earning extra profit on each aircraft.
Since travelers are generally willing to admit that air travel costs are increasing when
the purchase date is closer to the departure date, they usually purchase airline tickets
from a city farther away from the departure date as expected [9]. However, buying this
way is not right. It is like failing and in the process the passenger will be spending a lot
of money.

After modeling the guessing system, it was important to make a visual interface that
is easy to use and can be used on any device running on any operating system. Al is
a mathematical investigation that will work best through experience [10]. Officially he
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works at work, based on performance, due to involvement. It is a topic under Artifi-
cial Intelligence. While Al controls the in-depth functions performed by a non-human
professional, ML controls selective knowledge-based choices. Al is a very large field
in software engineering. Al can be redirected, or on the other hand can be redirected.
Problems in ML included. Compilation: if a few details are given, we need to plan a
specific way to put it together. Repetition: given a small amount of information, can we
expect the results to be respected? The information used in ML can be of three types:
Categorical Nominal, Categorical Ordinal, and Continuous. We look forward to working
with duplicate models that we suspect can provide us with more accurate results. Filtered
models to work with [11].

In fact, itis undoubtedly a challenge for travelers to foresee when the best opportunity
to buy war tickets is for the following reasons:

e Incomplete Information: Travelers can access part of the network carrier data. Truth
be told, they do not have access to important information, such as the number of extra
tickets and understanding between network company organizations [12].

e Different Information: Data that can be obtained by sailors is categorized. For example,
it is undoubtedly a challenge for the average inspector to find a relationship between
flight costs and flight costs, such as travel expenses, departure time, and so on.

e Unusual Changes: Although inspectors cannot collect a guaranteed flight amount, the
cost change is not smooth. In fact, not all reports are predictable. So, travelers can
only anticipate future flight costs with great effort in terms of recorded prices.

2 Literature Review

A dataset consisting of 1814 information trips on Aegean Airlines was gathered and
used to prepare an artificial intelligence model for the research work. This procedure
was used for the research work that was proposed by K. Tziridis T [13] on air fare cost
expectation using machine learning procedure. To demonstrate how the identification of
highlights can affect the accuracy of a model, a varied number of elements was used to
prepare each model.

The next piece of research to be provided is a concentration on suggestion that
William Forests, an expert, should work on improving buy timing for customers. In
order to construct a model, an incomplete least square relapse technique is applied.

A study on aeroplane passage anticipation using Al calculation uses a small dataset
consisting of travels between Delhi and Bombay, as stated by the author Supriya Rajankar
[14]. The calculations K-closest neighbours (KNN), straight relapse, and support vector
machine (SVM), among others, are applied.

Research carried out by Santos [15] investigates the cost of flying from Madrid to
London, Frankfurt, New York, and Paris over the course of a few short months. The
number of days that are considered to be adequate before booking an airline ticket is
provided by the model. Tianyi Wang [16] developed a framework in which two informa-
tion bases are integrated along with information regarding macroeconomics and artificial
intelligence calculations, such as support vector machine.

The aforementioned algorithms each have their own drawbacks, such as the fact that
there is not enough data in the system to make an accurate prediction. The accuracy
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of the system shifts whenever the algorithm is altered, which can make things a little
bit confused, despite the fact that the accuracy shifts significantly only when essential
elements are disabled. These studies are now considered to be obsolete as a result of the
proliferation of new airlines, significant shifts in the cost of oil, and rising prices for a
variety of other goods and services [17-20].

3 Proposed Methodology

In order to predict the price of a plane it was necessary to consider all possible parameters
and how it effects the price of the aircraft in order to improve the Random Forest machine
model which provides almost the most accurate result based on the data provided. Table 1
represents the columns name and its description.

Table 1. Parameters for price prediction.

Name Description

Origin The place where flight will star
from

Destination Place where the flight has to
reach

Departure date The departure date of the flight

Arrival date The arrival date of the flight
Departure time The departure time of the flight
“HH:MM”

Arrival time The arrival time of the flight
“HH:MM”

Airline company | The airline company whose
flight
we are using

Duration Total time taken by the flight to
complete the journey

Stops Number of stops between origin
and destination

To make a for “Airfare Prediction” model in light of past carrier ticket deals dataset for
further developing deals in Indian Domestic Airline. Our fundamental thought process
is to furnish the client with a forecast framework from which it can take an ideal choice
of expanding or diminishing the Airfare so the flight doesn’t go unfilled or no cash is
lost because of unexpected expansion in unrefined petroleum [8].

a) To perform information investigation on client’s ticket booking information for a
short measure of time.
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b) To refine the information for example Eliminating copy records, vagueness and so
forth.

¢) To perform Feature designing to separate significant component from dataset for
expectation.

d) To Brainstorm the Features for example to choose how to utilize those elements

e) To make highlights for example to get new highlights from those helpful elements.

The proposed framework is made out of four stages [13]:

Dataset Selection

Data Cleaning

Feature Extraction

Machine Learning Model Selection

NS

3.1 Information Input

Input data is given to the system in the form of a.csv file. The dataset that was chosen from
Kaggle serves as both the training dataset and the testing dataset. The data only pertain
to flights within the country. In total, our dataset is comprised of 11 columns. [https://
www.kaggle.com/datasets/shubhambathwal/flight-price-prediction]. Figure 1 shows the
columns header listing.

train_data.info()

<class ‘pandas.core.frame.DataFrame’>

RangeIndex: 10683 entries, © to 10682

Data columns (total 11 columns):
Non-Null C

Airline non-null
Date_of_Journey 10683 non-null object
Source 10683 non-null object
Destination 10683 non-null object
Route 10682 non-null object
Dep_Time 10683 non-null object
Arrival_Time 10683 non-null object
Duration 10683 non-null object
Total_Stops 10682 non-null object
Additional_Info 10683 non-null object
10 Price 10683 non-null int64
dtypes: int64(1), object(10)

memory usage: 918.2+ KB

0
1l
2
3
4
5
6
7/
8
9

Fig. 1. Columns in training dataset
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3.2 Data Cleaning

The process of cleaning data involves removing any instances of null values from the
dataset and replacing them with more appropriate values. These values are typically the
mean, median, or mode of the other data in the column. The presence of null values in
the dataset may have an impact on the accuracy of the model. The data cleaning steps
shows in Fig. 2.

train_data.dropna(inplace= )

train_data.isnull().sum()

Airline
Date_of_Journey
Source
Destination
Route

Dep_Time

Arrival_Time

Duration
Total_Stops
Additional_Info

® 0 0 000000 0O

Price
dtype: int64

Fig. 2. Cleaning of data

3.3 Feature Extraction

In this phase we try to extract new features from the dataset which will help to train
model more accurate and prediction becomes easy and convenient shows in Fig. 3. New
Features is added to the dataset which becomes the discriminating factor of price of flight
and the reason of their variation. Figure 4 shows the correlation between the different
feature in the dataset.

Features that can be considered as deciding factor of flight fare are.

Feature 1: date and time of time

Feature 2: date and time of departure

Feature 3: How the early the ticket is booked

Feature 4: Type of passenger (Adult/Child)

Feature 4: Class of the flight booked (Economy/Business)
Feature 5: Departure Location

Feature 6: Destination Location
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train_data.drop([ ],axis=1,inplace=

train_data[ ]=pd.to_datetime(train_data[ 1) .dt.hour
train_data[ in"]=pd.to_datetime(train_data[" i ]).dt.minute

train_data.drop([ ],axis=1,inplace= )

train_data[ ir"]=pd.to_datetime(train_data.Arrival_Time).dt.hour

train_data[ in"]=pd.to_datetime(train_data.Arrival_Time).dt.minute

Fig. 3. Feature extraction in model.

Fig. 4. Correlation between attributes

3.4 Machine Learning Model Selection

There are bunch of Machine Learning algorithm to choose from each having their own
pros and cons. Linear regression being easy to train and simple to test but with less
accuracy we decide not to move forward with it. Decision trees are essentially of two
kinds of arrangement and regression tree where arrangement is utilized for unmitigated
values and regression is utilized for persistent qualities. Decision tree picks autonomous
variable from dataset as choice hubs for independent direction.

Random forest fundamentally utilizes gathering of decision trees as gathering of
models. Random amount of information is passed to choice trees and every decision tree
predicts values as indicated by the dataset given to it. From the expectations went with
by the decision trees the typical worth of the anticipated qualities whenever considered
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as the result of the arbitrary woods model. Since it uses both regression and classification
we find it to be the best fit for our system.

4 Result and Discussions

In proposed work, developed various algorithms such as Linear Regression, Decision
Tree Decision, Random Forest Depression and compared the accuracy of the results
based on our set of experimental data. Based on various levels of accuracy we find that
the Random Forest Regression provides the highest accuracy at 81% shows in Table 2.
So we selected Random Forest Resolve and built user interface based on it.

Table 2. Accuracy of different algorithms

Algorithms Accuracy
Linear Regression 0.61
Decision Tree 0.64
Regression

Random Forest 0.85
Regression

4.1 Performance Metrics

Performance measurements are validated models that will be used to determine the
accuracy of Al models suitable for various calculations. The sklearn.metrics module will
be used to apply the deficiencies in each model using backslide scales. The following
measurements will be used to assess the bumble level of each model.

4.1.1 MAE (Mean Absolute Error)

A small component of mathematical accuracy is called the Mean Absolute Error (MAE)
as Eq. 1. Mean Absolute Error is basically, as the name suggests, a description of obvious
errors. Direct error is the actual value of the difference between the expected value and
the actual value. It Means Perfect Error It means measuring accuracy of a fixed object.

MAE = 1 [Y]x —%]] (M

n = the number of errors,

¥ = summation symbol (which means “add them all up”),

|x — )%| = the absolute errors.

Lesser the value of MAE the better the performance of your model.
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4.1.2 MSE (Mean Square Error)

Mean Square Error squares the distinction of real and anticipated result esteems prior to
adding them all rather than utilizing the outright worth shows in Eq. 2.

MSE = % * Y _(actual — forecast) )

n = number of items,

3 = summation notation,

Actual = original or observed y-value,
Forecast = y-value from regression.

4.1.3 RMSE

Itis more noticeable than MAE and lower RMSE value among various models to improve
the presentation of that model shows in Eq. 3. R2 (Coefficient of assurance) Helps you
to see how the free factor has changed with the flexibility of your model.

F t — Actual)?
RMSEz\/Z( orecas - ctual) 3)

To use the random tree regression, we used a number of scales like 1000 and the
number of random circuits was 42. This measurement process is well suited for informal
data where dependence between factors is difficult to identify. The Fig. 5 shows the
proposed random forest method’s performance matrix.

print('MAE: ' ,metrics.mean_absolute_error(y_test,y pred))
print( ' ,metrics.mean_squared_error(y_test,y pred))
print( SE:",np.sqrt(metrics.mean_squared_error(y_test,y pred)))

MAE: 1174.2753922793852
MSE: 4360534.11473772
RMSE: 2088.1891951491657

Fig. 5. Metrics of Random Forest algorithm

S Conclusion and Future Scope

At the moment, there are a great deal of domains in which management is predicated on
expectancies. One such domain is stock trading and management, which uses items that
reflect the number of shares traded, such as Zestimate, which gives a proven quantity of
the costs associated with real estate. In the airline industry, a need for management like
this that can assist customers in booking tickets has arisen as a direct result of this need.
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There has been a significant amount of study conducted on this topic making use of a
variety of methods, and additional testing is anticipated to work towards understanding
expectations through the use of a variety of statistics. Information that is more accurate
and has better features can be used in the same way to get results that are more accurate.

In future, our research could be expanded to include air exchange ticketing data,

which could provide additional insight into a specific schedule, such as time and date of
departure, appearance, coverage, etc. Model weather forecast for daily flight or hourly
rate. In addition, the cost of a flight on the market segment may be affected by the
unpredictable influx of large numbers of travelers brought about by different events.
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Abstract. Socioeconomic status (SES) is an instrument to measure the economic
and social status of an individual or an economy concerning others. Though,
Socioeconomic status is more commonly used to represent an economic differ-
ence in any society. Work from home is now a day (Covid-19) contributing to
the nation for its socio-economic activities. This paper has examined the impact
of ‘work from home’ on the socio-economic status of India as so many people
became unemployed, the income of the society decreased as well as the Education
system was worse affected. The present situation of the pestilence provided great
importance to work from home (WFH) for many employees to have the opportu-
nity to both carries on working and safely from the risk of virus vulnerability. As
this Pandemic period is uncertain, working from home is more acceptable as the
new normal working way. On the contrary, to find the impact of WFH on socioe-
conomic status, we took three variables: education, employment, and income &
wealth.

Keywords: Work from home - Socio-economic status - Education - Income &
wealth - Employment

1 Introduction

The socioeconomic study refers to the interaction between the social and economic
behavior of a group of people, linking financial and social issues together. SES is a
prominent indicator of any nation’s economic as well as social position in the world.
This index decides the togetherness of socio-economic activities. “Pandemics are not
a new experience for the communities as they were recorded since prehistoric times.
During each pandemic, major changes were noticed in the areas of economics, local
and national policies, social behavior, and citizens’ mentalities as well. Opposing these
changes, it was detected that mentalities and social behavior were slightest potted as
the institutionalized modifications [1], through public policies, were not adequately
attached and synthesized with the psychosocial changes [2].” During the Pestilence of
Covid-19, it is realized that SES has been affected severely because of aberration of
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social and economic activities. The COVID-19 pandemic is becoming furious and will
have its long-term effects worldwide, most probably resulting in structural effects on the
socio-economic status of India and other affected countries. “Like any other epidemics,
COVID-19 has caused noteworthy changes on all levels of modern-day society [3-8].”
The countrywide lockdown has ended up with financial losses as well as affected all
segments of society including health, healthcare, and nutrition [15]. “Population density
[9-11], high degree of mobility of humans, and mass socialization, as well as cultural,
social, and tourism events [12—14] have been the basic reasons for COVID-19.” In this
description, in a nutshell, the main aim is to confer the effect of Work from Home in
rejoinder to the pestilence on education, income & wealth, and employment in India.

1.1 Education

From preschool to tertiary education, the education system has been affected, resultantly
worldwide policies have been introduced to target the complete shutdown of educational
institutions. Consequently, UNESCO estimated that this shutdown procedure of educa-
tional facilities has affected almost 900 million learners. At the same time as the objective
of these shutdowns is to prevent the spread of the virus and obviate carriage to defense-
less individuals in the institutions, these shutdowns have had ubiquitous socioeconomic
implications.

In the absence of a proper support system office, work, and household work, as
well as home time and school time, were inseparable during the lockdown and the
playtime for children became zero [16]. “Every house became a school and each parent
a teacher, during lockdown when schools and colleges were closed across India. There
was no boundary between the playtime and my time for millions of children in the
country. Further, it was realized the paucity of a structured learning environment at
home with having a worse impact on overall learning and consequently affected the
overall education outcome [16]”, education and SES are depicted in Fig. 1.

“As almost 70% of the 1.4 million schools and 51,000 colleges with nearly 300
million children are run by government bodies in India, the rural schools and the parents
now face a bleak education system and emptiness even as government’s advisories ask
schools to go online, and the government is looking at ways in which course can be
designed so students do not suffer.” The impact of a long-term school shutdown is yet
to be seen.

1.2 Employment

Many IT sector companies prefer WFH at a wide scale to enhance workplace flexibility
[17] and to reduce the worst impact on Society. The sudden importance and growth of
WFH have increased investigation of the WFH phenomenon, especially intending to
identify the number of jobs that can be done casually [18-22]. In general, the literature
overlooks the possible effects of WFH along with the unequal distribution of wages and
income. The causes of inequalities are multiple and distinct and have been growing in
eminence in policymakers, employment, and SES are depicted in Fig. 2.
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According to Pouliakas and Branka (2020) and Fana et al. (2020), “the most defense-
less groups, such as women, non-natives, those with non-standard contracts (self-
employed and temporary workers), the lower educated, those employed in micro-sized
workplaces, and low-wage workers has been impacted by the COVID-19 pandemic.”
Consequently, Palomino et al. (2020) in their findings find that the crisis has increased
the levels of inequality and poverty [23]. Beland et al. (2020) examined “the short-term
consequences of COVID-19 on employment and wages as in his findings suggested that
the unemployment rate has been increased due to COVID-19; Working Hours and labor
force participation has decreased and had no significant impacts on wages [23].” Also,
this crisis has increased labor market inequalities. “According to the World Economic
Forum, the current pestilence compelled migrants to be trapped abroad and compromise
to the unfavorable circumstances, by taking up low-wage jobs, living in poor working
conditions, restricting spending, and thus, risk exposure to infections like the coronavirus
[24].”

1.3 Income and Wealth

Under our best observation, this study first shows how an increase in WFH would have an
impact on changes in income and wealth, as shown in Fig. 3. The lower socio-economic
stratum (SES) has been greatly affected by the economic downturn during the current
pandemic [15]. “The three main areas that have an economic impact of covid-19 are
given below:

e Elevation in poverty i.e., approaching more people below the poverty line [25]

e Aggravation of socio-economic disparities [26, 27], and

e Conciliation in health-related precautions (use of masks, social distancing, looking
for medical guidance in case of cough and fever, etc.).”

PWFH —> OEO

!

Education —> SES

Fig. 1. Education and SES

In the current situation inequalities of income & wealth shocked younger households
and middle-aged households respectively. One of the disruptions which are caused by
this pandemic has had a major bang on the remittance flows used by migrant Indian
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CWFH —> SE

EBS —> Employment

SES

Fig. 2. Employment and SES

workers; works as one of the ways of poverty diminution, economic development, and
boosting GDP. In India, remittances are anticipated to go down by about 23% in 2020;
with a remarkable gap to a growth of 5.5% in 2019 [28]. WFH system has emerged with
Covid-19, under which the people were suggested to work, study, and worship from
home.

TWFH —> BOBR

WG —> Income

SES

Fig. 3. Income and SES

Educationalists were also invited to adopt work from home system using technology,
as per the orders of The Ministry of Education. WFH for teachers has a few advantages
and disadvantages as well, for the performance of teachers. Also Work from home can
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be carried out successfully if both the Educationalists and the educational institution go
through it dutifully [29]. Talking about certain disadvantages of WFH is that teachers
may not have any motivation to work due to a few constraints, like salary cuts, firing, etc.,
which reduce their income, consequently an aberration of enthusiasm and motivation.
Although WFH is considered the most effective way of performing activities, it helps to
minimize pestilence crisis and helps to run economic activities to earn Income.

i .

Education

-

e N | \
( Employment ) |

g— ~
-~

Income\)

Fig. 4. SES model

In India comorbidity of this Pandemic has a great impact on Socioeconomic status
(SES), especially during lockdown and post-lockdown. The above model shown in Fig. 4
of SES represents the relationship between three variables education, employment, and
Income & wealth that are analyzed based on the independent variables, given below:

i. preference for work from home (PWFH),
ii. comfortable with work from home (CWFH),
iii. Time to work from home (TWFH)

and dependent variables are also given below:

i. online classes effective than offline (OEO),

ii. Self-employed (SE),

iii. economically beneficial for society (EBS)

iv. boost in online business revenue (BOBR) and
v. larger wealth gap (WG).

One of the most notable to this model is the socio-economic status of India is framed
by OEO, SE, EBS, BOBR, and the WG. During covid-19, the online classes were more
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effective than Offline classes as children realized as per their safety basis with this
the online business revenue has increased as various activities have only one way to be
performed i.e., Online. People enjoyed lockdown with the help of online games and other
entertainment options, hence we can say lockdown enhanced the use of online platforms.
Due to this pandemic, people realized to have technical knowledge that again encouraged
cognitive behavior. Revenue from online businesses encouraged online employment
in the form of self-employment which could decrease unemployment. WFH also has
optimistic brim over effects on workers as it is beneficial to them for increased income
and reduced infection risks [18].

“As in the US economy [23], Beland et al. (2020) examined that covid-19 leads to an
increase in the unemployment rate, working hours, as well as the participation of the labor
force, has decreased; India faced the same issues due to which income and employment
level went down.” This happening allows other problems, like a larger wealth gap with
increased income inequalities and poverty to have emerged. Further, this increased the
scope for self-employment during the post-lockdown period under a good preview of the
SES (Socio-economic status) of India. For the growth of any economy like India, SE &
BOBR play a vital role to design a dignified SES. With this reference model of SES,
we examined the performance of the OEO, SE, BOBR & wealth gap in the landscape
of education, employment, and income & wealth to encourage the growth of SES in
India. Pandemic is responsible for shutting down certain employment opportunities,
decreased income sources, and more impact on education, but on the contrary, we found
certain development in these fields. Likewise, innovations are positively related to worse
conditions, as it is said in a worse situation when we have no more options, the human
mind conquers new ideas, and it leads to innovations. With these arguments, we analyzed
that SES is the outcome of alterations we have in OEO, SE, EBS, BOBR, and WG as
these were enhanced during this crisis.

2 Theoretical Background and Hypothesis Development

In this paper, we took 257 respondents from schools, Universities, professionals, industry
persons, and academicians from corner to corner via social media platform (WhatsApp)
in India to understand the effect of WFH on education, employment, and Income in India.
The data is limited to a few states like Uttar Pradesh, New Delhi, Uttarakhand, Maha-
rashtra, Gujarat, Punjab, Assam, Bihar, and West Bengal. Drawn from our arguments
and past research we developed three hypotheses. Under the surveillance of covid-19;
the study was conducted based on primary data collection (n = 257) in online mode.
We selected University students, teachers, and other participants on a convenience sam-
pling basis to ensure feasibility. Quite a lot of advantages and disadvantages to the WFH
program have been observed by different researchers, as WFH activity is more flexible
than the physical activities to complete the work [29]. In education as well as in other
professions like IT sectors the stress level has been decreased with a distancing from
traffic jams and also have more free time for family. This gives a boost for the employees
to strengthen their ability.

Various research has confirmed that WFH is beneficial for the health of the country
socially and economically [30], hence we thought to go for an analysis of the Impact of
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WFH on the SES of any nation, like India. For this, we tried to get information related
to the three elements of SES (education, health, and income) that define the health of
any nation.

We had a set of questions through an online survey anonymously, using the non-
probability snowball sampling technique that has been framed first on demographics
like age and gender; then the questions were divided into three parts

1.  Education
ii. Employment
iii. Income & wealth.

For the first part of the questionnaire, we asked teachers & professors, do they feel
comfortable with online classes? and do these online classes are more effective than
offline? Further, the questionnaire consists of two questions that have been asked to
private employees (teachers & professors, low and middle-class workers, and Industry
persons) do they think work from home is economically beneficial for society? and Do
self-employment is the outcome of ‘work from home’ during this pandemic? Finally, we
asked three questions to them including estate dealers and purchasers; do they think it
is appropriate or suitable for the health of any nation? Do online movements facilitate a
boost in revenue from online businesses? do Wealth gaps (like income equality) become
larger during this Pandemic?

H1: Effect of WFH on Education regarding the independent variable PWFH and
dependent variable OEO.

H2: Impact of WFH on Employment regarding the Independent variable CWFH and
dependent variables SE and EBS.

H3: Impact of WFH on Income& wealth regarding the independent variable TWFH and
dependent variables BOBR and WG.

H4: SES depends on PWFH, CWFH, and TWFH with the special reference to education,
employment, and income & wealth.

The collected information was then analyzed by Simple Linear Regression analysis
in SPSS. We examined close relationships between different variables taken in the study.
Based on Descriptive Statistics, we found the Range = 1, mean (n =257) =1.44,S.D. =
0.499 of all respondents.

A. Study 1: We took 100 students and teachers out of 257 respondents and found that
online study is more effective than offline as it reduces infection risks and enhanced
the technical knowledge of both. Further, the results i.e., P < 0.002, R2 = 0.131, and
F = 10.266 stated that the overall regression model was significant. This has suggested
that students and teachers prefer online classes, consequently preferring WFH and so
contributing to the growth of SES, as shown in Tables 1, 2, and 3.
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Table 1. Model summary

Std. error of the estimate

939

Model R
1 3602 131 118

aPredictors: (Constant), PWFH.
R2 = 0.131; taken as a set, the predictors i.e., dependent variables account for 13.1% of the
variance in the independent variable.

R square Adjusted R square

Table 2. ANOVA?(test using alpha = 0.05)

Model Sum of squares Df Mean square F Sig.
1 Regression 9.052 1 9.052 10.266 .002P
Residual 60.836 69 .882
Total 69.887 70

4Dependent Variable: OEO.
bpredictors: (Constant), PWFH.
The overall regression model was significant, F = (9.052, 60.836) = 10.266,

Table 3. Co-efficients? (test each predictor at alpha = 0.05)

Model Unstandardized Standardized coefficients |t Sig.
coefficients
B Std. error | Beta
1 (Constant) | 2.861 274 10.457 |.000
PWFH 376 118 .360 3.204 .002

4Dependent Variable: OEO.

B. Study 2: This study deals with the second hypothesis, where we found that EBS is
insignificant at P < 0.221, R2 = 0.023, but SE is significant with P < 0.001, R2 =
0.157. Examining this we can state that self-employment has been encouraged during
Covid-19, on the contrary, WFH is not economically beneficial for society because of a
dearth of motivation, and competition and has hampered Industrial work (fieldwork), as
shown in Tables 4, 5, and 6.

During this pestilence, self-employment has been encouraged due to less employ-
ment in the economy and cutting of salaries, which discouraged employees to remain in
the job. Although the business also had many constraints during this period, still people
were ready to engage themselves in business activities.

C. Study 3: An extrapolation of the below preliminary findings suggests that the first
variable in TWFH is ‘boost in online business revenue’ has no significant effect on SES.
From the results, we found P < 0.725, R2 = 0.002 which shows only 0.2% of the variance
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Table 4. Model summary

Model R R square Adjusted R square Std. error of the estimate
1 1472 .023 .008 1.071

aPredictors: (Constant), CWFH.
R? = .023; taken as a set, the predictors i.e., dependent variables account for 2.3% of the variance
in the independent variable.

Table 5. ANOVA? (test using alpha = 0.05)

Model Sum of squares Df Mean square F Sig.

1 Regression 1.755 1 1.755 1.528 221b
Residual 79.203 69 1.148
Total 80.958 70

4Dependent Variable: EBS.
bpredictors: (Constant), CWFH.
The overall regression model was significant, F = (1.755, 79.203) = 1.528.

Table 6. Coefficients? (test each predictor at alpha = 0.05)

Model Unstandardized Standardized coefficients t Sig.
coefficients
B Std. error | Beta
1 (Constant) | 2.090 277 7.548 | .000
CWFH 132 107 147 1.236 | .221

4Dependent Variable: EBS.

in the independent variable. Although during lockdown people at home preferred to play
online and also it has been observed predilection for online entertainment, as shown in
Tables 7, 8, And 9.

Table 7. Model summary

Model R R square Adjusted R square Std. error of the estimate
1 3962 157 .145 1.071

a-Predictors: (Constant), CWFH.
R?2 = 0.157; taken as a set, the predictors i.e., dependent variables account for 15.7% of the
variance in the independent variable
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Table 8. ANOVA? (test using alpha = 0.05)

Model Sum of squares Df Mean square F Sig.
1 Regression 14.740 1 14.740 12.842 .001°
Residual 79.203 69 1.148
Total 93.944 70

4Dependent Variable: SE.
bPredictors: (Constant), CWFH.

Table 9. Coefficients (test each predictor at alpha = 0.05)

Model Unstandardized Standardized coefficients |t Sig.
coefficients
B Std. error | Beta
1 (Constant) 1.090 277 3.937 |.000
CWFH 382 107 396 3.584 |.001

4Dependent Variable: SE.
The overall regression model was significant, F = (14.740, 79.203) = 12.842.

D. Study 4: Inthis study, we examined the relationship between TWFH and WG to know
whether these variables are interconnected or not. Although we know that there is a very
close relationship but during the pandemic, income decreased at a remarkable rate and for
this reason, our analysis showed insignificant results and a low percentage of variance.
People need more time for WFH and the income to be increased; it is predicted that
WFH is preferred by It companies and others forever, in that case, Income will increase
and SES as well. R2 = 0.005; taken as a set, the predictors i.e., dependent variables
account for0.5% of the variance in the independent variable, shown in Tables 10, 11, 12,
13, 14, and 15.

Table 10. Model summary

Model R R square Adjusted R square Std. error of the estimate
1 .0432 .002 —.013 .855

4Predictors: (Constant), TWFH.
RZ= 0.002; taken as a set, the predictors i.e., dependent variables account for 0.2% of the variance
in the independent variable

The above analysis revealed that WG and BOBR have insignificant relations, but
both have a positive relationship with SES. Shreds of evidence from Tables 4 and 5
explain the reason why WFH was one of the instruments in reducing infection rates
during the early days of the pestilence.
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Table 11. ANOVA? (test using alpha = 0.05)
Model Sum of squares Df Mean square F Sig.
1 Regression 091 1 091 125 725b
Residual 50.387 69 .730
Total 50.479 70
4Dependent Variable: BOBR.
bPredictors: (Constant), TWFH.
The overall regression model was significant, F = (0.091, 50.387) = 12.842.
Table 12. Coefficients? (test each predictor at alpha = 0.05)
Model Unstandardized Standardized coefficients |t Sig.
coefficients
B Std. error | Beta
1 (Constant) 1.541 281 5.478 |.000
TWFH .034 .097 .043 354 725

4Dependent Variable: BOBR.

Table 13. Model summary

Model

R

R square

Adjusted R square

Std. error of the estimate

1

0712

.007

—.010

1.236

4Predictors: (Constant), TWFH.

Table 14. ANOVAZ? (test using alpha = 0.05)

Model Sum of squares Df Mean square F Sig

1 Regression 515 1 515 337 563b
Residual 105.401 69 1.528
Total 105.915 70

4Dependent Variable: WG.
bpredictors: (Constant), TWFH.
The overall regression model was significant, F = (0.515, 105.401) = 0 .337.

3 Conclusion

During the period of pestilence, we all are moving with a threat of being caught in
this trap of pandemic and don’t have any clues on how to get rid of the situation; we
are worried for our family and obviously for us too, knowing the adverse impact of



Impact of Work from Home During Covid-19 111

Table 15. Coefficients? (test each predictor at alpha = 0.05)

Model Unstandardized Standardized coefficients |t Sig.
coefficients
B Std. error | Beta
1 (Constant) | 2.047 407 5.032  |.000
TWFH .081 .140 .070 581 .563

3Dependent Variable: WG.

covid-19. For the time being, we have vaccination now, but every higher authority has
question marks in their minds about whether they can solve this issue at that level of
desire of the public. Many efforts have been done to fight with covid-19, but not got
the final solution. In between that, every nation tried to overcome this issue at its best
levels. India also revealed the best part of its socio-economic aspects by balancing the
situation by applying WFH which is the utmost during the pandemic. This paper argued
that work from home is very much effective as it saves lives and the economy as well.
All else equal, the education, employment and income level of the economy have a
worse impact because of this pandemic and WFH allows reducing infection risk while
maintaining both economic and social activities. In this paper we took these (education,
employment, and income)three parts of SES as indicators and compared them with a
preference for work from home (PWFH), comfortable with work from home (CWFH), &
Time to work from home (TWFH) as independent variables; and dependent variables
1) online classes effective than offline (OEO), ii) Self-employed (SE), iii) economically
beneficial for society (EBS) iv) boost in online business revenue (BOBR) and v) larger
wealth gap(WGQG); to examine the relationships. The results were shocking for different
dependent variables, we found the significant relations of all to SES except one variable
i.e., WG which gave insignificant results during the first phase of covid-19. We examined
that WFH benefited the socio-economic part of the nation with few negative impacts that
imply WFH should be encouraged as long as noteworthy virus risk remains.
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