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Preface

7th EAI International Conference on Management
of Manufacturing Systems (EAI MMS 2022), October 5–7,
2022, Krynica-Zdrój, Poland

The EAI MMS 2022 – 7th EAI International Conference on Management of
Manufacturing Systems aims to bring together world-leading academics and prac-
titioners from the fields of management, economics, infrastructure planning, and
manufacturing. The unique combination of fields and disciplines focuses on Indus-
try 4.0, the power of smarter information, and opportunities to create a bridge
between science and practice. We are delighted to introduce the seventh edition
of the 2022 European Alliance for Innovation (EAI) International Conference on
Management of Manufacturing Systems. This conference has brought together
researchers, developers, and practitioners from around the world. In light of the
latest knowledge and findings from scientific projects, the authors present actual
R&D trends in the given field. This issue defines the state of the art in the area and
explores related topics for future research.

The proceeding of EAI MMS 2022 consisted of 18 full papers, including 2
invited papers in oral presentation sessions at the main conference tracks. Aside
from the high-quality technical paper presentations, the technical program also
featured two keynote speeches, one invited talk, and two technical workshops.
The two keynote speakers were Justyna Trojanowska, Ph.D., Eng., from Poznan
University of Technology, Poland, with her keynote speech “Using PowerBI
to Support Decision-Making in the Production Area” and Dipl.-Ing. Dr.techn.
Markus Brillinger from Pro2Future, GmbH., Graz, Austria, with his keynote speech
“Sustainable Production Systems – Game Changers from Augmented Reality to
Zero-Defect Manufacturing.” It was also a great pleasure to work with such an
excellent organizing committee team. We are also grateful to Conference EAI
Manager Radka Vasileiadis, for her support, and all the authors who submitted their
papers to the EAI MMS 2022 conference, and reviewers for their hard work.
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vi Preface

Our ambition was to establish communication channels and disseminate knowl-
edge among professionals working in manufacturing and related institutions. We
strongly believe that future cooperation will be as successful and stimulating as
indicated by the contributions presented in this volume.

Presov, Slovakia Lucia Knapčíková
Zagreb, Croatia Dragan Peraković
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Part I
Smart Techniques/Smart Technology



Concept, Architecture, and Performance
Testing of a Smart Home Environment
for the Visually Impaired Persons

Marko Periša , Ivan Cvitić , Petra Zorić , and Ivan Grgurević

1 Introduction

Independent moving and living are prerequisites for enhancement in the degree of
mobility and quality of life for the visually impaired persons. According to the latest
official data, there are currently 19,132 visually impaired persons in the Republic
of Croatia [1]. With the development of advanced information and communication
technologies and services, it is possible to develop a model of assistive technology
to raise the degree of independence in everyday activities. Everyday activities at
home where the visually impaired person (user) lives means all the activities such as
preparing meals, cleaning, use of different reminders (medication, obligations, etc.),
free time (listening to music or watching TV), monitoring of user’s health activities
(mHealth), light level management, air quality management, air conditioning, and
TV and radio device management.

Smart homes have the ability to integrate these user activities and to provide
a unique service of managing individual devices and informing the users. The
management of devices today is possible through virtual assistants such as Google
Assistant, Amazon Alexa, Microsoft Cortana, or Apple Siri that have been already
integrated into smartphones. In this way the user is enabled to live more comfortably,
safely, healthily, and independently. However, the devices and the Internet of
Things (IoT) networks that are used in the concept of smart homes are becoming
increasingly complex, which can lead to problems while using the service. This
alone can result in the disruption of the entire smart home ecosystem. It is, therefore,

M. Periša (�) · I. Cvitić · P. Zorić · I. Grgurević
University of Zagreb, Faculty of Transport and Traffic Sciences, Zagreb, Croatia
e-mail: marko.perisa@fpz.unizg.hr; ivan.cvitic@fpz.unizg.hr; petra.zoric@fpz.unizg.hr;
ivan.grgurevic@fpz.unizg.hr

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Knapčíková, D. Peraković (eds.), 7th EAI International Conference on
Management of Manufacturing Systems, EAI/Springer Innovations in
Communication and Computing, https://doi.org/10.1007/978-3-031-22719-6_1
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4 M. Periša et al.

important to define the taxonomy of user-dependent devices and technologies while
creating a smart home for the visually impaired persons.

2 Previous Research

A smart home is “a residence equipped with a communications network, linking
sensors, domestic appliances, and devices, that can be remotely monitored, accessed
or controlled, and which provides services that respond to the needs of its inhab-
itants” [2]. According to the data on the quantity of IoT devices used in smart
environments until the year 2025, there are 71 billion installed IoT devices expected,
whereas in Smart Phone environments 12.86 billion devices are expected [3]. Virtual
assistants used to manage IoT devices in smart homes also indicate an increasing
role in everyday life activities of the users. By analyzing the characteristics of work
and the possibilities of virtual assistants the interaction between people and devices
can be enhanced by using different technologies, such as gesture recognition,
image/video recognition, speech recognition, and all this with the aim of creating
user knowledge base [4].

To visually impaired persons, voice control of IoT devices at homes is imposed
as an option where by using one application solution the user has a simpler
option of controlling all IoT devices. The IoT agent is an application solution
that can understand textual or voice commands using Natural Language Processing
(NLP) [5]. While designing mobile applications whose basic role is voice or text
management of IoT devices, it is important to use the standards for the visually
impaired persons: Synchronization Accessibility User Requirements (SAUR) and
Web Accessibility Initiative (WAI) [6]. Some research emphasize the importance of
inclusion in the design of the applications for the people with disabilities and its
interaction [7]. User interfaces also require a certain approach in design; therefore,
it is important to follow the universal design guidelines [8]. Management of IoT
devices in homes from the aspect of energy saving can also take place through
customized application solutions for visually impaired persons, as well as for the
senior group of users [9]. The smart home system adapted for the visually impaired
persons, which is voice-controlled, apart from the device management functionality,
also has the ability of providing information from everyday events (news, hours, and
weather) [10].

Adapting the smart home environment to the social context and the design of
the home environment is also important in the future development of IoT services,
all with the aim of performing everyday activities [11]. One of the possibilities of
implementing IoT technologies to users is the use of BAN (Body Area Network),
which with the appropriate service of monitoring user health has the ability of
integrating sensors on the clothing [12].

In the field of development of new innovative digital services and the digital
transformation in general, ETSI is emerging as a key stakeholder in the development
of high-quality ICT standards. ETSI Technology Radar was developed with the aim
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of creating future standards of the ETSI organization for all challenges that come
from the world of industry, transport, smart cities, etc. and all the benefits of modern
information and communication technologies and networks [13]. The application
of autonomous and intelligent networks and systems is today increasingly used
also indoors, mostly in the field of eHealth and in providing services for senior
persons and persons with disabilities [14, 15]. The Ambient Assisted Living (AAL)
concept whose aim is to assist and provide real-time information to senior persons
and persons with disabilities is also increasingly used in designing new services
based on the decision support systems [16, 17].

The mentioned research provides an overview of the current possibilities of
managing IoT devices, development of advanced information networks and tech-
nologies, and the future standards in the field of digital transformation.

3 Smart Home Concept for the Visually Impaired Persons

In order to design the conceptual system architecture, the smart home environment
for the visually impaired can be considered through three segments: user needs,
home environment or architecture, as well as the technology used in the home [18].

It is important to design a smart home according to the user needs, according to
the type of user’s impairment (blindness or low vision), user preferences, routine of
daily living, and physical abilities. According to a research carried out with the aim
of identifying the user needs, as many as 52% of users have the desire to manage
IoT devices within their homes by using mobile or web applications [19].

The research included 42 users. According to the data of this research, 56% of
users already use one of the applications for managing IoT devices within their
homes, which mostly refers to the management of light intensity in the kitchen. The
complexity of using several applications on mobile devices leads to physical and
mental strain on the user, which additionally burdens the user and leads to a reduced
quality of life. Reading of RFID or NFC labels inside the space is also an additional
physical effort for blind people, thus excluding the support of the system designed
according to the universal design guidelines.

User desires related to the sensor management and provision of information in a
smart home, according to the mentioned research, are presented in Fig. 1.

In addition to the presentation in Fig. 1, inside the smart home, the user can
be informed by voice about the time (hour and minutes), reminder control, fire
detection, vibration (earthquake), flood, etc. Regarding devices, one can control
TV and radio devices, refrigerator, vacuum cleaner, air conditioning, front door,
shutters, cameras, and other available IoT devices. It is also possible to provide the
user with health information with the possibility of monitoring the user’s pulse,
blood pressure, temperature, amount of sugar, and oxygen in the blood, presented
in more detail in Fig. 2.

Figure 2 shows the concept of a smart home adapted for the visually impaired
persons (blind and low-vision). Within home there are sensors for safer and more



6 M. Periša et al.

34

15

40

17

17

15

27

7

Lights

Shutters

Heating system

Air Condition

Electrical system

Presence sensor

Water/Gas

Others

Fig. 1 Automated systems: user preferences [19]

comfortable performance of the daily activities. The virtual assistant offers voice
control of smart IoT devices, and provision of information to the user, collected
from the sensors. The information from the sensor is delivered at the request of the
user. For the mentioned concept it is important to use the application solution made
according to the universal design guidelines. The idea of the presented concept is
to enable the creation of a user base of the user needs with the aim of providing
accurate and real-time information.

4 Conceptual Model of Smart Home System Architecture

For the purpose of delivering the service to the user of the smart home, the
communication technology and the elements of the conceptual system architecture
have been defined. Also, the basic characteristics of autonomous networks have been
presented, that have been recognized as a new possibility of improving the safety
of service delivery of accurate and real-time information within the environment of
one’s own home.

4.1 Taxonomy of Technology and Devices

For the purpose of delivering the service to the user, in this chapter the environment
of a smart home has been divided into four layers of automation: Perception and
Actuations, Network/Transmission, Preprocessing and Middleware, and Applica-
tions as presented in Fig. 3.

Perception and Actuations layer presents physical objects that are used to collect
information of interest from the smart home environment, and to transform them
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Fig. 2 Concept of smart home for the visually impaired persons

Fig. 3 Taxonomy of the used technology

into digital data. This layer consists of various types of sensors and actuators. A part
of the responsibility of this layer is to identify and collect data on the characteristics
of each sensor and actuator. The sensors used in this chapter are the sensors that
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collect data on the user health (heart rate, blood pressure, temperature, weight,
etc.), the sensors warning of possible accidents (CO2 sensor, fire detection, flood
sensor), light sensor to monitor the amount of light in a smart home, humidity and
temperature sensors that are informative, vibration and motion sensors, surveillance
camera, camera and microphone, speaker, weather station, and food control sensor.
Open/close sensor (possible for doors and windows) is an actuator used in the
solution proposal of this chapter.

Network layer or transmission layer is responsible for secure transmission of data
obtained from the sensor devices to the processing system, i.e., to the Preprocessing
and Middleware layer through various network technologies. It consists of an access
sublayer that has the role of collecting data from the Perception layer and of sending
it to the Internet sublayer. In the access sublayer, that is in the part of the core
network, the main role is played by the technologies Z-Wave, Zigbee, Bluetooth
BLE, GPS, and RFID. WiFi technology is used to transfer the obtained information
from the access sublayer to the next layer, Preprocessing and Middleware.

Preprocessing and Middleware layer is a software layer that can directly syn-
chronize the services with the appropriate requirements and has a connection to
the database. It performs the processes such as preparing the information for
further processing, data cleaning, standardization, values of data within a dataset,
balancing, intelligent routing, and translating network addresses. It is based on
cloud computing because of the great benefits it provides, such as scalability and
flexibility. Fog computing has the role of cloud relief. In the proposal of this chapter,
the user data are saved in the user database that is stored in the cloud infrastructure.
The preparation of information for delivery in the appropriate form is enabled by the
use of M2H (Machine–to–Human) and M2M (Machine–to–Machine) technologies.
The ML (machine learning) algorithms enable intelligent adaptation of applications
to changes in the environment, and the AI (Artificial Intelligence) technology helps
to collect data from the devices, predicts the user behavior within the smart home
environment, and helps improve data security.

Based on the processed information in the Preprocessing and Middleware layer,
the Application layer is responsible for providing services to end users and the
proper operation of applications. The functions that are performed via the Cloud
app are accessed using mobile application that is implemented on the user device
and the corresponding API (Application Programming Interface). Through home
automation control the user can monitor and control certain functions within the
smart home environment, such as lighting, air conditioning, various household
appliances, and the like.

4.2 Autonomous Networks

Autonomous network represents the improvement of a large number of possibilities
created by the software-defined networks. According to [20], autonomous networks
consist of network and software platforms that, with a minimum of human contri-
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bution or even no human contribution at all, can sense the environment in which
they are located and adapt their behavior accordingly. Autonomous network goes
beyond the basic possibilities of automation and in this way it becomes a network
that works on its own. This type of network changes the role that today’s networks
play in motivating the innovations. Some of the characteristics of autonomous
networks are open eco-systems, software-driven infrastructure (including wireless
and wired networks, IoT edges, and data centers), and insight and analytics to enable
innovations (use of data to analyze the historical traffic, predicting changes of things
over time in order to optimize the execution and predict network failures) [21].

Autonomous network adapts dynamically to changes that occur in the network
environment, and its infrastructure is based on a self-developing telecommunication
network. The goal of autonomous networks is to provide simple and easy solutions
of use with “Zero-X” (zero wait services, zero touch maintenance, zero trouble
experience) automation based on fully automated operations of the life cycle “Self-
X” (self-serving, self-fulfilling, self-assuring) which serves to dynamically adapt to
user needs and available resources [22].

The classification system for understanding the network autonomy for
autonomous networks builds a maturity model for estimating the level of automation
achieved by an autonomous network. There are six levels of network automation
from “no automation” to “full automation” [23].

Autonomous networks are already being applied multiple times in the real world.
One of the examples is the detection of intrusion into the network by means of ML.
Such network functionality is necessary in the smart home environment where there
are multiple devices that are interconnected and where security breaches can easily
occur. Autonomous networks in this scenario search for anomalies such as credential
stuffing attacks and they block the attempt to attack the endpoints that are invisible
to traditional security tools.

4.3 Conceptual System Architecture

In order to deliver all relevant data to the end user from the environment presented
in Fig. 2 and based on the developed taxonomy shown in Fig. 3, the elements of
the conceptual system architecture are defined. The system architecture is based on
IoT communication technology, associated sensors and devices, and an application
solution is shown in more detail in Fig. 4.

Collecting and processing data in IoT environment can be presented by datasets,
and all with the aim of defining accurate and real-time information to the end user
[24, 25]. Based on the above, the elements presented in the conceptual architecture
are presented through four layers. These layers are also described and presented
through taxonomy. The layer of Perception and Actuator presents all the sensors,
actuators, and devices that are used in the smart home environment. Depending
on the user requirements, these sensors, actuators, and devices can be added and
defined according to the user needs. Connecting and communication of the sensors,
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Fig. 4 Conceptual architecture of the system for the provision of information to visually impaired
persons in a smart home

devices, and actuators is made possible through the communication technologies
such as WiFi, Zigbee, Z-Wave, and similar. In the Preprocessing and Middleware
layer (Cloud Computing) data collection and fusion are performed, as well as
the processing according to user requirements. The user requirements are defined
according to the type of disability and needs that the user has for the purpose
of performing daily household needs and monitoring health. In Cloud Computing
environment there is a user base and the base of all sensors, actuators, and devices
and their characteristics.

Through M2H communication the user receives customized information by
means of application on their mobile device or through the home system (virtual
assistant). The applications used by the user, virtual assistant, or the smart home
system are located in the Application layer. The design of the mobile application
and the home application must include elements of universal design related to the
accessibility of information, reduced physical effort in use, ensure equal method
of usage for all types of users, flexibility in usage, simple and intuitive use and
visible information. Management and communication of the user with the network
of sensors, actuators, and devices in a smart home is easiest with a virtual assistant.

The goal of applying this conceptual architecture is to create a smart environment
and create a user knowledge base based on everyday need and activities. The
activities and user needs can be monitored by the sensors, actuators, and devices
located in the user’s environment. A communication network that would connect all
sensors, actuators, and devices and that would enhance the user experience by using
the virtual assistant is the autonomous network. The use of artificial intelligence in
the smart home environment and the operation of the autonomous network would
enable: a safer environment for the user, user interaction with the doctor (monitoring
user health), connecting with other stakeholders, etc.
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5 Testing the Effectiveness of Virtual Assistants
on the Example of a Smart Home

Google Home and Amazon Alexa devices were tested to verify the operation of the
virtual assistant in the smart home environment for the visually impaired persons.
Testing was done in laboratory environment using the Arduino IoT development
environment and sensors.

Monitoring of sensor operation and data collection is presented in Thingspeak
Cloud application presented in Fig. 5. Figure 5 shows the collection of data in certain
intervals.

Of the technical characteristics of sensors and modules, the following have been
used:

• Humidity and temperature sensor – DHT11
• Color sensor – TCS230
• Motion sensor – HC-SR501
• Pulse – EN-11574
• Vibration – SW-420
• Module for connecting to WiFi network – ESP32

All sensors and modules are connected to Arduino Mega plate and virtual
assistants Google Home and Amazon Alexa are used for their management.

Fig. 5 Collection of data in Thingspeak environment
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Fig. 6 Operation of virtual assistant

Measurements have also shown that Amazon Alexa has faster system response when
making request for the start and management of the sensor as presented in Fig. 6.

The efficiency of the virtual assistant operation is important from the aspect of
providing information to the user of the smart home, mostly because of the type of
disability the user has. Equipping of the user with several devices for managing the
sensors, actuators, and devices in the home can lead to discomfort in using, and it
can also reduce the quality of life in the user’s home environment. The lack of tested
virtual assistants is the language support. The virtual assistant used for this purpose
represents assistive technology that can raise the level of the quality of life and make
everyday life easier for the user.

6 Conclusion

Following the trends and the development of assistive technologies for the help
of visually impaired persons we can say today that it is not just a device, but a
technology, service, and a system. Systems and services based on IoT technology
can raise the level of the quality of life thus raising the level of mobility and
inclusion. Designing and modeling need to be considered according to the user
needs and on the basis of that, create a system customized for each user.

The possibilities provided today by information and communication networks
and technologies such as artificial intelligence, machine learning, the autonomous
networks can create a faster and more efficient system for the user. Based on the
proposed conceptual architecture and the taxonomy, it is possible to create a smart
home for the disabled persons depending on the type and degree of disability.
Based on the defined elements of architecture it is possible to give the user all the
information from the home environment and the information about the user health
(pulse, temperature, blood pressure, sugar, etc.). Management of sensors, actuators,
and devices in the home is possible by speech using the virtual assistant which
enhances the user atmosphere in their homes.
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1. Benjak, T. (2021). Izvješće o osobama s invaliditetom u Republici Hrvatskoj.
2. Rocha, A. P., Ketsmur, M., Almeida, N., & Teixeira, A. (2021). An accessible smart

home based on integrated multimodal interaction. Sensors, 21, 5464. https://doi.org/10.3390/
s21165464
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Comparison of the Principles of Head-Up
Display Technologies for the
Implementation of Augmented Reality
in the Automotive Industry: A Study

Jozef Husár , Stella Hrehova , Lucia Knapčíková ,
and Justyna Trojanowska

1 Introduction

In today’s world, we encounter the term augmented reality (AR) on almost every
corner, although many times we do not even know that it is AR. Augmented reality
is an enhanced version of the real world, dominated by digital visual objects, sound
or other sensory stimuli that are shown to us through the latest technologies. This
is a growing trend among companies dealing mainly with mobile computers and
business applications [1]. When augmented reality is used by different users, data
is collected and used for analysis. This can improve the specific real-world features
and increase its understanding. The gained knowledge can be used then for real-
world applications. These large-scale analyses can help companies make decisions
and gain an overview of consumer habits within other companies as well [2, 3].
Augmented reality is an advanced technology that in today’s world makes it easier
for its users to interact with reality by adding virtual objects to it. This is the most
natural way to connect with the digital world. Try to imagine looking at this as
one optical view that provides information to explain everything and using AR to
show us that many things in this world are not that complicated. Augmented reality
is closely linked to mixed reality, where until recently they were just fiction, until
they have recently become a science-based reality. The task of this reality is not
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to remove the object from the real world and move it to a completely different
place, but on the contrary, the world in which we are improving with various 3D
virtual objects that can improve our imagination for a given thing [4]. Recently,
there have been opinions that the implementation of AR is needed, especially in
the automotive industry, which is also the focus of this chapter. One of the biggest
advantages of augmented reality, in particular, is that it allows us to have a more
interactive and richer interaction between man and computer, which is mediated
by human interaction as a conventional interface, which can be projected into
more specific useful applications [5]. An important advantage of AR is that it
expands the functions and capabilities of computers as well as other consumer
electronic devices, such as game consoles, smartphones and wearable technologies.
In this way, AR is constantly improving the user environment of these devices
and enriching the user experience more and more. Compared to virtual reality,
another specific advantage of augmented reality is that it does not replace the natural
environment with simulated ones, but only adds other 3D objects, thus inserting
parts of the digital world into the perception of the real world [6–8]. Augmented
reality provides more freedom for users and more options for traders because a
display that is mounted on the head may not be provided. Augmented reality has
much greater market potential than virtual reality, so its development and growth
is advancing at a faster pace as large companies and brands begin to implement it.
AR is not so much affected by the limitations of the devices on which it is used.
Nevertheless, there are still many demands on the creation of objects that work with
very high resolution and are in fact indistinguishable from realistic objects [9].

1.1 AR in Automotive Industry

The automotive industry is interested in the development of AR and its applications
in several ways. Since the end of the twentieth century, automotive developers and
original equipment manufacturers (OEMs) have been addressing the benefits of AR
through large joint projects [10]. During the implementation of the projects, it was
an effort to use AR throughout the product life cycle, from the beginning of the
car concept to the final customer assistance services. Although developments have
helped to integrate AR into the automotive industry, its use is sometimes still limited
due to technical shortcomings [11].

Devices for using augmented reality use the position of the user’s angle of view
with orientation and position coordinates and subsequently project the information
in a certain way. For example, on the screen of a mobile device with a real
background or in the lenses of AR glasses. The development of mobile devices has
thus allowed great growth in technologies that provide various tools and platforms
for AR applications in these devices [12]. A good example is when Volkswagen has
created an augmented reality digital system for digital production line testing. This
model uses a 3D assembly model of the structure, which combines the image with
data with the help of a camera that captures the structure during its production. It
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compares the target state with the actual state, which coincide in millimetres [13].
It is also worth mentioning the good usability of spatial augmented reality (SAR),
especially due to its good usability. For example, to overcome some technologies
such as ergonomic failure of the AR system when the systems are used for longer
periods. In fact, AR differs from SAR in that it does not require the use of glasses
and screens because the information is projected directly in daylight. There are
many areas for implementing AR in the automotive industry. First and foremost,
it’s factory planning. Here, AR allows us to make adjustments and optimizations
without interfering with the real line [14]. These interventions are performed in a
digital model, then simulated and after obtaining the values, the inputs to the real
line can be approached. Another area is the concept and design of cars, where we can
implement interventions in the design and model of the car before its production.
We can display the car in a scale of 1: 1 and with the help of mixed reality we
monitor and adjust the elements of the car in the digital version before its production
in the pre-production stage. Another little-presented area is the use of AR in the
production of cars for the assembly and disassembly of cars. During production on
the line, the individual types of cars come in a precisely determined order (e.g.
sedan, station wagon, SUV, hatchback). The employee on the line must control
which tasks he has to perform on which position and in what order according to
the technological procedure. AR can help here, where after scanning the object, it
points to the employee digital objects placed in the appropriate places [15–19]. AR
can also be used in sales, where, similarly to car design, the client can assemble
the car exactly according to his ideas. It can make changes to the interior, colour
and design on a digital model and then project it into free space. With AR, we can
improve the customer experience and thus show him a better idea with the help of
interactions that take place between the real environment and virtual elements. AR
as a user manual can provide us with an interesting alternative to the classic paper
manual that you receive with each vehicle purchased. In such manuals, you will
find various instructions, diagrams and pictorial forms that apply to your vehicle.
By delivering these steps to the real vehicle, the AR can avoid possible ambiguities.
If the user does not know exactly whether he is looking at the right part of the
vehicle, the AR will direct him to the exact place [20]. However, if the interactive
manual is not sufficient and the problem is beyond the user’s ability, an online video
stream of the AR device led by a remote service technician can help. The last area
that we give priority to in this chapter is the use of AR as a driving assistant. When
driving, the driver must focus on the perception of the environment, as this is a key
element of the driving function. We can use augmented reality to improve perception
in several ways [21]. Augmented reality obscures the driver’s field of vision and
shows the trajectory during the manoeuvre. Augmented reality can choose the
right trajectory that can select the right path for the driver through navigation.
In another case, augmented reality could help the driver reduce his subconscious
efforts, because compared to today’s navigation and current assistants, the driver
would not have to focus on the perception of the surroundings. Augmented reality
is intended to help the driver, in particular, increase attention in situations such as
junctions and crossings and thus avoid the various dangers associated with other
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Fig. 1 AR as an assistant in driving a vehicle

road users [22, 23]. The AR is intended to help the driver improve his perception
of the surroundings if conditions are aggravated by weather or other reasons. In
fog conditions, road edges should be highlighted and vehicles that are not clearly
visible because they overlap with a building or other vehicle will be displayed to
the driver using AR. Ultimately, by developing an autonomous vehicle, we can help
develop entertainment and information applications, such as a tourist guide where
augmented reality will help us a lot, in providing this information [24]. While the
vehicle is precisely located using a limited VSLAM camera, rough 3D city mode
and standard GPS (top left), AR is used to display the route to follow (top right)
such as dangerous intersections, pedestrian crossings (bottom left), (top right) or
tourist information, such as a hotel (bottom right) (Fig. 1).

2 Research

In this section, we give priority to augmented reality as a management assistant.
There are many ways to project the required information into the field of view. With
the advent of digital displays, much more information for the driver began to be
projected than the classic indicators on the dashboard. For example, the driver of
the car may set the navigation projection as a priority and the speed and condition
information of the car is projected on the sides of the on-board unit. This opens up
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the possibility of augmented reality and projection of selected parameters on the
head-up display [25].

If we talk about the head-up display, we are actually talking about a digital-
transparent image, which is projected on the windshield of the vehicle. The role
of the HUD is to replace devices that are located on the dashboard, such as speed
indicator or navigation. The use of HUD is expected to increase safety by displaying
optical elements in front of the driver’s eyes. This helps the driver increase his
focus to the direction of travel without having to look at different screens while
seeing the same information that is projected on the HUD. Head-up displays
in automobiles generally use the projection of light on the windshield and the
elements are thus displayed as reflections. HUD creates a continuous superposition
between HUD elements and environmental events. Placing the element in the correct
position is very important when using the HUD, because the good readability of
the information is affected by the background. On the head-up display, which is
connected to augmented reality (AR-HUD), the parts overlap with the external
optical world by projection on the windshield. With AR-HUD technology, drivers
have better access to the information they need without having to look away from
the road [26, 27].

The main task of the AR-HUD is to create safer vehicles, but there are still
some concerns about driver distraction. When driving a vehicle that is equipped
with a head-up display with augmented reality, the driver watches the information
on the display, but also has to pay enough attention to the road and such a
phenomenon could result in inattention. Uniti supplies its vehicles with a wider
range of applications on the market compared to the competition, as the HUD
is slowly replacing the classic instrument panel. All design challenges or design
opportunities speak of all displays of information that are necessary for the driver in
a clear and clear manner. If we want to talk about HUD implementations, we must
specify the basic requirements for AR-HUD [28].

Technological Implementation
The technological processes of ordinary HUD display work on the reflection of
light. The projection or 2D display unit has its place in a glass pane, which is placed
at an angle of 40◦−45◦, at which light is reflected and thus creates a virtual image
visible to the observer. The observer observes the virtual image at a distance that is
adequate to the light path between the combiner and the eyes. It is the distance from
the source to the eye. Optical elements such as lenses and mirrors can extend the
distance of the light path and help keep the dimensions of the entire optical system
as low as possible, which can limit the space of the dashboard. These elements limit
the distance and size of the created image.

Image Dimensions
The field of view that the driver perceives when driving measures approximately
67◦ × 20◦. Projecting an HUD image takes up approximately 6◦ × 2◦ of space.
The head-up display is limited by the dashboard space and is related to the image
distance. Increasing the image distance reduces its quality and perceived size. With
the available space on the dashboard, the size of the image also increases linearly.
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Image Location
The head-up display has its place on the dashboard of the car, where it is located
5◦ below the driver’s line of sight. Many attempts have been made for the most
suitable location of the HUD based on different driver preferences and recognition.
The researchers narrowed the area they decided to test to 20◦−10◦ around the
driver’s field of vision in order to reduce the range of findings. Many drivers who
use navigation devices have them located above the console centre. According to
the researchers, this site uses high monitoring power, but the placement of the HUD
at this site was excluded.

Image Distance
At a distance of approximately 2–2.5 m, the image is taken from the driver’s eyes.
With this distance, the accommodation of the eye decreases, which is actually the
focusing between the light and the display. Many studies have been conducted to
find the best viewing distance, where it has been found that a distance of 2–3 m is
the most optimal room distance. When tested at a distance of 1–5 m, it was shown
that older drivers experienced an increase in stimulus recognition times closer than
2.5 m. In this research, the range was limited to a few meters, so these participants
could not test the perception at greater distances. Suppliers and car manufacturers
say that a better distance than a state-of-the-art HUD is needed for the HUD to
function and perceive better.

Contents of Head-Up Displays
The main task of head-up displays is mainly to offer information and driving data.
The content of the HUD is based on the functions offered by the car and the data
made available by the manufacturers. We most often encounter indicators of speed,
speed limit or other restrictions, a warning about the procedure, navigation route or
vehicle status, where we are shown, for example, the fuel status [29].

Nowadays, we can watch more and more content there, which is no longer
completely related to driving, and thus contains, for example, a phone book, calls
or music control functions. There are also external head-up display devices, such
as the Garmin, Pioneer’s NavGate HUD or Navdy, which can be placed under
the windshield. Today, almost everyone is a smartphone holder who, thanks to the
Navier HUD navigation or HUDway application, can also use it as a HUD located
under the windshield. External HUDs are smaller in size than built-in HUDs, but
have a more diverse content. Navdy HUD is one of the most popular because it
allows a lot of information that is associated with smartphones such as messaging,
phone call control, music control or appointment scheduling.

3 Methodology

In this part of the chapter we deal with three types of HUD. The first is direct
projection on the windshield, as an example we chose the head-up display from
Mercedes, which is a pioneer in the research and application of interactive head-up
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displays. The second type is projection on the reflecting surface and an example is
the HUD from Citroen, where the projection display automatically pops up after
start-up. The third alternative for comparison is the use of mobile applications and
its use as a HUD.

3.1 Mercedes HUD

The head UP display from Mercedes has an opening angle of 10◦ horizontally and
5◦ vertically, so the image is displayed virtually at a distance of 10 m. Such a display
area can be compared to a monitor with a diagonal of 77 inches. AR-HUD provides
a wealth of augmented reality content for driving assistance systems and navigation
information. For the driver, the image blends in perfectly with the surroundings,
so there is no distraction. The image is created in high resolution with 1.3 million
pixels. In the S-Class, Mercedes-Benz was the first to use it to create images on the
head-up display.

Head-up display features:

• Full-colour display module, backlit by high-power LEDs.
• Special windscreen with built-in wedge-shaped sheet of laminated foil.
• Lens and mirror system.
• Light sensor in the area of the upper edge of the roof to adjust the brightness.
• Display menu settings.

On the head-up display offered by Mercedes, we can monitor functions such as
speed, navigation, assistants or the time of arrival at the destination. There are also
large directional arrows that change their position from right to left, depending on
where we want to turn. Figure 2 shows an arrow that shows the direction to the left,
as we can see from the navigation. This feature helps drivers to orient themselves
more accurately on the road.

With lower visibility, the head-up display helps the driver increase the visibility
of the curb, for example in a curve by highlighting lines in red. This allows the driver
to see the curb better, which may not be visible enough (Fig. 3).

The head-up display, together with the adaptive cruise control, measures the
position of the vehicle in front of you, which helps to maintain a sufficient distance.
The distance of the vehicle in front of you is displayed in green and the exact
distance can also be determined using the functions. The head-up display shows the
exact navigation of the route, where after arriving at the destination, the destination
point is projected on the windshield, which has the shape of a flag and signals the
destination of the route (Fig. 4).
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Fig. 2 Mercedes HUD

Fig. 3 HUD roadside warning and vehicle location

Fig. 4 HUD Mercedes –
defining the route destination
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Fig. 5 Citroen HUD – sliding screen and height setting

Fig. 6 Night and day mode settings

3.2 Citroën Head-Up Vision

Thanks to head-up vision, Citroën offers the user an overview of basic driving
information. The system projects the data onto a pull-out screen located in the
driver’s field of vision. The driver of the vehicle is thus constantly informed
about the driving speed, traffic sign data, cruise control information, navigation
instructions or warnings of a possible collision (Fig. 5).

When the vehicle is started, a screen is displayed that projects driving data. The
driver will thus have a view of the speed, the limiter and the navigation, which is
linked to a coloured direction indicator on which the directional arrows intersect, or
to the correct exit from the roundabout.

UP/DOWN – using the UP/DOWN buttons, the user can correct the height of the
Head UP indicators.

SUN/MOON – using the SUN/MOON buttons, the user can correct the brightness
of the projection, for better visibility during the day or night (Fig. 6).

3.3 Head-Up Display Using a Smartphone

In order for drivers to have a head-up display in their older cars, they don’t really
need much. All you need is the right smartphone application that turns your phone’s
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Fig. 7 NAVIER HUD 3

screen into a mirror image, where you can adjust the brightness so that the reflection
on the windshield is clearly visible during the day. It is necessary to place the
smartphone in the right place on the dashboard so that it does not block the driver’s
view and its reflection is well projected. There are many applications available on
the Internet that offer their head up display features for free. In this section, we
compare two applications – NAVIER HUD 3 and HUDWAY GO

3.3.1 NAVIER HUD 3

NAVIER HUD 3 is ranked among the best HUD display applications that is
available for Android for free. For the application to work properly, all you need
is a 3G connection. The application is properly designed and so when projected on
the windshield, a crystal-clear reflection is seen. The orientation and brightness of
the screen automatically adjusts while driving, so the driver has no worries about
setting up the application while driving, the route can also be set by voice control.
The application has an OBD2 function, which means that it uses a reader to read
data from the vehicle, such as speed, fuel level, vehicle errors and other technical
features (Fig. 7).

3.3.2 HUDWAY Go

The HUDWAY GO application is available for both IOS and ANDROID users. An
important element for the application is navigation, which offers several options,
such as voice control. Maps are also available offline. The graphics and brightness
on the windshield are compatible and adjust automatically, but under certain
conditions the image is not clearly visible enough. The application displays real
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Fig. 8 HUDWAY GO

driving data such as average speed, time to destination or travelled distance. After
turning off the engine, the application evaluates the driving data it provides to the
user. Another feature that the application offers is the monitoring of fuel costs
(Fig. 8).

4 Results

For comparison, we chose from three different types of head-up displays. We were
the first to introduce a head-up display from Mercedes. Mercedes relies primarily
on its quality, as evidenced by the design and display of the head-up display. It
is connected to a 12.8-inch touchscreen, which is located in the centre of the
dashboard. With this screen, it is possible to precisely configure and set different
types of views of head-up display. The image, which is projected into the driver’s
field of view, captivates with its graphic design and also very good visibility even on
a clear day. The driver no longer has to take his eyes off the road to check the speed,
because it is displayed using the head-up display together with the display of the
maximum permitted speed of the road on which the car is currently travelling. The
display also shows icons of activated assistants, such as adaptive cruise control,
where when the safe distance is exceeded, the driver is shown a red barrier or
lane assist, which scans lanes and draws road edges in red lines. With the help
of navigation, which is projected in the driver’s field of vision, no one gets lost
anywhere. The large directional arrows show the exact direction and number of
meters before the vehicle enters lanes or intersections, which makes it easier for the
driver to orient himself even in more frequented places. The display also shows the
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Table 1 Comparison of mobile applications

Parameters NAVIER HUD 3 HUDWAY GO

Price Free Free
Premium option 9.99$ 8.99$
Android Yes Yes
IOS Yes Yes
Maps/navigation Yes Yes
3D view Yes Yes
Voice alerts No Yes
Voice control Yes Yes
Current speed Yes Yes
Driving time Yes Yes
Distance travelled No Yes
Driving analysis No Yes
Consumption calculation No Yes
OBD2 Yes No
Visibility during the day Good Weak

number of kilometres to the destination and the destination itself, which is finally
shown by a large symbol.

Although Citroen is in a lower price range than Mercedes, the developers have
come up with a unique head-up display. The image is no longer projected on the
road in front of the driver, but is displayed on a transparent sliding screen that is still
in the driver’s field of vision. When the head-up display is switched on, the screen
on which the driving data is projected is displayed. The display shows a simpler
image on which, however, speed or navigation is clearly visible. The navigation
display is in a lower graphic quality, but it is still transparent and the roundabouts are
very well drawn. The function display is height-adjustable as well as the brightness.
During a sunny day, there may be less visibility because it is a transparent image.
The functions as well as the processing of the head-up display itself, which Citroen
offers, have received very good reviews in its price category.

Heads of displays found in cars can still be seen on the road in small numbers, as
they are elements of new cars. However, owners of older types of cars keep up with
the times and use applications that can at least partially replace the built-in head-up
displays. We have selected 2 applications that are freely available for the market
and completely free. NAVIER HUD 3 and HUDWAY GO are applications that can
project an image from a smartphone onto the windshield and can replace the built-in
head-up display (Table 1).

Application NAVIER HUD 3 offers better picture quality compared to HUDWAY
GO and also better visibility on a clear day. HUDWAY GO, on the other hand,
offers more options and functions that can be projected on the windshield, and the
application is also easier to understand. NAVIER HUD 3 has OBD2, which means
that the application can project the driver data on the vehicle, which it obtains from
the vehicle using the OBD2 unit. These are data such as fuel level, tire pressure or
vehicle errors.
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Table 2 Comparison head-up displays

Parameters Mercedes Citroen Applications

Price Higher equipment Higher equipment Free
Image quality Excellent Very good Good
Visibility during the day Excellent Very good Good
Language SK SK ENG
Function richness 1. 3. 2.
Voice alerts Yes No Yes
Driving analysis Yes Yes Yes

5 Conclusion

In this article, we pointed out three completely different types of head-up displays.
Each display was something specific. Mercedes projects the image on the wind-
shield, Citroen on the slide-out screen and the head-up display using the application
is projected on the windshield using a smartphone. Mercedes stands out because
of the sophisticated navigation, which shows directional arrows in space, Citroen
combines simplicity with all the necessary information, and the head-up display
with the application has limited functions, but it can work in any car (Table 2).

In conclusion, we can state that augmented reality is becoming a major milestone
in the production and use of cars, where it already occupies a huge part. It helps not
only car manufacturers but also our users who use these products associated with it.
In the future, it can be assumed that with the development of autonomous vehicles,
the implementation of AR will also develop, especially in the field of augmented
reality.
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Polygonization of the Surface Digitized
Using Helios2 Time-of-Flight Camera

Adrián Vodilka , Martin Pollák , and Marek Kočiško

1 Introduction

Time-of-flight (ToF) technology is based on the calculation of reflected flight time
[1]. ToF technology is a technology used for decades to measure the distance
between the sensor and the object. This technique is based on illuminating objects
with a modulated light source and analysis of reflected light [2]. The illumination
is performed in repeated pulses and near-infrared light is used. The phase shift
between the pulse of light from the source and its reflection from the surface of the
object is measured and used to calculate the distance. The most commonly used light
source is a laser light or LED and an infrared light is used. The same basic principle
ToF of calculating the flight time of reflected light is also used when measuring
distances with laser distance gauges [3]. Using a ToF camera, it is possible to obtain
a depth image, with a depth distance to the surface of a physical object in the
captured scene being obtained for each point of the camera. The main applications
of ToF implementation include robotic vision, 3D inspection, manipulation of
physical objects, object sorting, palletizing and depalletizing, volume determination
of physical objects, environmental sensing of autonomous vehicles, logistics, 3D
digitization of objects, human interaction with machinery, and others [4].

Laser light sources or LED diodes with emitted light at a wavelength of 850 nm,
which is invisible to the human eye, are used as a source of illumination. The optical
sensor captures light at this specific wavelength and converts it into an electric
current. The depth distance is measured for each point of the 2D plane within the
camera’s ToF coordination system, creating an image depth map and point cloud.
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By polygonizing a point cloud, it is possible to obtain a polygonal surface model of
objects [5].

2 Point Cloud Acquisition Using Helios2 Time-of-Flight
Camera

2.1 Helios2 Time-of-Flight Camera

The Helios2 time-of-flight camera is a 3D optical imaging device designed by
LUCID Vision Labs Inc. in Canada, using a Sony DepthSense IMX556PLR CMOS
sensor and reflected light time calculation digitization technique to calculate the
distance between the depth of the device and the scanned surface of physical
objects. The company’s first ToF device was introduced in 2019 called the Helios
ToF 3D camera, making it the first commercially available ToF industrial device
using the innovative Sony DepthSense sensor. Later, the Helios Flex 3D ToF
MIPI product was introduced, a module with lower dimensions working with the
Nvidia Jetson TX2 computing device using a Flex cable. In 2020, the company
presented the Helios2 IP67 ToF 3D camera with improved accuracy and quality
of digitized data. The Helios2 camera is designed to work indoors, suitable for a
low-window industrial environment. For outdoor use, it is necessary to use a ToF
camera with illumination with a higher wavelength (e.g., 950 nm). Helios2 is a
durable device with dimensions of 60 × 60 × 77.5 mm, weight 398 g, and thanks to
IP67 certification is suitable for demanding industrial use, operating range −20 to
50◦ C without the use of cooling and fans and is designed for continuous operation.
Helios2 camera technology is designed to perform more accurate digitization of
the surface of objects compared to other devices using ToF technology, focusing
on the quality of details, noise reduction, and filter of flying points. The device
resolution is 640 × 480 px (0.3 MP) at a refresh rate of 30 fps in all operating
modes. The device’s optics allow digitization with a viewing angle in the range of
69◦ × 51◦. The device is designed with respect to the GigE Vision v2.0 standard for
communication within the GenICam 3D interface, while enabling communication
via the GigE and M12 X-coded digital interfaces and the GPIO interface using an
8-pin M8 connector. The device can be powered using PoE + IEEE 802.3at or
using GPIO with a voltage of 18–24 V. The average use of the device is 12 W
with a maximum power of 30 W. Thanks to the five communication channels of
the device, it is possible to use up to five Helios2 devices simultaneously without
mutual interference [6–8] (Fig. 1).

Helios2 Accuracy and Precision It is important to distinguish between accuracy
and precision when working with Helios2. Accuracy defines the difference between
the actual position and the position within the digitized surface of the object.
Precision defines the standard deviation of the acquired data. Helios2 allows
digitization in 6 operating distance modes ranging from 0.3 to 8.33 m. Operating
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Fig. 1 Helios2 time-of-flight
camera

Table 1 Distance modes accuracy table of Helios2 [8]

Operating mode (mm) Modulation frequency (MHz) Accuracy

1250 120 ±4 mm
3000 50 ±10 mm
4000 37 ±10 mm (+0.25% of depth)
5000 120 + 90 ±4 mm (+0.1% of depth)
6000 25 ±10 mm (+0.5% depth)
8300 90 + 72 ±4 mm (+0.2% depth)

distance modes operate at different modulation frequencies and the parameter
determines the maximum operating distance of scene objects to the device. A
refresh rate of 30 FPS can be achieved within all operating distance modes. When
selecting a suitable mode, it is necessary to take into account the required distance
of digitizing the scene and the values of accuracy and precision, so that it is possible
to digitize the scene in the highest quality of the obtained data. The accuracy and
precision of the acquired data depend on the temperature of the camera, while the
distance of the measured depth increases as the temperature increases. The Helios2
camera is calibrated to compensate for temperature changes in a sufficient range,
without the need for self-calibration. The change caused by temperature cannot be
completely eliminated by compensation, therefore the camera must be allowed at
least 15 minutes to warm up before use [8] (Table 1).

As can be seen in the figure, the lowest depth deviation can be achieved in the
range of 1–3 m. At the same time, it is possible to conclude that in operating modes
with higher and dual frequency modulation, the accuracy and precision of the device
are higher, namely 1250, 5000, and 8300 mm (Table 2) [9, 10].

ArenaSDK The Arena Software Development Kit (ArenaSDK) is a software
package that provides an API programming interface for LUCID Vision Labs
Inc. devices. Within the ArenaSDK, libraries and program examples are available
in the C ++, C, .NET, and Python programming languages. The ArenaSDK
includes a GUI graphical interface ArenaView based on the GenICam standard.
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Table 2 Distance modes precision table of Helios2 [8]

Distance (m)
1250 mm
mode

3000 mm
mode

4000 mm
mode

5000 mm
mode

6000 mm
mode

8300 mm
mode

0.5 1.0 1.9 2.1 0.7 3.6 0.8
1 0.8 1.3 2.1 0.6 2.7 0.6
1.5 1.1 2.5 2.9 0.9 4.0 1.1
2 1.8 3.7 4.9 1.4 7.8 1.7
3 5.7 8.6 2.2 10.0 2.5
4 12.3 3.3 15.7 4.1
5 5.1 28.1 6.1
6 30.1 7.9
7 11.8
8 14.5

With ArenaView, it is possible to use and control the advanced features of the
Helios2, while creating in-depth images or viewing a 3D point cloud in real time.
With ArenaView it is possible to work in 2D and 3D display – 2D from the camera
view and 3D point cloud display with the ability to change the view orientation in
real time so it is possible to view the current digitized data or capture a snapshot.
ArenaView exports Helios2 digitization data in 3D PLY and RAW format [11].

Using Helios2 within the ArenaView GUI is user-friendly. After the correct
connection of the selected method of power supply and communication interface
with the computer, the ArenaView software could be started, which enables the
Helios2 device function and start the Stream. The ArenaView GUI launches the
default view of the Helios2 device in the pixel format Coord3D_ABCY16 – four-
channel XYZ point cloud data. Within the ArenaView user interface it is possible
to change various parameters of the Helios2 device and GUI divided into three
windows: Features, Properties, and Options [12].

By adjusting the features parameters, it is possible to select the correct settings
for specific examples within the scene capture. The main options for adjusting
the features parameters include Image Accumulation, Flying Pixel Filter, Exposure
Time, Conversion Gain, Confidence Threshold, and Spatial Filter [11].

Helios2 Features and Options For the digitization of objects using the ToF
technique, the most suitable objects are those whose surface is not very reflective
or too absorbing light. At high levels of light absorption, gaps in the point clouds
typical of black surfaces can occur because the ToF sensor does not detect absorbed
light on the object’s surface. For glossy surfaces, points in glossy areas can
register in front of or behind the actual coordinate, thus reducing accuracy. Image
Accumulation in the range of 0–32 images is used to improve the obtained data by
translating multiple images into a common calculation of average values. A higher
value of this parameter improves the quality of the obtained data with low precision,
while the frame rate decreases. Adjusting the refresh rate parameters can be used to
digitize moving objects. A lower number of images reduces the accuracy of the data
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when digitizing moving objects. Under specific conditions and from a certain speed,
the obtained data may be blurred and inaccurate [13].

Selecting the exposure time setting from 62.5 to 1000 µs restricts the amount of
reflected light entering the ToF sensor. Exposure time is used when oversaturating
an image and reducing shiny areas that result in inaccurate points in front of or
behind the actual subject. Exposure time adjustment is combined with conversion
gain signal gain tuning. The lower exposure and the higher gain are used in case
of reduced accuracy due to multiple light reflections from multiple surfaces called
multipath. The conversion gain setting with the high and low option is used when
empty areas are created by low-reflective surfaces, while the reflected signal is weak
and needs to be amplified. Higher exposure time and conversion gain values are used
to digitize objects at greater distances or with low reflectivity. Lower values are used
to digitize close and shiny objects [13].

The spatial filtering setting reduces inaccuracies by adjusting and averaging the
differences in the values of the coordinates of neighboring points, thus smoothing
the surface. This parameter is often used to improve edges in complicated shape
objects where a high level of detail is not required. The confidence threshold setting
is used especially in cases where it is not possible to eliminate quality deficiencies in
the acquired data using exposure tuning and conversion gain caused by reflections
and low light reflectivity. In some cases, the light reflected from the surface has a low
intensity, therefore the reliability of this signal is limited. The confidence threshold
setting allows you to filter reflections from surrounding objects and flying distant
pixels [13].

Process of Digitization of Objects The preparation of the digitization can be
divided into two parts: hardware, software, and scene preparation. The complexity
of preparing a scene depends on the application. The complexity can be understood
according to the chosen communication interface and the method of powering the
Helios2 device [14]. For the purposes of the digitization, the method of power
supply and data transmission via GigE and M12 X-coded interface connected with
PoE + IEEE 802.3 at device Tenda PoE30G-AT and laptop for working with GUI
and camera data is chosen. The Helios2 device was attached to a tripod at a height
of 800 mm from the floor, to which it was attached using an M6 screw and custom
holder made by FDM technology. For safety reasons, the tripod was secured against
tipping over by attaching it to the floor. After connection, the Helios2 device was
allowed to warm up to its own operating temperature for 20 minutes. In order
to get closer to the real industrial conditions, the laboratory was isolated from
outside light and illuminated by an internal light source from light bulbs. The room
temperature was constant at 20 ◦ C during the experiment. Simple installation of the
ArenaView software available on the manufacturer’s website was required. As part
of the scene preparation, it was necessary to consider the number and material of
the surface of the selected digitized objects and the environmental conditions within
the digitization of the scene. At the beginning of the experiment, white chapter was
chosen as the basis for the digitization objects in order to demonstrate the function of
the device against the white color of the surroundings. The camera made an angle
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Fig. 2 Scene preparation for digitization

of 30◦ to the tripod during the experiment, and the digitized objects were placed
in the camera’s field of view. Within the selection of digitized objects, objects of
cardboard were selected as one of the most common materials used in bin picking,
palletizing, or robot and computer vision (Fig. 2).

The following factory default settings have been selected for the initial settings
of the Helios2: Acquisition Frame Rate 30 MHz, Exposure Time Selector 1000 µs,
Pixel Format Coord3D_ABCY16, Operating Mode Distance 5 m, Image Accumu-
lation 1, Conversion Gain High, Spatial Filter False, Flying Pixel Removal False.
The Depth Range & Color Settings range of 700–1800 mm was selected for 3D
data display [15, 16].

Natural color cardboard material can be considered a suitable material for ToF
digitization, because it is made of brown color and is balanced in the ratio of
light absorption and reflection. Within the display of the digitization in the GUI
ArenaView, it is possible to easily register the low quality of the process caused by
the selected parameters. First, it is possible to register low accuracy due to image
oversaturation in the area of light reflection from the white ambient material due
to the white color of the material, the low distance to the camera, and the low
angle to the environment and the camera. At the same time, it is possible to observe
distant points above the areas formed by the black material of the box and several
flying pixels distant from the digitized surface created by random reflection of light
against the surroundings. Several parameters have been adjusted to compensate
for image oversaturation. Enabling confidence threshold would completely remove
these areas, from which it can be concluded that the signal strength is low in these
areas. Changing gain to low increased the quality of the data in these areas, creating
small areas of low precision at the edge of the object caused by multiple reflections
of multipath light from the wall and substrate. Changing the exposure time to 250 µs
increased the data quality of both of these areas, while reducing the accuracy of the
data to a minimal extent. This reduction in precision was corrected by increasing
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Fig. 3 Digitized surface of objects from natural cardboard before parameter adjustment

Fig. 4 Digitized surface of objects from natural cardboard after parameter adjustment

image accumulation to 16 because the objects are static and the reduction in frame
rate at the cost of higher data quality is fine. Distant points in areas of black material
are compensated by the spatial filter option, which has increased precision in these
areas. Several distant points outside the scene were compensated by the flying pixel
removal option. After adjusting the parameters, the point cloud was exported to the
ply format so that it could be used for subsequent work in the GOM Inspect system
(Figs. 3 and 4).

3 Polygonization of Digitized Surface Using GOM Inspect

3.1 GOM Inspect

GOM is a German company producing measuring technology since 1990. The
company develops, produces, and distributes software, measuring devices, and
systems based on 3D coordinate measuring technology for various industries. GOM
develops software for analyzing 3D data obtained from GOM systems, 3D scanners,
laser scanners, and others. GOM Inspect includes import of measurement data,
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import of basic CAD formats, operation of measuring systems, alignment and use
of local coordinate systems, comparisons, measurement of geometric tolerances,
inspection of curves, analysis of surface defects, report export, parametric inspec-
tion, import native CAD formats of known systems, use of templates for projects,
use of digital assemblies of components, scripting, virtual measuring space, and
others. GOM Inspect is based on a parametric approach providing the ability to
document steps and results for reports. This software works on the principle of
creating 3D polygon meshes from a point cloud of digital-isolated objects scanned
by measuring devices. Polygon mesh describes the surface of real objects and is
used for visualization, simulation, reconstruction, and comparison of digitized data
with nominal CAD models. Polygon mesh can be smoothed and recalculated, holes
filled in, all with a view of deviations in real time. A very useful comparison used
in industry is the point comparison of polygon network deviations against nominal
CAD data [17, 18].

3.2 Polygonization Process

Polygonization is a process performed within the software capabilities of CAD
systems, during which wireframe surface 3D models are created based on the
systematic connection of coordinate points from a point cloud by polygons, i.e.,
straight lines in space bounded at both ends by coordinate points. Such a polygon
meshing is based on specified conditions, which can usually be set at the beginning
of the process. These input conditions determine in particular the range of distances
of the connected points, the angle between them, the transient boundary conditions,
and the noise filtering. If the points in space are too close to each other, or the point
is captured outside the specified range of distances, these points are filtered and are
not used in polygonization. If there is a large distance between the points, an empty
area within the surface may be created. The surface model is most often polygonized
into a triangular network, whose advantage is the possibility of describing even more
complex shaped surfaces and good compatibility with CA systems, or with slicer
software for additive manufacturing [19, 20].

The output within the polygonization process is most often saved in the Standard
Triangulation Language format (STL). A higher number of triangles within a
polygon mesh allows for more faithful copying of the surface of a real physical
model at the cost of a larger file size and the need for higher computational power
when working with the model. The appropriate number of triangles is selected
automatically within the software solution, or it can be entered manually [21].

After creating a polygon model, it is possible to perform further processing to
increase its quality characteristics and usability. Various CA systems provide their
mesh processing tools. Common tools and methods for processing polygon models
include removing the excess surrounding area of the digitized model, removing
edges at an angle from the desired surface, filling empty areas of the model
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Fig. 5 Local reduction of accuracy of acquired data in black areas

with surface approximation at the edge of this area, smoothing out meshes and
recalculating polygon density [22, 23].

Polygonization Process Using GOM Inspect The first step is to import the
digitized data with the Helios2 device. Within the display of the point cloud in the
graphical interface environment of the GOM Inspect system, it was possible to rec-
ognize the shortcomings of the digitization process. The first type of shortcomings
was caused by the black surface printed on the objects, as the parameters of the
camera were set to digitize the cardboard, while in these areas there were changes
in the characteristics of light reflection relative to the rest of the object. Insufficient
light reflection caused by light absorption by a matte black surface caused a local
decrease in the accuracy of the obtained data in these areas. The acquired distance
of points in these areas was moved further away from the camera (Fig. 5) [24].

Another disadvantage of digitization is the multipath light reflection effect. It
happens when emitted light reflects multiple times before being received by the ToF
sensor, as opposed to reflecting once. Multipath often happens because of concave
angles between object walls and the bottom pad, increasing travel distance of the
light, thus increasing flight time. The optical paths of the ToF emitted light combine
and interfere with one another (Fig. 6).

Unfiltered flying pixels were removed before starting the data polygonization
process. The first step in the polygonization process was to compute normals. This
tool performs an automatic calculation of the orientation of normal vectors, so it
will then be possible to determine the orientation of the area model obtained by
polygonization. This is followed by the polygonization of the data. Polygonise Point
Cloud feature in GOM Inspect can be modified by these three parameters – Min.
distance of used points, Max. noise, and Max. length of new edges.

Using Min. distance of used points it is possible to define the minimum distance
between the points to be polygonized. Larger value of this parameter results as a
rougher polygon mesh. Max. noise parameter filters distant points. Using the Max.
length of new edges it is possible to specify the maximum length of new polygons.
If the distance between the selected points is larger than the chosen edge length,
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Fig. 6 Example of the multipath effect (left) and its presence in digitized data

Fig. 7 Demonstration of point cloud polygonization with initial settings

holes result in the mesh. A preview of the polygonization according to the current
settings is displayed in the selected circular area (Fig. 7).

The initial parameter values needed to be adjusted. Within the model, empty
spaces were created, especially in the areas of stein objects at an angle, because
in these areas there is a high distance between neighboring points due to the given
camera resolution. Empty spaces could be removed by increasing the value of the
Max. length of new edges parameter to a distance of 50 mm. Subsequently, it was
necessary to increase the value of the parameter Max. noise, because in the matte
black areas the noise was higher than the original 1 mm. This parameter has been
adjusted to 3 mm. Min. distance of used points can be used to smooth the model.
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Fig. 8 The resulting model of the polygonization process

The precision of the camera within the digitized scene, specifically Operating Mode
Distance 5 m and surface distance from the camera about 1 m, the value was 0.6 mm.
Above this distance, it is possible to smooth the surface of the obtained model.
Within the balance between accuracy and quality of the polygonized model, the
value of the parameter 2 mm was chosen (Fig. 8).

4 Conclusion

This chapter discusses the 3D time-of-flight digitization solution Helios2 along with
the ArenaSDK software package, point cloud acquisition, and polygonization within
GOM Inspect. The aim of this research was to verify the use and functionality of the
camera for the needs of digitization of objects. The first part of the article describes
the Helios2 device, its physical and software capabilities, and important features of
the ArenaView GUI which affect the quality of the obtained point cloud. The second
part describes polygonization process and software GOM Inspect. The preparation
of the digitization was divided into hardware, software, and scene preparation.
Three boxes made of cardboard with natural color were digitized. Subsequently,
the obtained surface was imported into the GOM Inspect software and polygonized.
Polygonization parameter values have been adjusted. The result was a polygonal
model of the surface. In the process of polygonization, a decrease in the quality of
the obtained data occurred caused by the field of view of the camera, black matte
material, and multipath effect. The advantage of using time-of-flight technology for
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digitizing objects is the time needed for data acquisition, which can be obtained from
250 µs. Another advantage is the fact that Helios2 is a plug & play and user-friendly
IP68 industrial device. The disadvantages are the low accuracy and precision of
the obtained data. The obtained data quality is sufficient for computer vision and
robot vision, because with the use of the obtained data it is possible to recognize
the height and orientation of objects. Further research is needed for accurate and
detailed digitization of objects using time-of-flight technology.
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Application of Smart Construction Site
in Construction Practice

Jana Smetanková , Katarína Krajníková , Rastislav Ručinský ,
Peter Mésároš , and Annamária Behúnová

1 Introduction

Construction is an important sector of the economy. It is an economic sector engaged
in the construction and management of construction and commercial activities.
The basic tasks of construction include the production, sale of building materials,
organization, management, and preparation of construction activities.

In the European Union, construction provides about 18 million direct jobs, which
is about 9% of the European Union’s gross domestic product. Construction creates
new places of work, supports economic growth, and provides solutions to social,
climate, and energy challenges. The main challenges for construction include:
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• Stimulating demand – the aim is to improve activities in existing buildings
through renovations, thus directly stimulating potential and demand.

• Training support – the aim is to improve specialized training, to make the sector
more attractive, especially for workers, technical colleges, and universities.

• Support for the implementation of innovations – the aim is to streamline the
process of adopting new technologies and materials.

• Increasing energy efficiency and eliminating climate impacts (climate change) –
the aim is to build buildings that reduce energy burdens (buildings have the
largest share of total final energy consumption in the EU (40%) and produce
around 35% of all greenhouse gas emissions) [1].

Developments in all industries and societies are constantly advancing. The
construction industry has a long history of innovations that support progress
in construction implementation and management. After many years of growth
and increasing development and implementation of innovations, there has been a
difficult year caused by a pandemic. The crisis has affected the development and
implementation of construction projects. Individual companies tried to protect their
employees and re-create jobs. The industry has responded to the difficult period
with an increased focus on innovation, bringing progress in the development of
automation and technology, which persist in construction and become an important
part of the individual processes [2].

Applying innovation in construction is not easy, despite the direct impact on
industry development and economic growth. Each construction project needs to be
solved individually, i.e., to adapt individual processes and resources. Construction
processes and works are located in different places and involve the constant move-
ment of machines and personnel. A company that has an implemented innovation
management process can gain several significant benefits, such as:

• Improving the organization
• Improving competitiveness in the medium and long term
• Improving the configuration of management processes and overall meeting
• Streamlining the use of knowledge – knowledge management
• Improving client satisfaction [3]

The most significant innovative technologies, which are gradually implemented
into individual processes in the planning, implementation, and use of build-
ings, include augmented, mixed or virtual reality, building information modeling,
construction exoskeletons, construction robots, drones, artificial intelligence and
machine learning, modular constructions, 3D printing, and many other technologies.

2 Smart Construction Site in Construction Practice

A construction site is a space that is intended for the performance of construction
work on a construction site, storage of construction products and transport, and other
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equipment necessary for the construction and for the location of construction site
equipment. Construction site equipment is the tools needed to carry out construction
work, to carry out alterations to construction sites or for maintenance work, and
serves an operational purpose, a production purpose, a storage purpose, and a social
purpose. The construction site must meet certain requirements and requirements,
such as

• It must be secured against the entry of foreign persons into places where life or
health may be endangered.

• Must be marked as a construction site with the necessary data on the construction
and the participants in the construction.

• Have set up entry and exit from the local or special-purpose road for access to
construction products, for the removal of land and construction waste, and for the
entry of medical and fire protection vehicles to be cleaned.

• Enable the safe storage of construction products and construction mechanisms
and the location of site equipment.

• Enable the safe movement of persons carrying out construction work.
• Have waste disposed of or disposed of.
• Have the equipment necessary to carry out the work and the housing which

carries out that work.
• The construction site must be set up and operated in such a way as to ensure the

protection of human health on and around the construction site, as well as the
protection of the environment in accordance with special regulations [4].

For these requirements and requirements, the construction sector is constantly
developing innovative ways and tools that would streamline individual construction
processes and procedures. Based on the above, the tools and principles of a smart
construction site are increasingly being applied in construction practice.

The intelligent construction site consists of interconnected systems, sensors, dis-
plays, and computer technology that operate on the basis of advanced applications.
The intelligent construction site model is designed to implement real-time ICT
connectivity, enable mutual recognition, and streamline communication between
workers, machinery, the construction environment, and material resources [5].

The implementation of smart construction tools and procedures brings a number
of benefits that improve various aspects, such as time and financial planning,
increases the productivity and safety of construction projects and employees, and
the like. The biggest advantages of applying a smart construction site in construction
practice include the following aspects:

• Optimizing the use of construction tools and machines by monitoring their
location

• Improving the quality of building materials by monitoring their implementation,
for example, by monitoring concrete hardening processes or detecting changes
in temperature, humidity, and the like

• Improving transparency (analysis of construction development – construction
progress reports)
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• Increasing safety on the spot, for example, by detecting when workers are
exposed to high noise, poor air quality, and so on

• Reducing cyber attacks and eliminating data leakage [6]

The biggest barriers to the implementation of smart construction tools and
procedures include:

• High input costs (poorly supported development of innovations in the construc-
tion industry)

• The need for professional training (increased travel costs, knowledge of a foreign
language, time-consuming, etc.)

• Ignorance and unwillingness of the public to implement innovations in their
processes [7]

Different types of intelligent tools are known that can be implemented within the
aspects of a smart construction site. In general, they can be divided on the basis of
the following criteria:

• Tools to ensure safety on the construction site
• Tools to ensure protection of materials and property
• Construction robotics tools
• Tools for managing and supporting the application of intelligent elements on the

construction site – construction applications.

2.1 Tools to Ensure Safety on the Construction Site

Within the planning and management of activities on the construction site, a number
of aspects, inputs, and parameters enter into individual processes. The principle of
monitoring these changes varies within a traditional and intelligent construction site,
but the common point and priority is always to monitor the safety of employees and
operations. Workers on a construction site are often exposed to many adverse aspects
that affect their attention, making them distracted and this can lead to reduced
concentration and carelessness. The work performed within the implementation of
construction works is characterized by a considerable force load and affects the
psychological well-being and concentration of employees. To eliminate the adverse
effects on these aspects, many intelligent aids are gradually being implemented that
support and increase the health and safety of all employees. These innovative tools
include, for example, Smart Cap (SC for short).

Smart Cap is a device for monitoring employees, their location, activities, and
security. Through SC, it is possible to monitor the potential risks and energy
status of a person in real time in a real place. Active connection with the I-Cloud
platform enables efficiency in the structure of changes and optimization of work
productivity. A separate headgear serves as a mandatory protective part of the
employee’s clothing on the construction site, which is complemented by a LIFE
BRAND bracelet. It works on the principle of monitoring brain waves, the so-called
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EEG (or electroencephalogram) and serves to inform human alertness. Operators
can monitor employee vigilance through an application that allows you to visualize
and audibly connect an employee to a manager via a smartphone or computer. The
application itself works on the principle of Bluetooth and informs the management
about the current use of manpower on the construction site [8, 9].

Excessive strain and fatigue in the workplace are common factors in incapacity
for work and labor shortages in the workplace. Exoskeletons (abbreviated EXO)
are wearable electromechanical devices with motorized joints, which are placed
on the user’s body, act as an amplifier to correct posture, weight dissipation, and
lift support, thus contributing to the efficiency of the work. They are made of
steel, which is coated with reinforcing material for more comfortable wearing. The
device is controlled manually or using electricity, or a combination of both. The
aid can also be supplemented with various types of sensors and hydraulic systems.
There are many types of EXOs to use, such as the arm and shoulder exoskeleton
(a cushioned vest that is designed to support the hands when working overhead),
the spine support exoskeleton (coordinates proper posture when performing work),
and useful exoskeletons for long-term work in standing position (providing standing
support) and a mechanical exo-skeleton arm (used to secure tools and support when
lifting heavy machinery using scaffolding and a work platform) [10–12].

Another tool of a smart construction site is mixed reality glasses. The glasses
place 3D objects called holograms into the real world and bring a new level of
productivity and innovation. The glasses increase productivity in real time and alert
and analyze errors more quickly. The use of machinery and space is minimized,
increasing productivity and return on investment. At the construction site, the
goggles are used primarily for checking the construction, adhering to the time
schedule, and checking the completion of individual structures and works [13].

2.2 Tools to Ensure to Protection of Materials and Property

The company’s assets are an essential input for carrying out construction work. In
order to protect property from theft, appropriate measures must be taken, from the
most common ones, such as site fencing and material storage, to those specifically
such as GPS locators that can be placed on any machine, material, or device.

Increasingly, camera systems are being used to ensure the protection of materials
and equipment on the construction site. The construction site is an ideal space
for thieves, due to the fact that there are a number of materials, machines, and
equipment that have a high financial value. There are a number of quality safety
systems for monitoring the construction site, the most well-known being the
comprehensive monitoring system of the Videofied construction site. Videofied is
a tool that can be operated without the need for electricity and internet connection,
uses its own data connection based on mobile signal, triggers recording/recording
of movements on the construction site via infrared motion detection, recognizes
people and objects (Smart PIR technology) and via a mobile application based on
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the Cloud system, it sends SMS messages with immediate notification, thanks to
which the construction site is under constant supervision [14].

Another tool for monitoring site activities is OSI technology, which continuously
and efficiently records all site activities. In the event of an unauthorized intrusion,
the technology immediately detects the intruder and sends an alert to the security
guard’s facility or directly to the police. The device also declares high resistance to
extreme conditions, such as explosion, records weather and air quality (high-quality
data collection), can be remotely set, panned, tilted, zoomed in and out, and is used
for coordination and management over long distances (online via a web browser)
[15].

In addition to these camera systems, we also know the thermostatic terrain
mapping FLIR, which is used mainly in aviation, but is increasingly used in the
construction segment and the Vekarda system, which stores large amounts of data
in a large format storage, allows live video and recorded records, provides accurate
analysis and identification of employees, objects, and vehicles.

The latest technology used to monitor and record site activities are diamond
systems, which provide advanced site monitoring. The system is a simplified
platform for processing and securing all sites from a mobile device or web browser.
The systems make it possible to create video, record deliveries of materials, provide
alerts on the arrival and departure of vehicles, mark the location of materials in
equipment and applications, and prevent accidents, loss of materials and equipment
during operation [16–18].

In addition to camera systems, GPS locators are also used on the construction
site, which are portable devices that allow monitoring of people, animals, vehicles,
or objects. They work on the basis of a SIM card in a device that is connected to an
application (abbreviated APP) in a phone or software in a computer. Such APPs and
software are offered as standard by the manufacturers of such devices, which offer
full compactness. Attaching the GPS locator is possible mechanically or simply with
a magnet. They can withstand high and low temperatures from −20 to +70 ◦ C, are
water resistant, and have a low wear rate [19].

Classic paper attendance is now increasingly being replaced by intelligent
systems that offer a number of functions, designs, and accessories. The systems
were created to facilitate the management of the company and the fulfillment of
obligations. Attendance solutions can be monitored in mobile APPs resp. on web-
accessible sites allowing you to control the employee’s work easily and quickly
from anywhere. By applying these types of attendance systems on the construction
site, we can greatly simplify the work of a manager who completes attendance. In
the form of automatic data storage and recording of working employees present on
the construction site, we have an effective overview of employees’ hours worked,
thus eliminating late arrivals and early departures.

Attendance solutions can be divided into three basic categories:

• Hardware attendance systems – operate on a system of capturing a person’s face
with a camera or by capturing personal physical objects, i.e., by placing a finger
or a card, chip, or other devices.
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• Cloud attendance systems – they are used mainly in certain types of professions
in construction, where it is necessary not only to physically perform work at a
designated workplace or also to perform work externally, outside the workplace.
The employer needs a full overview of the performance of work in the form of
employee records, which is also used by various attendance monitoring solutions,
for example by connecting monitoring of company equipment – mobile phones,
tablets, computers, etc.

• Combined attendance systems – the most commonly used systems that record
on-site attendance. It is a connection of a hardware device with an application
that brings simple and convenient attendance editing [20].

2.3 Construction Robotics Tools

Robotics is an ideal way to improve productivity and cost efficiency. In construction,
robotics has built a reputation as a slow-growing and expensive construction solu-
tion. The most innovative modern form of using small robotics is the introduction
of the use of drones or monitoring equipment such as the robotic dog Spot for full
monitoring and ensuring the safety and fluidity of work on the construction site. The
most common form of automation in construction in the field of small construction
robots is the introduction of the use of drones, which plays a key role in safety
and efficiency. Drones are important for planning and monitoring the effectiveness
of construction, the development of the progress of work, which are an integral
part of the detection of undesirable problems, and obstacles that can disrupt the
construction schedule [21].

In addition to small construction robots, large painting robots and masonry robots
are also used. The masonry robot lifts the brick, automatically applies the grout, then
places the brick in place with great accuracy in millimeters, balances it as needed,
and places it so that it exactly meets the required standards of the given technological
regulation of masonry material [22].

Reinforcement design requires precise reinforcement of the reinforcement with
wire, which increases the strength of the structure. For this purpose, robotic
reinforcement connectors have been developed that work and move on a rail system
and can create up to 1100 connectors per hour [23].

Autonomous heavy machinery is automotive machinery. Most of these machines
work with a system of cameras and sensors. The need for machinery in the
construction industry is undoubtedly an integral part of the need to carry out work
on the construction site. Construction of all levels of difficulty requires optimization
of demands, constraints, delays, and safety. Among the usable machines are paria
excavators, bulldozers, loaders, manipulators, and motor graders, which operate on
different propulsion principles and in different sizes, taking into account the size of
the construction site and the volume of work.
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2.4 Tools for Managing and Supporting the Application
of Intelligent Elements on the Construction Site:
Construction Applications

Artificial intelligence in the construction industry is designed to create construc-
tion improvements and speed up correct and effective problem-solving decisions.
Recently, there has been great progress and development of systems in the field of
construction with applications mainly in the field of project evaluation, diagnostics,
safety, human resources, architecture and building optimization, project manage-
ment technology, road and bridge health identification, and other specialized areas.
We distinguish several types of APP that are useful for the construction industry:

• APP for management and control (Cat MineStar Edge, Measurement, Solocator,
Contractor Tool Tracking, Madcat, and others) [24–26]

• Narrowly profiled project applications that fulfill one function, but in the most
widespread format (AutoCAD, GNACAD, DWG FastView – CAD) [27–31]

• Digital assistants and applications for conversions and calculators in construction
(Plaradar, Fieldrive, Procore, Bsgapp) [32–34]

• Managerial and team APP helping to monitor and optimize human resources
(Buildo, Buildary.Online, Asana, Wrike, and others) [35–38]

3 Methodology

3.1 Research Aim

The research was focused on examining the current state of use of smart construction
site tools in Slovak construction practice. The aim was to analyze the approaches
and use of smart construction site tools in the processes of construction work on
the construction site. The research analyzes general information related to the use
of smart tools, specifically focusing on the level of knowledge of the concept of
smart construction site, the use of tools to ensure the construction site, health and
safety of employees, the use of tools and their degree of implementation within the
construction site.

3.2 Data Collection and Research Sample

Construction companies operating in Slovakia were contacted through an online
questionnaire survey. The aim of the research was to address the general profes-
sional public, i.e., companies operating in the public and private sectors. Priority was
given to a questionnaire survey focused primarily on construction companies, i.e.,
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suppliers (main contractors, subcontractors) of construction works. As part of the
survey, 146 companies were contacted by e-mail. Of the total number of companies
and organizations contacted, the return rate of the questionnaire was approximately
at the level of 33.58%. The reason for the relatively low return was mainly neo-
willingness (high number of parallel online surveys), high workload of companies,
and lower awareness.

3.3 Research Step and Methodology

At the beginning of the questionnaire, the respondent was acquainted with the
purpose of the questionnaire and the approximate time frame for its completion.
The questionnaire itself consisted of 34 questions and was divided into 4 parts:

• Section 1 – information on the respondents – type of construction participant,
type of organization, sector of operation, size and nature of the company, and
length of operation on the market.

• Section 2 – degree of knowledge of the concept of smart construction site –
concept (definition of the concept), use of tools.

• Section 3 – use of smart construction site tools – tools to ensure property
protection, health and safety on the construction site, use of construction robots
and applications for the management and application of intelligent construction
site tools.

• Section 4 – implementation of smart construction site tools in practice – use,
degree of implementation, defining the main obstacles and benefits of applying
the principles of smart construction site.

4 Results: Current State of Implementation of Smart
Construction Site Tools

4.1 Information About the Respondents

The aim of this section was to obtain information about the respondents. The
research was conducted in the period April–May 2022. In terms of information
about the company, the following data were obtained:

• Type and size of organization
• Sector of operation – market (regional division) Duration of operation on the

market
• Focus and character of the company

In terms of type of organization, limited liability companies were the most repre-
sented (37.5%), joint-stock companies (37.5%), followed by self-employed persons
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(self-employed persons), specifically 18.8% of respondents and public companies
(6.3%). In terms of the size of construction companies in which they carry out
their activities (classification by number of employees – classification according to
the recommendation of the European Commission 2033/361/EC), micro-enterprises
were most numerous (0–9 employees) – level 31.3%, followed by small enterprises
(10–49 employees) and large companies (500 and more employees) with a level
of representation of 25%. The companies with the least represented group were
defined as medium-sized enterprises (50–249 employees), specifically 18.8% of the
respondents represented this. In terms of operational and geographical division,
the companies operating in the Košice Region (75%), the Prešov Region (50%),
and the Bratislava Region (18.8%) were the most represented. The companies
operating in the Žilina, Nitra, and Banská Bystrica regions were at the level of
12.5% of the respondents. The companies operating in the Trnava and Trenčín
regions were the least represented, concretely 6.3% from the approached companies.
In terms of focus or type of construction projects on which the company focuses,
companies representing or specializing san and building construction (73.3%) were
represented, and the rest of the respondents focused mainly on the implementation
of civil engineering.

4.2 Degree of Knowledge of the Concept of Smart
Construction Site

After obtaining basic information about the respondents, analyses of the level of
knowledge and use of smart construction site tools followed. Respondents answered
the questions:

• Have you come across the term smart construction site?
• What do you mean by smart construction site?
• Do you know or have heard of some of these smart construction site tools?
• Do you use any of the selected smart tools in your company?
• How long have you been using smart tools/construction site solutions in your

company?

56.3% of the respondents had already encountered the term smart construction site
as part of their activities, and under this term they mainly imagined the use of
applications and software to make work more efficient (81.3%). Detailed results
for the question “What do you mean by smart construction site?” are displayed in
Fig. 1.

In terms of knowledge of selected intelligence tools, respondents knew mainly
drones – unmanned aircraft, which are remotely controlled and allow scanning
and recording of work on the construction site (68.8%), hololens, which project
virtual reality into the real environment (50%), smart cap, which serves as a device
for monitoring employees, their position, activity, and safety (25%) and the EVO
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Fig. 1 Response results: “What do you mean by smart construction site?”
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Fig. 2 Do you use any of the selected smart tools in your company?

exoskeleton – a sprung vest, designed to support the hands when working overhead
(25%). Respondents also knew the technologies of self-working autonomous
heavy machinery (18.8%), TyBOT technology – robotic equipment for binding
reinforcement (12.5%) and at the level of 6.3% of respondents were SAM tools –
robotic equipment that can use sensors to make a brick construction and Picto Bot
technology, i.e., a robotic painter.

From the point of view of active use of tools in construction, the most used are
unmanned aircraft, robotic equipment for creating masonry structures, EXO ZERO
G skeleton (mechanical arm for lifting and working with heavy tools and machines),
and hololens glasses. Detailed results are shown in Fig. 2. Active users of smart tools
use them in their companies for about 1–3 years (42.9%), the respective 6 months
to 1 year (7.1%), and less than 6 months (14.3%).
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4.3 Use of Smart Construction Site Tools

The third section of the survey focused on occupational safety and protection of
property placed on the construction site. As part of the survey, we focused on two
subsections, namely the level of use of tools ensuring the protection of property,
health and safety on the construction site, and the rate of use of applications for the
management and application of intelligent tools on the construction.

In the first subsection, it was examined whether the addressed respondents
feel tired and exhausted in their performance. Fatigue and feelings of exhaustion
significantly affect employee performance, which can lead to accidents and reduced
safety. As many as 43.8% stated that they rarely, or not often, feel tired and
exhausted (31.3%). About 18.8% feel tired often, but only 6.3% say they don’t feel
tired at all. Interesting results were achieved in the use of protective equipment,
where some respondents saw that they use them not often (6.3%) or rarely (6.3%).
This fact is quite surprising, as the use of protective equipment on the construction
site is legally enshrined and it is the employee’s responsibility to comply with
applicable health and safety regulations. Despite the significant benefits of using a
smart cap, only 44% of respondents would consider using it in their activities. In the
field of site protection and monitoring, up to 62.5% of respondents do not use any
of the smart solutions, 31.3% of respondents use the Videofied camera system, and
6.3% use the VERKADA camera system, which automatically identifies people,
vehicles, materials, and machines. The survey showed that the use of localization
technologies are used only rarely in construction practice. As many as 64% of
respondents stated that they do not use them at all and only about 32% use GPS
tools and 4% of respondents use the RiFID system.

The second subsection examined the use of applications to manage and deploy
intelligent tools on the construction site. The most used are applications supporting
managerial and teamwork (31.3%). These were mainly the Planradar applications
(21.4%) and the B2W Mobile Construction App (7.1%). This was followed by
conversion-enabled applications, so-called calculators (25%), where MADCAD
(20%), MILWAUKEEE One-key applications (13.3%), DEWALT Tool Connect,
Solocator, MR Builder, CAT MineStar Edge, and Contractor are used. Tooltracking
(all at 6.7%). In terms of project applications, 25% of the respondents actively
use them, especially the Au-toCad application (75%) and DWG FastView – CAD
ViewerEditor (18.8%). The last type of applications used are digital assistants and
digital planners, where 12.5% of the addressed users are active users of these
applications. It was mainly the use of digital construction diaries. As many as
87.5% of respondents who do not use any digital assistants and digital planners
would consider implementing a digital construction diary. The most common way of
communication between work teams is verbal communication and communication
via mobile phones (81.3%), followed by communication via email (56.3%), SMS
messages (25%), and via social networks and tools (Viber, Messenger), and the like
(25%).



Application of Smart Construction Site in Construction Practice 57

Table 1 Advantages and barriers to implementation of smart construction site tools

Advantages to implementation of
smart construction site tools %

Barriers to implementation of smart
construction site tools %

Increasing the quality and safety of
work

62.5 High costs with the procurement of
product intelligent tools

93.8

A new way of organizing the
workplace and external relations

43.8 The need to train employees to work
with new technologies

32.3

Streamlining construction scheduling
(schedules)

62.5 Unavailability of applications and
software in the Slovak language

32.3

Introduction of new methods of work
organization using
applications/artificial intelligence

50.0 Insufficient information about the
maturity of construction innovations

50.0

New ways of providing services 25.0 Distrust in the efficiency of robots 6.3
Easier solutions to eliminate
deficiencies on the construction site

50.0

4.4 Implementation of Smart Construction Site Tools
in Practice

The conclusion of the survey examined the possibilities of implementing smart
construction tools into the activities of the addressed companies. Up to 44% of
respondents are considering the implementation of a smart construction site and
its tools. Twenty-eight percent of respondents stated the possibility of possible
and up to 28% of respondents stated that they do not plan and do not want to
implement smart construction tools into their activities. Among the respondents
who are considering the implementation of smart construction site tools into their
activities, they saw that they wanted to implement them into their processes in the
time horizon of 1–3 years (45.5%), respectively 3–5 years (36.4%) and less than
1 year (18.2%).

In addition to the degree and willingness to implement smart construction site
tools, it was examined how the addressed respondents perceived as the biggest
obstacles and benefits of smart construction site implementation in their construc-
tion implementation processes. Detailed results are displayed in Table 1.

5 Conclusion

The use of smart construction site tools and approaches is a revolutionary way to
do work through digital intelligence tools and applications. By implementing the
tools, it is possible to increase work efficiency, improve construction scheduling,
safety, communication, and work organization on the construction site. There was
a problem with the reluctance to participate in the online survey in the data
collection process. In the future, the aim will be to carry out similar surveys in a
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combined form of data collection, i.e., in the form of personal interviews and an
online questionnaire. The level of knowledge of the term smart construction site
is average in Slovakia and users are familiar with the technologies of unmanned
aircraft (drones), goggles for projecting reality into the real environment (hololens),
smart cap, and EVO exoskeletons. The most commonly used are unmanned aircraft
for recording the activities and movement of employees on the construction site,
robotic equipment for the implementation of individual structures, camera systems,
digital attendance systems, and autonomous heavy machinery with GPS and RFID
localization. The survey showed a willingness to implement individual tools and
concepts of smart construction site into individual activities, but also pointed to
possible disadvantages and barriers preventing the rapid implementation of these
tools and procedures in the processes of preparation, planning, and management
of building construction. The aim of the future research will be to monitor the
current development of the use of selected smart tools on the construction site and
to analyze the newly obtained data with the data that are the results of this survey.
At the same time, it will be important to monitor and point out possible obstacles
to the implementation of the selected tools and propose solutions that would help to
increase the rate of application of the mentioned tools in the processes of planning,
management, and control at the construction site.
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The Manufacturing Process of Die
Forging Polyamide: Influence
of the Annealing on the Properties
and Structure

Waldemar Matysiak , Dorota Czarnecka-Komorowska ,
Lucia Knapčíková , and Jakub Hajkowski

1 Introduction

Nowadays, the industry is looking for innovative metallic or polymeric materials,
including composites [1–4], as well as increasingly accurate and faster technologies
for shaping products from these materials. Such opportunities are provided by
the development of Industry 4.0 technologies [5–7]. The introduction of these
innovations has been referred to as an industrial “revolution”, as they have led to
increased automation and robotization, productivity and efficiency of the production
process, but also to a complete redefinition of the way of production, as well as work
methods [5, 7].

Some technological processes for shaping metal or plastic products, such as
forging, require improvement, in the direction of improving, the quality of the
shaped products. Quality [8] in this case defined as the dimensional accuracy
of forgings obtained by free forging technology is significantly lower than those
obtained by die forging technology (in closed and open dies) (Fig. 1) [9, 10]. While
the calculation of the closed-die forging volume and its preparation for this forging
type must be very accurate because inaccuracies in the volume of the forging lead
either to incomplete filling of the dies (if the volume of the forging is too small) or
to the destruction of the tools (if the volume of the forging is too large).

Forging is a very important branch of metal-forming technology [10]. Forgings
are used in many fields of technology, from simple fasteners (screws) to very
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Fig. 1 Comparison of forging processes [9, 11 and own work]: a-b) open-die forging (1 – upper
die, 2 – lower die, 3 – die cavity, 4 – parting line, 5 – workpiece, 6 – flash gutter, 7 – die land
height, 8 – die land), c-d) closed-die forging (1 – upper die, 2 – lower die, 3 – workpiece)

complex parts of cars, airplanes, etc. [12]. The diversity of forging parts can be
illustrated by the fact that, according to experts, there are more than 600,000
different forging tools in the world. The weight of forgings that can be obtained
by forging ranges from 1 gram to more than 1 ton. The intensive development
of the automotive industry has given new impetus to the development of forging
technology [13]. Since this processing takes place above the recrystallization
temperature, it is possible to forge almost all types of materials. The accuracy and
quality of forged surfaces are at a relatively low level, so the usable surfaces of the
forging must then be machined. In contrast, the mechanical properties of forgings
are very good, so responsible parts, such as engine pistons, vehicle axles, etc., are
made almost exclusively by forging. On the other hand, the shape (geometry) of the
die cavity depends on the shape of the forging.

In the literature [14], you can find specific rules for the construction of forgings
with all their elements (thickness of bridges, split planes, internal and external
rounding, etc.). Of particular importance is the shape of the bridge and the stock
forging. As mentioned earlier, during the forging process in open dies, efflorescence
(excess material) is formed, which must be removed after the forging process. This
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is done with special trimming tools. It should be noted that such tools consist of a
die and a punch, the shape of which is adapted to the shape of the forging. After
the hot forging process, it is possible to subject the forging to calibration. This is
a procedure in which compressive stresses are applied to specific surfaces of the
forging using tools in the form of flat plates. This operation is performed cold and
is intended to improve the quality and accuracy on certain surfaces of the forging
[8]. The surfaces after calibration have a quality that can be compared with that
obtained by machining operations. Calibration is also used when it is necessary to
achieve accuracy in forging in terms of parallelism between certain surfaces.

Modern forging manufacturing processes are aimed at giving the required shape
and obtaining the appropriate mechanical properties of the product [11]. Currently,
to shape the mechanical properties of forgings, the Polish forging industry uses
traditional technologies, which include heating and quenching of the charge, die
forging, and the application of heat treatment with hardening and tempering
operations. For forgings for the automotive industry, high mechanical properties
with good ductility are required due to high dynamic and static loads during vehicle
operation. The directions of forging technology development are now mainly
focused on obtaining forgings without technological allowances and on reducing
their manufacturing costs. For this reason, since the early 1990s, forgings with
a ferritic-pearlitic structure, strengthened by separating vanadium, niobium, and
titanium micro-additives, have been increasingly used in the automotive industry.
Shaping of the microstructure and mechanical properties of these forgings is done
by forging combined with controlled cooling, known as thermomechanical forging.
In less responsible applications, the desired mechanical properties of the forgings
can be achieved without the use of alloying micro-additives, controlling only the
temperature of the material during forging and the cooling rate after forging. Com-
pared to the traditional technology for manufacturing forgings with high mechanical
properties involving additional heat treatment, the use of thermomechanical forging
offers certain advantages, such as eliminating costly and environmentally unfriendly
traditional heat treatment, reducing the number of process operations, shortening
manufacturing time, reducing manufacturing, storage, and transportation costs, and
increasing competitiveness by lowering manufacturing costs.

Due to the analogy of the process and the physical phenomena occurring in
polymeric materials, the authors of the chapter decided to apply the technology of
die forging in closed dies with an outflow to shape products made of semicrystalline
plastics, i.e., polyamide, polyoxymethylene, and polybutene. For example, in a
patent, a process for the forging of rigid, crystallized plastic was described [16]. Die
forging creates a certain other direction in the manufacturing processes of plastic
products [15].

Polyamide is one of the semicrystalline polymeric materials suitable for the
production of engineering products, whose important feature of the structure is the
presence of amorphous (disordered) areas in addition to ordered crystalline areas,
and a measure of the degree of order is the degree of crystallinity of the polymer,
which depends on the degree of secondary annealing and the rate of cooling of the
polymer, which significantly affects the properties and structure of polyamide.
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The purpose of this study was to develop a die forging process for polyamide
forgings, along with evaluating the effect of annealing temperature on the structure
and physical properties of polyamide (PA).

2 Methodology

2.1 Material and Manufacturing of PA Samples by Forging

The semicrystalline polyamide (PA) with a density of 1.113 g/cm3 and a hardness
of about 80 N/mm2 for machining was tested.

In the die forging process, new technologies are being developed to minimize the
number of intermediate operations. In the case of the forging of polyamide forging,
three forging operations were performed each time. The final decision is made with
a cost balance that takes into account several other factors, including forging yield,
tool life, and the size of the machine used to forge the matrix product. Industrial
practice shows that for elongated forgings with a significant difference in cross-
sectional area, the use of a rolled pre-forging increases the efficiency of the process
by an average of two times, the yield increases up to 20%, tool life increases by 50%,
while the labor cost decreases by about 15%. Other parameters of this technology,
including the mechanical properties of the products, can be predicted by considering
the distribution of deformations and temperature changes with the duration of the
forging cycle.

In the case of the PA forging in question, the duration of the entire forging process
was 10 sec. In the first stage of shaping in the turning process, pre-forging was
prepared (Fig. 2). The forging process was carried out for the forged forgings, which
were annealed to160 ◦C. The forged forgings were annealed in a Nabertherm L3/11s
furnace, for 30 min. Forging was carried out using a PC100 friction-screw press.

The presented forging was purposely chosen for the study because it has
the characteristic shape of an elongated forging with two thickened ribs with
a maximum cross-sectional area several times larger than the minimum cross-
sectional area. The ribs stiffening the stem of the forging are difficult to shape,
which sometimes requires the use of a pre-die blank. The elimination of the pre-die
blank when forging such a forging proved possible, as a result of the use of a strictly
defined shape of the pre-forging with variable diameters.

The forging, hatchet-shaped, was made of cast polyamide (PA). Figure 2 shows
the geometry of the forging (a) made in Autocad 2022 Edu, a front view of the
forging (b), the upper die-workpiece (c), and the finished product (d), and the forging
preform (e).
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Fig. 2 A view of hatchet (own work): (a) geometry of forging in AutoCAD 2022 Edu software,
(b) front view, (c) upper die-workpiece, (d) finished product, (e) forging preform

2.2 Annealing Process

Polyamide (PA) samples were subjected to annealing at 130 ◦C, 140 ◦C, 150 ◦C,
and 160 ◦C for 4 h. The polyamide was then conditioned in water for 24 h. An
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unannealed, reference polyamide was dried in a vacuum with no heat for at least
24 h to remove water residue.

2.3 Methods Characteristic

The density of the PA was measured using the hydrostatic method according to ISO
1183-1: 2019 [17], using an electronic scale (AXIS AD200, Poland). The hardness
of the samples was measured using a ball hardness Durometer (KB Prüftechnik
Inst.), following the ISO 2039:2001 [18] procedure. The thermal behavior of
the polyamide before and after annealing was performed using the DSC 204 F1
Phoenix apparatus (NETZSCH GmbH, Germany) operating with a nitrogen flow
of 20 mL min−1 as a protective atmosphere. Samples were first heated at a rate
of 10 ◦C min−1 from 23 ◦C to 270 ◦C temperature and kept at this temperature
for 12 min followed by cooling to 23 ◦C at the rate of 10 ◦C min−1 to eliminate
the thermo-mechanical history of PA. The thermally treated samples in their closed
aluminum pans were used in the DSC measurements. DSC studies were conducted
to determine the melting (Tm) and crystallization temperature (Tc), melting enthalpy
(�Hm), and degree of crystallinity (Xc). The Xc of the PA was calculated using the
following Eq. (1):

Xc (%) = �Hm

�H 0
m

• 100 (1)

where �Hm is the melting enthalpy of the sample [Jg−1], �H 0
m=239 Jg−1 the

melting enthalpy for a 100% crystalline polyamide [19].

3 Results and Discussion

3.1 Hardness and Density Results Analysis

The results of the hardness tests and density on the surface of the forgings under
various heat treatment conditions are shown in Fig. 3.

The hardness measurements were carried out on both sides of the die forging,
i.e., from the forging and the opposite side. As shown in Fig. 3a, the hardness of
the unannealed sample was higher about 14% for the forging surface than for the
opposite of the surface. This is due to the course of the forging process, which causes
surface hardening of the polyamide layer, as a result of secondary crystallization.
Heating at 130–160 ◦C, however, polyamide before the forging process facilitates
the process of shaping the forging and improves the surface quality of the product.
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Fig. 3 The hardness (a) and density (b) of PA samples before and after various thermal treatments
(own work)

The higher value of hardness of polyamide might be due to the smaller
spherulite size during the forging process and an increase in the packing density of
macromolecules. This is under the density results obtained (Fig. 3b) for polyamide.
Density testing conducted by hydrostatic method for polyamide forged at 160 ◦C
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Table 1 DSC data for polyamide (PA) after the annealing process

Sample code Tm1[◦C] Tm2[◦C] �Hm2[J/g] Tc1[◦C] Tc2[oC] �Hm2[J/g]

PA 24T 222.4 219.1 −51.3 167.0 169.3 201.5
PA130T 219.7 218.4 −48.1 168.8 169.6 176.9
PA140T 221.6 218.2 −41.9 169.3 169.0 151.4
PA150T 219.9 218.0 −46.7 17.5 166.3 133.2
PA160T 222.0 217.1 −59.3 170.0 167.0 139.7

(around the crystallization temperature of PA) showed a slight increase in density
compared to unforged polyamide, which is due to an increase in the degree
of crystallinity of the polyamide. As forging cycles increase, fragmentation of
the spherulites is observed, which have little resistance to force and are mostly
disintegrated by lamellae regrouping.

3.2 Structure Analysis

The influence of annealing temperature on the structure of polyamide (PA) forgings
based on DSC tests was investigated. The DSC results are shown in Table 1 and the
melting (a-b) and crystallization curves (c) are shown in Fig. 4. The Xc results for
PA after the annealing are illustrated in Fig. 5.

The enthalpy of melting (�Hm), melting (Tm) and crystallization temperature
(Tc), and degree of crystallinity (Xc) were evaluated. The Xc was calculated by
integrating the area under the DSC melting endothermic peak and dividing by the
heat of fusion with 100% crystalline PA, according to Eq. 1.

The DSC thermograms (Fig. 4a, b) show only single melting entoderms with
a peak temperature of Tm = 220 ◦C, suggesting the melting of a single type of
crystallites with the same phase crystal form having the same crystal thickness.
Kyotani and Mitsuhashi [20] suggested that this phenomenon was related to the
occurrence of the melting of α-crystals. DSC results showed insignificant changes
in the melting temperature Tm (about 222 ◦C) in the first heating cycle and the
second heating cycle.

On the other hand, at an annealing temperature of 160 ◦C for polyamide, an
increase in the crystallization temperature of 3 ◦C (to 170 ◦C) was observed for
the first heating cycle. It should be noted (Fig. 5) that the Xc values of PA160 at
T = 160 ◦C are 15% higher than that of the PA reference sample, which explains
the occurrence in polyamide of the phenomenon of recrystallization, which near
the melting point of polyamide causes an increase in crystallites, that is, leads
to the formation of a coarse-grained structure. Recrystallization in polyamide is
manifested by an increase in the parameters of the crystal lattice caused by the
sliding motion of the corrugated polymer macromolecules. The second effect of
annealing can be grain growth. This is under previous work by Koszkul et al.
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Fig. 4 DSC curves of PA before and after various thermal treatments (own work): (a) first heating
traces, (b) second heating traces, and (c) second cooling (crystallization)

Fig. 5 The degree of
crystallinity for PA samples
before and after various
thermal treatments (own
work)
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[21], where annealing caused the increase of crystalline phase fracture by about
20% and at the same time decreased of amorphous phase fraction and also the
increased spherulite dimensions. A similar phenomenon of an increase in the degree
of crystallinity of halloysite-modified polyamide under annealing was described by
Mencel et al. [22].

4 Conclusions

In this chapter, a die forging process was developed in a closed mold of a
semicrystalline polyamide forging. The tooling necessary to carry out the forging
was designed, and the process parameters were defined. In the first stage of shaping
in the turning process, the forgings were prepared. For the polyamide forgings, the
duration of the entire forging process was 10 seconds. The forging process was
carried out for the pre-forging, which was annealed at 130 ◦C to 160 ◦C. The
developed process of manufacturing forgings was aimed at giving the required shape
and obtaining the appropriate mechanical and structural properties of the plastic
products. For this purpose, the shaped polyamide forgings after annealing to 160 ◦C
and crystallization in water were subjected to evaluation of changes in selected
physical properties of polyamide forgings [23, 24]. It is shown that polyamide
forgings subjected to forging at room temperature show higher hardness on the
forging side than on the opposite side, which is due to a change in the packing
density of macro-molecules in the main chain. DSC results showed that at the
higher annealing temperature for PA160 there is a marked increase in hardness and
degree of crystallinity, due to secondary recrystallization of the polyamide [20].
In the future, research should focus on forging other plastic materials at different
temperatures and heating times.
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7. Ciszak, O., Juszkiewicz, J., & Suszyński, M. (2020). Programming of industrial robots using
the recognition of geometric signs in flexible welding process. Symmetry, 12, 1429. https://
doi.org/10.3390/sym12091429

8. How to identify the quality of Forging Available online: https://shdhforging.com:443/news/
how-to-identify-the-quality-of-forging. Accessed on 21 June 2022.

9. Matysiak, W., & Plancak, M. (2021). TERMINOLOGIA OBRÓBKI PLASTYCZNEJ. Wyd.
Politechniki Poznańskiej.
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Application of the SMART Optical
Displacement Sensors in Measuring
the Diameter Deviation of C45 Steel After
the Turning Process

Martin Miškiv-Pavlík, Jozef Jurko, Alexander Hošovský, Vratislav Hladký,
Kamil Židek, Igor Petruška, and Tadeusz Eugeniusz Zaborowski

1 Introduction

As industrial production is increasingly changing from manual labor to highly auto-
mated and demanding work, the application of modern measurement technology
is a main part of this production. One of the most important tasks in the technical
production industry is the inspection of products. Devices with contact measurement
methods of the obtained parameters are still used for quality control of machined
surfaces. In these contact measuring methods, the measuring contact is in direct
contact with the machined surface. This direct contact of the measuring contact
with the machined surface is one of the negative effects of the measurement. On
the one hand, the contact surface of the measuring device is damaged, and on the
other hand, the surface to be measured is damaged. One of the many possible uses of
contactless sensors is to measure deviation of surface from workpiece diameter after
process of turning. This method allows rapid detection of defects on the workpiece
surface without sending the product to quality control after production [1–8].

The chapter main thesis was the application of optical contactless sensors in
the measurement of the deviation parameter from the workpiece diameter of C45

M. Miškiv-Pavlík · J. Jurko (�) · A. Hošovský · V. Hladký · K. Židek
Technical University of Košice, Faculty of Manufacturing Technologies, Prešov, Slovakia
e-mail: martin.miskiv-pavlik@tuke.sk; jozef.jurko@tuke.sk; alexander.hosovsky@tuke.sk;
vratislav.hladky@tuke.sk; kamil.zidek@tuke.sk

I. Petruška
University of Prešov in Prešov, UNIPO, Prešov, Slovakia
e-mail: igor.petruska@unipo.sk

T. E. Zaborowski
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steel after the turning process. As a comparison to optical sensors, a mechanical
micrometer was used in the experiment as a standard for the measured values. In this
experiment, we demonstrated the feasibility of using these sensors to directly detect
surface damage and other undesirable features of processed materials in processing
centers, eliminating the need for post-processing quality control increase.

2 Optical Sensors Measuring Literature Review

In contrast to contactless testing, many traditional distance measuring devices such
as micrometers and calipers make contact with the workpiece surface. This method
involves contact that damages not only the instrument but also the object being
measured [9].

If the object to be measured is not fixed or intended to move, the measurement
results will be inherently unstable and inconsistent on subsequent measurements.
The current market for sensors is growing dynamically. With over 1000 different
sensor types in different countries, choosing the right sensor type for a particular
application can be difficult. Machining technology is realized in the system machine,
tool, and workpiece. In relation to the machine, Kishore et al. applied optical
sensors vibration detection sensors to monitor the life of a diesel engine, based on
the amount of measured vibrations (distance deviations) it produced [10, 11, 12]
(Fig. 1).

Sensors are defined as units capable of detecting errors to defined principles.
The head of sensor as the key part of the device is the interface between the
external stimulus and the internal components for processing and further analysis

Fig. 1 Laser displacement
triangulation sensor scheme
[12]
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of the information measured during the application [13, 14]. The main principle
of this measuring method is application of polychromatic white light. This light is
projected from the sensor head through a multi-lens onto the workpiece surface.
The so-called confocal lens arrangement is used, in which the light is divided into
colored components with different wavelengths by the natural diffraction of light.
The reflected radiation to the confocal aperture of the sensor, through which only
focused radiation of a specific wavelength reaches the sensor. The light quantity
returned to the optical receiver changes depending on the position and distance
of the workpiece. In a study, Zou et al. describe the application of non-contact
sensors using a neural network in the detection of points on the surface of the
workpiece, on the basis of which they have developed an active control of machining
during the process. Based on the elimination of spindle deflection and accurate
measurement of the center axis of the workpiece, they were able to create a 3D
model of the measured workpiece and compare it with the resulting workpiece
after the process of turning. In this way, they were able to detect the error in serial
processing. Yu et al. used a chromatic confocal sensor in their study to measure the
unevenness (thickness) of transparent materials. This study showed that with proper
illumination, it is possible to use confocal sensors to measure not only metallic
materials, but also materials such as glass and liquids with a measurement error rate
of only 2% [15–19].

This type of sensor can be used to optimize, control and diagnose production
reliability based on workpiece features on the surface. Laser scanners are ideal
for these applications due to their high speed, repeatability, and accuracy of up to
1 micron. Fu et al. designed a measurement scheme using two confocal sensors
facing each other, with the help of which he measured the topographic changes
of the surface of the machined material directly after the machining process. The
measurement system was implemented in a robotic arm, and the distance and angle
measurements were adjusted during the measurement based on the computer-aided
design model of the respective component. Experimental data confirm the ability of
this system to measure surface roughness in the range Ra 0.002–0.007 mm (λc/λs
300, accuracy was 5%). Cheng et al. used a monochromatic confocal sensor in the
measuring process of the workpiece surface with the method of a straight line along
the surface, creating a topographic map of the machined product. Measured data
proved that the proposed system can achieve accuracy comparable to mechanical
laboratory conditions. The measurement error is 0.001 mm. Since the current
measuring mechanisms are mainly used in development processes, the present
chapter can be used for new applications [20–23] (Fig. 2).

3 Research Methodology

As mentioned in the previous chapter, two types of optical deviation sensors were
used in the experiment, both of which operate on the same principle, namely the
insensitivity of the light reflected from the workpiece back to the sensor. Although
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Fig. 2 Principle of confocal measuring sensor [23]

the principle of these technologies is almost the same, the circuit diagram for these
sensors is not.

3.1 Confocal Sensor

In the case of confocal (CS) sensor, there is no need to application of additional
hardware components. The data are written directly into the software database,
which is the biggest advantage in comparison to other measuring devices that require
the manual input of measured data. With the increasing distance from the sensor to
the measuring workpiece, the inaccuracy of the measurement also increases, what
presents the biggest issue of these types of sensors. Besides the limitation of distance
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Fig. 3 Measuring scheme of confocal sensor (CS)

Fig. 4 Measuring scheme of triangulation sensor (LTS)

in the measuring process, other disadvantages are see-through materials or glossy
types of surfaces, which affect the measurement accuracy.

From Fig. 3 the wiring scheme of the measurement system can be briefly seen.
Applied measuring system consists of the measurement head of the Keyence CL –
P070 (A) with sensor installed on the rotary holder of the (Leadwell-T5) cutting
tool, to achieve a dynamic type of measurement for the machined workpiece. All
digitized values of the sensor head were transmitted by means of an amplifier
Keyence CL – 3000 (C) to the communication module Keyence CL – P070N (B),
where microscopic irregularities of the workpiece diameter could be observed via
Ethernet to the software (Navigator).

3.2 Laser Triangulation Sensor

In the experiment part, we prepared a measurement system, which scheme is shown
in Fig. 4.

The measurement system consists of measuring head (A) Keyence IL100. Its
measuring range is 70–130 mm, measuring spot diameter (400 × 1350) µm which
depend on the workpiece distance, repeatability 4 µm, linearity ±20 mm, and
weight 75 g.
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The communication unit (B), DL – PN 1. These elements are connected to the
sensor head via an extension cable and are connected to the PLC (C), Siemens
1511C via the profinet module. The switch unit (D), Siemens XB005 is used as
a boundary (connection) via ethernet between the PLC and the evaluated unit (PC–
TIA Portal software).

4 Experimental Measuring

The first objective of this chapter was to test the possibility of using optical
displacement sensors to measure the deviation of the diameter of round C45 steel
machined under the same turning conditions but with another measuring devices
(CS, LTS) (Fig. 5).

The basic parameters of the experimental workpiece before machining were
diameter d = 14.99 mm and length l = 88.8 mm.

The machining conditions in the turning process were feed (0,28 mm), cutting
speed (60 m/min), and cutting depth (0,1 mm) (Fig. 6).

Fig. 5 Diameter measuring of the C45 sample

Fig. 6 Figure of the workpiece working zone during the turning process
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Fig. 7 Measuring of the diameter deviation by ((a) LTS, (b) CS)

Fig. 8 Measuring of the
diameter with LIEVE
micrometer

After the machining, the first TLS was inserted into the tool holder, which we
aligned exactly with the center of the workpiece and then defined the zero point at
the base of its measuring range (100 mm). In the next step, we divided the sample
into 6 sections of 10 mm in length and a circumference of 72 degrees and measured
the deviation from the diameter at each section (Fig. 7).

The same measurement principle was used at CS when we reinserted the sensor
into the tool holder, set the zero point for CS to (70 mm), and then measured the
deviation values from the workpiece diameter. For the purposes of this experiment
measuring holders were constructed for both TLS and CS sensors using a 3D
printing with Filalab PLA filament.

A LIEVE micrometer with 0–25 mm measuring range and an accuracy of 1 µm
were used in this experiment as a standard for the measured values (Fig. 8).
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4.1 Experimental Results

Since it was necessary to create custom measurement software for the LTS, the
data measured by the LTS was written by the PLC to a text block in the form of
measurement time, measurement value, and write index. During the measurement
sections, 200 values were measured, from which an arithmetic mean was formed.
All data were subsequently processed from text block to Excel program for further
analysis (Fig. 9).

In the case of CS, data processing was somewhat easier because Keyence also
provides the sensor with software to analyze and process the measurement data,
so it was possible to measure more values with one confocal sensor, exactly 1000
measurements per second with an accuracy of 1 µm. The measurement data can be
evaluated directly in the CLNavigatorN-N program or exported to Excel (Fig. 10).

As mentioned in the previous part, measured values from the sensor head were
saved from the software or PLC to a table in Excel. In Table 1, data of LTS in
the form of arithmetic mean values are processed, which were determined from
all values for a certain section. In Table 2, data from the same workpiece are
processed, but using CS. The last data in Table 3 were processed data measured
from micrometer measurements.

The measuring system determines only the zero position deviation, for the real
values the following equation must be applied:

�d = l + x ± y (1)

where

�d – real deviation of diameter,
l – measured deviation,
x – the required value,
y – sensor error.

Fig. 9 Example of measured
values from LTS
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Fig. 10 Example of the measured data from CS in CLNavigatorN-N software

Table 1 Measured data for LTS

Distance Measured angle of workpiece (◦) and deviation in (mm)
(mm) 0/360◦ 72◦ 144◦ 216◦ 290◦

0 −0.041 −0.069 −0.177 0.099 0.091
10 −0.049 0.002 −0.152 0.034 0.105
20 0.01 0.021 −0.078 0.027 −0.01
30 −0.111 −0.094 −0.022 0.093 −0.18
40 −0.03 −0.073 −0.141 0.042 0.089
50 −0.016 −0.021 −0.129 0.036 −0.009

Calculation example of the real measured dimension:

• x: 10 mm,
• l: 0.005 mm,
• y: 0.003 mm,

�d = 10,005 ± 0,003 mm.
When measuring the workpiece with both sensors the lowest deviation was about

- 0.18 mm and the highest deviation was 0.01 mm, due to the machined surface
quality after turning.

From Fig. 11, we can see that the CS is a very accurate representation of the
readings from the mechanical micrometer. The largest difference occurred in the
30 mm section, when the difference in the average of the measured values was
0.019 mm. An even greater difference between the LTS readings occurred when
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Table 2 Measured data for CS

Distance Measured angle of workpiece (◦) and deviation in (mm)
(mm) 0/360◦ 72◦ 144◦ 216◦ 290◦

0 −0.041 −0.04 −0.044 0.018 0.015
10 0.03 0.009 −0.018 0.022 0.062
20 0.022 0.029 −0.057 0.088 0.071
30 0.037 0.076 −0.021 0.087 0.071
40 0.032 0.099 −0.026 0.033 0.075
50 0.064 0.026 −0.04 0.011 −0.055

Table 3 Measured data for micrometer

Distance Measured angle of workpiece (◦) and deviation in (mm)
(mm) 0/360◦ 72◦ 144◦ 216◦ 290◦

0 −0.035 −0.03 −0.039 0.021 0.03
10 0.019 0.096 −0.047 0.001 0.084
20 0.037 0.005 −0.027 0.076 0.081
30 0.025 −0.005 0.052 0.066 −0.02
40 0.02 0.1 0.039 0.019 0.11
50 0.063 0.022 0.009 0.008 −0.074

Fig. 11 Graphical comparison of individual measuring systems by deviation of diameter on length

the difference between the mechanical gauge and the LTS exceeded the difference
by 0.039 mm, again in the 30 mm section. Regarding the measured values of
the circumference of the workpiece from Fig. 12, we can again confirm that CS
measured almost identical values as a mechanical gauge, the difference between a
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Fig. 12 Graphical comparison of individual measuring systems by deviation of diameter on
workpiece angle

mechanical gauge and LTS increased on the contrary. At an angular rotation of 144◦,
the difference of the measured values reached up to 0.095 mm.

5 Discussion

In this chapter, a new experimental measurement system focused on contactless
optical sensors was presented. Analyzing the diagrams, we can see that the average
total deviation of the workpiece diameter is between - 0.18 mm and 0.01 mm. Based
on these deviations, we can determine the surface errors of the machined material
by identifying defectively machined workpieces in turning process. However, these
measuring systems also have their limits, namely the measuring distance.

6 Conclusion

From the results of the experiment, it can be concluded that the confocal sensor
copied the micrometer measurement data very accurately, with the highest deviation
from the measured value being 0.019 mm. This is in contrast to the triangulation
sensor, whose deviation from the diameter of the workpiece in comparison with the
mechanical micrometer was at one point up to 0.095 mm. With this experiment we
have clearly proved that the use of optical sensors has its application in the machine
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industry, especially in the measurement of surface properties of workpieces after
turning.

The second part of research at the Faculty of Manufacturing Technologies in
Prešov is the practical implementation of optical sensors in manufacturing opera-
tions as a substitute for post-machining quality control. Contactless sensors are one
of the best technologies in the field of optical distance and position measurement.
A disadvantage of small and medium-sized automated plants is the high purchase
price of the device compared to the more common diffuse sensors or single-
channel optical sensors, but in large-scale production and advanced production with
automation processes, where they belong, where very high measurement accuracy
must be achieved, these sensors are essential.
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Use of IIoT Equipment for Error
Messaging in Industrial Production

Stanislav Miščík, Jozef Dobránsky, and Martin Pollák

1 Introduction

Madakam and Uchiya say that the Industrial Internet of Things (IIoT) finds its main
application especially in the manufacturing industry. For most industrial sectors,
it is very attractive due to better operational efficiency of the production process. It
typically features a mechanism for identifying intelligent objects using built-in tech-
nologies. It is interesting for its intelligent automation and continuous monitoring
capabilities. Its biggest advantage is that it reduces labor interventions in high-
risk industrial environments. The best places and activities for IIoT deployment
include production halls, material handling, assembly lines, production processes,
finalization of goods, and other incoming and outgoing logistics tasks. The basis
for the phenomenon of IIoT growth are technologies behind the Internet of Things
(IoT), which currently ensure efficient work in many spheres, industrial, as well as
commercial and social [1].

Pizon et al. state that the use of IIoT is extremely important due to advancing
informatization of hardware resources. This leads to the development of a virtual-
ized model of autonomous production management in real time [2].

Dhungana et al. submit that an important pre-condition for determining whether
a certain product can be produced in a given production facility is an accurate
assessment of which production lines and/or machines are able to carry out the
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necessary production steps. Not only static information about the capabilities of the
machines, but also the condition of the machines and tools are important for the
present analysis. Due to variations in the capabilities of the machine as its wear
progresses, it is also necessary to continuously monitor and analyze the machine’s
condition [3].

Another article by Qi et al. deals with cloud solutions in IIoT. They state that the
basic IIoT technology is the radio frequency identification (RFID) technology. This
allows industrial enterprises to identify items and anchor IoT data to those items in
time series. They can share Internet of Things data through a cloud service. This
enables the exchange of information and supports critical decisions in production
operations. On the other hand, storing IoT data in the cloud requires a data access
control mechanism to protect sensitive business issues. The disadvantage of using
traditional cryptographic access control schemes for IoT data in a time series is that
they face serious problems with efficiency and key leakage [4].

Beier et al. submit that industrial production plays an important role in achieving
the goals of green economy and sustainable development. Therefore, the nascent
transformation of industrial production as a result of digitization into the so-called
Industrial Internet of Things (IIoT) is very interesting in terms of sustainable
development [5].

Senthilkumar and Rajesh state that Industrial Internet of Things (IIoT) integrated
with cloud computing resources offers effective advances in industrial automation
with open connectivity and emergent computing. With such advances, ancillary
services are evolving to expand the automation process in the manufacturing
industry. The integration and transformation of the cloud and the IIoT environment,
on the other hand, represents a serious limitation to reliability and computing power.
It is, therefore, necessary to develop a framework capable of providing a bridge
between rapid acquisition of inputs from the IIoT device and rapid processing or
storage of cloud data [6].

Ren et al. emphasize the need to pay more attention to cloud edge computing in
providing large IIoT data. Interaction latency needs to be reduced to meet real-time
requirements. Artificial intelligence (AI) technologies are expected to significantly
change the way big IIoT data is processed [7].

Li et al. deal with the design and verification of a secure communication scheme
for a system of intelligent production line of the industrial Internet of Things with
multipath redundancy and cooperation. The phenomenon of diversified terminal
structures is common in the Industrial Internet of Things (IIoT) and the ways of
transferring information between terminals are more complicated. Wireless network
transmission and the security of wireless data communication between various
intelligent devices are major challenges facing IIoT [8].
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2 Deployment of IIoT Devices into the Existing Cloud
Infrastructure of the Enterprise

In this chapter, we will describe how to get such messaging using IIoT device,
which will be implemented in the existing cloud infrastructure of the enterprise,
which hosts the industrial system platform Wonderware System Platform 2017 for
designing, managing, and collecting data of production technology units of the
enterprise [9].

Production management and control takes place in the control rooms of indi-
vidual production departments, using HMI/SCADA operator stations connected to
the enterprise cloud infrastructure [10]. Operator stations are operated by individual
shifts operators. The screens display warnings and alarms in the operator station
alarm line (see Fig. 1).

Due to inattention and routine, important error messages may be overlooked. To
avoid this, messages will be sent to multiple operators, as well as other authorized
persons, via real-time email and SMS notifications. The topological diagram (see
Fig. 2) shows the principle of their operation [11, 12].

SMS Notification
The IIoT device for SMS messaging consists of a GSM modem with a SIM
card of a mobile operator and a serial converter to Ethernet (TCP Server). The
devices are interconnected by a serial cable. The TCP server is connected to the
enterprise network with an Ethernet cable. On the virtual server hosting the GSM-

Fig. 1 Example of alarm messages on the operator station
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Fig. 2 Topological scheme of error messages operation

Control Object application (by Klinkmann), a USR-VCOM virtual serial port server
application must be installed to ensure communication with the TCP server and the
GSM modem as a serial device.

GSM Modem Cinterion EGX81W RS232
The GSM modem with a SIM card will serve as a terminal for sending SMS
messages to authorized employees’ cell phones in real time [13].

Ethernet to USR-TCP232-306 Serial Converter
The converter will be used to connect the GSM modem to the enterprise cloud
infrastructure with a virtual computer running on an HW server hosting a GSM-
Control Object (by Klinkmann – Wonderware Finland), i.e., an object installed in
Wonderware System Platform 2017 [14, 15].

It provides communication between WSP 2017 and IIoT devices and also takes
care of managing alarms, contacts, and sending text messages (see Fig. 3) [16].

The converter is configurable via the web interface. After connecting to a
computer ethernet cable or via a switch, enter the default IP address of the
device into the web browser, which can be found on the bottom of the converter
(192.168.0.7), together with the login data (admin, admin) [17, 18].

After logging in to the converter’s administration interface, set the new IP
address, the mask, the gateway, and possibly also the DNS server.

In the next window, set the parameters of serial port communication (see Fig.
4), i.e., the baud rate = 115,200 bps (must also support the GSM modem), data
size = 8, parity = none, stop bits = 1. Next, set the port to 23 and the converter
work mode to the TCP server.



Use of IIoT Equipment for Error Messaging in Industrial Production 93

Fig. 3 Communication between WSP 2017 and IIoT devices [18]

Fig. 4 Setting serial port communication parameters

Confirm the converter configuration with the Save button. We now have a
converter ready to be used in the network. Connect the converter to the GSM
modem with a SIM card using the serial cable included in the package. Connect the
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Fig. 5 Interconnecting the
individual devices

devices to the power supply using power adapters and connect them to the enterprise
network using an ethernet cable to the enterprise switch (see Fig. 5).

USR-VCOM Virtual Serial Port Server
Install the USR-VCOM application, which can be downloaded from the con-
verter manufacturer’s website (https://www.pusr.com/products/ethernet-to-serial-
converters-usr-tcp232-306.html) to the computer or, in our case, to the virtual server
where the application engine of the GSM-Control Object (by Klinkmann) will run.
The application will be used to create a virtual COM port and communicate with
the converter (TCP server) [19].

Having installed the application and running the same, search for our serial
converter to ethernet (TCP server) in the network (see Fig. 6) by pressing the
Smart VCOM button in the top menu. In the Smart VCOM pop-up window, check
our converter found in the network and press the Finish button to complete the
installation and configuration.

From now on, we have access to our GSM modem on the COM2 virtual serial
port. The last step before SMS notifications can be received is installation and
configuration of the GSM-Control Object in the WSP2017.

GSM-Control Object
The GSM-Control Object (by Klinkmann - Wonderware Finland) is a paid version
of the object installed in the Wonderware Application Server (Aveva) which ensures
communication between the WSP 2017 and the GSM modem. The object manages
alarms, contacts, and sends out text messages.

The GSM-Control Object is created using the Archestra Object Toolkit. It is
used for 2-way communication in automation and other applications using standard
cell phones and the GSM network. Based on standard cellular phones and other
GSM devices, GSM-Control Object offers a cheap and easy alternative to creating
wireless control and monitoring applications. The implementation of SMS (Short
Message Service) technology in the GSM network ensures reliable transmission
even in applications that are more error sensitive.
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Fig. 6 Serial converter configuration in the network

The main task of the GSM-Control Object is to function as a gateway between
the GSM environment on the one hand (connection with the GSM environment
through sending/receiving SMS messages) and the Wonderware System Platform
environment on the other (see Fig. 7). The GSM-Control Object is installed, con-
figured, deployed, and running in the environment of the Wonderware Application
Server, which allows other Wondeware System Platform software to access SMS
data via the GSM-Control Object attributes. Data transmission is based on two-
way communication of the GSM SMS messages, where a GSM modem (any GSM
modem supporting (SMS) AT service commands) is connected to a standard (RS-
232) serial port of the computer (or to a USB port via a USB to a serial port adapter)
and a GSM cellular phone (remote GSM phone) is used by remote operators in
production. Communication between two GSM modems is also supported, i.e.,
remote GSM modems can be used instead of a remote GSM phone. In principle,
data exchange via the GSM-Control object can be initiated from both the GSM
environment and the Wondeware System Platform:

1. From the GSM environment – by sending a text message to the GSM-Control
Object, where the received message is checked and processed according to the
current GSM-Control Object configuration.

2. From the Wondeware System Platform – when an alarm or event occurs
associated with a GSM-Control Object alarm attribute [19].
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Fig. 7 GSM-Control Object as a communication gateway [13]

Fig. 8 General tab of the GSM-Control Object

The installation procedure can be found in the GSM-Control Object user
manual. After installation, configure the object instance by clicking on GSMCtr-
lObject2_001_001 in the Wonderware Application Server.

In the General tab (see Fig. 8), set COMPort: COM2 (serial port of the GSM
modem that has been connected to the virtual serial port COM2.

The baud rate is set similarly to the TCP server at 115,200 Bd. For CharacterSet,
choose GSM. If there is a PIN with the SIM card, the CharacterSet will be set to
the PINCode: (e.g., 0000), if no PIN is used or it has been switched off in the SIM,
leave the field blank. In SMSCentreNumber, enter the SMS center number of your
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Fig. 9 Alarms tab to the GSM-Control Object

SIM card operator in the international format. Tick the TextMode for messages in
text format (AT + CMGF = 1) and LogSendReceive for logging [20, 21].

On the Alarms tab (see Fig. 9) define alarms to be notified via SMS. Set the text
for each alarm in AlarmMessage. Select the respective alarm from the Wonderware
application server via the InputSource item. Under the Timeout heading, select
delayed SMS alarm dispatch to individual recipients according to priority. If we
check the SendToAll item, an SMS will be sent instantaneously to all the recipients
selected in the last item Users (the priority of the recipients does not matter).

Under the Users tab (see Fig. 10), define the names of the recipients of text
messages with telephone numbers in the international format in the PhoneNumber
item. In the priority item, set the priority for sending SMS to individual recipients
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Fig. 10 Users tab of the GSM-Control Object

(lower number = higher priority). Check Alarm Name for individual recipients, i.e.,
alarms that we want to send the recipients as a text message.

Save GSMCtrlObject2_001_001 and execute Deploy in the application server.
The GSM-Control object is in place, and it should start communicating with the
GSM modem and the SIM card. For testing, define a test alarm that can be simulated
[22].

Email Notification
For email notification, the Remote Response Object needs to be installed in the
WSP2017 Application Server (see Fig. 11). Registered users can download it from:
https://www.aveva.com/en/products/remote-response-objects/ [23].

Upon installing (or importing) the Remote Response toolkit, the $ Remote
Communi-cator and $ RemoteNotifier templates show up in the Application Server,
from which the RemoteCommunicator_001_PBL and RemoteNotifier_001_PBL
instances can be derived for the production department we want to notify by email.
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Fig. 11 Application server (WSP2017) in ArchestrA IDE

Remote Communicator
The Remote Communicator object serves as a communication object between the
Wonderware System Platform and the email server with defined recipients. After
opening the created instance of the RemoteCommunicator_001_PBL object under
the General tab (see Fig. 12), the email address (+ password) from which emails
will be dispatched needs to be defined. An SMTP server for outgoing mail and a
POP3 server for incoming mail needs to be set up with the relevant ports. We can
also check the options that suit us. Having filled in everything necessary in a correct
way, test the connection with the email server using the Test Connection buttons.

Go to the Contacts and Scheduling tab (see Fig. 13) where it is necessary to fill
in the contact details for the email notification, namely the first and the last name,
email address and, to enable the recipient’s notification, check Always Notify. Save
the object and Deploy it in the Application Server.

Remote Notifier
The Remote Notifier object is used to define alarms from the Wonderware System
Platform that will be sent to the recipients listed in the Remote Communicator
Object. After opening the instance of the RemoteNotifier_001_PBL object under
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Fig. 12 General tab of the Remote Communicator

Fig. 13 Contacts and Scheduling tab in Remote Communicator
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Fig. 14 General tab of the Remote Notifier

Fig. 15 Alarm Detection tab of Remote Notifier

the General tab (see Fig. 14), select: RemoteCommunicator_001_PBL as the
Communicator Object name.

Define individual alarms under the Alarm Detection tab (see Fig. 15). Use the
Detector List: + button to create a new alarm and enter its name.

In the Detector Description item, enter the alarm description. Select the specific
signal (alarm) that needs to be notified from the WSP 2017 via the Source item.
To enable alarm notification, check Enable Alarm Detection. Check Use Default
Message Format On General Tab to enable the uniform email text template defined
in the General tab. However, we chose a different text for each alarm separately in
the form of: OFZ Alarm! - [K] - Alarm Text - [T]. (Individual automatic markers
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Fig. 16 Example of a text
message and email
notification on a smartphone

such as [T] - alarm time, etc. can be found in the object’s user manual, as well as
explanations of individual items. Save the object and Deploy it in the Application
Server.

This completes the basic configuration for sending SMS and emails. Testing may
now start, or the test alarm can be introduced into live operation and notifications can
be awaited. Check the results of your efforts on the Smartphone (SMS and email)
(see Fig. 16) or on a computer (email). The Logger (Log View) in WSP 2017 under
the ArchestrA System Management Console (SMC) is also a useful testing tool.

In addition, text messaging can also be done through the set of Remote Response
tools from Aveva (formerly Wonderware) directly in the Application Server without
any hardware, but due to unsuitability or cost of services offered (SMS gateway) by
the mobile operators in our country, the presented HW solution with a GSM modem
and a prepaid SIM card with endless SMS was chosen instead.

The mobile operators Mail2SMS service, which forwards emails to SMS mes-
sages in real time, can be also used without any hardware. Just enter the recipient’s
second contact email address in the form 421XXXXXXXXX_XXXX@mail2sms.
xxxxxx.xx in Remote Communicator under the Contacts and Scheduling tab. When
an email is sent to this email address, which contains a telephone number, an
SMS message is automatically forwarded via the SMS gateway. However, the given
service is unfortunately a paid service according to the number of text messages
sent. In the long run, and with the number of alarms notified by SMS, the HW
solution with a GSM modem is a better choice.
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3 Conclusions

By integrating the proposed solution (using IIoT devices) to the existing cloud
infrastructure of the enterprise, we can eliminate or minimize operator errors in
production management and get an overview of the actual status and idle time of
production departments from the notified alarms and events.

The main benefits of the solution:

• The awareness of the operator, managers, and management about the condition
and failure rate of individual production sections in the factory has improved.

• Based on the information gathered, measures for the most frequent faults were
implemented to correct them and modernize faulty equipment.

• Communication between individual workers in different shifts has been intro-
duced. Employees began to communicate with each other, either by phone or
email, about the failures and downtime.

• Communication between staff has reduced the time required to rectify faults and
downtime.

• The notification helped to improve the efficiency and utilization of production
lines (increased labor productivity). Prior to the notification, the night shift
mostly ended earlier, despite the higher production capacity of the lines. Fol-
lowing the notification of managers and management about the operation of the
line, the production capacity of individual sections increased.

• Workers achieved greater responsibility for the operation of production sections.
• In conclusion, just to add that such applied notification using IIoT equipment

significantly helped the factory to modernize production, higher work efficiency,
and thus better competitiveness and flexibility, because today it is increasingly
difficult to adapt to more demanding market requirements.
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Application of Numerical Methods in
Determining the Regression Model of
Body Cooling

Dušan Knežo

1 Introduction

Numerical mathematics provides effective tools applicable in many areas. The paper
[1] presents the application of numerical methods in the statistical evaluation of
calibration experiments of pressure conductive rubber. In the article [2], numerical
methods are used in determining the mathematical model of the amount of harmful
substances in the soil. In the work [3], the application of numerical methods in
determining the mathematical model of solution diffusion through the membrane
is presented. In the work [4], numerical methods are used in the calculation of
critical values of several probability distributions. In the work [5], the application
of numerical methods in the inverse transformation of the normal probability
distribution is presented. This work is a continuation of the mentioned works, and it
shows the application of numerical methods in determining the mathematical model
of body cooling.

2 Theoretical Model of Body Cooling

Many articles are devoted to the issue of heat transfer and body cooling. From
scientific and historical point of view, the overview of the issue can be found in
the works [6] and [7]. If there is an exchange of heat between the body and the
medium in which the body is placed, then
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dQ

dt
= −h · S · (T − Tenv) (1)

applies. Based on this, then

ρ · c · V
dT

dt
= −h · S · (T − Tenv) (2)

or

dT

dt
= − h · S

ρ · c · V
· (T − Tenv) . (3)

Suppose that in a closed and thermally insulated environment from its external
environment filled with a homogeneous medium M a homogeneous body B is
located. Let at time t = 0 the medium temperature is equal to T0E and the body
temperature is equal to T0B , where T0E < T0B . Assume that the medium M and
the body B do not contain internal heat sources and that there are no temperature
gradients in them and that there are no structural or phase changes in the medium
or in the body in the temperature range [T0E, T0B ] [8]. In that case, under Newton’s
law, it holds

dTB

dt
= − h · S

ρB · cB · VB

· (TB − TE) , (4)

dTE

dt
= − h · S

ρE · cE · VE

· (TE − TB) , (5)

where:

– TB = TB(t) is the temperature of the body at time t .
– TE = TE(t) is the temperature of the medium at time t .
– h is the total heat transfer coefficient between the body and the medium.
– S is the total area over which the transition between the body and the medium

takes place.
– ρB is the density of the body B.
– ρE is the density of the medium M .
– cB is the specific heat capacity of the body B.
– cE is the specific heat capacity of the medium M .
– VB is the volume of the body B.
– VE is the volume of the medium M .

From Eqs. (4) and (5), we have a system of two first-order linear differential
equations
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dTB

dt
= −αBTB + αBTE

dTE

dt
= αETE − αETB,

(6)

where

h
αB

· S= ,
ρ · cB · VB

h
αE

· S= .
ρE cE VE

(7)

· · (8)

The solution of the system ( )) that satisfies the Cauchy conditions

TB(0) = T0B,

TE(0) = T0E,

6

(9)

(10)

is

T= 0B 0
B(t)

· αE + T E
T

· αB T + T

αB αE

+ · 0B 0E α α )α · e−( B+ E ·t ,+ B
αB + αE

T= 0B · αE + T0E
TE(t)

· αB T + T

αB αE

− αE · 0B 0E
.+ αB + α

· e−(αB+αE)·t
E

(11)

(12)

It is obvious that after a theoretically infinite time, the temperatures will equalize,
and the temperature of the medium M and also the temperature of the body B will
be

T
T∞ = 0B · αE + T0E · αB

. (13)
αB αE+

The relations ) and ( ) show that the theoretical dependence of the body
temperature TB(t) and also the medium temperature TE(t) from time has the form

T (t) = a + b · e−k·t , (14)

where a, b, and k are the constants, k > 0.

12(11
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3 Regression Model

Assume that we have corresponding experimental data on time t and temperature
T , as shown in Table 1, where at least four values of t are different from each other,
and we look for a regression function of the type

T (t) = a + b · e−k·t , (15)

where a, b, and k are the constants.

3.1 Linearizable Model

If we know all the parameters in the relations (7) and (8), then we calculate the
steady-state temperature T∞ from the relation (13). If we use the approximation
a = T∞, then we know the regression function given by the relation (15) by
logarithmization and transformation z = ln (T − T∞) linearize to form

z = b∗ − k · t, (16)

where b∗ = ln b.

3.2 Nonlinearizable Model

If we cannot determine the steady temperature approximation T∞ with sufficient
accuracy, then in terms of the least squares method we look for the coefficients a, b,
and k such that the value

S(a, b, k) =
n∑

i=1

(T (ti) − Ti)
2 =

n∑

i=1

(
a + b · e−k·ti − Ti

)2
(17)

is minimal. If we put the partial derivatives of the function S according to the
individual variables equal to zero, we get a system of three nonlinear equations

Table 1 Experimental data t t1 t2 . . . tn−1 tn

T T1 T2 . . . Tn−1 Tn
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n · a + b ·
n∑

i=1
e−kti −

n∑
i=1

Ti = 0,

a ·
n∑

i=1
e−kti + b ·

n∑
i=1

e−2kti −
n∑

i=1
Ti · e−kti = 0,

a ·
n∑

i=1
ti · e−kti + b ·

n∑
i=1

ti · e−2kti −
n∑

i=1
ti · Ti · e−kti = 0.

(18)

We can solve the system (18) by some numerical method [9], but in this case there
may be complications with estimating the position of the solution and also with
the convergence of the method. The following procedure may be considered more
appropriate.

Assuming that

n ·
n∑

i=1

e−2kti −
(

n∑

i=1

e−kti

)2

�= 0 (19)

holds for each k > 0, from the first two equations of the system (18), we express the
unknown a and b as follows:

a =

n∑
i=1

Ti − b ·
n∑

i=1
e−kti

n
, (20)

b =
n ·

n∑
i=1

Ti · e−kti −
n∑

i=1
Ti ·

n∑
i=1

e−kti

n ·
n∑

i=1
e−2kti −

(
n∑

i=1
e−kti

)2 . (21)

By excluding unknown a a b from the third equation of the system (18), we get a
nonlinear equation

F(k) = 0, (22)

where

F(k) = n ·
n∑

i=1

tiTie
−kti ·

n∑

i=1

e−2kti −

−
n∑

i=1

tiTie
−kti ·

(
n∑

i=1

e−kti

)2

−
n∑

i=1

Ti ·
n∑

i=1

tie
−kti ·

n∑

i=1

e−2kti −
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Fig. 1 Graph of the function
F for test data

−n ·
n∑

i=1

tie
−2kti ·

n∑

i=1

tiTi +
n∑

i=1

tie
−2kti ·

n∑

i=1

e−kti ·
n∑

i=1

Ti+

+
n∑

i=1

e−kti ·
n∑

i=1

tie
−kti ·

n∑

i=1

Tie
−kti . (23)

Obviously, F(0) = 0 and limk→∞ F(k) = 0. The function F is continuous on the
interval [0,∞), and if the system (18) has only one solution, then Eq. (22) has on
the interval (0,∞) unique solution (see Fig. 1).

4 Program for Calculation of Regression Model Parameters

To determine the parameters a, b, and k of the regression function given by the
relation (15), a program was written in Free Pascal language, which on the basis of
known experimental data and given accuracy ε > 0 of calculation of a parameter k

performs the following:

– Specifies the interval [α, β], in which the root of Eq. (22) lies.
– Using the bisection method with accuracy ε calculates the root of Eq. (22), i.e.,

the value of a parameter k.
– Calculates the parameters a and b from the relations (20) and (21) based on the

known value of a parameter k.

The program was verified on test data. The graph of the regression function for the
test data is shown in Fig. 2.

5 Conclusion

The presented method of application of numerical methods in determining the
regression function of the body cooling makes it possible to find the regression
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Fig. 2 Regression function
for test data

function in cases where the conditions do not allow the temperature to be determined
with sufficient accuracy after equalizing the temperature of the body and the
medium. Obviously, the method can also be applied in determining arbitrary
regression functions of a type f (x) = a + be−kx . Last but not least, the method
is presented by inspiration how to use numerical methods in determining different
types of nonlinear regression functions.
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Development of Sink-Float Density
Separation Process of Mixed Automotive
Plastics for Mechanical Recycling

Dorota Czarnecka-Komorowska and Wiktoria Kanciak

1 Introduction

Nowadays, plastics are one of the most important engineering materials commonly
used in the production of automotive parts [1]. Plastics are one of the most
important construction materials, and the second most frequently used material in
car construction, as well as their quantitative share in electrical, electronic, and
telecommunication devices is very significant. An increasing number of electrical
and electronic devices ensuring the efficient operation of all the systems in a car
are installed in new car models [2, 3], which increases the amount of electrical
wiring used. In an average passenger car, the mass of cables amounts to about 25 kg
[3, 6]. According to the Central Statistical Office, in 2017, there were more than
10.000 tons of cable installations in Poland to be recycled [8]. This is due to the
properties they possess, which allow them to meet specific requirements concerning
the functions they can perform in the finished product [24]. Cables are recovered
mainly through material recycling, sometimes chemical recycling, and in some
cases, energy recovery is carried out.

The more frequent use of polymeric materials, for example in electrical devices,
makes it possible to reduce weight and dimensions. These materials guarantee good
electrical conductivity as well as thermal and electrical insulation or can guarantee
a suitable flammability class. Thermoplastics are a group of polymers that are most
commonly used in electronics. Examples are polypropylene (PP), acrylonitrile-
butadiene-styrene (ABS), polycarbonate (PC), polybutylene terephthalate (PBT),
and polyamide (PA). These polymers constitute a group of materials of high quality
and thus of higher price compared to so-called mass plastics. This is one of the
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main factors encouraging their recycling or reuse. This type of waste is a mixture of
different types of polymers, the recovery of which brings economic advantages as
well as benefits to the environment [2–6].

Due to their versatility of applications and variety of properties, their global
production has not been decreasing over the years. The increase in the consumption
of plastics results in an increase in the amount of these materials in the total
waste. To reduce the negative impact of polymer waste on the environment, plastics
are recycled, which allows, for example, their reuse in the manufacture of new
products [7–9]. The recovery of materials from waste is an attractive process for
manufacturers due to the reduction of material costs, as well as the reduction of
environmental impacts [8, 10].

Nowadays, the aim is to recycle as much as possible of the waste from
electronics, as well as automotive, for recovery and reuse. The wide range and
variety of polymer grades used, as well as the use of additives that affect the
properties or processing characteristics, are the main problems during the recycling
of this type of waste [11–13]. The growing awareness of society and continuous
improvement of polymeric waste management methods result in an increased
frequency of subjecting these materials to recovery and reuse processes, instead of
landfilling. The application of the above-mentioned processes results in ecological
benefits, due to, e.g., reduced consumption of natural resources, but also brings
economic advantages [2, 3, 14, 15].

Nowadays, recycling is one of the most dynamically developing areas in the
plastics industry, because the appropriate segregation and separation of mixed
materials are the basic steps in the preparation of polymeric waste for this process
[16, 17]. There are many scientific papers in the literature on the process of
segregation and separation of mixed plastic waste [7, 18].

As an example, a method of separating various plastics from mixed post-
consumer waste using three-stage flotation combined with selective flotation can
be given. The tested mixture included among others: high-density polyethylene
(HDPE), poly(vinyl chloride) (PVC), polypropylene (PP), polystyrene (PS),
polyethylene terephthalate (PET), and acrylonitrile-butadiene-styrene copolymers
(ABS). To separate the mixed plastics, first, a three-stage flotation in water was
carried out. As a result, plastics were divided into two fractions – light and heavy.
Then, to separate the obtained fractions into individual polymers, a selective
flotation was carried out, in which different types and concentrations of wetting
agents affecting the efficiency of the process were used. The most effective results
of selective separation of PET and PVC were obtained using 500 mg/l of calcium
lignosulfonate as a wetting agent, whereas for ABS and PS separation the most
effective process was carried out during flotation with 200 mg/l of calcium chloride
as a wetting agent [19].

Various concentrations and combinations of wetting agents and inorganic agents
can be used to separate materials contained in cables and wires that are a com-
bination of different types of metals and plastics. Based on the results obtained,
the most favorable compositions and concentrations of the additives used were
determined. The best results for the separation of PVC from other materials were
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obtained using the first method 10 mg/l of tannic acid and 50 mg/l of calcium
lignosulfonate and in the second method using flotation with the addition of calcium
chloride solution. During the separation of aluminum from copper, flotation in the
presence of 48 wt.% calcium chloride solution proved to be the most effective
calcium chloride solution [8].

Separation of polymers can also be done based on their density difference. The
process carried out by the float-sink method is most effective using sodium and
calcium lignosulfonate as wetting agents. Another method for the separation of
mixed polymer waste by density is the process of using cyclone separators. Cyclones
generate centrifugal forces that accelerate the rate of separation of particles of
different densities. Two varieties of these devices can be distinguished: cylindrical
and conical. Test results show that these devices can provide separation with a
significant increase in production efficiency and a much wider range of particle
sizes down to 0.5 to 120 mm [20].

Another method allowing the separation of mixed plastics is the electrostatic
method. Regulski et al. proposed a concept of a stand for separation by the
electrostatic method of mixed plastics used in the automotive sector. Electrostatic
separation allows to separate efficiently metals from plastics but also to separate
polymers into single fractions. The automated station for separation of mixed
plastics, designed by the authors, was also equipped with an original computer
vision system adapted to analyze the influence of parameters on the efficiency of
the separation process. Investigations were carried out to determine the influence of
the high voltage value and the influence of the electrode position on the efficiency of
the separation process to determine the parameters that would allow obtaining the
highest efficiency of the separation process of the mixed materials. The separation
process with the described method allows for the effective separation of single
polymers from mixed waste containing poly(methyl methacrylate) PMMA and
polystyrene (PS) [21].

To evaluate the efficiency of electrostatic separation of mixed polymer plastics,
a dedicated vision system can be used. The study was conducted on a mixture
containing polystyrene (PS) and poly(methyl methacrylate) (PMMA), differing in
color. The operation of the vision system is enabled by the use of a camera and
a proprietary computer system. Based on the results obtained, it was concluded
that the vision systems can be successfully applied to evaluate the efficiency of
the electrostatic separation process. The solution proposed by the authors can be
used not only to evaluate the results of electrostatic separation but can also be
applied to other methods used for the separation of plastics. To increase the accuracy
of the described solution, various lighting systems can be applied, as well as the
method can be used for the separation of a greater number of materials differing in
color [22].

The study aimed to develop a method for the separation of mixed polymer
waste from the automotive industry by flotation, together with an evaluation of the
mechanical properties of the separated plastics.
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2 Experimental and Methods

2.1 Materials

The mixed polymeric waste from the mechanical cable recycling process was
the subject of the study (Fig. 1). The mixture consists of the following polymer
types: polypropylene (PP), polyamide 6 (PA 6), polyamide 66 (PA 66), poly(vinyl
chloride) (PVC), and poly(butylene terephthalate) (PBT).

2.2 Processing and Sample Preparation

2.2.1 A Sink-Float Density Separation Technique

A 3 kg mixture of polymeric waste was introduced to the separation process by
flotation. The separation process was performed using a device constructed to
separate plastics by the flotation method as shown in Fig. 2. The experiment was
carried out at the Plastics Division of Poznan University of Technology. During the
separation process, the temperature of the liquid (flotation medium) was 20 ◦C, the
screw rotational speed was 50 Nm, and the blade rotational speed was 40 Nm.

An experiment was conducted using two process steps:

• Stage I, in which the waste was subjected to sedimentation, in two stages: in
water and water with the addition of NaCl

• Stage II, where an additional agent: a surfactant was introduced between stages:
in water and water with NaCl

Due to unsatisfactory results, the type I process was discarded and in the further
part of this work, the materials formed in the type II process with the addition of
surfactant were studied. To interpret graphically the mass balance, a Sankey flow

Fig. 1 Mixture of polymeric
cable wastes introduced into
the flotation process
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Fig. 2 View of the flotation and sedimentation device for separation process: (a) flotation tank,
(b) separated light fraction, and (c) separated heavy fraction

diagram was made as shown in Fig. 3. It illustrates the efficiency of the carried-out
process of type II separation of mixed plastics.

The first stage of the separation process was carried out in the water. The heavy
fraction separated constituted the vast majority in terms of mass, because out of
3 kg of mixed polymeric waste subjected to the flotation process, 2.87 kg of the
heavy fraction was obtained, while 0.12 kg of the light fraction was separated.
The second stage of the separation process was carried out in the water with the
addition of surfactant. The introduction of this surfactant allowed to lower the
surface tension of water to change the wetting angle of the separated material, thus
enabling its separation. The separated heavy fraction, obtained during this flotation
step, also represents a large majority compared to the light fraction. The heavy
fraction obtained was 2.95 kg, which represents 98% of the total mixed polymer
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Fig. 3 Sankey Chart illustrating the efficiency of the separation process of mixed plastics as a
function of mass, using the flotation method: MIX – a mixture of plastic post-cable waste

waste introduced, while the light fraction, obtained was 0.05 kg, which means that
the separated mixed waste mostly has a density greater than 1.00 g/cm3.

The third stage of the separation process was carried out in a liquid with a density
of 1.05 g/cm3which was obtained by introducing sodium chloride (8% in water) into
water. In this stage, the separation of the heavy fraction obtained in the previous
stage of the process was carried out by rotation, to further separate the polymeric
materials contained in this mixture.

As a result of the separation process, a light fraction was separated, containing
polymers of density lower than 1.05 g/cm3 and the heavy fraction containing
polymers with a density higher than that of the liquid in the flotation tank. As a
result, 2.74 kg of heavy fraction and 0.21 kg of light fraction were obtained.

2.2.2 Sample Preparation for Mechanical Recycling

The polymer waste mixture was separated and divided into light and heavy
fractions depending on the density of the liquid in which the flotation process took
place. Then, test samples were made by compression molding to form composites
(Table 1).

The hot pressing process was carried out using a laboratory press type PLHS-7,
using the following parameters, the temperature was 190 ◦C, and the pressing force
was 10 MPa. Plasticizing time was 3 min, forming time was 6 min and cooling
time was 24 min. Heat pressing resulted in a 10 × 10 × 2 mm plate from which
standardized test shapes were cut. Example microscopic images of the plates of the
obtained K2 and K3 composites are illustrated in Fig. 4.
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Table 1 Sample codes of the
composites considering the
density of the liquid in the
flotation process

Sample code

The type of sample depends on the density
of the liquid in which the flotation process
took place

K1 Light fraction, obtained by flotation in a
liquid with a density of 1.00 g/cm3

K2 Heavy fraction, obtained by flotation in a
liquid with a density of 1.00 g/cm3

K3 Heavy fraction, obtained by flotation in a
liquid with a density of 1.05 g/cm3

Fig. 4 View of samples manufactured by hot-pressing: (a) K2 composite, (b) K3 composite

The K1 composite is obtained from the light fraction by flotation in a liquid with
a density of 1.0 g/cm3. The K2 composite, containing a heavy fraction obtained
by flotation in a liquid of density 1.0 g/cm3, contains the highest amount of
polyisoprene, nylon 6, and poly(vinyl chloride). The composite K3, formed from the
heavy fraction by flotation in a liquid of density 1.0 g/cm3, has in its composition
the highest amount of poly(vinyl chloride) and poly(butylene terephthalate).

2.2.3 Measurement of the Surface Tension at the Liquid/Gas Interface

The measurement of the surface tension at the liquid/gas interface was performed
using the ring method, in which the measuring probe is a horizontally suspended
platinum ring. A standard ring with an average ring radius of R = 9.545 mm and a
wire radius of r = 0.185 mm was used for the measurement.

The measurement was performed by immersing the platinum ring in the liquid
sample and pulling it out again. The value measured during the measurement is the
maximum force required to pull the ring across the surface of the liquid under test. A
correction factor is applied to account for the weight of the volume of liquid raised
[23].
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The interfacial tension at the liquid/gas interface was measured using a K6
force strain gauge made by KRŰSS (KRŰSS GmbH, Germany, Hamburg). The
measurement temperature was T = 22 ◦C.

2.2.4 Mechanical Properties

To determine the mechanical properties of the composites obtained, static tensile
tests were carried out according to PN EN ISO 527-2. The tests were performed
at a tensile speed of 50 mm/min at ambient temperature using a Zwick Roel Z010
universal testing machine.

2.2.5 Microscopic Evaluation of the Surface Structure

To evaluate the surface structure of the composites, microscopic evaluation was
performed at 10× and 15× magnification. The fractured structure obtained from the
static tensile test was also evaluated at 20×magnification. The study was carried out
using a stereoscopic microscope OPTA-TECH SK series with a microscopic camera
for image capturing and processing.

3 Results and Discussion

3.1 Measurement Results for the Interfacial Voltage
at the Liquid/Gas Interface

Table 2 shows the results of surface tension. Five measurements were taken for
each sample and the mean and standard deviation were calculated from the results.
For the readings of the interfacial voltage, a correction of the measured value was
considered, which was calculated according to the equation of Zuidema and Waters
[23] (Fig. 5):

F =
√
0.4036· 10−3 σ ∗

D − d
+ 0.0128 + 0, 725 (1)

in which

D – diameter of the measuring ring; D = 19.09 mm.

Table 2 Measurement results of surface tension at the liquid/gas interface

Medium Surface tension with correction [mN/m]

Water 68.755 ± 1.557
Surfactant 58.356 ± 3.094
Sodium chloride solution (8% in water) 79.100 ± 1.432
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Fig. 5 Comparison of surface tension values at the liquid/gas interface

d – diameter of the test wire; d = 0.37 mm
σ – the actual value of the surface tension
σ ∗– the measured value of surface tension; σ ∗ = σ · 1.062 [23]

The surface tension value of water at the liquid/gas interface is higher than that of
water with surfactant. The surfactants present in the second sample affect the surface
tension value, causing it to decrease. This phenomenon is due to the accumulation
of surfactant on the surface of the solution, increasing wettability so that such a
solution shows a lower surface tension compared to pure water. The results showed
that the highest value of surface tension (79.1 mN/m) is shown by an 8% solution
of sodium chloride in water.

3.2 Results of the Static Tensile Test

In the tensile test, the stress-strain curves were obtained for investigated K1-K3
blends. Based on them the elastic modulus, short-term strength, elongation at
maximum stress, stress at break, and elongation at break were determined. The
obtained results are summarized in Table 3. The presented values represent the
average of three measurements together with the standard deviation.
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Table 3 Static tensile results of K1-K3 composites

Type of
composite

Tensile
modulus [MPa]

Tensile
strength
[MPa]

Elongation at
max. tensile
strength [%]

Tensile at
break [MPa]

Elongation
at break
[%]

K1 113.10 ± 20.00 2.88 ± 0.09 1.45 ± 0.21 1.05 ± 0.15 3.20 ± 0.28
K2 249.50 ± 0.71 2.89 ± 0.43 1.40 ± 0.14 0.58 ± 0.08 4.40 ± 1.41
K3 169.33 ± 11.55 3.13 ± 0.78 2.27 ± 0.76 1.16 ± 0.11 4.80 ± 2.02

Fig. 6 Comparison of tensile modulus values for K1-K3 composites

Figure 6 shows that the K2-K3 composites obtained from the heavy fraction show
higher values of the tensile modulus in comparison with the composite made from
the light fraction, which indicates higher stiffness of these materials. The highest
tensile modulus has a K2 composite in comparison with the other composites. The
lowest value has the K1 composite, which includes the light fraction obtained during
the separation in the liquid with a density of 1.0 g/cm3. The K1 composite also has
the highest value of standard deviation in comparison with the other composites,
which means that the obtained values of modulus during the test showed the greatest
scatter of values.

It can be seen from Fig. 7 that the K1 composite, obtained from the light fraction,
and the K2 composite, obtained from the heavy fraction from separation in a liquid
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Fig. 7 Comparison of tensile strength values of K1-K3 composites

of density 1.00 g/cm3 have very similar values of tensile strength. Material K3
is created from a heavy fraction with a density higher than 1.05 g/cm3shows the
highest value of tensile strength which is 3.13 MPa (Fig. 7).

Figure 8 shows that the highest value of elongation at maximum tensile strength
is shown by composite K3, while it has also the highest standard deviation result,
which means that it has the largest spread of measured values. Composite K1
has a similar but slightly higher value of elongation at maximum tensile strength,
compared to composite K2 (Fig. 8).

Figure 9 shows that the highest value of tensile at break has the material
K3, obtained from the heavy fraction after flotation in a liquid of density 1.05
g/cm3while the lowest result has K2, which also contains the heavy fraction, but
is obtained by flotation in water. The highest standard deviation value has the
K1 composite, which may be caused by the smallest adhesion between particular
components of this composite.

Figure 10 shows that also the highest value of elongation at break has the
composite K3, which was formed from the separated heavy fraction with a density
greater than 1.05 g/cm3. The lowest value of the elongation at break is shown by the
material K1 containing the light fraction of the polymeric post-cable waste with a



Fig. 8 Comparison of values of elongation at a maximum tensile strength of composites

Fig. 9 Comparison of tensile at break values of K1-K3 composites
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Fig. 10 Comparison of elongation at break values of K1-K3 composites

density less than 1.0 g/cm3. The composite K2 containing the heavy fraction formed
as a result of flotation in water has an elongation at break at the level of 4.40%.
Compared to the other composites created, this value is higher in contrast to the K1
composite but much lower in comparison to the K3 material.

3.3 Results of Microscopic Examination of Composites

3.3.1 Results of Tests on the Surface Structure of Composites

The results of microscopic observations of the surface structure of the composites
show that the K2-K3 composites produced from the separated heavy fraction
are distinguished by a more homogeneous structure, indicating a good interfacial
adhesion between the components of the mixture [25, 26] which the authors
observed and described in detail in their earlier work [27] (Fig. 11).
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Fig. 11 Microscopic images of the composite surface structure: (a) K2 (10×), (b) K2 (15×), (c)
K3 (10×), and (d) K3 (15×)

4 Conclusions

In this work, the efficiency of separation of mixed polymeric waste by flotation
method was studied and evaluated. In the next stage of work, the waste became
material for the production of new materials. From the mixture of polymers,
using various conditions of the flotation process (solutions of various medium
concentrations), composites with favorable strength properties and a wide range
of applications were produced. The compositions of the individual materials were
determined, as well as their structures were tested for strength and evaluated.

The study shows that the addition of surfactant to water, introduced during the
separation process by the flotation method, does not change the density of the liquid,
but decreases the surface tension at the liquid/gas interface, increasing wettability.
The composites made of heavy fractions show higher values of tensile modulus in
comparison to the composite made of the separated light fraction. The highest value
of tensile modulus is in the K2 composite, which consists of the heavy fraction of
mixed polymeric post-cable waste with a density higher than 1.0 g/cm3. The tests
showed that the K3 Composite containing the heavy fraction obtained by flotation
in a liquid with a density of 1.05 g/cm3 is characterized by the highest value of
tensile strength. The tests showed that the highest value of elongation at maximum
tensile strength and tensile at the break is exhibited by the K3 composite. Higher
values of elongation at break have composites formed from the heavy fraction in
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comparison with the composite obtained from the light fraction. The K3 composite
has the highest value of elongation at break in comparison with the other composites
created.

From the strength tests carried out and from the microscopic evaluation of the
structure of the resulting composites, it is apparent that the composites formed from
the heavy fraction, both as a result of flotation in a liquid with a density of 1.0
g/cm3 and 1.05 g/cm3, have much more favorable tensile properties in comparison
with the composite formed from the separated light fraction. Differences in the
structure of the obtained materials can also be observed. The composites formed
from the heavy fraction show a much smaller amount of free spaces in the structure
in comparison with the composites formed from the separated light fraction. The
reason for better tensile properties and more compact structure in the case of K2
and K3 composites formed from the heavy fraction is a greater adhesion between
the individual components of the resulting composites.

As a result of the studies carried out, it can be concluded that the separation
process using the flotation method in the liquid with the addition of surfactant is the
most effective. The optimum management of mixed polymeric waste is obtained
for the composite K3 of high stiffness (tensile modulus about 170 MPa) containing
separated polymers of density higher than 1.05 g/cm3.

In conclusion, it is possible to separate mixed polymeric waste by flotation
method, using a few-stage separation of only two fractions: light and heavy,
depending on the density of the liquid in which the separation process is carried
out. To increase the efficiency of the flotation process, surfactants can be introduced
into the separation liquid in which the process takes place to increase the wettability
of the surface of the separated particles.
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(dostęp 14.10.2020).

25. Sika, R., et al. (2020). Decision support system in the field of defects assessment in the metal
matrix composites castings.Materials, 13, 3552. https://doi.org/10.3390/ma13163552

26. Czarnecka-Komorowska, D., et al. (2021). Polyethylene/polyamide blends made of waste
with Compatibilizer: Processing, morphology, rheological and thermo-mechanical behavior.
Polymers, 13(14), 2385. https://doi.org/10.3390/polym13142385

27. Czarnecka-Komorowska, D., et al. (2021). Recycling of plastics from cable waste from
automotive industry in Poland as an approach to the circular economy. Polymers, 13(21), 3845.
https://doi.org/10.3390/polym13213845


 25964 800 a 25964 800 a
 

 2260 9656 a 2260 9656 a
 

 1789 12977 a 1789 12977 a
 

 -563 16298 a -563
16298 a
 

 32220 18512 a 32220
18512 a
 

 25964 21833 a 25964 21833 a
 

 25964 25153 a 25964 25153 a
 

 6023 29581 a 6023 29581
a
 

 21780 42865 a 21780 42865 a
 

 -2016 43981 a -2016 43981 a
 

 17994 48400 a 17994
48400 a
 

 8708 51720 a 8708 51720 a
 

 -563 55041 a -563 55041 a
 


Assessment of the Cataphoretic
Varnishing Production Process
Capability Using the CAQ System
of Quality Management

Jozef Dobránsky and Róbert Balint Bali

1 State of the Art

To prevent corrosion of automotive components, cataphoretic coatings have been
widely used since the 1970s. Easy automation of the painting process poses a great
advantage. This type of painting, i.e., the cataphoresis, does not cause smudges.
The thickness of the varnish is evenly distributed over the entire surface, including
hard-to-reach places. The surface coverage is very high [1]. Special drainage holes
must be introduced into the closed painted structures due to leakage. The biggest
disadvantage are UV rays, where graphite-gray coating loses its properties. All
that in less than 100 hours [2]. The effectiveness of the coating’s anti-corrosion
properties depends on the action of anti-corrosion pigments, tightness, and adhesion
to the underlying material. The most important and difficult step in the application
of the cataphoretic coating is thorough preparation of the surface. A surface
that may be contaminated by corrosion, oils, or dust requires multiple operations
[3]. Surface in the first group was cleaned chemically. Surface in the second
group was sandblasted. Testing also took place in the salt chamber. It has been
concluded that the post-surface treatment of cold-rolled steel affects each of the
parameters measured. It also affects the properties of the tested specimens, such
as roughness, distribution of the coating thickness, friction factor, anti-corrosion
resistance, etc. Specimens treated with chemical agents showed a higher quality
of surface treatment than specimens that were only sandblasted. The coating after
chemical treatment has a homogeneous structure, it does not contain pores or
cracks [4]. When examining the adhesion of epoxy cataphoretic coatings to other
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materials, namely on steel modified with Zn-Fe and Zn-Co alloys, it was shown
that under dry test conditions, the specimens displayed positive adhesion results.
Following their dipping in a 3% NaCl solution, the lowest adhesion values were on
the steel substrate. Adhesion to steel modified by the Zn-Co alloy during 24 days of
immersion in a 3% NaCl solution saw the smallest change observed from among
all the specimens tested [5]. In the research focused on the temperature of the
cataphoretic process, tests were carried out in the temperature range of 20–45 ◦C. It
has been found that the process temperature did not affect the adhesion or corrosion
resistance of the surface when a salt spray was used. The best mechanical properties
and corrosion resistance of the coatings were achieved in the temperature range of
25–30 ◦C [6]. The most ideal curing temperature at which the low-carbon steel
specimen under examination achieved the best surface effects was in the range
of 145–195 ◦C. In fact, the surface formed under this temperature achieves the
best anti-corrosion properties. When the temperature was not within the required
tolerance limits, these characteristics were significantly reduced. This fact also
manifested in tests that led to surface delamination [7]. When examining the effects
of graphene oxide in cataphoretic varnishing, it has been concluded that graphene
has an effect not conducive to the protective coating layer functionality. This was
due to creation of a layer full of defects and, moreover, the layer failed to meet the
protective function. A proposal to do double coating was made and implemented at
two points or coatings. The first layer was free of graphene particles and the second
had graphene added. This procedure has proved to be favorable because the first
layer formed a homogeneous structure and the second layer added to the coating’s
thickness. The result was suitable test effects, not only in the salt chamber, but also
in the aggressive environment formed by NaCl, where after seven hundred hours,
the specimen showed no signs of damage. Therefore, double application of varnish
in the above-mentioned order is classified as a suitable method for the application
of coating by cataphoresis, regardless of the reduction in protective properties [8].

2 Varnishing by Cataphoresis

Cataphoresis is a method of electroplating the metals exposed to a large extent to
atmospheric influences. It is an electrolyte varnish found on various components.
Such coating enhances the components’ anti-corrosion properties and is the standard
for automotive parts that need complete and optimal anti-corrosion protection [9].

2.1 Coating Options

CATAPHORESIS – the color is positively (+) charged and is called “cationic”.
The components to be painted must be connected to the negative pole (−) of the
electrical circuit and serve as a “cathode”.
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ANAPHORESIS – the color is negatively charged (−) and is called “anionic”.
The component to be painted is oriented toward the positive pole (+) of the electrical
circuit and serves as an “anode” [10].

2.2 Cataphoresis Steps (Fig. 1)

The technological process of cataphoresis is one belonging to the electrophoretic
varnishing methods where the desired layer of paint is formed after the phosphating
process. This layer serves as anti-corrosion protection of various components. This
process is based on the principle of electronic coating. It is, therefore, necessary
to use a cationic cooler known as KTL or Cata. Painting takes place in a bath in
which the material is immersed and acts as a cathode. Subsequent use of electric
current will cause the formation of an electric field. As a result, the polycations start
moving toward the cathode. Reaction of electrodes with hydroxide ions (see Fig. 2)
guarantees their deposition on the surface of metallic materials. With the required
coating getting bigger, the layer, too, creates resistance, which also results in the rate
of deposition. Reduction in velocity is noticeable especially in places with small
layer thickness – cavities or hard-to-reach places. The entire process guarantees a
gradual formation of an evenly distributed coating, which is spread over the entire
surface of the material. The final version of the effects occurs only when the desired
layer thickness is reached. Subsequently, the deposition process stops. Adherence
to technological procedures in the form of constant mixing by ramps located at the
bottom of the tank results in the necessary effect of cataphoresis. Once removed
from the cataphoretic bath, the components are rinsed by sprinkling. This ensures
paint recovery, as it drips from the material on which it is used into the bath. The
necessary second rinse is done by immersion to remove excess paint that has not
adhered to the component surfaces. The third rinse is repetition of the sprinkling
method, which removes the undesirable impurities attaching to the material coming

Fig. 1 Schematic representation of the steps of cataphoresis
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Fig. 2 Principle of cataphoretic deposition of coating materials [11]

from the bath. To ensure the purity of the material, the last rinse, bath, and sprinkling
should be done exclusively with demineralized water. The final coating properties
are achieved only after polymerization, which takes place during calcination in the
temperature range between 155 and 180 ◦C. This process creates an anti-corrosion
layer and a sufficient substrate for subsequent surface treatments [11].

2.3 Characteristics of Aqueous Solutions Used in Cataphoretic
Varnishing

For cataphoresis paints, aqueous solutions have a limited duration of use, which is
one of their typical properties. Properties of the coating material change as a result
of the following processes. One of the reasons is that the working solutions age
during working operations of the electrolytic bath. Oxidation of film-forming air in
the presence of oxygen leads to an increase in the molecular weight of the resin
and a decrease in the molecular weight of the binder. The process is supported by
continuous stirring of the working solution and the release of oxygen by electrolysis
of water. Saponification of ester groups in an alkaline working solution results in the
removal of fatty acids. Increasing the acidity number and decreasing the molecular
weight of the binder takes place at high speed under elevated temperatures and pH.
The hydrolysis of the salt group reduces the solubility of the resin in water during the
coagulation of the binder due to a change in the hydrophilic-hydrophobic balance.
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Imbalance in the pigment–binder ratio leads to degradation of the coating content
and its protective properties. Evaporation of organic solvents causes an increase in
the size of the craters and a decrease in the thickness of the coating and reduces the
paint-water solution’s stability.

The accumulation of foreign electrolytes in the working solution due to the
anodic decay of the substrate metal and poor cleaning of the products during surface
pretreatment leads to an increase in the electrical conductivity of the working
solution. This leads to accumulation of sludge and coagulation of the binder.
Accumulation of the neutralizer results in a reduced equilibrium time of the working
solution and an improvement of the process parameters, as well as the properties of
the coating with a change in the degree of the binder’s neutralization. Stability of
the solution properties in the bath process is maintained by keeping the operating
solution parameters within defined limits and by their periodic adjustment [10].

2.4 Technological Process of Cataphoretic Varnishing at KTL
(Table 1, Figs. 3 and 4)

Figures 3 and 4 shows the finished components after cataphoretic varnishing. The
numbers 1 to 5 indicate the specimens taking sites. 10 components were taken and
measured from each site. The measured layer thickness values were recorded in the
Palstat software.

Table 1 Technological process of cataphoretic operations

Operation Position Technological process Time/min. Temp/◦C Voltage/V

010 1. Hanging up – – –
020 2. Chemical degreasing – level 1 10:00 70 –
030 3. Chemical degreasing – level 2 10:00 70 –
040 4.1 Technological rinsing 0:05 – –
050 4.2 Technological rinsing 0:05 – –
090 8. Activation before phosphating 2:00 – –
100 9. Phosphating 5:00 50 –
110 10.1 Technological rinsing 0:05 – –
120 10.2 Technological rinsing 0:05 – –
130 11. Rinse with demineralized water 0:01 – –
140 12. Cataphoresis painting 4:00 30 230
150 13.1–13.2 Rinse in ultrafiltrate 0:30 – –
160 14.1–14.3 Burning 40:00 180 –
170 15.1, 15.2 Cooling 0:01 – –
180 16. Hanging down – – –
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Fig. 3 Comparison of
specimens before
cataphoretic varnishing on the
left and after cataphoretic
varnishing on the right

Fig. 4 Specimens taking
sites

3 MSA Analysis

Before evaluating the capability of the production process, it was necessary to do
the measurement system analysis using MSA. The analysis of the measurement
system was evaluated using the Gage R&R repeatability and reproducibility method
according to the ARM methodology enshrined in the international IATF 16949
standard.

The thickness of the coating was measured by non-destructive methods, using a
digital measuring device called Elcometer 456. The principle lies in measuring 10
specimens by 3 inspectors done three times. The measured values are shown in the
table in Fig. 5.
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Fig. 5 Values measured for the MSA analysis

3.1 Evaluation

• The % value of repeatability and reproducibility has reached a GRR of 9.943%
(<10%), which lies within acceptable limits considering the type of instrument
and application.

• The values of measuring equipment variability (EV) 9.515%, inter-inspector
variability (AV) 2.887%, and inter-component variability (PV) 99.504% are at
good levels.

• The value of the number of distinguishable categories (ndc) is 14.110. This value
speaks of the fact that the measured pieces are produced throughout the entire
production process range.

Based on the measured and evaluated values, we can say that the measurement
system is competent and can be used to assess the capability of the production
process.

3.2 Graphs and Analyses

The result of the GRR analysis should also include a graphical analysis. Graphical
analysis methods will validate the results of the study and provide further insight
into the data. Graphical visualization is an important form of data visualization.
The presented graphs demonstrate the effectiveness of the measuring device, not
the process of specimens creation. Figure 6 shows a diagram of the mean values
achieved by individual inspectors.

The individual measurements are displayed as mean values by inspectors in
the mean diagram. The mean diagram provides a better overview of the individ-
ual inspectors’ consistency. It illustrates the relationships between the individual
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Fig. 7 Deviation diagram

inspectors and provides evidence of any outliers. The analysis of this graph shows
that there were small differences between the inspectors.

Figure 7 shows a diagram of deviations between inspectors’ individual measure-
ments. The deviation diagram showed a visible difference among the inspectors.
The greatest deviations in the measurements were recorded by inspector 1.

Figures 8, 9, and 10 show boxplot graphs for individual inspectors. In the graphs,
we can see whether the measurements and variability between the inspectors are
accurate. The red dots show the mean data values of each inspector. The error lines
show the scatter of values in individual measurements. This was confirmed by the
finding that the highest quality measurements were achieved by inspector 1.
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Fig. 8 MSA boxplot for inspector 1
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Fig. 10 MSA boxplot for inspector 3

4 SPC Analysis (Table 2)

Based on the measured data, we can say that the level of performance of the process
in January was low. This is characterized by the values of the process performance
indices Pp and Ppk (0.75 and 0.45, respectively). Based on the evaluated process
capability indices Cp and Cpk, we can say that the process is stable but outside
the control limits. Similarly to January, the measured data show that the level of
performance of the process in February was low. This is characterized by the values
of the process performance indices Pp and Ppk (1.06 and 0.64, respectively). Based
on the evaluated process capability indices Cp and Cpk, we can say that the process
is stable (Cp = 1.71) but is poorly centered (Cpk = 1.03). Based on the data
measured in March, we can say that the level of performance of the process in March
was low. This is characterized by the values of the process performance indices Pp
and Ppk (0.67 and 0.66, respectively). Based on the evaluated process capability
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Table 2 The results of the SPC analysis for the measured period

Final values

Measurements 
in January 

Measurements 
in February 

Measurements 
in March 

X' 19,49 μm 19,53 μm 22,42μm

Median 20,3μm 18,8μm 21,8μm

R 14,2μm 12,6μm 39,3μm

S' 0μm 0μm 0μm

σ 3,32μm 2,35μm 3,72μm

Min 12,6μm 14,7μm 16,7μm

Max 26,8μm 27,3μm 56,0μm

Distribu�on Normal Normal Normal

Calcula�on method M1,5 [σ] M1,5 [σ] M1,5 [σ]
Calcula�on method 
Cp M1,4 [R'/d2] M1,4 [R'/d2] M1,4 [R'/d2]

Pp 0,68≤0,75≤0,83 0,96≤1 ,06≤1,17 0,61≤0,67≤0,74

Ppk 0,41≤0,45 ≤0,50 0,58≤0,64≤0,70 0,60≤0,66≤0,73

Cp 1,44≤1 ,59≤1,75 1,54≤1 ,71≤1,87 1,07≤1 ,1 8≤1,30

Cpk 0,86≤0,96 ≤1,05 0,93≤1 ,03 ≤1,13 1,06≤1 ,1 7≤1,29

indices Cp and Cpk (1.18 and 1.17), we can say that the process is stable but within
the control limits.

Control Diagrams (Figs. 11 and 12)
In the control diagrams for the month of January, we can see plotted representation
of the statistical regulation of the production process. As can be seen in the control
diagram of means, several values are measured outside the control limits. These
findings are confirmed by the values of the performance and process capability
indices.

As can be seen in the control diagrams in Figs. 13 and 14, the production process
is in better condition than it was in January. The measured values are within the
control limits. Several trends can be observed in the control diagrams. The level of
process centering is low.

As can be seen in the control diagrams in Figs. 15 and 16, almost all values are
measured within the control limits. Two values are slightly outside the control limit
and one value is attributed to measurement inaccuracy.
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Fig. 11 X-graph depicting measurement in January 2022

Fig. 12 MR-graph for January 2022

5 Conclusion

Intensive growth in the automotive sector places great demands on manufacturers.
Mainly on the production of automotive components, for which we use experimental
methods in production technologies, such as measurement system analysis and
statistical process control. Analysis of the measuring system is a potential technique
to perform an inspection of the observed measuring device with good results for all
parameters that take into account the center position of the measurement, coupled
with the statistical process control as a feasible method of developing quality
in vehicle production. Using control diagrams, the quality assurance department
will continuously monitor the process of carrying out design activities, reducing
duplication and rework.
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Fig. 13 X-graph plotting measurements done in February 2022

Fig. 14 MR-graph for February 2022

The aim of the work was to determine the analysis of the measurement system
and the statistical system of production process management using the PALSTAT
CAQ software. A part of the BMW car lock was used as the analyzed component.
The analysis of the measurement system found that the given measurement system
is satisfactory and applicable to the subsequent statistical management of the
production process capability. During the statistical control of the production
process, performance and capability indices of the production process and control
diagrams were evaluated. Based on the evaluated indices and control diagrams, we
can say that the production process is not in good shape and should be improved.

The following research is presented under the title experimental analysis of
the influence of technological factors on the properties of the layer created by
cataphoretic painting. Under this term, we can imagine the monitoring of selected
factors of cataphoretic painting during the entire process. With the help of testing
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Fig. 15 X-graph plotting measurement done in March 2022

Fig. 16 MR-graph of measurement from March 2022

equipment, we will test the thickness of the created layer, adhesion to the surface,
impact test, and conical bending test on the samples. By evaluating the measurement
results, we will find out the influence of factors on the properties of the cataphoretic
coating. If the results are interesting for the company, we will continue with process
optimization.

Acknowledgments This paper has been elaborated in the framework of the project KEGA no.
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An Effective Tool for Increasing
the Company’s Production Process –
Application of Innovative Planning
Methods

Annamária Behúnová and Marcel Behún

1 Introduction

By planning, we mean following the path to the final goal, displaying the sequence
of events predicted reasonably. We were planning in the present to decide what to
do in the future. It includes anticipating the consequences and events that can affect
the business. It requires creativity and analysis in defining business opportunities
and constraints. It provides an internal decision-making structure for the company
as a whole. It requires thinking about shaping the future of the company instead of
expectations [1, 2].

Important indicators include the change associated with the company’s activ-
ity, development, structure and resources. With the help of planning, managers
determine the parameters of the company’s desired performance and individual
coordinate components and individual employees to meet the given goals [3].

Planning is focused on determining the organization’s future state and ways to
achieve them. It determines the goal concerning resources (financial, personnel,
technical, etc.) and sets the paths and specific activities to achieve these goals. In
the case of business entities, it is necessary to take into account the behaviour of
competition. If the organization is in an unsatisfactory situation, it may result in
incorrect planning and incorrect determination of objectives or procedures [4, 5].

The planning process consists of three basic phases [3]:

1. Analytical phase – consists of internal and external analysis. By internal analysis,
we mean all functional areas of the company (production, production resources,
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marketing, supply, personnel and financial security, organizational structure,
etc.). The main goal should be the company’s performance compared to the
competition, the efficiency and effectiveness of production resources, the com-
pany’s priorities and the development of business results. This can be identified
by identifying the strengths and weaknesses of the business. External analysis
is used to determine the external effects on the company. These are the effects
of political events, the state of the economy, the labour market and demographic
developments. The analysis task is to identify opportunities and threats to the
company.

2. Conceptual phase – used to develop variants of the plan. Variant planning is the
company’s response to the possible risks of implementing the plan caused by
changes in production and input prices, variability in demand and inflation. It is
recommended to create three variants: optimistic, realistic and pessimistic.

3. Implementation, control phase – consists of transforming intentions into reality,
while it is necessary to evaluate or re-evaluate the plan’s implementation
preliminarily. There are often deviations from the plan that need to be minimized.
The corrective measures taken should ensure that the organizational objectives
are achieved.

There are many technical and system changes in the manufacturing industry.
This also changes the requirements of the market for the companies. Production
planning and control respond effectively to these internal and external changes,
ensuring faster responses and better control over performance and delivery [6].

When planning, managers must make decisions that relate to its core elements –
goals, procedures, resources, tasks and control. If they are to be effective, they are
related to the basic concept that governs human activities (Fig. 1). Based on this, all
managers should be involved in planning at all levels of management. Each manager
must set a goal, make decisions and achieve the desired goal. Planning has a direct
impact on [7, 8]:

1. Efficiency of organizational activities
2. Risk reduction
3. Development of managers and organizations
4. Level of integration and coordination of efforts
5. Organizational performance

Goal setting – belongs to the initial and critical elements of planning, which
defines and specifies the achieved future state, and determines priorities [9].

Creating a plan – pays attention to achieving the best and most effective goal.
It depends on the type of plan, the information obtained, the quality and who will
participate in the planning cycle [9].

Monitoring of plans – solves the current state of whether the planned goals are
being met and whether something needs to be adjusted [9].

Result or control – belongs to the final phase, evaluates the result and to what
extent the goals have been met [9].
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Fig. 1 Phases of the planning cycle [9]

To meet market requirements, companies prepare a Master Production Schedule
(MPS), which specifies the number of individual products scheduled in a certain
time horizon and the sales program to sell the products. The main goal of production
planning and management is to ensure the production of products and semi-
finished products according to the master production plan, which is in line with
the implementation of other measures [6].

The production planning and control: PPC system uses a hierarchical planning
process that helps the manager understand and manage operations. A common
starting point for production planning is the main production schedule, from
which the requirements for material, parts, machines and work are derived. If
the requirements are disproportionate, they can be adjusted. A high-level plan
determines the context in which lower-level plans appear [6].

The goal of PPC is to plan and manage production so that the company meets
production requirements as efficiently as possible, producing what the market
requires in the required quality, volume, and time and at a minimal cost. The
PPC system contains all the tools and processes to achieve this goal. One of
the key elements in operations management research is the adaptation of PPC
to the production system, which determines the production company’s efficiency,
profitability and long-term capability [10].

Production planning and control technology must be changed to a properly
designed process in which the consequences of changing system parameters are
understood. Better conceptual understanding and improved PPC operational perfor-
mance are important factors in managing the rest of the organization. Companies
must plan and coordinate all functional stages associated with the introduction of
the product, from the initial design of the product, through production, distribution,
warranty and post-warranty service to eventual recycling. It is important to respond
better to external changes, including competitive measures and changing market
demand. For companies, this means meeting newly perceived needs and adapting
systems without high costs [10].
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1.1 Efficiency of the Production Process

Production can be defined as converting production factors into economic goods
that pass through consumption. Goods are referred to as physical commodities
(produced for consumption) that meet the needs of consumers. Services are required
intangible assets [11]. Production is transforming and adapting the resources that
enter the production system to create tangible goods or services. The aim of
production is products or services that can be realized on the market and obtain
revenue from them. The conversion of inputs into outputs must take place as
efficiently as possible by introducing optimal consumption of production inputs,
reasonable costs, the most suitable production procedures and compliance with
safety and environmental conditions [12].

From a technical point of view, production is described as an operation with a
purposeful technical interconnection of all production factors. It uses production
equipment with or without a worker’s participation and converts the material into
tangible goods. There is no material transformation when providing services [12].

From the economic and social point of view, the production goal is to achieve
a state in which all production resources are used efficiently. Efficiency in a
broader sense means using resources in production in a way closest to the goal
of business and profit generation. To a large extent, competition affects producers
to use production factors as efficiently as possible and produce a certain amount of
products with the lowest possible consumption [11]. In practice, the productivity
indicator, also determined as the profitability indicator, is used to evaluate the use
of production factors, which means the ratio of output to consumed factors of
production. Sometimes it is necessary to assess the outputs from a non-financial
point of view. There may be a case where the output is financially lower than the
price of the factors of production consumed [11, 13].

The benefits of an efficient production plan [14]:

1. Reduced labour costs by eliminating lost time and improving flows
2. Reduced inventory costs by reducing the need for safe or excess inventory during

production
3. Optimal use of the equipment and increased capacity
4. Improved delivery of products and services

The production plan must be solved well in advance of production to ensure a
continuous flow of work during its development [14].

2 Methodology

Several methods and techniques can be used in planning: analysis, synthesis,
induction, deduction, simulation methods, economic-mathematical modelling and
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others. Planning techniques make it possible to visualize planning tasks and monitor
them. Methods and techniques are used in the planning process [3]:

• In the analysis and preparation stage of the plan
• In the process of creation
• When monitoring the progress of implementation
• In the control stage

2.1 Enterprise Resource Planning

Enterprise Resource Planning (ERP) is a system or software used to plan and
manage an organization’s processes, from manufacturing/services to financial or
business. It is used to automate and simplify individual activities in the company
and various industrial areas and supports the connection of modules [15]:

• Financial and managerial accounting
• Production
• Human resources
• Order processing
• Data services and others

There are three main types of ERP systems: On-premise software, Cloud
software or “Hybrid” software.

On-premise (local) software is implemented in office space and used on the
company’s computers and servers.

An organization uses cloud software to store and work on any device with an
Internet connection. The software provider allows for updates, various pieces of
training and ongoing support.

“Hybrid” software combines cloud and local software with a difference in service
delivery [15].

An ERP system is considered a type of enterprise application that improves
performance and meets the needs of an organization. It varies depending on
customers’ size, functions and needs, which helps eliminate costly and time-
consuming processes [15].

2.2 Material Requirements Planning

Effective management of raw materials and components flow from the supplier
through production to the customer is challenging. In the event of poor management,
there will be a possibility that the part or raw material will not be available. This
will disrupt the production process and fulfil the planned orders and deadlines. As
master production plan records are combined with inventory data, components and
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parts can be issued and replenished. This process is called Material Requirements
Planning (MRP) [16, 17].

The MRP method is used to calculate the components and materials that will be
needed for production again. It is an inventory planning and management system
that takes into account information about current and future orders [16].

2.3 Just in Time

One of Just in Time’s (JIT) priorities is minimizing inventory and shortening pro-
duction lead times. The system is mainly applied in mass or large-scale production,
but some elements can also be applied in production processes with a lower degree
of repeatability. The most significant characteristic is the pressure on very low stocks
of work in progress and finished products. The goal of JIT is to involve employees
in the process, constantly improve it, solve problems and produce suitable products
in appropriate quantities before they reach the customer. Because the system works
with low stocks, the material is delivered to the workplace shortly before processing
and passes in small batches. The machine operator is responsible for handing the
functional product to another workplace. In the event of a defective product, the
worker is obliged to stop the machine. The advantage of this system is the simple
and fast identification of the worker who processed the material, quickly discovered
the cause, took measures and prevented errors to a greater extent [18].

On the other hand, stopping machines is seen as a space for a natural process of
improvement. When the machine is not in operation, the worker can devote himself
to maintenance, repairs, design and remedial measures, thus creating space for the
worker to be trained. In the JIT system, it is necessary to prioritize preventive
and predictive maintenance to prevent machine failures, with the possibility of
not disturbing the planned synchronization of workplaces. In this case, complete,
comprehensive, productive maintenance is applied – Total Productive Maintenance
(TPM) as a group technology with a cellular organization, which allows rapid
implementation, transfer of responsibility for the workplace, including machine
condition, routine maintenance and simple diagnostic procedures [18].

2.4 Production Planning in the Company

The production process in the company begins by entering a production order.
The request for production can be submitted by email by an employee from the
department of sales, development, realization of objects, warehouse manager and
executive director [19].
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Table 1 Production planning in the excel program

Month
Week
Mon. Tue. Wed. Thu. Fri.
Date Date Date Date Date

Product name: Operation
Operation
Operation
Operation

The production order contains:

• The name of the product or semi-finished product
• Number of pieces
• Creation date, end date
• The name of the final recipient, or section
• Notes
• Name of the guarantor of the exit control
• Total time worked

The responsibility for planning lies with the production director or employee,
who has an overview of production and knows the duration of individual operations
(production of semi-finished and finished products).

The data needed for production planning are the working time of individual
production operations, an indication of the approaching completion date, and the
connection between orders and the order of production operations.

Production planning is implemented and designed in the company in Excel
and Google Docs tables (Table 1). The production plan contains currently offered
products with individual operations with a total annual scope. The planning of
production operations is clear due to the colour coding of each operation and the
expected duration. Each process is mapped in order, is simple and contains all the
necessary information.

The employee responsible for planning works with the actual state of the material
and semi-finished products in the warehouse. Depending on the stock status, it
orders material to carry out the required number of pieces from external suppliers.
After the production is planned, the delivery date is confirmed between the customer
and the production. Subsequently, the production order with the necessary data and
the end date is entered into the company system.

A bill of material (in the company called kusovnik) is a document that contains a
list of parts, materials and raw materials needed to produce a given product. The
company uses a multi-level bill of material (Table 2). It shows assemblies and
components arranged in a top-down manner. The parent components are at the top
and have their child components.

The task of the warehouse worker is to order, store, and prepare material
and components for production via a bill of material or pack the components
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Table 2 Bill of material of
the company

Product name Drew:
Name: Bill of material Date:
Drawing number: Purpose:
Name Drawing number (number) Note

Main part
Material
Material
Material

and technical documentation and send them to an external company for partial
production.

The technical documentation contains:

• Product description
• Production, construction drawings and their explanation
• Technological procedures
• Bill of material

The production process starts according to the production plan. After delivery
and removal of the material, the head of the department assigns the work to the
production operator. He is familiar with the production process and works on the
production order. He completes the product according to the documentation and
sends it for inter-operational control. During series production, a record card is
kept for the products, which contains the number of the production order, the stage
number, the number of the printed circuit board, the date of the beginning and end
of production, the type of operation and the name of the operator.

Interoperation Control
Interoperation control is used to control compliance with production procedures –
technical documentation. Depending on the product type, the authorized electronics
perform several inspections in the production process. Interoperation control is
divided into visual control and functional control (recovery/adjustment/calibration).
Any employee of the production department can perform a visual inspection. This
inspection is focused on the completeness and integrity of semi-finished products.
Operations related to operational control, recovery or adjustment may be performed
only by an employee with the inclusion of electronics – mechanics, by the valid
Decree no. 508/2009 Coll. (minimum §21) on the relevant test device. Based on
the revitalization regulations, he will perform the revitalization/adjustment of the
product, paint all printed circuit boards with a protective varnish and mark the
product with his brand. In this way, the product is ready for completion. If a non-
compliant product is found during the in-process inspection, it is returned to the
operator for repair and elimination of defects.
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Completion of Products
Based on the production process and technical documentation, the production
operator completes the product in a condition to meet the final inspection criteria.
It is mainly the assembly of semi-finished products into products, assembly into
boxes, etc.

Checkout
The output control technician verifies the functionality and parameters of the
product according to the relevant related control procedure – visually and by
measurement. It checks the materials’ correctness and makes a record of the test
in the report from the final inspection and archives. After the final inspection, the
products are marked with a serial number or QR code.

3 Results

Based on the analysis of the company’s production process and planning process,
but also the basis of experience and knowledge of employees in individual oper-
ations, it is possible to work on streamlining production processes, specifically
updating bill of material.

A proposal for streamlining the flow of material and components is applying the
material requirements planning method – MRP. This method is used to calculate the
components and materials that will be needed for production again. This inventory
planning and management system take into account information about current and
future orders.

MRP system:

1. Help to plan purchasing, delivery and production activities without delay
2. Will have raw materials for production and products for the customer
3. Meet the appropriate storage condition of the products

The goal of material requirements planning will be to manage orders so that
delivery takes place just in time (Fig. 2). It will be possible to order parts in advance
to keep the appropriate quantity in stock, shortening the preliminary production time
(just in time method), which will be available for repetitive production. The MRP
system can work with the JIT method at the same time.

Once the technologist has been hired, another possible proposal would be to
implement an enterprise resource planning (ERP) system. It is an information
system ABRA Gen, which will help streamline the company’s operation and has
applications in all business areas (Fig. 3).

ABRA Gen covers several business areas:

• CRM/customers
• Purchase
• Warehouse
• Production
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Master production plan
Stock status

Bill of material

Material requirements 
planning (MRP) Outputs

Fig. 2 Application of the MRP system [16]

Fig. 3 A schematic of areas covered by ABRA Gen ERP [20]

• Sales
• Provision of services
• Finance and accounting
• Wages and human resources
• Management and administration
• BI/controlling and reporting

The ABRA Gen all-in-one is a powerful information system that ensures a
fast flow of documents and information, helping automate and analyse all the
necessary data in the company. The system’s advantage is adapting to the needs of
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Fig. 4 Information system ABRA Gen [20]

a specific company with the most modern way of connecting using the application
programming interface (API). Thanks to the API, data from all applications stored
in one place meet in the information system, e.g. the data from the refuelling card on
the amount of fuel on the business trip will be entered into the information system
[20].

3.1 Use of the ABRA Gen Information System in the
Production Process

The information system can monitor and control the production process through
production orders, also used by the researched company (Fig. 4). It contains all
the information about the product and its production history linked to the given
production order [20].

The system uses methods and work queues to help manage workplaces and
individual operations to streamline production process planning. After their imple-
mentation, it evaluates graphs or statistical data [20]. With the help of defined
standards in repeated production, it can streamline the assembly of products
composed of the same or similar components, calculate the product price and
compare it with the real price of production [20]. It uses supply chain management
(SCM), which provides information on the state of the material in the warehouse
and draws attention to the minimum and maximum stocks [20].
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Implementing the system would greatly benefit the company in terms of man-
aging all processes “in one” to connect all work sections. This would make the
operation of the whole company more efficient and better.

4 Conclusion

The main goal of the presented work was to streamline the planning of production
and production processes in the company. Based on knowledge and information
from the literature, based on an analysis of the company’s current state and using
methods of material management and enterprise resource planning, the company
created a proposal to streamline the production process, namely updating bill of
material through the application of information system. With the possibility of
further development, the all-in-one information system ABRA Gen was designed to
standardize production and support processes and unify all work units of the orga-
nization. The system will help provide a standardized time reporting and expense
tracking platform and significantly increase an organization’s ability to store the
necessary data. The advantage of implementing the ABRA Gen information system
is the support of the fulfilment of business goals, the adjustment of the functioning of
processes, the clarity and speed of obtaining information, the optimization of stocks
and others. Thanks to this, the company will be able to minimize errors and reduce
downtime in one system. Gradually, the need to transfer information and fill in paper
documentation will be lost, thus reducing production preparation time. Based on
the streamlining of several processes within the company’s operation, other areas
of research are opening up, for example, research on the impact of information
technology on reducing the company’s variable costs or increasing the productivity
of employees.
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Quality Management of the Process
of the Complex Parts Control

Yuliia Denysenko , Justyna Trojanowska , Vitalii Tsarytsyn,
and Jozef Husár

1 Introduction

The rapid progress of industry taking into account waste-free “life cycle” requires
strong and lightweight constructions without defects [1, 2]. The design of such
structures becomes possible using modern software [3, 4]. Optimization of the
shapes of parts that accept heavy loads leads to the emergence of complex parts.
The manufacture of such parts is possible when using multi-axis machining, as well
as additive technologies. However, there are questions about the surface accuracy
control of such parts [5], which directly depends on the control methods and
selection of control and measuring devices, etc.

A significant number of such parts are included in the designs of aircraft [6] and
cars [7, 8]. Today, these industries are constantly evolving [9]. The study of the main
tasks of controlling such parts requires an analysis of the requirements for controlled
parameters.

It is essential to understand that for these parts, the main thing is to ensure
the dimensional accuracy of the surfaces, the accuracy of the shape of the treated
surfaces, as well as the accuracy of the location of the surfaces relative to each other.
Because it significantly affects the assembly process of the product and its operation.
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Fig. 1 Examples of complex parts – swing arms of: (a) Hyundai Accent, (b) LIFAN LF-7162
Solano, (c) CHANA Benni, (d) Mercedes E200 [10]

Therefore, analyzing the nomenclature of the elementary surfaces of parts of
which they consist, as well as the development of appropriate classifications, is a
topical issue.

The complex parts include the following: parts of aircraft, light aircraft housings,
and molds for workpieces. The automotive industry includes the following types of
parts: levers, connecting rods, forks, brackets, and others. The complex parts are
shown in example of lever-type parts in Fig. 1.

To obtain information on the volume of complex parts author [10] analyzed
the specifications of the mechanisms of cars of different years of manufacture.
According to [10], in some mechanisms of modern cars, the number of parts of
complex shape reaches 26% and the number of complex parts gradually increases
[10, 11]. Most of them are contained in the following assembly units: steering
mechanism (26%); engine suspension (25%); rear and front suspension (21% and
16% respectively); engine (20%); clutch mechanism and gearbox (about 15% each).

Complex parts are characterized by the complexity of the setup charts and
insufficient tool availability. This is explained by the complex spatial arrangement
of the elementary surfaces of which they consist. When controlling the parameters
of such parts, there are difficulties in choosing control and measuring tools and
providing the necessary measurement techniques. In this case, in addition to
providing measurements with a given accuracy of products, it is important to
ensure:

• Optimal application for the conditions of a given production system of the most
acceptable means of control and measurement, which may consist of universal,
standardized, progressive and automated, as well as a set of measuring tools.

• Improvement of methods of control and measuring processes of production.
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• Reducing the complexity of control and measurement techniques.

Implementation of ISO 9000 series standards in enterprises requires monitoring
and evaluation of process quality [12, 13]. Controlling and monitoring represents an
important role in the quality management system [14]. Lasinska [15] admits that at
certain stages of a project, traditional project management methodologies become
simply insufficient. In those times the above problems significantly limit the quality
of the process of controlling the accuracy of complex details. Therefore, today’s
urgent task is to improve the quality of the process of controlling the accuracy of
complex parts sizes (including the accuracy of sizes location, etc.).

The work aims to increase the efficiency of the production of complex parts by
making decisions based on assessing the quality of their control processes.

One of the ways to solve this problem is to develop a method for assessing the
quality of the control process of complex parts.

2 Literature Review

Although the object of the control process is complex parts, they consist of a large
number of elementary surfaces (planes, ledges, cylindrical or conical holes, etc.),
which can be mutually located in different planes and at an angle [16]. Ivanov et al.
proposed 12 classification attributes of fork type parts, main of it: (1) by purpose,
(2) by form of part, (4) by availability of functional elements, (6) by arrangement of
the datum surfaces, etc. [11].

According to ±-RB 500-94 [17], the parts shown in Fig. 1 are included in class
74. In addition, in the automotive industry there are classes: class 71 – parts –
rotating bodies such as rings, discs, bushings, shafts, axles, rods, etc.; class 72 –
details – bodies of rotation with elements of gearing; class 73 – parts – non-rotating
body, support, capacitive, etc.

Ning et al. [18] proposed the following syntax pattern recognition of complex
parts: (1) joint-edge; (2) parallel; (3) vertical; (4) coplanar; (5) intersect; (6)
projection; (7) symmetrical; (8) deviate; (9) distance; and (10) coaxial.

Analyzing the proposed classifications of complex parts, we can conclude that
manufacturing and controlling such surfaces consist of ensuring and measuring the
accuracy of dimensions and location of elementary surfaces, either in complex or
separately.

The choice of measuring tool has an impact on the quality of the control process
of complex parts. Known classifications of measuring instruments subdivide them
by [19]:

• Degree of universality (universal, limited universality, special)
• Degree of automation (mechanized, automated)
• The nature of contact with measuring surfaces (contact, non-contact)
• Method of measurement (absolute, relative)
• Purpose (working, reference, industrial (technical), laboratory)
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Table 1 Typical nomenclature of measuring instruments

Universal Special Automated

Lever bracket
Micrometer
Depth gauge
Indicator
Calipers
Template

Special measuring and
measuring device
Caliber-stopper
Caliber bracket

Conventional coordinate
measurement machine
Optical measuring systems

The study of modern experience allows us to present in Table 1 a standard
aggregate nomenclature of measuring instruments according to the classification.

Also, the analysis of world experience [20–23] allows to identify the obvious
shortcomings of the choice of measuring instruments in the development of the
process of control of complex parts in the production:

• The purpose of measuring tools is carried out separately for each operation,
which is inefficient for multiproduct manufacturing.

• The appointment of universal and standardized measuring tools is ineffective in
the presence of advanced and automated control tools.

• High complexity of control in the absence of automated tools for the formation
of control results.

• Lack of professional development of the controller due to simple control and
measuring tools.

These issues significantly limit the quality of the process of controlling complex
parts. And therefore, at an estimation of the quality of the process of complex parts
control, it is possible to divide the basic parameters:

1. Fixing the measuring instrument to the parts
2. Level of automation
3. The complexity of control
4. Qualification of the controller
5. The complexity of preparation for control

3 Research Methodology

To assess the level of quality of the process of control of parameters of complex
parts, a complex indicator is proposed, which is calculated according to the formula
developed using the laws of qualimetry [24]:
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Table 2 Score characteristics of evaluation of individual indicators of Qi according to criteria

Number of points for a single indicator of the quality of the
control process

Description of compliance with
the criteria

10–9 Very good
8–7 Good
6–4 Average
3–2 Satisfactorily
1–0 Unsatisfactorily

R = m

√
√
√
√

m
∏

i=1

∑n
j=1 Kj · γj

10
· 100, % (1)

where i = 1 . . .m – number of measuring instruments; j = 1 . . . n – the number of
indicators of the quality of the control process; K – the value of a single indicator
of the quality of the control process in the classification group (in points); γ – the
weight of the unit quality indicator of the control process.

For clarity of presentation of the complex indicator R it is normalized to the
reference value, which corresponds to 100%. In addition, the conversion factor of
dimension 100/10 is taken into account, as the maximum value of the unit quality
indicator of the control process Kj is 10 points.

The score characteristics of individual indicators evaluation for the quality of
the control process, as an example, are given in Table 2. In the future, for scoring
individual indicators of the quality of the control process, it is proposed to develop
scales for their evaluation using the fuzzy logic methods described in [25].

The value of the single indicator weight of the quality of the control process
must also be substantiated. In this case, the expert methods are proposed, namely
the expert method of pairwise comparison. This method is a set of mathematical,
statistical, and logical methods based on the analysis of information by experts and
decision-making.

The algorithm for determining the weight of a single quality indicator is divided
into two main stages: the first – the choice of the optimal set of names of features
X, and the second – the assignment of a set of numerical values x of each feature.

Determination of the resulting estimates for each of the studied indicators is
based on the examination of the algorithm, which is the stages shown in Fig. 2.

At the stage of formation of the set of quality indicators, an expert survey form is
formed, which includes a list of quality indicators and expert evaluation (an example
is given in Table 3).

The next step is to determine the expert group. It is recommended to involve
heads of control departments, controllers, metrologists, as well as researchers or
supervisors involved in the study of measurement and control processes in the expert
group.
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Fig. 2 Algorithm for conducting an expert method of pairwise comparison in determining the
weight of quality indicators

Table 3 Expert survey form

Indicators i
Indicators j 1 2 3 4 5

1 Fixing the measuring instrument to the parts 1
2 Level of automation 1
3 The complexity of control 1
4 Qualification of the controller 1
5 The complexity of preparation for control 1

The number of expert groups is calculated according to the formula proposed by
Azgaldov [26]:
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n = 0.04d2

�q
2
(1 − γ )

, (2)

where d – the scope of the measurement scale; γ – the value of the fiduciary
probability with which the value of the collective expert evaluation is determined
will be admissible. Usually the level of significance is chosen and then the
confidence probability γ = (1 − α) = 0.95, �q assuming the value of the absolute
error (�q) of the collective expert evaluation. It is recommended to take for further
calculations �q = 6 or 7.

After filling in the forms, the experts make the necessary calculations and weigh
the opinions of experts according to the method described below.

It is proposed to clarify the weight of indicators in this paper by the method
of sequential approximation. In Table 3, the weight values are obtained by double
pairwise comparison and sequential approximation. That is, the measurement result
in the (w) approximation is defined as the standard weighted average. The initial
results are taken as the first approximation. In the second approximation, they are
used as the weight γ j(2) of expert opinions. After the next accounting of these
weights new results are received and in the third approximation are considered as
coefficients of weight γ j(3) of the same opinions of experts again.

The Peron-Frobenius theorem [27, 28] emphasizes that this process is convergent
under certain conditions performed in practice. Thus, the weights are close to
constant values and this reflects the relationship between the indicators set by the
experts of the input data.

The result of the calculation of the j-th indicator for the first approximation Gj(1)
(initial result) is determined by the formula [28]:

Gj(1) =
m

∑

l=1

Kjl, (3)

where Kjl – the number of benefits of the j-th indicator by one expert (l = 1 . . .m).
The results of the calculation of the j-th indicator in the (w) approximation will

be equal to [26, 28]:

Gj(w) =
√

[( G1 (w − 1)
]

2 · Kj1 + · · · +[

(Gm (w − 1)] 2 · Kjm, (4)

where Gj(w − 1) – the result of the calculation of the j-th indicator in the (w − 1)
approximation.

The values of the weights in the (w) approximation are determined by the
formula:
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γj (w) = Gj(w)
m∑

j=1
Gj(w)

, (5)

Refinement of values will continue until the specified accuracy is reached, i.e.,
until the following condition is met:

γj (w) − γj (w − 1) ≤ ε, (6)

where ε – the accuracy of the calculations, which is usually approved [27]:
To exclude the case of falling into the group of an incompetent expert, assess

the consistency of their opinions on the basis of the calculation of the coefficient of
consistency of opinions – the coefficient of concordance Kendel [26]:

W =
12

n∑

i=1
(γi − γ )2

m2
(

n3 − n
) , (7)

where n – number of quality indicators; γ i – weight of experts for each individual
quality indicator; γ – average weight for all individual quality indicators; m –
number of experts.

If the value of the Kendel concordance coefficient W ≥ 0.6, the agreement of
experts is considered acceptable.

4 Results

The result of elaboration of the sheet of analysis of opinions of the member of the
expert group is presented in Table 4.

Note. In Table 4 the advantage of the j-th object over the i-th number is denoted
by the number 2, the equivalence – the number 1, and the advantage of the j-th object
before the i-th number 0.

As a result of calculation of expert estimations the table of weights of indicators
of quality of process of control of complex parts is resulted (Table 5).

To draw conclusions about the level of process quality based on a comprehensive
quality indicator, it is proposed to use the well-known Harrington desirability scale,
as a percentage [28, 29]. The following recommendations are proposed for making
decisions on the level of process quality based on a comprehensive assessment
(Table 6).
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Table 4 Example of processing an expert opinion sheet

Indicators i
Indicators j 1 2 3 4 5 Gj(1) γ j(1) Gj(2) γ j(2) Gj(3) γ j(3)

1 Fixing the
measuring
instrument to
the parts

1 2 1 2 1 7 0.28 27 0.20 162 0.30

2 Level of
automation

0 1 1 1 0 3 0.12 27 0.20 81 0.15

3 The
complexity
of control

1 1 1 1 2 6 0.24 27 0.20 108 0.20

4 Qualification
of the
controller

0 1 1 1 1 4 0.16 27 0.20 81 0.15

5 The
complexity of
preparation
for control

1 2 0 1 1 5 0.20 27 0.20 108 0,20

Sum 25 1 135 1 540 1

Table 5 The results of expert evaluation of the weights of the quality indicators of the process
of control of complex parts with the results of expert evaluation

Indicator number Single quality indicator Weight γ i

1 Fixing the measuring instrument to the parts 0.30
2 Level of automation 0.15
3 The complexity of control 0.20
4 Qualification of the controller 0.15
5 The complexity of preparation for control 0.20

5 Conclusions

The research is aimed at improving the process of control of the parameters of
complex parts in production.

The research of the concept of complex part is carried out in the work. The
classification of complex part surfaces was studied and the analysis of design and
technological characteristics was carried out. It is determined that the surface of a
complex part can be represented as a complex of elementary surfaces.

The shortcomings of the control process have been studied. Therefore, as a result
of the work, a system of quality indicators and a method for their evaluation in the
process of control of complex parts were proposed. To this end, the paper offers
recommendations for decision-making regarding the quality level of the control
process. The application of the proposed algorithm makes it possible to quantify
the quality of the process of control of complex parts, as well as to analyze in detail
the potential inconsistencies.
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Table 6 Recommendations for making decisions on the quality of the process of control of
complex parts

Quality level, % Recommendations for decision making

Above 80–100 Very good quality. The process meets all requirements; quality is
guaranteed.

Above 63–80 Good quality. Minor discrepancy. The process may be acceptable provided
corrective action is taken; there are several minor discrepancies (or one
significant one)

Above 37–63 Satisfactory quality. Significant discrepancy. The process is satisfactory. It
can be credited conditionally. There are significant inconsistencies that
need to be addressed. The process requires the development of a
non-compliance analysis procedure and a plan for their elimination (or the
development of a corrective action plan)

Above 20–37 Bad quality. Critical compliance of the process. The process requires a
time limit to resolve inconsistencies.

Above 0–20 Very poor quality. Complete non-compliance, in which the process
requires the development of a corrective action plan, time limits to
eliminate non-conformities and re-verification.

The application of the proposed method of quality assessment allows for an
objective assessment of the quality level, to make informed decisions in managing
the quality of the control process of complex details, as well as to identify
inconsistencies (critical points) and criteria for developing a corrective action plan.

In the future, the authors propose to improve the regulatory framework of the
control process by developing a regulatory document that will regulate the require-
ments for quality assessment based on the proposed method and nomenclature of
indicators for assessing the quality of the control process of complex details.
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Fundamentals of Monitoring
the Technological Parameters by Deep
Drawing Process: A Study

Matúš Martiček, Rebeka Tauberová, Lucia Knapčíková , and
Jozef Husár

1 The State of the Art

Drawing is a technological process in which there is a permanent transformation of
a flat starting semi-finished product (sheet metal) into a three-dimensional hollow
body. The final product of which is moulding, resp. (Fig. 1). The transformation of
a planar blank into a hollow body is realized by a forming tool (drawing tool) on a
forming machine (mechanical or hydraulic press) [1, 2].

Drawing is a highly productive technological process that belongs to the surface
forming group. It achieves the desired shape of the moulding (yield). It is an
integral part of industrial production [1]. It is possible to produce hollow thin-
walled, sufficiently rigid, and complex low-weight components by drawing. Pulling
makes components used in all areas of our lives. All body parts of cars and trucks
are produced by pulling [2] in the automotive industry. In households, all-metal
kitchen utensils, refrigerators, washing machines, ovens, etc., are made by removing
[3]. Towing as a technological operation is also widely used in the manufacture of
aircraft, ships, toys, the food industry, and electrical engineering [4]. Material and
tool costs account for the largest share of pulling costs. The drawn sheet must be
held in most cases when pulling, therefore, the machine must have two slides –
pulling and holding [1]. The principle of drawing is that the semi-finished product
(blank) is placed on the upper edge of the die, and by moving the die, the sheet metal
is pulled into its hole. Any corrugation of the edges of the blank shall be prevented
as necessary by the retainers [5, 6]. The bottom of the extract is formed on the face
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Fig. 1 Deep drawing of the cylindrical yield [2]

of the die, and the blank is bent against its direction of movement at its rounded
edges. Depending on the size of the bending radius and the type of material, the
sheet thickness in these places will decrease by 10–20%, in rare cases, even more
than 20%. The bottom bend is spatial [4]. By further moving the die, the material
is compressed in the tangential direction in the entire outer part to pass through the
hole in the die. The yield elongates in this radial direction, and the wall thickness
of the yield increases by 20–30%. The increase in wall thickness and elongation
depends on the degree of drawing. The bottom material is slightly elongated (1–
2%) and thins (approximately 3%) [7].

1.1 Influence of Factors on the Process of Deep Drawing

In any cold working of sheets and strips, one of the most important properties is
its ability to deform plastically (formability). Formability is defined as overcoming
permanent change without disturbing the body (yield) in specific and conditioned
technological conditions [8]. Although considerable efforts have been made so far to
find only one universal value that would characterize the suitability of the material
for different technological forming operations, this goal has not been achieved.
Metal sheet and strip processors use various test methods that depend on the
specific requirements [9]. The formability of sheets is most often considered during
drawing because it is the most complex technological operation in terms of material
stress and technical-technological conditions of its implementation. Drawing is a
complex process of transforming a flat sheet into a hollow, three-dimensional, often
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Fig. 2 Influence of factors on the process of deep drawing. (Authors own processing)

complex body (Fig. 2). The outcome of this operation is affected by all the factors
involved in it [4, 10]. The condition for successful drawing is the product of the
required parameters, shape, without undulations, local thinning, sufficient rigidity,
and dimensional stability. It is known from the experience of presses that even
though the drawing process has been going on for a long time (on the same machine
and tool), there are problems with the yield parameters at certain times [11].

The deep-drawing process converts a flat blank into a three-dimensional hollow,
symmetrical or asymmetrical body using drawing tools and forming tools. Drawing
tools have an individual character, i.e. for each shape of the moulding, material
thickness, drawing method, etc., a particular towing tool is required [12]. The
individuality of the deep drawing process places high demands on their design
process, especially in the case of drawing complex, asymmetrical yield shapes.
In addition to the above-mentioned deep-drawing process, it can be considered a
complex multifactor system [13]. The extraction of an intact yield is affected not
only by the material’s formability but also by friction conditions holding forces,
deformation rate, and the like [14].

2 Methodology of Drawing Conditions on Technological
Characteristics of the Deep Drawing Process

The conditions under which the pulling process takes place on the press greatly
affect the result. According to current knowledge, the technological conditions that
most affect the drawing process include:
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• Holding pressure
• Traction force
• Bottom tearing force
• Degree of pulling
• Ultimate towing degree
• Cut diameter [15]

The role of the retainer in the pulling process is to prevent the formation of waves
in the flange area. For the retainer to perform this function, the material must be
subjected to such pressure that the flange does not corrugate [11, 16]. The radii of
curvature of the traction edges affect [17]:

• The amount of tension in the drawn sheet and the pulling force
• Limit levels of pulling
• Formation of waves and shifts in the yield

2.1 Friction Processes

Friction is the resistance to the relative movement between two bodies pressed
together in the contact area of their surfaces in the tangential direction. This
definition does not fully describe internal friction but only external friction. The
contact of two friction bodies characterizes external friction. Internal friction occurs
in material layers belonging to the same friction body [18].

Effects of external friction in the forming process:

• Affects the condition, course and uniformity of deformation, as well as the
mechanical properties of the formed metal

• Has a primary impact on wear and thus on the service life of machines and tools
• Affects the stress and strain in the formed volume and the degree of strain in the

vicinity of the contact surfaces
• Affects the distribution, the size of the deformation resistance and affects the

resulting force effect in the forming tool
• Affects the energy consumption required in the forming process
• Affects the entire course of the forming process

From the tribological system, we can determine four basic states of friction:

1. Friction of solids occurs when the determining material area is in the solid state.
This friction state is further divided into pure friction of the solids, the so-called
deformation friction (which occurs mainly in a vacuum) and friction in adhesive
layers.

2. Liquid friction is characterized by a state in which the layer of material in which
the friction takes place has the properties of a liquid.

3. Gas friction is similar to liquid friction, except the characteristic layer has gas
properties.
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4. Plasma friction is a condition where the characteristic layer in which the friction
process takes has plasma properties [18].

Depending on whether there is a lubricant, another substance or the contact
surface of the contact pairs without an intermediate layer, the friction is divided
between the contact surfaces of the tribological pairs [18]:

• Dry friction
• Limit friction
• Liquid friction
• Mixed friction [18]

Dry friction – has two aspects: deformation, in which mechanics is more applied,
and adhesives, in which chemistry is more used. Both are affected by the properties
of the surfaces, their size, thermal properties, mechanical properties, and chemical
composition, including the impurities present, the adsorbed, reactive and deposited
solid layers, and the chemical reactivity. The presence of dry friction is undesirable
in the manufacture of mouldings because the material is seized [18, 19].

Limit friction – if there is already a thin layer of adsorbed molecules of gas, liquid
or substance formed by the chemical reaction of the surfaces between the friction
surfaces, we speak of boundary friction. In technical practice, limited friction arises
in cases where the friction surfaces are loaded by high pressures at small contact
surfaces and low shear rates [18, 19].

Liquid friction – creates a continuous layer of lubricant between the friction
surfaces, which completely balances the roughness of the surfaces and, with its
pressure, cancels the effect of perpendicular loading on the surfaces of the bodies.
Thus, the friction force depends only on the amount of internal friction in the
lubricating layer in fluid friction conditions. If the lubricating layer is to withstand
the loads by which the bodies are pressed together, a corresponding counterpressure
must be created in it. This backpressure can be achieved hydrostatically and
hydrodynamically [18, 19].

Mixed friction – represents the most widespread form of friction in the production
of mouldings. This type of friction occurs when a layer of lubricant does not
perfectly separate the friction surfaces, and their unevenness comes into direct
contact, i.e., both liquid and boundary friction occur. The proportion of these two
components greatly affects the final quality of the moulding. The ratio of liquid and
limiting friction largely depends on the roughness of the surfaces. The tool generally
has a lower surface roughness than sheet metal [18, 19].

Contact or contact between active members of the tribological system is the
primary feature and phenomenon of the whole system when performing the required
technical function. Each pressing process has a different type of contact between
the sheet metal and the contact surfaces of the drawing tool. As already mentioned,
mixed friction most often occurs during the press operations between the contact
surfaces of the tool and the sheet metal blank [20].

The effects of mixed friction in the relative motion of the friction pairs cause
the release of material particles from the surface. The protrusions themselves
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(micro-irregularities) have different conditions. The sizes and distances between
the protrusions before and after deformation are different. As the friction pairs
move relative to each other, the state of the surface microgeometry is constantly
changing. The friction pair contact model can be compiled by measuring changes
in these areas and obtaining a larger statistically significant set of these data for
different operations. Similarly, the microgeometry of the sheet surface has an effect
on compressibility [21].

To evaluate the quality of the machined surface, it is sufficient to enter the rough-
ness expressed by some mean value of the height of the unevenness. Additional
parameters must be specified to determine friction, as the force of the pressing
force does not deform equally sharp protrusions and blunt protrusions [22]. Micro-
roughness sensors record profile curves in parallel sections perpendicular to the
surface [23]. From such records, we can deduce the size and shape of micro-
irregularities. For measuring and recording micro-roughness, mechanical roughness
gauges are used as profilers, where the movement of the predominantly diamond
tip is sensed along the surface of the surface, or optical roughness gauges are used
for the principle of visual reflection and interference is used [24]. This principle is
implemented by the motor movement of the sensor over the tested surface.

3 Results and Discussion

Various parameters enter the tribological system in the towing process, which needs
to be examined and evaluated. These results can be used in software for forming
simulations. This process is most affected by:

• Microgeometry of the sheet surface (surface texture and roughness of this
texture)

• Sheet metal feed speeds
• Material deformation (sheet metal switching, deep drawing)
• Mechanical properties of the material and chemical composition
• The amount of contact pressure between the material and the tool
• Type of sheet metal used (surface treatment)
• The type of tool material and the condition of its surface [19, 24, 25]

For this reason, when examining the friction conditions in the tool-lubricant-
material-technological tribological system, test results are often used, which model
the situations in the individual areas of contact between the tool and the sheet metal.
Therefore, friction simulators are proposed that simulate the stress conditions in the
particular contact areas of the sheet metal and the tool in the pressing process [25].

The radial sheet simulator, which simulates friction at the drawing edge (Fig. 3),
consists of a tensioning mechanism using which the braking force is derived. The
tensioning tool is based on the braking rib principle [24]. The fixed rollers are fixed,
and the movable rollers can be adjusted with screws.
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Fig. 3 Radial traction
simulator [2]. Simulator
description [25]: (1) cover,
(2) radius, (3) tensioning
mechanism, (4) fixed rollers,
(5) movable rollers, (6)
screws, (7) and (8) piezo
elements, (9) fixed head, (10)
movable head, (11) stripe

The morphology of the sheet surface also greatly influences the development
of deformation and friction in the tribological system [26]. Characteristics such
as roughness, shape and number of peaks affect the friction ratios on the contact
surfaces of the tool and the sheet during pressing. The surface microgeometry of the
material is also important in appearance and pressure adhesion. The sharp tip of the
profilometer sensor converts the distribution of the unevenness on the surface into
a mechanical movement, which is then converted by the sensor into an electrical
signal and further interpreted as a numerical value of the selected surface structure
parameter, or as a visual record of the surface roughness profile [27].

Wear is an undesirable change in the surface or dimensions of the solids, caused
either by the interaction of the functional surfaces or by the functional surface and
the medium which causes the wear. It is manifested by the removal or displacement
of matter particles from the functional surface by mechanical effects, sometimes
accompanied by other influences, such as chemical or electrochemical [28].

The wear process has a characteristic course that can be divided into three parts
(Fig. 4).

I. Running-in, at this stage at the beginning the wear is high. Some micro-
irregularities are removed, and balanced surface roughness is achieved. The
contact area changes and broken particles also have a significant effect.
Gradually, the surfaces become more polished, and the resulting unevenness
gradually disappears, and the wear decreases. After a certain time, there is
no progressive increase in wear. The wear products are eliminated. Run-in is
affected by the number of mechanical wear processes.

II. Normal course, operation – characterizes a linear process, where the wear
increases linearly with time. The aim is to achieve as little wear and tear
as possible at this stage. After a certain period of operation, the wear has
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increased, and the wear begins to rise progressively. It can be caused by the
gradual removal of the surface layer, and the accumulation of minor damage
(fatigue). Large material removal can be caused by larger, broken, highly
abrasive particles.

III. Emergency – is the final stage of wear and tear, the so-called life expectancy.
Wear that occurs during shear friction is divided into wear by seizing, wear by
abrasion (loss of material), and wear by shape change. Most attention is paid to
abrasion wear, resulting in undesirable material loss [28].

Total wear is primarily affected by the length of the production run and the
complexity of the forming operation. This complete wear can be produced by
abrasion, adhesion, or both. The wear can vary considerably, depending on: –
the surface characteristics of the sheet – the technological elements of the deep
drawing – the lubricant used – the nature of the load – the type of drawing process
(without a retainer, with retainer) [28]. There are two types of wear on the functional
parts of the drawing tool, namely: – even wiping until the prescribed dimensions
are lost – gluing the material from the blank to the working part of the drawing
tool [27, 29].

During deep drawing, the material of the extract is moved, and for this reason,
the material is glued to the functional surfaces of the drawing tool. The adhesion of
particles of material to the die and its peeling also changes the nature of the friction
between the die and the die from adhesive to abrasive [30]. This is then manifested
by the wear of the functional surfaces in the form of scratches and depressions.
Due to wear, the dimensions, shape and surface quality of the available parts of the
tool and thus the quality of the yields gradually change. The difference between the
friction ratios at the radius of curvature of the block and the line is that the slip speed
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on the block is significantly lower than at the edge of the block. The ratios at the
radius of curvature of the line can be described as dynamic, while on the beam, they
are more static than dynamic [31].

4 Conclusion

Today, there are increasing demands on mouldings’ quality and technical and
economic levels. For this reason, it is necessary to determine as precisely as possible
some of the pressing characteristics which would help to ensure the most accurate
and reliable data possible in the processes of simulation and prediction of sheet
metal capability. A suitable material and friction models must be available to match
the simulation results with the test results. Frictional forces on the contact surfaces
of the tool with the sheet affect the technological characteristics of the process and
the resulting quality of the stamping. The coefficient of friction can express friction
ratios, the value of which must be entered when defining the input data. Coating
tool coating is used to reduce friction, seizure, and wear. At the same time, the
base material must be sufficiently hard and strong so that it is not deformed under
load. Otherwise, the coating would also break. Emphasis is mainly placed on the
layers used in the forming processes for their sufficient wear resistance, hardness,
adhesion, and sufficient heat resistance. Coating of traction tools is divided into
deposit and reactive. In reactive coating, the thin or chemical-thermally modified
thin surface layer of the material is alloying elements. The future direction of the
research will be focused on the online monitoring of technological parameters by the
deep drawing process. The future direction of research will be focused on selected
tools of Industry 4.0, as well as a digital twin and the Internet of Things.
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A Heuristic Project Buffer Management
Algorithm in the Scheduling Phase
of a Renewable Energies Project

Shakib Zohrehvandi and Lucia Knapčíková

1 Introduction

Today, one of the biggest problems for companies and organizations in the
implementation process is the failure to complete projects according to schedule.
Project planning is a complex process that involves various resources and activities
that need to be optimized [1]. The resource-constrained project scheduling problem
(RCPSP) is one of the well-known problems that should be considered in project
activities to minimize project duration. Due to the nonoptimality of the schedule
and not completing it on time, it is often possible to use the optimization method
using the critical chain project management (CCPM) method.

One of the optimization methods to increase the stability of the project schedule
is to create a buffer (safety time) to deal with time changes in the project using the
critical chain method. The buffer of the project is added at the end of the critical
path, which does not float so that the desired buffer can be used in case of delays in
the critical path. Types of buffers include project buffer (PB), feeding buffer (FB),
and resource buffer (RB). The project buffer is placed at the end of the project life
chain to maintain the project delivery date. A feeding buffer is added to the paths that
connect to the critical chain so that possible delays do not affect the critical chain.
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Resource buffers ensure that project resources are ready when a critical activity
needs the resource [2].

In 2015, Hall conducted extensive research on project management research
opportunities for the next 10 years. In this research, one of the areas of project
management that were considered with high potential for future research was the
area of project buffer management and project scheduling. One of the most impor-
tant steps in project buffer management is to determine the size of the buffer. The
things that should be considered when determining the size of the buffer are the type
of project activities, the volume and size of the project activities, the complexities
and relationships between the activities, the number of available resources for the
activities and the required resources, and the number of uncertainties in the project
environment [3]. To create more accurate buffer measurements in this research, the
resource availability coefficient, resource flexibility, and resource activity quality
have been investigated. The proposed algorithm will be implemented as a case study
in the planning phase of a renewable wind farm project.

The purpose of this study is to introduce the HPBM algorithm to determine the
project buffer size in the planning phase of a wind farm. The research question is,
what is the difference between using the HPBM algorithm in determining the size
of the project buffer and determining the size of the buffer using previous similar
algorithms?

2 Literature Review

Nowadays, it is very important to develop methods that can be used for the success
of projects. The project critical chain management method was first proposed
by Goldratt (1997) to improve the traditional project management method by
introducing a new mechanism to manage uncertainties [4]. The theory of constraints
and its direct application in project management, under the title of critical chain
buffer management (CC/BM), is a popular and effective approach in project
management, proposed by [5]. Since the publication of Goldratt’s theory, several
studies have been conducted by the following researchers in this field: [6–12].

Zohrehvandi and Khalilzadeh (2018) conducted a study on project buffer man-
agement. In this research, several buffer management methods were first imple-
mented in a wind farm project and the results showed that the adaptive procedure
method with resource scarcity (APRT) performs better than other methods. Then
the APRT method was combined with the failure mode risk assessment and effects
analysis (FMEA) method. After implementing this algorithm, the project was
completed in a shorter period than the previous methods [13]. Many researchers
have been able to develop and improve traditional project buffer management
methods, for example, Bie et al. (2012) introduced a method to determine the
buffer size assuming interdependence between activities [14]. Zhang et al. (2017)
introduced a method to determine the project buffer size with a fuzzy approach
[15]. Sarkar et al. (2018) developed a project life chain management framework
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for effective implementation in construction projects. The results showed that the
proposed framework improved critical chain management by measuring the buffer
by integrating various uncertainties that affect the construction schedule [16].

Zohrehvandi et al. (2020) introduced a heuristic algorithm for determining the
size of the project buffer and feeding buffers, as well as dynamic buffer consumption
control, called the Fuzzy Overlap Buffer Management Algorithm (FOBMA). In this
research, pentagonal fuzzy numbers were used to determine the appropriate amount
of project activity resources. In addition, an overlay method was used to obtain
more realistic durations for the activities. In this research, buffer consumption is
controlled using a dynamic method. Considering the different conditions in different
phases of a project (i.e., the duration of each phase, the number of resource activities,
and the complexity of the network of activities), it is necessary to control the
buffer consumption dynamics. For this purpose, the number of buffers that remain
unused in each stage of the project is transferred to the next stage [17]. In another
study, they introduced an efficient project buffer and resource management (PBRM)
model to level project resources and project buffer size and control project buffer
consumption of a wind farm project to achieve a more realistic project duration
[18]. In addition, they proposed a project time optimization algorithm that first
calculates project buffers and feeding buffers, and then dynamically controls buffer
consumption in different phases of a wind farm project to find more realistic project
durations [19].

Poshdar et al. (2016) discussed a probability-based buffer allocation method in
which the buffer size was determined by project planners based on priorities [20].
Bakry et al. (2016) proposed a buffer size algorithm for the optimal planning of con-
struction projects under uncertainty and used fuzzy set theory to model uncertainties
associated with input parameters [21]. Zohrehvandi and Soltani (2022) reviewed
the latest models and methods of project buffer management and time optimization
of construction projects and manufacturing industries [22]. Zohrehvandi (2022)
introduced a heuristic algorithm to plan the construction projects of a power plant
and project resource management to determine the size of project buffers and feed
buffers. This algorithm includes three steps: (1) estimating the duration of project
activities, (2) determining the size of the project buffers and feeding buffers, and (3)
simulating the mentioned algorithm [23].

Alfieri et al. (2016) proposed an exact method to solve the project buffer allo-
cation problem [24]. Hu et al. (2017) introduced an improved buffer management
framework in the project’s critical chain, which enabled the allocation of additional
resources [25]. Ghoddousi et al. (2017) presented a buffer sizing method aimed
at maximizing production schedule efficiency, and at the same time, project risk
analysis was conducted to investigate externalities in buffer sizing [26]. Zohrehvandi
(2022) examined modeling and optimization in project planning and scheduling in
construction management and project time optimization [27]. In another research,
he introduced a fuzzy project buffer management (FPBM) algorithm, which is a
combination of APRT and fuzzy failure mode and effect analysis (FFMEA) methods
[28].
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Ghoddousi et al. (2017) proposed a two-stage multi-objective project buffer
allocation method for detailed project planning [29]. Martens and Vanhouck (2017)
proposed a buffer control method that manages the acquisition value of buffer
allocation in different phases of the project [30]. Zhang et al. (2018) introduced
a buffer control model based on the characteristics of different phases of the
project [31]. A predictive buffer management algorithm (PBMA) based on machine
learning technology has been proposed to predict the size of the project buffer and
control the consumption of the project buffer in construction projects so that it does
not exceed the predetermined schedules and thus avoid delays in project completion
time [32].

According to the literature review, some of the previous research on project buffer
management has been traditional methods, which were mainly based on limited
resources, and their results were not accurate enough.

3 Research Methodology

The HPBM algorithm is shown schematically in Fig. 1. In general, the HPBM
algorithm has two steps: preparing the project schedule and determining the size
of the project buffer.

According to the algorithm, in the first phase, after determining the appropriate
duration of the project activities, the relationships between the activities are
determined, and finally, the path and number of critical activities of the project
are determined. Then, in the second stage, by holding meetings with experts and

Project plan preparation phase Buffer sizing phase

Start

Preparing initial project 
schedule

Finalizing activities 
relationship

Number of critical 
activities specification

Determining activities 
availability factor

Determining activities 
flexibility factor

Determining activities quality 
factor

Determining resources 
avalablity in project

Determining resources 
limitation

Determining medium resources 
limitation

Determining resources 
limitation highest level

Determining project buffer and 
feeding buffers

Finish

Fig. 1 The heuristic project buffer management algorithm
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elites related to the project, the availability factor of the activity resources, the
flexibility factor of the activity resources, and also the quality factor of the activity
resources are determined to determine the number of project resources. Limits are
established. Then the amount of resources available in the project is calculated and
then the amount of project resource limitations is determined. At this stage, the
average resource limit of each activity and the highest level of resource limit of each
activity in the project will be determined. Then the size of the project buffer plan
is determined. To evaluate the performance of the proposed innovative algorithm,
the algorithm is coded and implemented in MATLAB software. The indicators,
parameters, and variables used in the proposed algorithm of this research are as
follows:

Indices:
Project activity index: (u = 1, . . . , U)
Project resource index: (q = 1, . . . , Q)
Project critical activity index: (c = 1, . . . , C)

Parameters:
Du: The duration of project activities
Aq: Activity’s resource availability factor
Fq: Activity’s resource flexibility factor
Qq: Activity’s resource quality factor
Rpr(u, q): Availability of resource q for activity u
Vu: The ratio of the duration of activity u in the critical chain
PBA: The total size of the consumed buffer of the project

Decision Variables:
r(u, q): Resource value of type q for activity u
RC(u, q): Amount of resource constraints q for activity u
RCMu: Average resource limit activity u
RCHu: The highest level of resource-constrained activity u
Y: Project buffer compatibility factor
PBP: The planned buffer size of the critical chain of the entire project

In Eq. (1), Aq, Fq, and Qq are the activity resource availability factor, the activity
resource flexibility factor, and the activity resource quality factor, respectively, are
very important in determining the extent of RC resource limitations (u, q) and
are decisive. In Eq. (1), Rpr(u, q) is the value of the availability of resource q for
activity u.

RC (u, q) = r (u, q)

Rpr (u, q) ∗ Qq ∗ Aq ∗ Fq

(1)

The availability of activities Aq is one of the most important things in resource
planning. According to Eqs. (2) and (3), the average activity of the resource limit u
and the highest activity level of the resource limit u are calculated respectively. The
Q in Eq. (2) represents the number of sources of activity u.
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RCMu =
∑n

q=1 RC (u, q)

Q
(2)

RCHu = Max
q=1,...,n

(RC (u, q)) (3)

In Eq. (4), Y is the compatibility coefficient of the project buffer, which is
obtained as follows:

Y = (1 + RCMu) ∗ (1 + RCHu) (4)

Vu also represents the ratio of the duration of activity u in the critical chain. PBP Eq.
(5) shows the planned buffer size of the project. In Eq. (5), u = C indicates that the
calculated activities are critical.

PBP =
√
√
√
√

U∑

u=1

(Y ∗ Vu) (u = C) (5)

4 Research Implementation

Figure 2 shows the project schedule for a complete wind turbine, including the
number and name of activities, duration, and information about predecessor-
successor relationships.

This plan includes the engineering, procurement, and construction phases that
are designed in the MSP software. According to the plan, the engineering phase
is 75 days, the procurement is 74 days, and the construction phase is 132 days.
162 days have been considered for the implementation of all the mentioned phases,
which is the entire implementation of one wind turbine. In this plan, activities 4, 5,
7, 12, 13, 14, 17, 18, 19, and 20 are vital and form the critical path of this project.

5 Results

Through interviews with experts, the number of resources needed to operate in the
project stages was prepared, whose values are given in Table 1.

In this step, using the technique presented in the research method section, the
size of the project buffer is determined. First, the activity resource availability factor
(Aq), the activity resource flexibility factor (Fq), and also the activity resource
quality factor (Qq) were determined simultaneously to determine the extent of
project resource limitations, the results of which can be seen in Table 2.
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Fig. 2 The project schedule

Table 1 The appropriate amount of project activity resources

r(u, q)
Activity number Activities name q1 q2 q3 q4 q5

1 The whole project
2 Project start – – – – –
3 Engineering phase
4 Basic design 5.9 3.8 5.3 – 5.2
5 Accurate and detailed design 6.3 5.3 8.8 5.7 5.9
6 Procurement phase
7 Foundation equipment 9.9 7.3 8.0 6.1 8.8
8 Electrical equipment 6.2 – 7.4 8.0 5.7
9 Tower equipment 6.5 6.3 5.3 4.9 –
10 Nacelle & Rotor Equipment 9.7 10.8 7.0 10.6 8.1
11 Construction
12 Turbine base 6.6 5.2 7.8 10.8 8.3
13 Pipe tower foundation 1.9 – 3.4 – –
14 Installation preparation 4.4 2.6 – 4.7 –
15 Installation of electrical work 5.6 3.7 4.4 – 5.3
16 Assembly of tower 5.9 6.2 – 6.6 7.8
17 Nacelle and rotor assembly 7.5 5.6 5.2 6.3 6.2
18 Turbine completion 5.0 – 6.3 4.4 6.5
19 Final installation 2.8 2.8 4.7 – 4.2
20 Setting up 6.9 – 6.1 6.3 7.6
21 End of the project – – – – –
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Table 2 Availability, flexibility, and quality factors of activities’ resource

Aq Fq Qq

Activities name q1 q2 q3 q4 q5 q1 q2 q3 q4 q5 q1 q2 q3 q4 q5

The whole
project

Project start – – – – – – – – – – – – – – –
Engineering

phase
Basic

design
Accurate

and detailed
design

0.6 0.4 0.5 – 0.5 0.7 0.5 0.6 – 0.6 0.8 0.6 0.7 – 0.7

Procurement
phase

0.6 0.5 0.9 0.6 0.6 0.8 0.6 1.1 0.7 0.7 0.8 0.7 1.0 0.8 0.8

Foundation
equipment

Electrical
equipment

1.0 0.7 0.8 0.6 0.9 1.2 0.9 1.0 0.7 1.1 1.0 0.7 0.8 0.6 0.8

Tower
equipment

0.6 – 0.7 0.8 0.6 0.7 – 0.9 1.0 0.7 0.6 – 0.7 0.8 0.5

Nacelle &
rotor equipment

0.6 0.6 0.5 0.5 – 0.8 0.8 0.6 0.6 – 0.6 0.6 0.5 0.4 –

Construction 1.0 1.0 0.7 1.0 0.8 1.2 1.2 0.8 1.2 1.0 1.0 1.0 0.7 1.0 0.8
Turbine

base
Pipe tower

foundation
0.7 0.5 0.8 1.0 0.8 0.8 0.6 0.9 1.2 1.0 0.5 0.4 0.7 0.9 0.7

Installation
preparation

0.2 – 0.3 – – 0.2 – 0.4 – – 0.4 – 0.6 – –

Installation
of electrical work

0.4 0.3 – 0.5 – 0.5 0.3 – 0.6 – 0.7 0.5 – 0.7 –

Assembly
of tower

0.6 0.4 0.4 – 0.5 0.7 0.4 0.5 – 0.6 0.8 0.6 0.7 – 0.8

Nacelle and
rotor assembly

0.6 0.6 – 0.7 0.8 0.7 0.7 – 0.8 0.9 0.9 0.9 – 0.9 1.0

Turbine
completion

0.7 0.6 0.5 0.6 0.6 0.9 0.7 0.6 0.8 0.7 1.0 0.8 0.8 0.9 0.9

Final
installation

0.5 – 0.6 0.4 0.7 0.6 – 0.8 0.5 0.8 0.7 – 0.9 0.7 0.9

Setting up 0.3 0.3 0.5 – 0.4 0.3 0.3 0.6 – 0.5 0.5 0.5 0.7 – 0.7
End of the

project
0.7 – 0.6 0.6 0.8 0.8 – 0.7 0.8 0.9 1.0 – 0.9 0.9 1.0

The whole
project

– – – – – – – – – – – – – – –
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Then the resources available in the project (Rpr (u, q)) were calculated and then
the amount of project resource limitation (RC (u, q)) was determined, which is given
in Table 3.

In this step, the average resource limitation of each activity (RCMu) and the
highest level of resource limitation of each activity (RCHu) were determined in the
project. The results are shown in Table 4.

The size of the project buffer plan is determined by setting the average resource
limit and the highest resource limit level. Finally, the project buffer size (PBP) was
determined to be 21.6 days. The project buffer is located at the end of the critical
path of the project shown in Fig. 3.

To evaluate the HPBM algorithm, the inputs of this project were used in several
algorithms recently proposed by researchers, and their results are compared in
Table 5:

According to Table 5 and based on the evaluations performed, the project buffer
measured in this research is 11% lower than the algorithm of Zhang et al. [15], 16%
compared to the algorithm of Zohrehvandi and Khalilzadeh [13], and 8% compared
to the algorithm of Zhao et al. is less.

6 Disruption and Conclusion

This research presented the HPBM for project buffer management using a modern
project buffer management method that was implemented in the planning phase of
a renewable wind farm project.

Based on the proposed algorithm, in the first phase, after determining the
appropriate duration for the project activities, the relationships between the activities
were determined and, finally, the path and number of critical project activities were
determined. Then, in the second stage, by holding meetings with experts and elites
related to the project, the access factor to the resources of activities, the factor of
flexibility of resources of activities, and the factor of quality of resources of activities
are simultaneously examined were determined to determine the number of project
resources. Then the number of resources available in the project was calculated and
then the amount of project resource limitations was determined. At this stage, the
average resource limit of each activity and the highest level of resource limit of each
activity in the project were determined. Finally, the size of the project buffer plan
was determined.

To analyze the data and evaluate the performance of the algorithm, the proposed
algorithm was coded and implemented in the MATLAB software, and the inputs
from this project were used in several models recently presented by researchers, and
their results were compared with each other. According to the research question and
according to the results, it was found that the buffer size determined by the HPBM
algorithm is more efficient and less than other similar algorithms, which indicates
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Table 4 The average resource constraint of each activity and the highest level of resource
constraint of each activity in the project

Activity number Activities name RCMu RCHu

1 The whole project
2 Project start
3 Engineering phase
4 Basic design 5.0 9.5
5 Accurate and detailed design 3.2 5.3
6 Procurement phase
7 Foundation equipment 2.2 5.0
8 Electrical equipment 4.3 9.6
9 Tower equipment 5.5 10.0
10 Nacelle & rotor equipment 1.5 2.3
11 Construction
12 Turbine base 4.2 10.9
13 Pipe tower foundation 29.0 36.9
14 Installation preparation 12.7 22.6
15 Installation of electrical work 6.4 12.3
16 Assembly of tower 2.4 3.1
17 Nacelle and rotor assembly 3.0 3.8
18 Turbine completion 5.1 9.2
19 Final installation 14.4 29.5
20 Setting up 2.4 3.1
21 End of the project
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Fig. 3 Location of the project buffer

the better results of this algorithm and other similar algorithms. This research can be
useful for researchers, project managers, industrial owners, and all those who work
with projects. This research can be implemented in all projects in addition to power
plant projects.
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Table 5 Comparison of the output of HPBM with the output of previously presented algorithms

Items Authors Planned project buffer (days)

1 Zhang et al. [15] 24.2
2 Zohrehvandi and Khalilzadeh [13] 25.8
3 Zhao et al. (2020) 23.5
4 This research (HPBM) 21.6
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Comparison of the Impacts
of the Financial Crisis and the Covid-19
Pandemic Crisis on Selected Financial
Indicator of Construction Companies
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Peter Mésároš , and Lucia Zemanová

1 Introduction

The economic crisis is a phenomenon that is very difficult to stop. It is a natural
course of the economic cycle, alternating between the peak of economic prosperity
and the downturn. Among the most famous economic crises in the history of
mankind are the Tulip Crisis (1637), the Great Depression (1929–1933), the
Mexican Crisis (1994), the Asian Crisis (1997), the Russian Crisis (1998), the
Brazilian Crisis (1999), Dot-com bubble (2000), Argentine crisis (2002), and
Modern financial crisis (2007–2009) [1].

The accompanying phenomenon of the economic crisis is the disruption of
financial markets, which will make these markets incapable of locating efficient
capital where there is the greatest potential for capital appreciation [2].

The economic crisis is a sharp, immediate, ultracyclic deterioration of all or
the vast majority of financial indicators – short-term interest rates, asset prices,
corporate solvency, and the failures of financial institutions [3].

The financial crisis of 2008 was the biggest economic crisis since the Great
Depression of 1929. The financial crisis of 2008 is called the mortgage crisis. The
crisis arose as a direct consequence of the decline in liquidity in the world’s financial
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markets, which arose in the United States as a result of the collapse of the American
housing market [4].

The crisis began in March 2008, when investors sold their shares to Bear Stearns
Investment Bank because it had too many so-called “toxic” assets. Bear Stearns
approached JP Morgan Chase for help, but the guarantee was about $30 billion. The
situation on Wall Street has been deteriorating over the summer [5, 6].

Deregulation of financial derivatives has been a key cause of the financial crisis.
The laws allowed banks to invest in housing-related derivatives. These products
were so lucrative that banks began to lend to riskier borrowers as well, leading to
instability and a subsequent crisis. The Financial Services Modernization Act of
1999 allowed banks to use deposits to invest in derivatives [7].

There are still many disputes between economists about the root causes of this
global financial crisis. In summary, the following aspects are defined as the main
causes of the 2008 crisis:

• The Federal Reserve (Fed) and the United States Central Bank, which expected
a mild recession beginning in 2001, reduced federal funds rates (interest rates
that banks charge each other for federal funds loans). This decline has allowed
banks to extend consumer credit at a lower primary rate and has encouraged
them to lend even “subprime” or high-risk loans, albeit at higher interest rates.
Consumers have used cheap loans to buy to-wares – appliances, cars, and houses.
The result was the so-called bubbles that have significantly exceeded the basic or
intrinsic value.

• Changes in banking laws, have made it possible to offer clients subprime
mortgages and mortgage loans that have been structured into unusually high
payments with a maturity at or near the end of the loan. or with adjustable interest
rates, where the rate was fixed at relatively low levels during the initial period
and subsequently fluctuated at the level of federal funds rates. The result of this
process was that the share of the so-called subprime mortgages increased from
around 2.5% to almost 15% per year among all housing loans from the 1990s to
2004–2007.

• Widespread securitization, in which banks combined hundreds or even thousands
of high-risk mortgages with less risky forms of consumer debt and sold them on
the capital markets as securities (bonds) to other banks and investors, including
hedge funds, also contributed to the growth of subprime mortgages and pension
funds.

• In 1999, the Depression-era Glass-Steagall Act (1933) was partially repealed,
which allowed banks, insurance companies, and securities companies to enter
and merge with each other, resulting in banks that were too so great that they
could jeopardize the entire financial system. At the same time, in 2004 the
Securities and Exchange Commission (SEC) weakened the value of net capital
(the ratio of capital or assets to debt or liabilities that banks are required to
maintain as protection against insolvency).

• The long period of global economic stability and growth that immediately
preceded the crisis has convinced many banking executives, officials, and
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economists that extreme economic volatility is a thing of the past. This approach,
together with the ideology emphasizing the regulation and ability of financial
firms to self-control, has led to a loss of attention and the consequent neglect of
the first signs of the impending crisis [4, 8–11].

At the end of 2019, the World Health Organization (WHO) was informed of
cases of pneumonia of unknown cause in Wuhan, China. Subsequently, the Chinese
authorities (January 7, 2020) identified a new coronavirus called Covid-19 as the
cause of the inflammation. The new coronavirus is a new strain that has not yet
been identified in humans. On January 30, 2020, the WHO declared a Public Health
Emergency of International Importance (PHEIC), the highest level of WHO pop
alarms. In 18 countries outside China, 98 cases and no deaths were reported. On
March 11, 2020, following an enormous increase in cases outside China, the WHO
declared that the outbreak could be described as a pandemic. To date, more than
118,000 cases have been reported in 114 countries and 4291 deaths have been
reported. In mid-March, Europe became the epicenter of the pandemic, reporting
more than 40% of confirmed cases worldwide [12].

The Covid-19 pandemic is much more than just a health crisis, affecting societies
and economies at their core. The Covid-19 pandemic has led to dramatic loss of
life around the world and poses an unprecedented challenge to public health, food
systems, and the world of work. The social and economic disturbances caused by the
pandemic have affected a wide range of societies. Tens of millions of people were in
danger of falling into extreme poverty. Assessing the impact of the Covid-19 crisis
on societies, economies and vulnerable groups is essential to informing and adapting
the responses of governments and partners to recovering from the crisis and ensuring
that no one is left behind in this effort. Without socio-economic responses, the risk
to life and livelihoods will increase in the coming years. Immediate development
responses to this crisis needed to be pursued with a view to the future [12, 13].

2 Literature Review

The financial crisis in 2008 affected all businesses. Many small businesses have
failed or been forced to lay off employees, cut spending, halt expansion plans, and
find new ways to survive. The number of companies created annually in the decade
before the financial crisis averaged 670,000 per year, reaching a maximum of more
than 715,000 in 2006. Initial numbers fell dramatically during the crisis, reaching
a minimum in 2010 (560,000 companies). Between December 2008 and December
2010, about 1.8 million small businesses disappeared [14].

Small businesses are referred to as “job creators”, but during the financial crisis,
redundancies in small businesses were dramatic. In 2 years (December 2007–
December 2009), about 8.7 million jobs were lost. During the recession, small
businesses did not create jobs, about 60% of employees lost their jobs. Ten years
after the crisis, small businesses have returned to creating around 60% of all new
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jobs. The financial crisis hit the financial sector in particular, where before the
financial crisis the number of commercial loans of small businesses was relatively
high, the traditional possibility of lending was still growing at almost double digits.
This stopped after the outbreak of the financial crisis. In the years 2008 to 2011,
large banks’ loans to small businesses were virtually non-existent. The total amount
of commercial loans to small businesses fell by $ 40 billion between the second
quarter of 2008 and the second quarter of 2010.

The Effects of the Crisis on the Financial Performance of Malaysian Companies
(Ben Chin Fook Yap, Zulkifflee Mohamed, K-Rine Chong) examined the impact of
the crisis on the financial performance of 70 companies in the manufacturing sector
over a period of 5 years, specifically from 2006 to 2010. Using factor analysis,
the initial set of 21 financial indicators was reduced to 6 significant indicators:
liabilities, profit before tax, total debts, cash flow, total asset turnover, and inventory.
Based on the above indicators, the companies were divided into 4 categories, namely
weak, below average, above average, and companies with good financial results.
The results showed that the financial crisis had a direct impact on the finances of
the companies included in the study. Of the selected companies, 46 companies
qualified as well-financed in 2006, while in 2010 only 6 companies were defined
in this way. It was interesting to note that up to 27 companies fell into the non-
profit/lossy companies’ category during the period, which was an increase of 20
companies compared to year’s 2006. As many as 15 of the 17 companies in the
average categories fell into the poor performance category. A key finding of this
study was that in the event of a financial or economic crisis, the finances of most
companies are seriously or adversely affected, and if negative economic conditions
do not improve, there is a high probability that many companies will face liquidity
and solvency problems, which could ultimately lead to collapse and bankruptcy [14,
15].

The beginning of 2020 was for many companies one of the most challenging in
their existence. Following the outbreak of the global financial crisis, the market has
been recovering slowly and economic growth has been recorded in all industries in
recent years. Therefore, even in the beginning of 2020, continued economic growth
was recorded. However, everything changed in mid-March due to the outbreak
of the Covid-19 pandemic in most parts of the world. Many governments have
responded to restrictions on economic activities, such as the cessation of production,
the blocking of certain sectors and activities. The research “how COVID-19 infects
financial reporting and results presentation – Q1 2020” addressed companies from
the United Kingdom, Switzerland, and Germany operating in the pharmaceutical
industry, chemical industry, consumer software production, transport and logistics,
telecommunications, tourism, and other services.

Although the sample of companies in the above statistical study was not repre-
sentative, it showed a clear impact of the Covid-19 pandemic on individual sectors.
Consumer software production (changes in revenues – decrease by 6%, EBITDA –
decrease by 52%), tourism (changes in revenues – decrease by 13%, EBITDA –
decrease by 496%) were blocked and affected immediately. The mining/commodity
industry (changes in revenues – a decrease of 10%, EBITDA – a decrease of
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166%) was mainly influenced by a sharp drop in oil prices and significantly weaker
demand. The automotive industry (revenue changes – down 5%, EBITDA – down
54%) suffered from a sharp drop in demand, especially in the important Asia-Pacific
region. On the contrary, it was recorded at once in the field of science (change in
income – increase by 8%, EBITDA – increase by 30%) and the telecommunications
sector (EBITDA – increase by 2%). The study also predicted potential effects, either
short-term, such as closing deals, or long-term, such as changing business models
[16].

Both of these crises have had profound adverse effects at the global level. The
impact of the global financial crisis and the Covid-19 pandemic was examined
in A Comparative Analysis of COVID-19 and Global Financial Crises: Evidence
from the US Economy (Zongyun Li, Panteha Farmanesh, Dervis Kirikkaleli, Ranita
Itani), from the beginning of 2021, on the macroeconomic variables of the US
economy. The research points out that the current crisis caused by the Covid-19
pandemic cannot be examined empirically and quantitatively, given its ongoing
nature. The authors also point to the fact that no detailed study comparing the
global financial crisis and the crisis caused by the Covid-19 pandemic is available.
The study thoroughly explains the financial crisis and the impact of Covid-19
on the macroeconomic variables of the US economy. The study analyzed each
variable, calculating the average change and the average of each variable. Industrial
production, consumer spending, overall trade, and unemployment are severely
affected in the current pandemic crisis. The survey showed a greater impact of
the pandemic on selected aspects than during the global financial crisis. The
probability of a smooth recession was high during the global financial crisis due
to the financial crisis and the financial collapses of individual banks and investment
companies. Research has shown that it is not uncommon for the economy not to
fall into recession during a crisis. Such a crisis is adversely affecting stock levels
and affecting international trade, leading to a decline in industrial production and
employment levels. Unemployment then further creates room for low consumer
spending [11].

The global financial crisis in 2008 had a relatively strong impact on production
in industry and construction. Between February and April 2008, the index for total
construction in the EU fell by 7.2 points. In the following months of 2008, the ideox
fell again, although the declines were generally smaller and there were occasional
increases. However, over the next 5 years (until spring 2013), the construction index
had a clearly declining trend. During these years, the overall construction index lost
33 points (the lowest level of 95 points – March 2013). Subsequently, the sector
slowly recovered and returned to its previous highs. However, from February to
April 2020, the construction idnex fell by 29 points in the EU and by 34 points
in the euro area. In other words, during the first wave of the Covid-19 crisis, the
construction index lost about as much as during the 5 years of the economic and
financial crisis [17].

In the Slovak construction industry, after years of growth, there was a slight
decrease in construction output, specifically to the level of 5253 mil. EUR, which
represents a year-on-year decrease of about 9.9%. Domestic construction output was
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focused mainly on new construction, reconstruction, and modernization, where an
increase of 3.2% was recorded compared to the previous year. Construction produc-
tion in the area of repairs and maintenance in the Czech Republic also increased,
namely by 1.5% compared to the previous year. Data on construction production
abroad are interesting. Despite many limitations, the increase in construction output
is also perceived in the mentioned section, specifically by 2.5% compared to the
previous year (Statistical Office of the Slovak Republic, 2021). The capacities of
construction companies are currently occupied at 75%. In the second half of this
year, capacity utilization should increase slightly, to 84% on average [18–20].

A number of studies have been carried out around the world focusing on the
effects of the great financial crisis and the effects of the Covid-19 pandemic on
individual aspects of industry and the activities of companies. These surveys point
to the significant effects of these crises on the activities of organizations and their
economic results. Based on the above, the aim of the research is to analyze and
compare the effects of global crises, the global financial crisis, and the crisis caused
by the Covid-19 pandemic, on the profitability of sales and the economic results of
selected construction companies.

3 Research Methodology and Data

3.1 Research Aim

The research methodology consisted of analysis and mutual comparison of prof-
itability of sales and economic results of selected construction companies over three
periods, namely:

• The period of the financial crisis in 2008.
• Transitional period – market stabilization after the financial crisis – year 2014.
• The period of crisis caused by the Covid-19 pandemic – 2020.

The aim of the research was to find out whether the impact of the Covid-19
pandemic on the profitability of companies’ revenues is greater than the impact of
the economic crisis in 2008.

Economic parameters were obtained from the final annual reports of the compa-
nies and from the publicly available economic database FinStat. Data were analyzed
using the Kolmogorov directionality test, the Friedman repeated measures test, the
Wilcoxon Signed-Rank test, and the Mann-Whitney U test.

3.2 Sample and Data Selection

The main obstacle in the research was the availability and quality of data. The
data used in the research were obtained from the annual reports of selected
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companies. Annual reports on the company’s activities were obtained from the
publicly available web database of Finstat.sk companies. The FinStat database is
a data source that provides information on selected financial indicators of selected
companies. The respondents selected for this study were selected on the basis of the
Eurostav TOP 100 ranking, which is published annually in Slovakia. The analysis
compared 30 companies. These companies are among the companies with a long
tradition and a stable market share. As part of the analysis, companies focused on the
exhibition of building and civil engineering were analyzed, namely 13 companies
specializing in the construction of buildings and 17 companies specializing in the
construction of civil engineering.

3.3 Methodology

To achieve the above research goal, the following steps were taken:

• A review of the literature on the global financial crisis and the crisis caused by
the Covid-19 pandemic: defining the causes, impacts, and an overview of the
research carried out.

• Impacts of selected crises on the construction industry – summary of surveys
carried out.

• An overview of the current state of construction in the European Union and in
the territory of the Slovak Republic.

• Determination of basic hypotheses.
• Data analysis, definition of conclusions, and future recommendations.

Based on the research goal, the following hypotheses were established:

• Hypothesis 1: Profitability of sales is the same in all years (2008, 2014, and
2020).

• Hypothesis 2: The crisis caused by the Covid-19 pandemic and the financial crisis
in 2008 had the same impact on income profitability.

4 Results

The main aim of the research was to analyze whether the impact of the Covid-
19 pandemic (2020) on the profitability of companies is greater than the impact
of the economic crisis (2008). Data were collected from 30 companies for which
the economic result and sales for own services and goods were defined in individual
years, i.e., the period 2008, 2014, and 2020. The data were obtained from the FinStat
database and the final annual reports of selected companies. By profitability we
mean the share of the economic result from economic activity and revenues for own
services and goods.
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Table 1 Results of Kolmogorov-Smirnov test of normality

Year 2020 2014 2008

Result

The value of the K-S
test statistic (D) is
0.31746

The value of the K-S
test statistic (D) is
0.34213.

The value of the K-S
test statistic (D) is
0.28524.

The p-value is <0.00001. The p-value is <0.00001 The p-value is 0.00008.

Rejected hypothesis H0 Rejected hypothesis H0 Rejected hypothesis H0
Provides very good
evidence that, data not
normally distributed

Provides very good
evidence that, data not
normally distributed

Provides very good
evidence that, data not
normally distributed

Result details
Mean 32.97 237.33 497.92
Median 3.5 8.5 28
Standard
deviation 70.02 480.01 885.05
Skewness 3.73 2.69 2.63
Kurtosis 17.29 7.59 7.85

As a first step, we examined the normality of the data obtained. We used the
Kolmogorov-Smirnov test of normality and partial hypotheses:

• H0: data is from normal distribution.
• H1: data not from normal distribution.

We found that in neither case could we consider the data distribution to be
normal. Summary results are displayed in Table 1.

In the next step, the Friedman test for repeated measurements was used, which
is a suitable non-parametric test for comparing the statistical significance of
averages in individual years. It is used to determine whether or not there is a
statistically significant difference between the averages of three or more groups in
which the same subjects occur in each group. The following sub-hypotheses were
established:

• H0: the averages of profitability of sales are the same in all years.
• H1: the averages of profitability of sales are not the same in all years.

The results of this statistical test were as follows:
The X2 statistic is 6.7583. The result is significant at p < 0.05.
The p-value is 0.03408, therefore, I reject H0, which means that the average in at

least 1 year is statistically significantly different from other years.
The Wilcoxon Signed-Rank test, which is a non-parametric variant for comparing

the averages of 2 dependent samples, was chosen as the post-test. It is based on
difference scores, but in addition to analyzing the signs of the differences, it also
takes into account the magnitude of the observed differences.

• H0: average profitability of sales is the same in both years.
• H1: average profitability of sales is not the same in both years.
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Table 2 Výsledky results of Friedman’s test for repeated measures

Comparable periods 2020 vs. 2014 2014 vs. 2008 2020 vs.2008

Result
The value of z is
−1.362.

The value of z is
−3.3012

The result is significant
at p < 0.05.

The p-value is 0.17384 The p-value is 0.00096. The p-value is 0.02926

Do not rejected H0 Rejected hypothesis H0 Rejected hypothesis H0
The averages in these
years are not
statistically
significantly different.

The averages in these
years are statistically
significantly different.

The averages in these
years are statistically
significantly different.

The result is not
significant at p < 0.05.

The result is significant
at p < 0.05.

The result is significant
at p < 0.05.

Result details
W-value 178.5 72 137
Mean difference 570.03 −1337.33 −1115.77
Sum of pos. ranks 317.5 72 137
Sum of neg. ranks 178.5 393 359
Z-value −1.36 −3.30 −2.18
Mean 248 232.5 248
Standard deviation 51.03 48.62 51.03

Table 3 Results – the impact
of crises on corporate
profitability (Mann-Whitney
U test)

Comparable periods 2020 vs. 2008 2014 vs. 2008

Result details

Sum of ranks 3652 3608
Mean of ranks 60.87 60.13

Expected sum of ranks 3630 3630
Expected sum of ranks 60.5 60.5
U-value 1778 1822
Expected U-value 1800 1800

The results are shown in detail in Table 2.
To clearly determine from the examined data which of the years (2020 or 2014)

had a greater impact on companies’ profitability, the non-parametric Mann-Whitney
U test, which is a suitable test for comparing two independent sets of measurements
was used. The following hypotheses were established:

• H0: the averages of the differences in the profitability of sales are the same in
both years.

• H1: the averages of the differences in the profitability of sales are not the same
in both years.

Result details are in Table 3.
The Z-Score is 0.11285. The p-value is 0.9124. The result is not significant at

p < 0.05, H0 was not rejected, which means that for our selection of companies,
the crisis caused by the Covid-19 pandemic and the financial crisis in 2008 had the
same impact on their profitability.
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5 Discussion and Recommendations

We live in an unstable time today. The company and the financial market gradually
began to recover from the effects of the Covid-19 pandemic on individual segments
of society, and there was a new fact, a war conflict in Ukraine, which is gradually
crippling the entire market and society. Even before the outbreak of the war and
after years of very low inflation, inflation reached its highest level in 13 years in
the second half of 2021. The main causes of inflation are the re-opening of the
economy, inflationary pressures due to higher energy prices, and the so-called basic
effects [21].

In view of these facts, another economic crisis is increasingly escalating. In order
for companies to eliminate the effects of possible crises as much as possible, it is
necessary to take certain steps and follow them even if the crisis occurs. These are
mainly the following steps:

• The need to increase the creation of financial reserves – companies need to think
more critically about their spending.

• Prompt repayment of their liabilities – in the event that companies report such
liabilities, it is necessary that they repay them as soon as possible and not borrow
further loans and borrowings.

• Employment insurance – in the event of a reduction in the number of employees
as a result of the crisis, it is necessary to take out such insurance.

• Insurance of installments of your liabilities – in the case of a mortgage or other
loan, it is necessary to consider their insurance, thus eliminating the risk of
liquidity loss.

• Creation of a strategy, preparation of a crisis plan – it is necessary to develop
a crisis plan in the event of a reduction in income or loss of employment. The
company will establish a so-called “worst case scenario” and will choose steps
and methodologies to eliminate and minimize possible crisis situations.

6 Conclusion

Economic crises are fluctuations in economic activity that recur at regular intervals.
In history, mankind has encountered a number of global crises, such as the Tulip
Crisis in 1637 or the Great Depression in the pre-war period. These and many
other crises have greatly affected the global economy and the lives of millions
of people. In the twenty-first century, the company faced two major crises, the
financial crisis, which began in 2007 and lasted for 2 years, and the crisis caused
by the Covid-19 pandemic. These crises have severely crippled all aspects of
society. The paper analyzed how individual crises affected the activities of selected
construction companies operating in the Slovak Republic. The research analyzed the
results of management, the respective profitability of sales of selected construction
companies, which are among the leaders in this segment of the economy. The survey
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showed that both global crises (the financial crisis and the Covid-19 pandemic) had
an impact on the development of construction companies’ revenues and confirmed
the hypothesis that there was a demonstrable link within selected companies, both
crises had the same impact on revenue profitability. The effects of the crises reflect
tensions and imbalances, i.e. partial nerve balances between the previous period and
the present. Within this fact, the goal of each company is to prepare a consistent
strategic crisis plan and create reserves that can help eliminate adverse impacts and
help prompt and effective implementation of changes.
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Opportunities of Using Machine
Learning Methods
in Telecommunications and Industry
4.0 – A Survey

Dragan Peraković , Marko Periša , Ivan Cvitić , Petra Zorić ,
Tibor Mijo Kuljanić, and David Aleksić

1 Introduction

Machine learning (ML) is a subsystem of artificial intelligence (AI) used in
computer science. It is focused on building programs and applications that will
learn from available data and improve their accuracy over time without being
programmed to do so. One of the main characteristics of ML is learning from
experiences or data sets, not just from instructions.

The research presented in this paper aims to analyze the possibility of applying
ML in telecommunications and Industry 4.0. A prerequisite for achieving the stated
goal of this work is knowledge of the definition of ML and the principles of work,
as well as the advantages and disadvantages of its application.

The paper outline follows, first of all, the term AI and its application will be
defined. The above is a starting point for understanding ML’s concept, work, and
impact. Intelligence and AI are divided into subsystems that are counted under AI.
Also, some of these subsystems will be briefly described. Furthermore, the paper
will explain the working principle of ML, i.e., how machines learn and all other
steps that must be completed before the machine is ready for use. ML is divided
into supervised, unsupervised, and reinforced ML. The division of ML into the listed
types will be described according to their working principle and features, as well as
the differences between them.
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Also, the paper will show the division into tools and platforms used during the
ML process. A comparison was made between the tools according to their essential
characteristics, and two examples were presented for the K-means clustering process
in two of the available platforms.

ML and AI in the field of telecommunications can be applied to an extensive
range of services and currently available systems. One of ML’s roles is protecting
and securing the network from cyber-attacks. In addition to its role in network
security, the paper also defines the method of applying ML in classifying Internet
of Things (IoT) devices. Some other examples of the application of ML are listed
along with a graphic presentation of the workflow of ML in the field of Internet and
telecommunications.

2 Overview and Analysis of Machine Learning and Artificial
Intelligence Concepts

AI refers to areas of computer science that involve observing and developing
intelligent systems, tools, and machines that react and learn like humans. AI systems
are designed to perceive the environment through data collection, interpret the
collected data, which does not necessarily have to be structured, make judgments
based on previous knowledge or processing of information obtained from the data,
and evaluate the best actions to be taken to achieve the given goal [1].

ML is a branch of AI that deals with designing algorithms that improve their
efficiency based on empirical data. It can be divided into three main types:
supervised, unsupervised, and so-called reinforcement learning.

2.1 Supervised Machine Learning

Supervised machine learning is a form of ML that is used quite often. Supervised
learning works on the principle that we get an input variable or data in general, and
the task is to predict the exact output data or label. ML supervisory algorithms are
designed to work on the principle of learning by example. When training this type of
algorithm, the person managing the training (supervisor) must provide specific input
data with the correct output data. During training, the algorithm looks for specific
repeating patterns so that it can later know the output itself without the help of a
supervisor. Supervised learning can be divided into two subtypes: classification and
regression [2].

In the classification type of supervised machine learning, classification algo-
rithms obtain data from a specific group. Their task is to classify these data
into specific groups or classes into which they would fall based on the training.
One of the most famous examples of this type of supervised machine learning
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is used in electronic mail when determining incoming messages. These messages
are classified into specific categories, such as spam messages. Regression is a
predictable statistical process where a model tries to find important links between
dependent and independent variables. These algorithms are used to predict sales
numbers, revenue generated, exam or test results, etc. The three most common
regression algorithms are linear, logistic, and polynomial [2].

2.2 Unsupervised Machine Learning

With unsupervised machine learning, output labels or exact output data are not
known. The task of this ML method is to discover the structure of the output data. An
unsupervised machine learning model cannot be trained. That is, we cannot teach
it what the output variable will be when even the team working on ML of this type
does not know what it could be. For this reason, machines, or models, have to look
for specific hidden patterns and information that are most likely not even visible to
the human eye to learn something. This is a process where models learn on their
own. Unsupervised machine learning has its type of algorithm called clustering.
Clustering algorithms can be divided into exclusive, overlapping, hierarchical, and
probabilistic [3].

Exclusive clustering works on the principle that if specific data belongs to one
group or cluster, it cannot be included as a member of any other cluster. The
opposite is overlapping clustering, where data can belong to two or more clusters.
Hierarchical clustering is based on the union between two neighboring clusters, and
probabilistic clustering is based on pure mathematical laws of probability. These
four clustering algorithms have their subtypes, of which the most commonly used
are K-means and hierarchical clustering [3].

The differences in the use of supervised and unsupervised machine learning are
that supervised learning is used for situations where we know exactly what we are
looking for in the data, and we know the results from which we can teach the models
how to work and how to approach problems, while with unsupervised machine
learning we do not know what we are looking for and what the result or output could
be. Because of this, we cannot even teach the models, but we have to let them come
to conclusions based on their algorithms that will help them learn particular things
independently. They work based on their own experience gained during the research
process. For these reasons, unsupervised learning has the problem of possibly giving
results with a higher possibility of error [4].

Unsupervised machine learning can be used in data preparation for supervised
machine learning, where the task is to detect output labels and data. It can also be
used in recommendation systems that try to predict specific data, such as the rating
a user has given to a product. Unsupervised learning can still be used to detect
anomalies, i.e., to detect some rare objects or events that have certain deviations in
some respect from the group in which they are located [5].
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2.3 Reinforcement Machine Learning

Reinforcement machine learning is a type of machine learning that deals with the
research of how intelligent agents should behave, how they should perform actions
in a specific environment, and how to reach the best possible outcomes with these
actions [6].

As with previous types of ML, reinforcement machine learning has its algo-
rithms: value-based, policy-based, and model-based. Reinforced machine learning
can be divided into positive reinforcement machine learning and negative rein-
forcement machine learning. Positive reinforced machine learning is a type of
reinforcement learning in which the strength and frequency of behavior increase due
to specific behavior. Its advantages are that maximized performance and changes
remain for a longer time. The downside is that the results can be diluted if there is too
much magnification. Negative reinforcement machine learning is the reinforcement
of behavior that occurs due to a negative state meant to be stopped. The downside
of this type of reinforcement machine learning is that it can only achieve minimal
behavior [7].

This form of ML has a wide application in the world, so machine learning
strengthened in this way can be found in robotics, traffic light control (for now only
in simulations), the gaming industry, etc.

3 Tools and Platforms for Applying Machine Learning
Algorithms

Choosing the right tool for applying ML can be just as important as choosing the
suitable algorithm for ML [8]. Differences in specific tools can be in features such
as the platform’s price, the type of language used to perform ML, the types of
algorithms and features supported, and the platform on which the tool runs. Thus,
some of the most famous tools for applying ML algorithms are currently: Scikit
Learn, PyTorch, TensorFlow, Knime, etc. [9].

3.1 Scikit Learn Programming Platform

Scikit Learn is one of the better-known ML tools. It is a tool that provides ML
development in the Python programming language. It is a simple, free, and effective
tool suitable for use in predictable statistical analyses of data. Algorithms and
features that make Scikit Learn work include classification, regression, clustering,
dimensionality reduction, data preprocessing, and model selection. Scikit Learn
supports supervised and unsupervised machine learning [9, 10]. The programming
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Fig. 1 Importing libraries in
TensorFlow [12]

Fig. 2 Random data generation and centroid selection [12]

languages supported on this platform are Python, C++, C, and the Cython
programming language.

3.2 TensorFlow Machine Learning Platform

TensorFlow is one of the most famous platforms for ML. According to the
comparison with PyTorch, it is almost the same regarding the platforms on which
it can work, the programming languages it supports, and the fact that it is also a
free open-source platform. This platform is convenient. After all, it offers a simple
way to create models for the training phase in ML because it has a large number of
options when creating models, which allows the user to create exactly the model he
needs. Also, TensorFlow offers a JavaScript library for data flow programming [9,
11].

Figure 1 shows the K-means clustering procedure using the Tensor-Flow library.
The matplotlib and numpy libraries are imported, and the pandas library is not used.
It also shows the number of groups, 3, the amount of data, 200, and the number of
repetitions, 100 [12].

After importing the required libraries, the next step is to build the clustering
model. First, random data is generated from which points for initial centroids are
randomly taken. These lines of code are shown in Fig. 2.

The final stage of K-means clustering in TensorFlow starts with creating a
graphic display. Figure 3 shows the phase of graph creation, in which the new
centroids from the previous step are first updated, and their values are returned
together with the cluster values.

In the end, a part of the code related to the graphic printout of the results is
written. The coordinates of the centroid of each data group are displayed here.
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Fig. 3 Return values to data groups and update centroids [12]

Fig. 4 The code for displaying the graphical solution and the graphical solution

Figure 4 shows the code for creating and displaying the graph, and below the code
is the printout, the required graphic display.
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3.3 PyTorch Framework for Machine Learning

PyTorch is also a free tool for applying ML algorithms. It differs from Scikit Learn
in that the programming languages used in this tool are: Phyton, C++, and a
computer platform and programming interface model called CUDA. PyTorch, like
Scikit, runs on Linux, MacOS, and Windows operating systems. PyTorch is also
available and has support for working on cloud services. PyTorch is a more suitable
program for deep learning than ML, but it is also possible to do an ML process on
this platform [9, 13].

3.4 Weka Programming Tool

Weka is also open-source software that provides tools for data preparation and the
use of several ML algorithms. It also contains tools for working with regression,
clustering, visualization, and classification algorithms. Weka is a free platform that
runs on Windows, Linux, and MacOS operating systems. It is mostly used for data
mining. It is a form of data analytics where large amounts of data are extracted for
meaningful insights. Various machine learning algorithms are used for data mining,
which can be used directly on the data or via Java code in the Weka program.
Unlike other tools, Weka supports only the JavaScript programming language [14,
15]. What distinguishes Weka from other ML tools is that it is a tool that uses a
graphical user interface (GUI) that allows loading a dataset, running, and working
with algorithms [16].

3.5 RapidMiner Machine Learning Platform

This tool enables ML, deep learning, data mining, predictive analytics, etc. It can be
used for research, application development, and education. It uses Java exclusively
as a programming language. It can work on various operating systems. It is used to
prepare data, visualize, and validate and optimize models. The difference between
it and the other previously mentioned tools is that, in addition to its free version,
it also offers paid versions, i.e., extensions of the tool [9]. RapidMiner, like Weka,
uses a GUI that helps with implementation and design in the analytical parts of
the work. RapidMiner offers the possibility of working in its extension on the
Internet browser, which is increasingly popular today and enables the operation
of the RapidMiner Go program. However, there is also the option of downloading
the complete RapidMiner Studio program, which offers more services than the
RapidMiner Go version [17].
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4 Application of Machine Learning in Telecommunications

ML and AI in the field of telecommunications have a broad scope of application.
Among other things, they are used to protect computer networks from unauthorized
access to the network and classify IoT devices. Also, ML can be used in managing
network traffic and predicting analysis results [18].

4.1 The Role of Machine Learning in Network Traffic Security

Increasingly, network traffic is under the attack of illegal attacks and attempts to
steal data. Thus we have distributed denial of service (DDoS) attacks as one of the
most common threats to network traffic. DDoS is a type of attack on a specific
website. The goal of a DDoS attack is to flood that site with more traffic than the
server or network can handle. This is done so that the traffic sent to the network
consists of constant incoming messages, connection requests, fake packets, etc. With
DDoS attacks, hackers achieve that the site or server they attacked becomes useless
or unavailable [19].

Incoming traffic is divided into two groups: legitimate and illegitimate traffic.
The types mentioned above of data sent to flood the network belong to illegitimate
or fake traffic. This type of traffic includes subtypes of DDoS traffic. DDoS traffic
differs by the type of protocol that was used to carry out the attack, so we have
DNS DDoS attacks that use the DNS protocol, UDP DDoS attacks, CharGen DDoS
attacks, and others [20].

The UDP protocol is often used in DDoS attacks due to its simplicity. The device
that receives UDP packets does not have a large enough capacity to receive such a
large amount of incoming traffic, and it also tries to respond with a large number
of Internet Control Message Protocol (ICMP) “destination host unreachable”
messages that create additional network congestion. The DNS protocol has been one
of the leading protocols for amplifying DDoS attacks in recent years. In this type of
DDoS attack, amplifiers are also used in addition to standard equipment, which
are devices located outside the botnet network that provide answers to queries.
Computers within the botnet network send queries and spoof the IP address of the
source, i.e., the IP address of the server being attacked, and as a result, a response
is sent from the booster to the IP address of the attacked server, which now has a
much larger number of requests that its network capacity cannot handle, resulting
in flooding. CharGen is a protocol that creates content packets of 0-512 random
characters in response to a request sent to UDP or TCP port 19. When sending a
TCP request supported by the CharGen protocol, the server starts sending random
characters until the connection with the server is terminated. If a UDP request is
sent, the server responds with randomly selected characters every time it receives a
UDP datagram [20].
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In DDoS attacks, AI is used to prevent them. Artificial neural networks (ANN)
are used to identify fraudulent traffic generated at the network entrance. In order
to be able to use ANNs, data collection procedures containing records of traffic in
the network must first be performed. The collected data goes through the process
of normalizing the value parameters so that they can be used in the ANN. The next
step is the creation and development of the ANN model, which includes the learning
process, the evaluation process, and the testing process. An analysis of the obtained
results is performed on the entire process [20]. ML can be used here when collecting
data for use in ANN and during its development phase.

ML can also be used to detect DDoS attacks generated by IoT devices. IoT is
a principle that depicts a network infrastructure in which any device is connected
to the Internet and other devices in a network. In this network, all devices share
information about themselves and the environment in which they are located [21].
The most common example of IoT networks is found in smart homes. IoT devices
used in smart homes are also known as Smart Home Internet of Things (SHIoT)
devices. Devices with built-in sensors are connected to an IoT network that collects
data from other devices and then analyzes the collected data so that the most
valuable information can be sent to applications that perform a specific task based
on the analysis results [20].

The vast majority of SHIoT devices are cheap devices that do not have significant
capabilities, and due to their simplicity, they are easy to compromise to perform
malicious actions, including generating DDoS attacks. In order to develop an ML-
based model that will detect any occurrence of anomalies in the network, there must
be a dataset representing real and unreal traffic. The Logistic Model Tree (LMT)
method can be used to develop such a model. LMT is a supervised machine learning
classification model that combines logistic regression and Decision Tree Learning.
When developing such models, SHIoT devices are divided into several classes. LMT
models are then developed for each of these classes that detect anomalies, and for
each class, the model is developed separately. The developed model works in two
phases. The first phase is a prerequisite for detecting DDoS-generated traffic in the
second phase. The first phase also includes classifying SHIoT devices based on the
generated traffic [22].

Phishing attacks (identity theft) are types of fraud that most often occur via e-mail
but are also common via SMS messages or phone calls. These attacks aim to steal
data from a large group of users in an illegitimate way [23]. Similar to phishing
are spam messages that can also be harmful to the computer and network but are
mainly intended for promotions or advertisements. Phishing messages that arrive
always have specific criminal purposes [24].

In Fig. 5, there is an image of an e-mail as an example of a phishing message
in which the user is instructed that a specific error occurred during the payment of
taxes and that in order to get his money back, he needs to create a profile via the link
in the e-mail.

AI, in this example with phishing messages, can be used to divide incoming
messages into spam and phishing categories based on supervised and unsupervised
machine learning algorithms. The problem with distinguishing phishing messages
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Fig. 5 Phishing message [25]

from spam messages is that they are a subtype of spam messages, so it is not easy
to distinguish them. Their distinction can be made using the hierarchical clustering
algorithm. The process looks like this: Incoming mail is divided into three groups.
Since no marked data would be available for training, the user is asked to mark
which incoming messages fall into the category of messages from the first of the
three groups. When the user completes that task, the clustering algorithm has data
on which to perform learning. These other messages from the other two groups are
divided according to the algorithm that went through the training phase based on
the user’s selection. At the end of each group, the classifier from the previous group
is used for the algorithm’s training phase. While for the first group, the output data
from the clustering algorithm are used for training [24]. In this way, the system
learns to recognize a phishing message, which it can later notify the user about.

4.2 Machine Learning in the Field of IoT Device Classification

The type of ML used to develop the classification model is a logistic regression
model with LogitBoost. LogitBoost is also used to boost the classification algorithm
[26].

The first step in developing a classification model is the selection of features that
will be relevant in constructing the model. The correct selection of features brings
higher precision to the classification model and higher classification speed and can
reduce the occurrence of excessive load. The goal is to choose the smallest number
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of features that will give the best results for the classification model to reduce the
device class prediction time and the complexity in general [26].

The next step is to collect a set of data to develop a classification model.
The goal of the model is to determine to which class that IoT device belongs.
This determination can be based on the characteristics of the amount of traffic
it generates in a specific period of measurement. The characteristics depend on
the characteristics of the IoT device producing that traffic. Then goes the ML
process in which the logistic regression algorithm is applied. The logistic regression
algorithm shows the conditional probability that a specific monitored device belongs
to a specific class. Then, the LogitBoost algorithm based on logistic regression is
introduced, which is used for optimization. According to research [26], using this
type of ML algorithm for creating a classification model proved highly accurate,
with a precision of 99.79%.

4.3 Other Possibilities of Applying Machine Learning
in Telecommunications and Industry 4.0

Some of the other areas of application of AI and ML in telecommunications are,
for example, network traffic prediction and predictive maintenance of devices in
the network. Forecasting network traffic is significant nowadays, especially when it
comes to forecasting mobile network traffic because, nowadays, every day, there are
more and more users of mobile networks whose management is becoming more
demanding daily. Multiple ML methods can be used to predict mobile network
traffic [27]. One of these methods is support vector machine (SVM). SVM is a
statistical ML method whose primary goal is to map non-linear data into a higher
dimensional linear space where these data will be classified by hyperplane [28].
Hyperplanes are decision boundaries that help classify data. This method can be
beneficial for making network traffic congestion predictions.

Forecasting the amount of generated network traffic is done with ML, deep
learning, and/or ANN algorithms. In the process of predicting the generated network
traffic, ML is used in the stages of data collection, data mining, and data processing,
as well as the creation of a model on which further research is then carried out.
The ML algorithms that can be used in these procedures are K-means and the
hierarchical clustering algorithm from the type of unsupervised machine learning.
It is possible to use other ML algorithms. The choice of algorithm depends on the
purpose, i.e., what one tries to achieve [29].

The smart factory environment, which aims to optimize production processes
fully and is a planned outcome of Industry 4.0, is powered by AI. In addition to
AI algorithms that enable computers and digital machines to accurately perform
tasks related to intelligent human beings in a smart factory, ML algorithms enable
predictions without explicit programming, whereby human involvement in the
production process is minimal [30]. In such an environment, AI is mainly used to
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Fig. 6 UML activity diagram of machine learning in the field of telecommunications [33]

intuitively solve challenges whose formulation is entirely or not at all in codes.
On the other hand, the impact of ML is visible when planning production processes,
predictive maintenance, managing robotics, in help and learning systems, or process
control and optimization [31].

Predictive maintenance of devices in industrial environments within the concept
of Industry 4.0, Industrial IoT, and Operational Technology (OT) represents con-
tinuous monitoring of device parameters. Most often, its condition is monitored
through wireless sensors on the device that send reports to the central computer
responsible for further analysis of the device’s condition and deciding whether the
device should be replaced or repaired. Using a regression algorithm supervised by
ML makes it possible to determine how many hours of practical work are left on the
device. Also, with a classification algorithm of supervised machine learning, failure
can be predicted in a given period [32].

Figure 6 shows the UML activity diagram of ML algorithms in telecommunica-
tions. The first step is to establish the problem because the training phase within ML
is always long-term and often very expensive, and it is imperative to determine the
problem of the given task accurately and precisely. The problem can be classified
so that it is immediately known what type of algorithm will be used to solve it. The
second step is data collection. As in the previously elaborated chapters, collecting
as much data as possible to describe the network is necessary. For example, this data
can be the duration of weather calls. In the third step, data analysis is done. During
this step, values and features of the network are tried to be discovered in order to
be able to create a model as credible as possible. The next step is model making,
which includes model selection, training, and refinement, i.e., upgrading the model.
In this step, care must still be taken to select the correct algorithm and method for
training the model. The penultimate step in this diagram is the evaluation process in
which possible errors are analyzed, and correctness cross-checked. Cross-validation
is performed to see if the model works well enough. The last step is introducing the
learned model into a functional network environment [33].
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5 Conclusion

ML is a beneficial process nowadays because it brings greater precision to system
operation, makes work easier for people who until recently had to perform these
tasks independently, and now with the help of ML, they can create models and
learn devices that will help them in performing the task. Although the procedure
is beneficial, the complexity of the execution from start to finish should not be
overlooked. From the first to the last, every step is equally vital in the ML
process because if a small mistake is made at any step, the learned machine might
malfunction. AI as science and technology is man’s future. More and more today,
people rely on the smart devices that they use and that surround them, all of which
are based on AI. As a subsystem in AI, ML can be performed in three types. Of
course, the best results can be expected if the device could pass through all three
types of ML. Indeed, in many cases, the above is neither possible nor necessary.
In practice, unsupervised machine learning is most often used because the data
expected at the output is unknown in the vast majority of cases. ML has various
tools and platforms in which it can be performed, and well-known programming
languages such as Python, C++, Java, and similar are used to create ML code.

When talking about the possibilities of applying ML methods, it is extensive.
ML can be used in almost any field. Thus, the application of ML can be found in
medicine, pharmacy, the military industry, the gaming industry, and, among other
things, the telecommunications industry. In the information and communication
field, ML can be used for data collection and grouping, classification of IoT devices,
classification of electronic mail, protection against cyber-attacks, prediction of
network traffic density, and the like.

The increasing use of ML has come about due to the increased data available
today. That amount of data is too much for an ordinary person and even for a
team of people, and because of this, systems that enable data processing of those
amounts are becoming increasingly popular. Just as everything else in the world is
progressing, it is to be expected that new ML methods will appear over time, which
may be simpler and more efficient than the ones that exist today.
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Guidelines for Mitigating Cybersickness
During Training in VR Environment
Using Head-Mounted Displays

Marko Matulin , Štefica Mrvelj , and Sergo Martirosov

1 Introduction

Ever since the dawn of computer graphics, the objective of virtual environment
designers has been to immerse the users in their creations, i.e., computer-generated
worlds, and improve interaction with virtual objects in them. This path, which leads
to immersion, is considerably shorter if a designer can trick as many user senses as
possible (audiovisual, motion, smell, touch). Since humans are predominantly visual
creatures, by enveloping our visual sensory with, for instance, head-mounted display
(HMD) systems used to display computer graphics, we can be led to believe that the
virtual world is real. The effect is even more pronounced if the content includes
spatial audio and if we interact with the virtual objects using haptic devices.

Although the gaming industry drives the development of VR technology, nowa-
days, this technology is used in a variety of industries and fields. Studies analyzed
in this paper show how training in virtual environments can replace the hours spent
in real-world training. That is very handy when training in real environments is
impossible due to, e.g., high risk of injury, high cost, lack of equipment, or, more
recently, lockdown measures due to a global pandemic. The technology is still
developing, but it is confidently gaining momentum since it provides a cost-effective
alternative for improving the trainees’ professional skills.

VR can support realistic and immersive simulations and enable the transfer
of taught skills in VR into real contexts and provide multi-user, embodied, and
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L. Knapčíková, D. Peraković (eds.), 7th EAI International Conference on
Management of Manufacturing Systems, EAI/Springer Innovations in
Communication and Computing, https://doi.org/10.1007/978-3-031-22719-6_17

227


 31368 2385 a 31368 2385 a
 

 5593 8366 a 5593 8366 a
 


14072 8366 a 14072 8366 a
 

 26252 8366
a 26252 8366 a
 

 885
51863 a 885 51863 a
 

 10402 51863 a 10402
51863 a
 

 885 55738 a 885 55738 a
 

 10583 61494 a 10583 61494
a
 


228 M. Matulin et al.

interactive active learning. It is a promising tool for training and complex problem
solving, which requires weighing multiple variables and situational decision-
making [1, 2]. That was most recently confirmed by Narciso et al. [3], who used VR
training to train professional firefighters. The study concluded that the VR training
program yielded significant knowledge transfer, even more so than real-life training.
The same conclusion is outlined in [4], where the authors investigated the effects of
VR training on the precision of hand movements.

However, using a VR environment for gaming, training, or other purposes comes
with a cost. The most obvious cost is the equipment cost, i.e., computer hardware
and software used to create, distribute and present the VR content and interact with
the objects inhabiting the virtual world. Yet another cost or downside of using VR is
cybersickness. When working with VR applications, especially during long training
sessions (e.g., close to one hour or more), the advent of cybersickness is almost
inevitable. Hence, what motivates us is to reveal its origins, influential factors,
and how to avoid it. The contributions of this paper are twofold. We are keen to
summarize previous studies’ results and then generate a concise set of guidelines
that could help the industry professionals mitigate the cybersickness risk and its
effects when VR and HMD systems are used for industrial training.

The paper structure is as follows. In Sect. 2, we will devote attention to briefly
explaining cybersickness, while Sect. 3 provides an insight into related studies and
their findings on what factors relate to the advent of cybersickness during the VR
sessions. We summarize those findings into guidelines for cybersickness mitigation
in Sect. 4. Section 5 concludes.

2 Cybersickness in Brief

Cybersickness is a type of motion sickness. Specifically, motion sickness appears
in real life while moving (for instance, in a car, boat, rollercoaster, etc.), while
cybersickness produces the same symptoms but without actual movement, since
it occurs in a virtual environment. The root cause of both conditions is a mismatch
between the body’s motion sensors and what the eyes convey to the brain.

Cybersickness can manifest itself while looking at the moving images on a
screen. For instance, while browsing through the smartphone or computer screen
by scrolling it, when using multiple screens, during telemeetings when other
participants control the screen, or in VR users (the latter being the focus of
this paper). The affected individuals can experience nausea, sweating, dizziness,
headache, and eye strain. Note that the symptoms are not to be taken lightly since
aftereffects can be long-lasting, making the individuals less effective in performing
other everyday tasks, such as driving. When using VR applications, the effect is
more pronounced and likely to appear if the HMD system is used for content
presentation, entirely enveloping a human visual system.

In the example shown in Fig. 1, a user’s body senses that it is at rest and sitting
down. However, the user is completely immersed in the VR scene; the HMD system
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Fig. 1 VR user in a virtual
race

and headphones keep the user’s audiovisual system busy and overwhelmed with
information. At the same time, the haptic steering wheel feeds the brain with motion
signals. In turn, this can confuse the brain while interpreting different sensory inputs.
The vestibular system thinks the body is resting, but the eyes see the rapid movement
on HMD screens. It contradicts these expectations, leading to cybersickness.

In 2022, Gao et al. analyzed the 288,685 players’ reviews of 506 VR games and
concluded that cybersickness is their significant concern [5], meaning it must not be
ignored when designing VR-based training programs.

3 Cybersickness Causality Factors

A wide variety of research focuses on finding the connection between virtual reality
and cybersickness. However, the relationship is not as straightforward as expected,
mainly because each individual reacts differently to the visual stimuli, making
it difficult to predict [6]. To that end, several research endeavors are targeted at
discovering the impact of human-related factors, such as age [7], gender [8], and
user psychological state [9]. Specifically, Koslucher et al. showed that females are
more susceptible to cybersickness than males [10]. Yet that claim was recently
challenged by Stanney et al. [11]. They argued that females are more frequently
experiencing the symptoms because HMD systems are usually designed for male-
sized heads (i.e., poorly fitted HMD can cause cybersickness). In 2021, Melo et
al. [12] also found no evidence that specific gender is more prone to developing
cybersickness.

It is worth noting that VR users with a history of migraines or concussions also
suffer a higher chance of getting cyber sick [10] and that sleep deprivation might
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strengthen the symptoms [13]. The importance of sleep was recently confirmed by
Ng et al. [14], who showed that rested users had higher cybersickness tolerance.
Additionally, participants with a lower pain threshold had slightly lower cybersick-
ness tolerance and reported more symptoms.

Apart from the individual susceptibility to cybersickness, numerous technical
factors play their role. Duh et al. [15] and Emoto et al. [16] both suggest that
the monitor size and the viewing angle can severely influence the possibility of
experiencing cybersickness. In [17], the authors conducted a study to test the impact
of VR gaming session duration and found that when using the HMD system, the
sickness occurred in all participants who played the game for 50 minutes. That is
in line with the recent study [18], which showed that even if the short 10-minute
breaks are introduced into the 50-minute VR sessions, there was no evidence that
breaks can mitigate the aftereffects.

Another influential factor is latency. When rotating the head in a virtual
environment with HMD on, adaptation to a newly displayed scene has to happen,
which takes time. In this process, high latency and the resulting low framerates can
lead to a reduced sense of presence [19], impaired task performance, reduced user
response, or simulator sickness [20]. It has been determined by Adelstein et al. [21]
that the critical end-to-end latency is 17 ms, but others found this threshold to be
even lower [22].

Apart from latency and the resulting framerate, the field-of-view (FOV) of the
virtual scene also interplays with the advent of cybersickness. Ajoy et al. [23] argued
that decreasing the FOV also decreases the sickness level, yet the cost is the decrease
in immersion and spatial awareness. In [24], the authors confirmed that the FOV
reduction could alleviate the symptoms but did not report any drawbacks in user
VR immersion when FOV is reduced. Furthermore, Naoki et al. discovered that
3D video yields higher discomfort levels than 2D video [25], while Ang et al. [26]
recorded a higher level of cybersickness if the virtual environment (presented with
an HMD system) consisted of regular bumps and irregular terrain (compared to
traversing on a flat geometry terrain).

The VR environment characteristics analyzed in [26] are an excellent introduc-
tion to another group of cybersickness influential factors: user movement control
within a VR environment. We already noted how the symptoms are experienced
when a mismatch between real-life body position (movement) and the VR position
of a user or its avatar exists. That means it is essential to understand how
different techniques for controlling the user position in VR space interplay with
cybersickness that may arise in some individuals.

In a virtual environment, a user can move around using various controllers:
keyboard, mouse, joystick, gamepad, or another kind of locomotion interface (like
the bouncing seat [27]), teleporting, body gestures (e.g., leaning the head like in
[28]), or by actually moving (walking) in a real-world while a computer tracks those
movements and calculates the position in the VR environment. Recently, Lin et al.
[29] proposed a novel locomotion technique called head-motion assisted locomotion
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that can reduce the cybersickness and obtain a higher presence than teleportation.
In [30], an impression of locomotion study was conducted. The authors found that
VR users can be tricked into experiencing movement (specifically, walking) even
if they are sitting down during the sessions. That helps avoid cybersickness issues
since the users feel more stable while sitting down. Yet, it must be noted that not
all industrial training programs (for specific job positions) can be completed using
only sitting-down-type exercises. Some jobs require learning, for instance, moving
objects around workshops or tool handling in different user postures.

4 The Mitigation Guidelines

Based on the literature review, we can now outline compact guidelines for cyber-
sickness risk mitigation when different training programs for industry professionals
are conducted in a virtual environment using HMD systems.

• Participants

– Recent studies found no evidence that specific gender is more prone to
cybersickness, i.e., both genders can participate in the training equally.

– Training program providers should ensure that all the participants are in
good health, not suffering from migraines, concussions, stability or postural
issues, have good eyesight, and are well-rested before engaging in the training
sessions.

• Training sessions

– The sessions should not exceed 50 minutes at one go; ideally, they may last
up to 40 minutes. 10-minute breaks can be introduced if necessary.

• Head-mounted displays

– HMD system used for training must be well-fitted to the participants’ heads,
e.g., it should be lightweight and include adjustable straps making it easy to
fit on different-sized heads.

– The screens in the HMD system should have a refresh rate of 60 Hz minimum
to avoid eye strain and have a high pixel density.

• Rendering device

– A computer or other type of device used for VR environment rendering and
control must be able to produce 60 frames-per-second on both HMD screens
in HD resolution at all times, ensuring fluent motion no matter how fast the
scene is changing.

– If a device used for VR environment rendering is fed with the VR content
from a network location (e.g., a cloud server), end-to-end latency should not
exceed 17 ms.
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• Virtual environment

– When possible, the VR environment (e.g., a factory hall, workshop, ware-
house, a worker’s workstation, etc.) should be a flat geometry terrain without
bumps or elevations.

– High-quality, high-resolution graphics should be used for textures and VR
object creation.

– The participants’ field of view may be reduced for their comfort and should
include the ground level.

• Movement and object control

– Walking in the real world should be avoided as a technique of moving around
the virtual environment. Different locomotion interfaces can be used instead.
Currently, promising results in preventing cybersickness are reported if body
gestures are used for movement in VR.

– If the training programs allow, the participants should be in the sitting position
while immersed in VR.

– While operating with virtual objects (for instance, different tools), it is
beneficial to use haptic devices and controllers to increase the sense of
immersion.

5 Conclusion

Nowadays, education via VR courses and training programs is gaining momentum.
What once started as a gaming gadget gradually becomes an effective tool for
professional training and skill transfer. The availability of 2D/3D/VR creation
tools, such as Unreal Engine or Unity, and HMD devices only propel that growth.
However, in this paper, we showed that VR also brings some drawbacks. The issue
of cybersickness arises, possibly transferring the training programs into a rather
unpleasant and uncomfortable experience that can lead to medical conditions like
nausea, dizziness, headache, etc.

Hence, we reviewed the relevant literature to derive a set of guidelines that may
help the industry professionals and the training providers mitigate the cybersickness
risk and effects. The guidelines highlight the six groups of measures that can be
taken to combat the condition and avoid its symptoms. It is difficult to define the
rank of these groups, for instance, by their importance; however, it cannot be ignored
that the locomotion interfaces used for moving around the virtual environment are
currently the focus of most researchers in this field. The goal is to develop a suitable
interface that: (a) would be easy to operate, (b) provides accurate haptic feedback
to a user, (c) contributes to achieving a sense of immersion, (d) does not require
elaborate user movement in real life, and (e) does not contribute to cybersickness
level.
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The outlook of our future research includes investigating viewers’ cybersickness
levels when watching different 360◦ videos using HMD devices like in [31]. We will
analyze how video content types and characteristics (resolution, framerate, bitrate)
affect the viewers’ sickness level.
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Research on the Influence of the Digital
Transformation on Operations
Management Practices: Challenges
and Future Directions

Anna Saniuk and Dagmar Caganova

1 Introduction

The digital transformation (DT) gives a chance to huge increase productivity
and innovation and also brings changes in the global economy in consumption,
investment, growth, employment, and trade [1, 2]. Without doubt, it leads to a
leap in efficiency and increases the effectiveness of value chains as well as helps
to reduce energy and resource consumption [3, 4]. DT has driven the new line of
research, because it generates many technical as well as management problems
in industrial enterprises, especially nowadays, when progressive digitalization,
automation, dynamic development of mobile wireless networks, and new advanced
technologies change the way of business activities [5–8]. Although most studies
have been devoted to the technological aspects of DT, rather little attention has
been paid to upcoming changes in operations management. Besides, there is rather
insufficient information about the way that top managers are currently applying
the digital transformation in their own everyday practices and what their expected
outcomes are. A number of research questions have been set: How the digital
transformation is changing an operations management? To what extent should
management change in the real industrial company in the digital transformation
environment? Which barriers have practitioners encountered?

The overall goal of this work is to investigate how the digital transformation
influences on operations management practices. For this aim, the qualitative data
was collected through an expert interview study to identify the key expected
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outcomes of the digital transformation in operations management. The article
concentrates on tangible good production and presents the research results based
on the individual in-depth interviews (IDI) with intentionally selected experts and
top managers from Polish medium industrial enterprises to derive practical insights.
This research proposal is a part of a wider debate and should help to investigate
the possibility of applying existing and creating new management methods for a
successful digital transformation.

The remainder of this paper includes five sections. Section 2 contains the
literature review. Section 3 identifies design methods and the study area selection.
Section 4 shows the qualitative research results, formulates the study findings, and
discusses the results of previous research. Section 5 defines the conclusions and
indicates the directions of future research.

2 Literature Review

2.1 Main Digital Manufacturing Technologies

The digital transformation observed on the global market is based on digital
manufacturing technologies (DMTs) represented by especially: cloud computing,
big data, Internet of things, blockchain technology, artificial intelligence (AI),
5G, 3D printing, cybersecurity, autonomous robots, simulations, digital twins,
additive manufacturing, machine learning, augmented and virtual reality, etc. [9–
11]. The evidence seems to be strong that the implementation of DMTs to improve
processes is a need of the day. Nevertheless, the study shows that enterprises mainly
concentrate in Just-in-Time manufacturing and Technology Management [12].

On the one hand, the implementation of Internet of things, cloud computing, and
big data technologies gives very big opportunities for industrial companies through
a significant increase in flexibility and efficiency, and better control over operations
and supply chain [13]. Mass personalization, mass customization, and simultaneous
reduction of manufacturing costs are possible. However, on the other hand, it is also
a huge challenge especially for SMEs, which represent about 90% of businesses
worldwide [7, 14]. Several researchers underline that the main strengths of small and
medium enterprises are especially short time of decision making, high flexibility,
and good employee relations and cooperation, while the greatest weaknesses are
infrastructural and technical constraints and small financial resources [15–22].

The significant object of DT is the cyber-physical system (CPS) which means
a set of machines, robots, IT systems, workpieces, vehicles, and devices equipped
with technologies, e.g., smart sensors, biosensors, RFIDs, telematics, microproces-
sors or complete embedded systems which are flexible and self-controlling. They
can collect and process data about themselves and their surroundings and also
asses data. However, the significant advantage is that CPS can communicate with
each other and different systems. All production areas should be fully integrated
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and also controlled using advanced IT technologies [23–25]. In addition, the real-
time connection of physical and digital systems is necessary [26]. Interconnection
among systems and different technologies such as cloud computing, sensors, radio
frequency identifier, and cyber-physical systems is also necessary [12].

The Industry 4.0 and Industry 5.0 concepts support DT and assume the appli-
cation of many different technologies which transform the industrial production.
Some of them are already used in manufacturing, especially in large enterprises, but
they can create together integrated, advanced, optimized, and automated production
flow with much higher productivity. CPS is connected along the value chain with
other systems by Internet-based protocols and allows data to be processed and
analyzed which is used to quickly adapt to changes, configure themselves, and even
to predict failures in advance. It leads to many changes in relationships between
manufacturers, suppliers, customers, and also between human and machine [27–
29]. Otherwise, it can significantly improve business and production processes
of the enterprise [30]. In this transformation, connected CPS allows a process
flexibility and efficiency to be increased, a quality of goods to be improved, and
at the same time the unit cost to be reduced. The manufacturing productivity and
competitiveness of companies can be higher [31, 32].

Nowadays, the digital transformation is a recent trend and a part of industrial
strategy allows connecting with partners, customized products, enhancing the work
environment, achieving autonomous processes, and synchronizing flows [27]. Many
studies presented in the literature have stated that digital manufacturing technologies
enable to monitor manufacturing processes, and improve their flexibility and
capabilities. Moreover, they pointed out that whereas cloud computing technology
and RFID are rather often used in practice, more expensive and revolutionary
technologies such as big data, collaborative robot, CPS, blockchain, and machine-
to-machine are still disused. A lack of experts, resources, research and development
departments, and complex IT tools are highlighted by many authors of research [33].

2.2 Changes in Operations Management in the Digital
Transformation Environment

In a dynamically changing environment and intense global competition, the ability
of manufacturing organizations to identify and seize opportunities in the market
becomes the basis for a competitive advantage [34]. The market existence of today’s
enterprises depends on the quick response and adaptation of the market offer to
constantly changing customer expectations [33]. The Covid-19 pandemic confirmed
these trends. An effective constant searching for new chances and occasions in
the market to achieve a competitive advantage, high organizational flexibility and
productivity, a quick response, and short decision-making processes are priorities in
the management of modern companies.
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In addition to technological changes, the digital technologies radically change
the structure and all management of the company at an internal level as well
as in relationships [31, 35–37]. It means strategic and operational changes and
also changes in relations between manufacturers and customers [38]. It is clear
that the digital transformation has a positive influence and creates new chances
for enterprises [39]. Several studies described in the literature have shown that
scientists and practitioners most often conduct research on technological changes
in companies, rather too less attention has been paid to changes in production and
management [40].

Operations management (OM) can be defined as a discipline which should be
used in problem solving in the management of the manufacturing industry [41]. OM
is described as planning, designing, and controlling of the manufacturing process
and “redesigning business operations in the production of products or services”
[42]. OM is also defined as “managing work to produce valuable results” [43] or as
“management of the transformation process that converts labor, capital, materials,
information, and other inputs into products and services for customers” [44].

DT involves high costs of implementing new technologies, the need to strictly
control costs, high pressure on reducing manufacturing costs, and shortening the
period of return on investment. A lack of resources and knowledge to implement
modern and advanced technologies are also barriers for companies [45]. As research
shows, mostly industrial enterprises are limited to introducing only Cloud Comput-
ing and Internet of Things. However, they do not introduce a real transformation of
the business models [33, 46]. The previous study pointed out that there is a need to
build new business models in the Industry 4.0 era [47].

The digital manufacturing fulfills individual customer needs through a greater
diversity of products manufactured in small quantities and even one-off items in
real time. It does not need to reconfigure an assembly line and setup times. The
industrial enterprises have to change from existing forms of business activity to the
new platform for much greater efficiency, flexibility, and speed. They should create
a smart factory oriented toward high value added production and high profitability
of production plants. This requires a huge transformation of organizations and their
processes. The process should be managed in a new way and a different approach to
management is required [26]. A digital thinking, collecting, and analyzing data are
important elements of a success [24, 25, 48].

It must be claimed that the organizational changes play important role in the
digital transformation. As a result of DT, a “different” enterprise is created, which
requires a different approach to management and a well-thought-out formulated ad
hoc strategy that included different aspects of the company’s operations, and also
changed relationships between clients, suppliers, producers, and employees [36].
The major drivers for DT investments should be: (1) a reduction in operating costs;
(2) an improvement of manufacturing speed; (3) an improvement of production
quality; and (4) an improvement of process quality [40, 49, 50]. As the research
indicates, enterprises which introduce the digital technologies must change their
strategy and overcome many barriers, whereas the most important of them include:
technical infrastructure, automation of devices which can communicate between
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them, employee skills, and collaboration with other companies in the aim to build
together network of companies – smart factories of the future [51, 52].

The previous studies about the DT clearly highlight a need to change the
approach to business models [17, 53–55], which mean a description of how the
company operates [56]. There are three approaches to business models: financial,
operational, and strategic. The financial approach refers to making decisions
regarding the financial aspects of the company and indicates how the company
generates profits. The operational approach mentions internal processes that are
involved in creating value, while the strategic approach is related to aspects of
company positioning, its development opportunities, and cooperation with other
entities.

The business model should lead to creating a balanced competitive advantage
of the company on a given market, based on both the financial and operational as
well as strategic aspects [57]. Innovations in business models provide financial and
business benefits by reducing costs and improving flexibility in adapting to changing
market needs and by avoiding or removing risks from competitors [58]. Customers
expect customized products tailored to their individual needs according to the mass
customization concept. As a result of the dynamic development of the Internet, the
producer has direct contact with the client. New possibilities of personalizing the
purchased products and obtaining information directly from customers about the
use of products and their future needs arise. The digital technology tools require a
high level of expertise and a large investment as well, but allow more flexibility to
be achieved due to a decentralization of information and decision-making process
[28, 59]. To reduce costs new business models should be created such as, for
example, product-as-a-service, in which investment costs are limited by replacing
them with operating costs such as leasing, subscription, lease, etc. Data analysis or
management of a machine park also can be treated as a service. The customized
products should be characterized by the well-coordinated combination of products
and services [60–62]. Companies have to be highly flexible. Customers expect
customized or even personalized products adapted to human necessities. The results
of the present studies also highlight that the digital servitization seems to be a current
trend in the market and means “an integration of products and services” [63–66].

3 Materials and Methods

3.1 Research Purpose

The paper is on the context of the digital transformation of industrial enterprises and
its impact on operations management. The aim of this study is to investigate how
the digital transformation of industrial enterprise influences operations management
practices. For achieving this aim, the research questions have been set, which are
listed below:
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• What is changing as an effect of digital transformation in industrial enterprises?
• Which of these changes may trigger the need for changes in operations manage-

ment to improve an economic efficiency?
• How to manage industrial enterprises to eliminate problems and threats within

DT environment?
• What changes in operations management need to be made to more effectively

implement DT?

Effectiveness is understood here as a result of actions taken, thanks to which
obtained effects exceed the expenditure incurred [67]. The conducted research
sought to improve an economic efficiency which means increasing in work effi-
ciency, productivity of fixed assets, investment, and production efficiency [68]. The
conducted research is based on medium industrial enterprises which belong to the
SMEs sector. Small and medium enterprises (SMEs) mean the enterprises which
“employ less than 250 employees and have an annual turnover not exceeding 50
million EUR and/or an annual balance sheet total not exceeding 43 million EUR”
according to the EU recommendation 2003/361 [69].

3.2 Research Methodology

To answer the questions, the following research methods were conducted:

Literature Review An attempt is made to structure the problem area through
analysis of existing needs and challenges for operations management of industrial
enterprises in DT environment. The previous studies are focused mainly on the new
technologies of DT. However, they do not introduce a completely new approach
to operations management and a real transformation of the business model. It is
clear therefore that there is a need to conduct research about upcoming changes in
operations management. Besides, the literature reviews recognize many symptoms
suggesting that a new approach to operations management in DT age in practice is
needed.

Individual in-depth interviews (IDI) with selected experts and operations man-
agers In light of the aforementioned gaps, the qualitative research was conducted
to identify how the digital transformation influences on operations management
practices. The individual in-depth interview analysis was used. This technique
enables to conduct intensive interviews with specially selected experts and top
managers from Polish medium industrial companies to identify upcoming needed
changes in the management process from their point of view and based on their
practical insights.

Firstly, the aim and the scope of the qualitative research method were explained.
The IDI research was designed to be semi-structured and use open-ended questions
to discuss from the digitalization and advanced technologies to their influence
on industrial enterprises. After that, the respondents were asked to identify their
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implications on operations management and next to describe the exact areas
of changes. Then, follow-up and spontaneous questions were used to stimulate
discussion and deepen the accuracy of the detailed changes described in operations
management and their cause-effect relationship with the digital transformation.

The interviews were conducted in Poland from September 2021 to April 2022.
Such a long period of research was associated with the restrictions related to the
pandemic Covid-19. IDI were conducted in intentionally selected 35 industrial
medium enterprises in Poland. The companies were purposefully selected for
interviews. They had to meet all of the following criteria: (1) belonged to the SME
sector; (2) were based in Poland; (3) have operated in the manufacturing sector
for at least 6 years. The individual in-depth interviews were made with specially
selected experts and operations managers of these enterprises. For each company
one employee was deliberately selected (35 people in total). In this research, the
interviewers (operations managers) were the critical determinant of the data. They
had to demonstrate interdisciplinarity, knowledge, and practice of both management
issues and advanced technologies. The results of the study were described in three
stages:

• Step 1 – identification of key factors that trigger the need to change the existing
solutions related to operations management.

• Step 2 - identification, what areas of OM should be changed.
• Step 3 – identification, what detailed changes in OM should be made.

The interviews were not recorded for three reasons. Firstly, many respondents
refused to be interviewed for the recording. Secondly, it was found that the con-
versation without recording was freer and less stressful for the respondents, which
favored a more accurate identification of changes in OM. Besides, interviewers feel
looser and say exactly what they think [70]. This is confirmed by studies that the
recording device which is used to record the conversation has an effect on the data
[71]. Thirdly, research indicates that the quality of data obtained by recording the
interview is similar to the quality of data obtained from taking notes immediately
after the interview and can be also the best approach [72]. The most important
information, critical points expressed by the operations managers were written down
during the conversation and detailed notes were prepared immediately afterward.

4 Research Results and Discussion

As a result of step 1, key factors, which have influence on operations management
in the future, were reported by the operations managers based on their extensive
practical experience (Fig. 1). The most frequently indicated factor was real-time
communication (RTC) mode. Thirty-three respondents highlighted an importance
of this factor and its influence on operations management. Especially, they expect
to increase a role of both the real-time analyzing data streams, real-time control as
well as decision-making policies. The previous research confirmed these opinions,
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Real-time Communication

Mass Customization or Mass Personalization

Processing Huge Amounts of Data

Augmented Reality Systems Supporting the Design and Servicing of Devices

Trade Finance Applications based on Blockchain Technology

Payment Systems based on Cloud Computing

Fig. 1 Key factors that have an influence on operations management in the digital transformation
environment. (Source: own study based on IDI results)

that the popularization of the Internet of things caused a need of processing and
analyzing data streams in real-time, which is a new challenge and is growing rapidly
[73–76]. The significant role and generation of data in all productive processes and
using them as a basis for decision making were pointed out in previous research
[77–78].

As many as 31 respondents identified mass customization or mass personaliza-
tion as the important ones. Mass customization (MC) means a kind of production
strategy in which enterprises connect customer and enterprise needs and offer a
mass-customized product at a low price [79–81]. The hybrid make-to-stock and
make-to-order manufacturing occurs when producers offer a great diversity of
products with satisfactory lead time [82]. Mass personalization (MP) can be defined
as a kind of production paradigm in which producers offer customers many mass
customized products and services and also they give the customer the opportunity
to order these products from anywhere in the world and at any time and they deliver
them in the way that customers choose [83].

Twenty-seven experts recognized processing huge amounts of data as a key
factor. Besides, 12 respondents revealed that augmented reality system supporting
the design and servicing of devices is a factor which can have an influence on
operations management due to shorten time of design and servicing and new
opportunities for planning. Eight respondents claimed that trade finance applications
based on blockchain technology are the key factor and six respondents indicated
payment systems based on cloud computing.
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Table 1 The result of IDI in SMEs – identification of changes in the production planning

Area of
changes Expected effects – IDI results

Production
planning

Continuous and automatic supplementation and updating of data on manufactured
variants of products
Appreciable decrease in time of each product variant realization (up to
24/36 hours)
Generation of automatic material orders taking into account the inventory in
real-time
Guaranteed order fulfillment within a few hours
Appreciable decrease in time of product design
Finite number of product variants
Planning ready-made procedures for the implementation of each possible product
variant
Efficient enterprise resource planning
Real-time production planning
Real-time production scheduling
Real-time enterprise resource planning
Real-time production changes
Leagile strategy – more often used
Agile strategy – more often used
Priority process automation according to the bottleneck
Continuous procedure planning oriented on reduction of bottlenecks

Source: own study based on IDI results

Then, IDI were analyzed by developing a list of significant areas of operations
management. As a result of step 2, the operations managers identified planning,
staffing, controlling, and organizing as the main areas of changes in operations
management which are the effect of the digital transformation.

In step 3, the respondents have revealed the detailed changes which are expected
in near future within highlighted areas of operations management. The interviews
clearly indicated a need of changes in production planning, which is a result of mass
customization or mass personalization (Table 1). Mass personalization production
means that a variety of retail channels and delivery methods should be applied –
traditional retail, outlets, etc., and also ordering by computer, mobile phones, etc.
[83]. The experts stated a necessity to introduce next-day or same-day delivery.
They highlighted an importance of real-time communication mode.

Mass customization should enable the customers to choose based on their
individual needs regarding the product appearance, features, and needs related to
their use, and to analyze the product life cycle to constantly improve the product.
Therefore, respondents pointed out that production planning process must enable,
on the one hand, the production of highly personalized products, on the other hand,
it must drastically reduce the time of design, planning, and production preparation to
allow production immediately after customer order. Thus, the selection of variants
of the manufactured product must be defined and prepared in such a way as to avoid
the need for time-consuming product design by preparing multiple versions of the
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designs in advance, and even the production of product components facilitating the
rapid production of customer-tailored product variants.

What is interesting, 9 experts proposed to use the strategy leagile and 7 experts
proposed the agile strategy to help preparing much faster products for quick
assembly according to customer needs. Based on the IDI, it was found that the
customized products must be considered simultaneously with a strong pressure to
reduce production costs (29 respondents) and shorten the deadline for preparing the
order for execution (22 respondents).

The experts concluded that the product variants possible to choose should be
characterized by:

• Low production costs (20 experts)
• Short time for preparing the order for execution (17 experts)
• Production capacity of the enterprise (13 experts)
• Production system bottleneck (11 experts)
• The possibility of material delivery according to the Just-in-Time principle (5

experts).

Similarly, the scientists based on previous research indicated a need of changes
in scheduling and production planning and control [84, 85]. DT enables to make
decisions of production planning and control by faster and efficient information
process helping to reduce the cost, increase profits and enhance operational effi-
ciency [86, 87]. Besides, the researchers also inferred that it is necessary to change
a delivery mode. Nowadays, customers expect next-day or even same-day delivery.
In the future will be expected a same-hour delivery. Retailers must deliver mass
personalized products using many different channels, orders, and delivery methods
[83, 88]. The meaning of the bottleneck was also indicated in other manuscripts
[89]. The personalized products increase enterprise financial results, however only
to some degree, beyond which they decrease what was indicated by M. Ben-Jebara
and S. B. Modi [90]. However, H.K.S. Lam, L. Ding, and Z. Dong stated that foreign
competition has less influence on product differentiation than on cost leadership
strategy [91]. Based on the literature analysis, scientists pointed out that new
technological innovation and digitization enable among others agile manufacturing
[92].

Secondly, the interviews have clearly shown a need of changes within controlling
(27 respondents), what is presented in Table 2. The introduction of the Industry
4.0 concept is resulted in digitization, automation and robotization, which are very
cost-intensive. Therefore, constant cost control and a pressure to reduce costs are
needed. The operations managers claimed that one of the effects of Industry 4.0 is a
significant increase in indirect costs (24 respondents). They stated that a new costing
method is required (17 respondents). It is expected faster cost measurement of
different, personalized products in real-time (12 respondents). Many of respondents
(8) have also reported that the high costs of new technologies are related to
the need to control and monitor the return on investment, which is expected by
owners/shareholders and management of the company.
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Table 2 The result of IDI in SMEs – identification of needs in controlling

Area of
changes Expected effects and needs – IDI results

Cost mea-
surement

Increase in indirect costs
More accurate settlement of indirect costs
More accurate cost control
New cost model
Replacing average cost on precisely calculated cost
Product unit cost determined on the basis of the cost of participation in individual
processes
Step reduction in the time of cost calculation of product variants
Continuous real-time updating of costs of individual processes
Continuous cost estimation of individual processes

Strategy Fast implementation of the strategy
Frequent introduction of changes
Use of procedures that allow for immediate changes in OM after the introduction
of new strategic goals
Strong pressure to introduce new technologies
Constant elements of the strategy linked with the Industry 4.0

Pricing The possibility of pricing a product variant based on continuously updated data on
costs
Real-time price calculation
Price calculation based on real-time changes in material costs

Source: own study based on IDI results

Using the IDI interview technique, respondents were asked about the possibility
of cost measurement with the currently used costing method after the implementa-
tion of Industry 4.0. Majority of experts (31) agreed that using the currently costing
method in their companies it is not possible to determine the unit product cost in
real-time. The average product unit cost based on information about the unit cost
of similar products (very approximate) can be calculated. Also, 29 respondents
claimed that it is not possible to estimate the unit product cost using the current
costing method in their enterprise when products differ only in finish, color, lead
time, packing time, transport costs, assembly time, etc. Nine experts proposed
to use the activity-based costing (ABC) method, which allows indirect costs for
individual product variant and cost of individual process to be detailed calculated.
The scientists based on previous research have expressed a similar view. A need of
more careful cost control, measurement, and a new cost model is reported in many
articles [84, 89, 93].

Besides, 22 practitioners expect a need of changes in strategy and 18 operations
managers in pricing. The respondents claimed that strategy should be oriented on
quick changes (24 experts) and new technologies (17 experts). Moreover, strategic
goals require fast implementation into enterprise practice in the light of very
changeable environment (14 experts). Similarly, the literature highlighted the crucial
role of a strategy in enterprise [91].
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Table 3 The result of IDI in SMEs – identification of changes in the organizing area

Area of changes Expected effects – IDI results

Organizational Structure
(OS)

Flatter OS
OS focused around processes
OS focused on quick changes
OS focused on innovation
Short decision-making process
Simple procedures
Less bureaucracy

Source: own study of IDI results

The interviews’ participants clearly recognized that fundamental changes during
the implementation of new technologies of the Industry 4.0 are needed in the orga-
nizing area (Table 3), especially within an organizational structure (18 respondents).
The organizational structure should be focused on processes (17 respondents),
innovation (13 respondents), and quick changes (9 respondents). It was also noticed
that the decision-making process should be shortened (12 respondents), especially
through simple procedures (9 respondents) and less bureaucracy (5 respondents).

Moreover, the respondents underlined that it is needed a flatter structure – a
horizontal structure (16 respondents). Therefore, using the IDI interview technique,
the most important benefits of introducing a horizontal structure to the company
were determined, based on the opinions of experts from these companies who
already had experience in the functioning of such a structure (9 experts in total):

• Easier information flow (8 experts)
• Increasing the flexibility of the company through better possibilities of coordi-

nating all activities focused on processes (7 experts)
• Increased responsibility of teams (5 experts)
• Information flow in both directions (4 experts)
• Increased employees’ sense of responsibility for the results of the introduced

changes (4 experts)

The literature analysis confirmed that a result of digitization in the Industry 4.0
era are changes within organizational structure [94, 95]. Many scientists reported
that a flat hierarchy within organizational structure as well as decentralized decision-
making is expected [59, 96–98].

Key changes are required in the staffing area that operations managers revealed
(see Table 4). The interdisciplinary knowledge of employees and a necessity of
interdisciplinary teamwork are very strongly highlighted in IDI research (all 35
respondents). The experts recognized that a greater responsibility and independence
of employees are needed (28 respondents), especially due to more new and
unexpected problems resulting from the implementation of the advanced digital
technologies (22 respondents). Furthermore, a wide range of employee tasks has
been stated (19 respondents), which explains, among others, the interdisciplinary
nature of employees.
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Table 4 The result of IDI in SMEs – identification of changes in the staffing area

Area of
changes Expected effects – IDI results

Human
resources
(HR)

Significantly greater interdisciplinarity of employees
Motivation system oriented toward introducing new technologies
Procedures which allow easy replacement of employees
Precise division of tasks
Greater responsibility and independence of employees
Preparation for a wide range of employee tasks
Greater pressure to perform tasks
Clear procedures
Clear division of responsibilities
More teamwork
Interdisciplinary team
Greater responsibility of teams
Employees’ responsibility for the execution of orders
Great independence of employees
Increased responsibility for employees’ decisions

Source: own study of IDI results

Likewise, prior studies demonstrated a need of interdisciplinary knowledge
of employees, interdisciplinary team creation, and quick adaptation to frequent
changes [59, 92]. The necessity of multi-disciplinary approach, new skills, and
capability was underlined by G. Culot, G. Nassimbeni, G. Orzes, and M. Sartor
[99, 100].

5 Conclusions

The aim of this research was to define the upcoming effects of the digital trans-
formation on operations management in industrial enterprises. The study is based
on a qualitative approach and reported results of the individual in-depth interviews
with specially selected experts and operations managers based on their extensive
experience. The interviews included three stages and identified significant factors
that are expected to trigger a need for changes, main areas of changes in OM, and
description of detailed changes which should be made.

The following significant conclusions and recommendations can be drawn from
the present research about trends and upcoming changes in operations management
based on the results and outcomes of qualitative research:

1. The study has found that generally the changes in OM caused by the digital
transformation are expected in planning, controlling, organizing, and staffing
areas.

2. Taken together, the operations managers have identified that the main reasons for
upcoming changes are a result of rapidly evolving technologies and increasing
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opportunities arising from real-time communications and a possibility to process
huge amounts of data. They have stated the development of mass customization
and mass personalization as the next main factors. Besides, they revealed that the
augmented reality systems supporting the design and servicing of devices, trade
finance applications based on blockchain technology and payment systems based
on cloud computing have a great influence on changes in operations management.

3. The results of these interviews have shown that an industrial company in the
digital transformation environment should react rapidly to changes. Therefore,
the organizational structure should be flatter and also fast implementation of
strategy and much greater interdisciplinarity of employees are needed.

4. The respondents of this study pointed out that mass customization and mass
personalization lead to a huge diversity of products in smaller quantities. The
customers can choose variants of products and expect an immediate delivery.
Therefore, producers have to organize production in such a way that the assembly
and delivery should be realized no more than about 36 hours. This causes the need
for changes in planning, developing the new cost models, and changes in pricing
based on real-time mode.

5. The extensive experience with the digital transformation of operations managers
has shown that all time-consuming processes must be prepared in advance, and
even many of them to a large extent, which causes the need for changes in the
field of planning and controlling.

6. One of the more significant findings to emerge from this study is that the
employees must be much more interdisciplinary, work in interdisciplinary teams,
and take more responsibility for their actions.

Overall, the better part of the findings of this investigation complements earlier
research. These obtained study results are relevant and should be of wide interest for
both academics and practice experts. The revealed reasons and expected outcomes
of the digital transformation in operations management enable a conceptual frame-
work for future studies in the scope of new business models supported the digital
transformation.

The findings from the presented research make twofold contribution to the
current literature. First, without doubt, several changes in operations management
were identified which can be very useful and allow a new approach to OM in the
digital transformation environment to be built. Second, a formulation of expected
changes helps to assess and modify existing or create new management methods
in conditions of the developing digital transformation. By shedding light on these
results, scientists and practitioners are able to device better methods and solutions
for improving the management of manufacturing SMEs. Besides, the findings of
this study can help to build a solid base for improving the strategy and a reference
point to inspire scientists to conduct further research in this direction.
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