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Abstract. Artificial Intelligence (AI) has been increasingly used to
assist decision making in different domains. Multiple parties are usu-
ally affected by decisions in decision making, e.g. decision-maker and
people affected by decisions. While various parties of users may have dif-
ferent responses to decisions regarding ethical concerns such as fairness,
it is important to understand whether a compromise on fairness exists
in using AI models. This paper takes AI-assisted talent shortlisting as a
case study and investigates perception of fairness, trust, and satisfaction
with decisions of both recruiters and applicants in AI-informed decision
making. The compromises on fairness between decision-maker and peo-
ple affected by decisions are identified which are then explained by social
and psychological theories. The findings can be used to help find compro-
mising points between decision-maker and people affected by decisions
so that both parties can reach for a balanced state in decision making.
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1 Introduction

Artificial Intelligence (AI) and Machine Learning (ML) algorithms have been
increasingly used in shaping our everyday lives and activities in different domains
especially human related decision making such as allocation of social benefits,
hiring, and criminal justice [4,8,11]. As a result, the ethical issues of AI are
becoming key concerns in algorithmic decision making. AI algorithms, trained on
a large amount of historical data, may not only replicate, but also amplify exist-
ing biases or discrimination in historical data [32]. Therefore, fairness has espe-
cially been becoming one of actively discussed ethical concerns in AI-informed
decision making tasks where multiple parties are usually involved and affected
by decisions. Fairness is defined as a global perception of appropriateness – a
perception that tends to lie theoretically downstream of justice [9]. In the algo-
rithmic context, fairness means that algorithmic decisions should not create dis-
criminatory or unjust consequences [28]. Examples of bias discrimination are 1)
banks evaluating credit risks based on race or gender and not on financial score,
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and 2) courts judging the recidivism rate of prisoners based on races. Algorith-
mic fairness is a complicated topic and extensive research has been investigated
focusing on fairness definitions (ranging from statistical bias, group fairness, to
individual fairness) and unfairness quantification [10,12,22].

Taken the recruiting scenario in the human resources context as an example,
AI algorithms are often used to shortlist applicants. The laws such as Australia’s
Anti-Discrimination Law require that different groups (e.g. male and female)
should have equal employment opportunity, which implies that the shortlisting
should keep a similar proportion of both male and female candidates for the fair-
ness (equal opportunity for male and female candidates). The AI algorithm is
designed and trained to meet such fairness requirement. When the AI algorithm
is used to shortlist candidates, female candidates are hurt by the AI algorithm
if they are shortlisted with a less proportional number than male candidates.
This means that the level of fairness of the AI algorithm is not high enough. In
addition, AI model accuracy is another factor that affects user’s responses to AI
solutions such as user trust [29]. For example, if the AI model accuracy is low,
it may affect recruiters’ trust because they may not get the most appropriate
candidates for a position. However, if the AI model accuracy is very high, the
applicants may have questions on the fairness of decisions since fairness usually
comes with a trade-off over AI model accuracy [19,23,27]. As it can be seen from
this recruiting scenario example, at least two parties are involved in AI-informed
decision making: decision-makers (recruiters in this example) and people affected
by decisions (applicants in this example). The influence of AI-informed decision
making on them and their expectations are different: recruiters prefer high model
accuracy to get the most appropriate candidates, while applicants prefer high
fairness in recruiting to get equal opportunities. However, decisions usually can-
not meet preferences from both parties at the same time so that both parties
agree to and are satisfied with decisions.

As a result, important questions are posed on the use of AI:

– Whether people in different roles in AI-informed decision making have differ-
ent perception of fairness, trust, and satisfaction with decision making?

– Whether there is a compromise on fairness between people in different roles
in AI-informed decision making?

In order to answer these questions, this paper takes AI-assisted talent short-
listing as a case study and investigates perception of fairness, trust, and satisfac-
tion with decision making of both recruiters and applicants in AI-informed deci-
sion making. Different introduced fairness (refers to the inherent algorithmic fair-
ness) andmodel performance are introduced andmanipulated inAI-informeddeci-
sion making tasks. The responses in perception of fairness, trust, and satisfaction
from recruiters and applicants at each introduced fairness level and model per-
formance are compared to find any differences in responses from recruiters and
applicants. Compromises on fairness between decision-maker and people affected
by decisions are identified if both parties have the same responses in perception
of fairness, trust, or satisfaction under a given introduced fairness level and model
performance. A user study has been conducted to answer research questions.
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2 Related Work

2.1 Fairness-Accuracy Trade-Off

A large amount of work has shown that fairness usually comes with a trade-
off over accuracy. Zliobaite [38] presented a theoretical and empirical analysis
of trade-offs between accuracy and fairness. They argued that comparison of
non-discriminatory classifiers needs to account for different rates of positive pre-
dictions, otherwise conclusions about performance may be misleading in binary
classification. Martinez et al. [20] used Pareto frontiers to dynamically re-balance
subgroups’ risks to minimize performance discrepancies across sensitive groups
without causing unnecessary harm. They argue that even in domains where fair-
ness at cost is required, finding a non-unnecessary-harm fairness model is the
optimal initial step. Pleiss et al. [23] investigated the tension between minimis-
ing unfairness across different population groups while maintaining calibrated
predictions. It shows that maintaining cost parity and calibration is desirable
yet often difficult in practice. They argue that as long as calibration is required,
no lower-error solution can be achieved.

Wang et al. [27] showed that traditional approaches that mainly focus on opti-
mising the Pareto frontier of multi-task accuracy might not perform well on the
trade-off between group fairness and accuracy. They proposed a new set of met-
rics to better capture the multi-dimensional Pareto frontier of fairness-accuracy
trade-offs uniquely presented in a multi-task learning setting. Zhao and Gor-
don [31] theoretically and empirically investigated the problem of quantifying
the trade-off between utility and fairness in learning group-invariant representa-
tions. They proved a lower bound to characterize the trade-off between fairness
and the utility across different population groups.

2.2 Human Responses to AI

Since AI is often used by humans and/or for human-related decision making
[26], humans’ responses to AI play an important role in AI-informed decision
making. This section reviews some of the most investigated human responses
to AI including human’s perceived fairness (perception of fairness), trust, and
satisfaction.

The perception of fairness is a central component of maintaining satisfac-
tory relationships with humans in decision making [1]. The perception of fair
treatment on customers is found to be important in driving trustworthiness and
engendering trust in the banking context [24].

In AI-informed decision making, algorithmic factors have been studied on
how the technical design of an AI system affects people’s fairness perceptions.
For example, Lee et al. [16] found that people had different variations in the
preferences for the three fairness metrics (equality, equity, efficiency) impacted
by the decision. Human-related information has also been investigated on their
effects on the perception of fairness. For example, education and age have been
found affecting both perceptions of algorithmic fairness and people’s reasons for
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the perception of AI fairness [14]. Zhou et al. [37] found that introduced fairness
is positively related to perception of fairness.

User trust in AI-informed decision making has been extensively investigated
from different perspectives. Zhou et al. [33,36] argued that communicating user
trust benefits the evaluation of effectiveness of machine learning approaches.
Confidence score, model accuracy and users’ experience of system performance
have been studied on their effects on user trust [30,34]. Zhou et al. [35] found that
the presentation of influences of training data points significantly increased the
user trust in predictions, but only for training data points with higher influence
values under the high model performance condition.

Theoretical arguments and empirical evidence suggests that satisfaction be
among the most important of reactions to the appraisal process [15]. User’s
satisfaction is another factor that affects the effectiveness of AI-informed decision
making. For example, Allam and Mueller [2] found that visual and example-based
explanations integrated with rationales had a significantly impact on patient
satisfaction in AI diagnostic systems.

These previous work primarily focuses on responses from one party such
as decision-maker’s response or response of people affected by decisions in AI-
informed decision making. However, less attention has been paid to responses
from both sides of decision-makers and people affected by decisions in AI-
informed decision. This study investigates the responses from both sides in AI-
informed decision to find their differences and whether there is a compromise
over decisions.

3 Preliminary Knowledge

Fairness is a complex and multi-faceted concept that depends on context and
culture [3]. Various mathematical definitions of fairness have been summarised
because of various reasons such as different contexts/applications, different stake-
holders, impossibility theorems, as well as allocative versus representational
harms. It shows that it is impossible to satisfy all definitions of fairness at the
same time [3].

In this study, the statistical parity, one of group fairness definitions, is used
to represent fairness. The statistical parity suggests that a predictor is fair if the
prediction Ŷ is independent of the protected attribute Z so that

P
(
Ŷ |Z

)
= P

(
Ŷ

)
. (1)

It also means that subjects in both protected and unprotected groups have
equal probability (P ) of being assigned to the positive predicted class. Taken
the recruitment as an example, this would imply equal probability for male and
female applicants to have positive predicted recruitment:

P
(
Ŷ = 1|Z = 0

)
= P

(
Ŷ = 1|Z = 1

)
(2)
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where Z = 0 represents male applicants and Z = 1 represents female applicants.
Based on these preliminaries, statistical parity difference (PD) is defined as:

PD =
∣∣∣P

(
Ŷ = 1|Z = 0

)
− P

(
Ŷ = 1|Z = 1

)∣∣∣ (3)

where PD is in the range of [0, 1]. PD = 0 represents the complete fairness,
and PD = 1 represents the complete unfairness. This paper manipulates various
fairness levels of PD between [0, 1] (called introduced fairness in this paper) to
learn how introduced fairness is perceived and affects user responses in algorith-
mic decision making.

4 Method

4.1 Case Study

A company needs to recruit staff for a position. They posted the position descrip-
tion and a large number of applicants submitted their applications for the posi-
tion. A machine learning system named Automatic Recruiting Assistant (ARA)
is simulated to help to process applications and shortlist applicants for interview-
ing. ARA is a laboratory simulated candidate assessment tool that is supposed
to use historical recruiting data to train a machine learning model and predict
whether a candidate will be shortlisted.

In this study, a participant is told to act as either a Recruiter (R) or an Appli-
cant (A) but not both. The participant is then required to conduct tasks and
answer questions by giving information on the ARA performance information
and shortlisting information of male and female applicants as a role of recruiter
or applicant.

4.2 Fairness-Performance Space

In this study, introduced fairness (defined in Eq. 3) and model performance of ML
models are manipulated and presented to participants to investigate responses
of participants on the perception of fairness, trust, and satisfaction. There-
fore, introduced fairness and performance form a 2D space. In this 2D space,
each point represents a task condition of introduced fairness and model perfor-
mance pair (f, p). The values in the dimension of model performance investigated
include 70%, 80%, and 90% which correspond to low, middle, and high model
performance respectively.

In the fairness dimension of the 2D space, the gender of applicants is used as
the protected attribute in the recruitment scenario. The PD is used to measure
the fairness and defined as the difference of shortlisted rate by the gender. In
this study, fairness is introduced by manipulating PD with its discrete values of
0, 0.1, 0.2, 0.3, . . . , 0.8, 0.9, and 1.0, where each PD’s discrete value was used as
a measure of fairness to define the number of male and female applicants as well
as number of male and female applicants shortlisted in each task respectively.
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4.3 Task Design

In this study, tasks with different model performance and introduced fairness
pair conditions were designed to investigate their effects on user’s perception of
fairness, trust, and satisfaction in AI-informed decision making. Table 1 shows
11 fairness presentation examples corresponding to different PD values. In this
table, “Rate (M)” and “Rate (F)” represent the predicted success rate of male
and female applicants respectively, “Male #” and “Female #” represent the
number of male and female applicants respectively, and “Listed Male #” and
“Listed Female #” represent the number of shortlisted male and female appli-
cants respectively. All together 33 (11 × 3) tasks were designed and conducted by
each participant based on eleven (11) fairness presentation examples and three
(3) model performance levels (70%, 80%, 90%). Two additional training tasks
were also conducted by each participant before the formal tasks. The order of
formal tasks was randomized during the experiment to avoid any bias.

Table 1. Examples of fairness presentation in tasks.

Example# PD Rate (M) Rate (F) Male# Female# Listed Male# Listed Female#

1 0 0.8 0.8 10 10 8 8

2 0.1 0.7 0.8 10 5 7 4

3 0.2 0.6 0.8 5 5 3 4

4 0.3 0.8 0.5 5 10 4 5

5 0.4 0.8 0.4 5 5 4 2

6 0.5 0.7 0.2 10 5 7 1

7 0.6 0.8 0.2 5 5 4 1

8 0.7 0.1 0.8 10 5 1 4

9 0.8 0.9 0.1 10 10 9 1

10 0.9 0.1 1 10 10 1 10

11 1 1 0 5 10 5 0

During the task time, each pair of fairness and model performance is firstly
presented to participants with visualisations. Figure 1 shows the screenshot of
visualisations in a task conducted in the experiment. The left barchart shows
the number of applicants and number of applicants shortlisted by ARA for both
males and females, which implies the fairness status in shortlisting for males and
females. The right circular chart represents the model accuracy in shortlisting.
After reading these information, participants are then asked to agree or reject
decisions made by the ARA followed by different survey questions on perception
of fairness, trust, and satisfaction in AI-informed decision making.

4.4 Scales of User Responses

Different questionnaires with Likert-type response scales are used in this study
to collect responses of perception of fairness, trust, and satisfaction of users. The
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Fig. 1. Visualisation of fairness and model performance (accuracy of ARA).

scale is on a 5-point Likert-type response scale ranging from 1 (strongly disagree)
to 5 (strongly agree) for each questionnaire on perception of fairness, trust, and
satisfaction respectively.

Trust Scales. Trust is assessed with four items using self-report scales as the
following [21].

– I am happy with help provided by the ARA.
– I have confidence in the advice given by the ARA.
– I can depend on the ARA.
– I can trust the ARA to make the correct selection.

Scales of Perception of Fairness. The perception of fairness of participants
is assessed with the following two items.

– Overall, female and male applicants are treated fairly by ARA.
– I believe the ARA is a competent performer for both men and women.

Scales of Satisfaction. The satisfaction of participants is assessed with the
following item [15,25]: overall, I am satisfied with the recruiting by considering
both the performance of ARA and the fairness.

4.5 Experiment Setup

Due to social distancing restrictions and lockdown policies during the COVID-
19 pandemic, this experiment was implemented using Python web framework
and was deployed on the cloud server online. The deployed application link was
then shared with participants to invite them to conduct tasks. In this study,
participant responses to tasks were stored in a MySQL database.
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4.6 Participants and Data Collection

In this study, 60 participants were recruited to conduct experimental tasks via
various means of communications such as emails, text messages and social media
posts who were mainly university students and 19 participants were females. Of
all participants, 30 participants randomly acted as job applicants and other 30
participants acted as HR recruiters in the experiment.

After each task was displayed on the screen, the participants were asked to
answer questions based on the task on perception of fairness, trust, and satis-
faction in the AI-informed decision making respectively.

Fig. 2. Overall average responses in trust, satisfaction, and perception of fairness
regardless of model performance.

5 Analyses and Results

This section analyses the collected data to answer our questions. We aim to
understand whether two parties affected by decisions from AI have the same
responses to AI-informed decision making from the perspectives of perception of
fairness, satisfaction and trust.

When two parties have similar responses to decisions from AI under a given
introduced fairness condition, it shows that they both agree with the effects
of the specific introduced fairness on the decision. We can say that there is
a compromise between two parties regarding the introduced fairness despite
the decision maybe affecting them differently. When two parties show different
responses to decisions under a given introduced fairness condition, it implies that
there is a disagreement between two parties regarding the introduced fairness.
The outcomes of the study can be used to customise user interface or take
different measures when there is no compromise.

In order to perform the analyses, we first normalised the collected data of
trust, satisfaction, and perception of fairness with respect to each subject to
minimise individual differences in rating behavior using the following equation:

V N
i =

Vi − V min
i

V max
i − V min

i

(4)
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where Vi and V N
i are the original rating values and the normalised rating values

respectively from the user i, V min
i and V max

i are the minimum and maximum of
the ratings of trust, satisfaction, or perception of fairness respectively from the
user i in all of his/her tasks.

Figure 2 shows the overall average responses of participants in trust, satis-
faction, and perception of fairness (or perceived fairness) regardless of model
performance. t-tests were used to compare differences in trust, satisfaction, and
perception of fairness between applicants and recruiters at each introduced fair-
ness level. There are no statistically significant differences found in both trust
and perception of fairness between applicants and recruiters at each introduced
fairness level. However, it was found that recruiters showed statistically signif-
icantly higher trust than applicants at the introduced fairness level of 0.6 (t =
1.9905, p < .048), and no significant differences were found in trust between
recruiters and applicants at other introduced fairness levels. The results also
show the decreasing trends of trust, satisfaction, and perception of fairness with
the increase of PD values on the horizontal axis (the decrease of introduced
fairness levels), which is consistent with the previous research [37].

Figure 3 shows the average responses of participants in trust, satisfaction,
and perception of fairness per different model performances. t-tests were applied
to compare differences in trust, satisfaction, and perception of fairness between
applicants and recruiters at each introduced fairness level under different model
performances. From Fig. 3, it was found that:

– As it is expected, the recruiters have overall lower satisfaction when per-
formance is low (at the region 1 in Fig. 3), and the applicants have overall
lower satisfaction when fairness is low while performance is high. However, we
observed the higher satisfaction at the region 1 for applicants even if the fair-
ness is low. If we compare it to the region 2, then we can see the actual value
at the region 1 is lower than the region 2. Here we argue that the applicants’
satisfaction is higher than recruiters due to the low model performance.

– We observed that there was a significantly higher level of satisfaction from
recruiters than applicants at the region 2 (t = 2.4918, p < .0156). This can
be explained that even recruiters thought the fairness was poor, they were
still satisfied with ARA.

– We also observed that recruiters showed lower trust under low model perfor-
mance (at the region 3), this is further affected by fairness. If we compare the
region 3 to the region 4, we can see that recruiters trust less at the region 3.
We assume that the recruiters may consider fairness-accuracy trade-off here,
since we can observe that their trust at the region 4 is higher than applicants,
where the fairness is lower.

– We observed that the compromised setting can be achieved. It is obvious that
high model performance (90%) and high fairness (close to 0 of introduced
fairness) were highly rated and satisfied by both parties (the region 5). And
low performance (70%) and low fairness were rated low and less satisfied by
both parties (the region 1 and the region 4). The more compromised setting
is at the region 7 that both parties had the same satisfaction.
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Fig. 3. Average responses of participants in trust, satisfaction, and perception of fair-
ness per different model performances.

– Recruiters showed statistically significantly higher level of perception of fair-
ness than applicants at the introduced fairness level of 0.7 when the model per-
formance is 70% (t = 2.8366, p < .0062). Furthermore, we can see that almost
all recruiters rated the perception of fairness higher than applicants when the
model performance is 70%. This is maybe because that the recruiters may
expect lower fairness to improve the performance given the trade-off between
accuracy and fairness. However, recruiters showed statistically significantly
lower level of satisfaction than applicants at the introduced level of 0.4 when
the model performance is 70% (t = 3.1949, p < .0023). Under each studied
model performances, we have not found other significant differences between
recruiters and applicants in trust, satisfaction, and perception of fairness at
different introduced fairness levels.



Does a Compromise on Fairness Exist in Using AI Models? 201

6 Discussions

Multiple parties are usually involved in an AI-informed decision making, e.g.
decision-maker and people affected by decisions. Different parties may have dif-
ferent responses to a decision from AI-informed decision making. This study took
the AI-assisted talent shortlisting as a case study and investigated satisfaction,
trust, and perception of fairness of parties (recruiters and applicants) related to
decisions respectively. The results showed that compromises on fairness did exist
in AI-informed decision making under given model performances and introduced
fairness levels.

Fairness heuristic theory [6,18] suggests that when individuals face uncertain
circumstances they rely on impressions of fairness to determine whether to coop-
erate and enter into exchange relationships with the other party, which suggests
that individuals use fairness judgements to form their perceptions of trust. The
social exchange theory [5] also argues that fair actions and the treatment by
one party generate reciprocation in the form of trust by the other party in the
exchange. In the context of talent shortlisting in human resource settings used
in this paper, recruiters were unsure about the outcomes from the Automatic
Recruiting Assistant when the model performance was low, resulting in the low
perception of fairness as shown in the region 4 in the right diagram of the first
row in Fig. 3, and therefore also resulting in low trust as shown in the region 4
in the left diagram of the first row in Fig. 3. The similar conclusion was observed
for applicants as stated in the previous section.

Fig. 4. Heider’s POX model.

In the psychology of motivation, balance theory proposed by Fritz Heider
[13] conceptualizes the cognitive consistency motive as a drive toward psycho-
logical balance. It assumes that individuals retain their psychological balance
and develop their relationships with others or things within their circumstances.
They prefer to maintain a balanced state through a series of cognitive opera-
tions that balance out their likes (represented by “+”) and dislikes (represented
by “-”) to create equilibrium. Balance theory is often termed POX theory, rep-
resenting the balanced/imbalanced state of individuals from the relationships
among one person (P), the other person (O), and an attitudinal thing or object
(X), as shown in Fig. 4. In this triadic relationship, a balance is achieved when
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there are three positive (+) links or two negatives (-) with one positive. Balance
theory has been used in social psychology to understand various interpersonal
relationships such as service quality, customer behaviour understanding [7,17].
Such balance theory can be used to explain the satisfaction of applicants and
recruiters across different model performances in the talent shortlisting example
conducted in this paper. As shown in Fig. 3, applicants showed an overall higher
satisfaction level with AI than recruiters when the model performance is 70%,
and vice versa when the model performance is 90%. All these result in “tensions”
between applicants and recruiters. To reduce “tensions”, this study modulated
the model performance to 80%, and recruiters and applicants reached a balanced
state (the region 7), where recruiters and applicants compromised and had the
similar level of satisfaction.

The findings from this study can be used to help find compromising points
between decision-maker and people affected by decisions so that both parties
can reach for a balanced state in AI-informed decision making. Such findings
also suggest AI developers as well as AI users that different stakeholders can be
considered together in AI-informed decision making so that all stakeholders can
satisfy with decisions.

7 Conclusion and Future Work

Since multiple parties are usually affected by decisions in AI-informed decision
making and they have different responses regarding the fairness, this paper inves-
tigated whether there is a compromise on fairness in using AI models by exam-
ining user’s satisfaction, trust, and perception of fairness in AI-informed deci-
sion making. The paper took the AI-assisted talent shortlisting as a case study
to compare responses to decisions from recruiters and applicants. The results
showed that compromises on fairness did exist in AI-informed decision mak-
ing under given model performances and introduced fairness levels, which can
be used to help find compromising points between decision-maker and people
affected by decisions so that both parties can reach a balanced state The future
work of this study will focus on the setup of a compromise profile for an AI-
informed decision making through investigation of wider model performances
such as from 50% to 100% and such profile can be used to guide the use of AI
solutions for more effective decision making.
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