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Abstract. Conventional Proportional Integral Derivative controllers are (CPID)
unable to provide suitable performance because of large overshoots and oscilla-
tions for integrating and nonlinear systems. PID control is extensively used in
different control systems, but due to analytically selected parameters K p, K1, Kp
it is tough to attain parameter optimization. So, it is necessary to use adaptive PID
controllers (APID) to get desired performance. Ziegler—Nichols(Z-N) method is
a classical method which is used tune the PID parameters in conventional way.
It is not easy to tune PID parameters using this method. Ziegler—Nichols tuned
PID controller provides better response compare to conventional PID controller.
But still there exist some large overshoot and takes more time to damp out oscil-
lations. Natural evolution is represented by Genetic Algorithms (GAs) and for
optimization this stochastic global search method is used in this problem. Here,
the comparison has been made between PID controller tuned with different stan-
dard classical methods along with fuzzy PID (FPID) and proposed genetic algo-
rithm based adaptive PID control (GAPID) technique. It has been found that better
response is obtained by adaptive GAPID compare to classical methods and FPID.
It is observed that the 24 order time delay system having delay time L = 0.2 s and
L = 0.3 s, GAPID gives minimum rise time and settling time compare to other
methods.
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1 Introduction

The time gap between the starting point of an event and its output in another point is
characterized as delay in a control system [1]. It is important to evaluate the performance
as well as stability of the system with delay which renowned as transport lag, dead time,
time lag etc. Mostly PI and PID controllers are used to get better performance due to their
simple construction and less maintenance [2, 3]. It has been observed that in absence of
derivative action creates a PID controller simple and less responsive to noise. For more
settings of PI controller, usually Ziegler—Nichols proportional Integral Control (ZNPIC)
technique is applicable for first and second order system. Sometimes ZNPIC technique
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is not preferable due to unnecessary oscillation and overshoot [4-6]. PID controllers
are widely used in industrial closed loop control now-a-days and ZN tuning is one of
the most common approaches for obtaining realistic initial settings for PID controllers.
It has been observed that Ziegler-Nichols Proportional Integral Derivative (ZNPID)
technique is acceptable for first order system but not able to get suitable performance
for high order system [6]. So far several classical methods are implemented to find
specific parameters of PI or PID controllers to get desirable output in physical system.
It has been seen that Panda et al. [7] proposed a PI controller in which gain values
can be scheduled. Here the values of proportional and integral gain can be updated
depending on the process error. Weng Khuen Ho et al. (1996) focused on the efficiency
and resilience of well-known PID formulas (Ziegler-Nichols, Cohen-Coon, and tuning
formulas) for the processes having deadtime between 0.1 and 1 [8]. In 2011, C. Dey
et al. reported an auto tuning PID controller All of the PID controller’s components
are separately updated online by a nonlinear updating factor. In this paper performance
and stability robustness of APID are implemented by introducing some disturbances
in model and controller parameters [9]. Rajani K. Mudi et al. proposed an augmented
Ziegler—Nichols tuned PI controller (AZNPIC) to get better values of system parameters.
Because of poor performance of Ziegler—Nichols tuned PI and PID controllers for high
order and non-linear system, this AZNPIC is introduced [10]. It is also observed that the
performance of AZNPIC is far better than ZNPIC as well as Refined Ziegler—Nichols
tuned PI controller (RZNPIC). To resolve this above said issue an improved auto-tuning
scheme is implemented for Ziegler—Nichols (ZN) tuned PID controllers (ZNPIDs). To
overcome maximum overshoot in high order non-linear system ZNPIDs are upgraded
and implemented [11]. In this paper, a comparative study is being observed of augmented
Ziegler—Nichols tuned PID controller (AZNPID) for high order linear and non-linear
dead-time processes over ZNPID and RZNPID. In spite of quite acceptable output using
these classical methods, it will be very difficult to tune for a high order system. It is
very complicated to design a suitable PID controller due to large size, more space and
huge maintenance for high order system. The complexity of the system is increased
due to large structure; nonlinearities present in the system. All the above mentioned
conventional classical methodologies are designed for specific type of disturbances and
low order system. To overcome above said problems different adaptive control techniques
are introduced in days to get satisfactory performance in real life system along with high
order system i.e. pure integrating processes with delay (IPD) [12]. Parikshit Kr Paul et al.
proposed IMC-PID controller implemented by fuzzy for pure integrating process with
delay. Here, the tuning parameters are selected using fuzzy logic to get better performance
of a system. It is found that Internal Model Control-PID (IMC-PID) controller delivers
an overall enriched performance along with sufficient robustness in its behavior [13].
Solihin, Mahmud et al. [14] employed particle swarm optimization (PSO) technique to
enrich the capability of traditional techniques. In this paper, a comparative study has
been shown of PSO-PID based technique over ZN-PID. In tune with the above reported
PID settings, here a new optimization technique is proposed which will give better result
compare to the old techniques of parameter optimization of PID controllers for a linear
time delay second order system. These time delay models are often encountered in
everyday real life and industrial application especially in process control and others that
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use a PID controller to control the output. The objective of this work is to show that
by employing the GA based PID tuning for a second order time delay system, the best
solution can be attained. This is verified by comparing the GAPID optimized plant’s
outcome to the classically adjusted plant’s output like ZNPID, RZNPID, Luyben PID
controller (LPID), AZNPI, AZNPID and FPID. It is observed that the adaptive GAPID
optimization process gives minimum value of percentage overshoot along with lowest
value of settling time having a time delay of L = 0.2 s. Also, by increasing time delay
L = 0.3 s, the system performance has been analyzed.

2 PID Controller

Industrial control systems are mainly associated with PID controller. The error value
has been calculated by PID controller. The error value is the difference between the
desired set point and a measured value and concerns the correction based on proportional,
integral and derivative terms. Generally, PID controller is the combination of proportional
action, Integral action and Derivative action. PID controller’s algorithms are mostly used
in feedback systems. The proportional controller compares the desired value with the
real value or the value of the feedback process. Whereas, the output is the product of
resulting error and proportional constant. It delivers stable operation of a system but
always maintains the steady-state error. To eliminate the steady-state error of a system
Integral controller is introduced. The error value is integrated over a period of time
to make error value zero which introduces a lag in a system. Derivative controller is
introduced to predict the future behavior of the error. By compensating lag initiated by
P-action, this D-controller improves the stability of a given system.

The PID controller is formed by combining three types of controllers together having
the transfer function:

K,
Crips) = KpS + Kp + ?[ (D

Now the task is to find the optimum value of three parameters: K p, K7, K p by suitable
tuning procedure, to build a system which is capable of satisfying the desired performance
criteria. This PID controller must be tuned to fit with dynamics of the process to be
controlled before the working of the PID controller takes place. In order to achieve the
desired output from the controller, many strategies are available such as trial and error,
Zeigler-Nichols and several optimization techniques. In this paper, a comparative study
is implemented with Kp, K7 and Kp values using different optimization techniques.

Mostly PID controllers are used to their minimal structure and tuning methods. But
due to large overshoot and oscillation the conventional PID controllers normally fail to
provide satisfactory performance in real life system [15]. To get a desired output of an
actual system a number of nonlinear and adaptive PID controllers are being developed
and tuning is the most important step for a successful controller design [10]. It has been
observed that a good performance of a first order system can be achieved by Ziegler-
Nichols tuned PI controller (ZNPIC) but it fails to deliver pleasing output for high order
system. Sometimes this ZNPIC of a system is unsatisfactory because of large over-
shoot and oscillation [4-6]. It is also observed that Ziegler-Nichols tuned PID controller
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(ZNPID) is not desirable in a system due to large overshoot [10]. Similarly, Augmented
ZNPID (AZNPID) gives improved performance over ZNPID, refined ZNPID (RZNPID)
when it is tested on a second order linear time-delay process.

In this paper the performance of Genetic Algorithm PID controller (GAPID) is
experienced and compared with those of ZNPID, RZNPID, AZNPI, AZNPID, FPID
and Luyben (LPID) in terms of a number of performance indices like rise time (t;),
percentage overshoot (%0S), Settling time (ts) and Steady-State Error (SSE).

3 Plant Model
The Plant Transfer Function of time delay process is given as.
Gp(s) =e /(1 +5)° (1

where L = Delay Time.
Using Padhe’s approximation we can write

el = <1 - %)/(1 + %) ()

Ls 2 Ls
Gp)=[1—=)/A+9)7(14+—=). 3)
2 2
Here the block diagram of this system with unity negative feedback has been drawn
(Fig. 1):

and

R(s) ) Gp(s) cls)

Fig. 1. Block diagram of the plant model with unity negative feedback

The Closed-loop Transfer function by taking L = 0.2 s will be:

C(s) _ —0.1s+ 1
R(s) 0153 +12s2+25+2

“4)

4 Objective Function or Fitness Function

The objective function has been used for measurement of how individuals have shown
performance in the problem domain. When a problem is to be minimized, the fit individ-
uals will have the objective function of minimum numerical value [16]. This raw value of



68 A. Barman et al.

fitness that has been measured is generally used for finding the relative effectiveness of
particulars in GA. The objective function value that is transformed into a measure of rel-
ative fitness by another function called Fitness Function. In this problem, the maximum
fitness values of GA have been calculated for finding the fitter chromosomes. But when
it is required to go for the minimization form rather than finding the maximum value,
there is need of transformation, a maximization problem to a minimization problem.
Here the objective function is inverse of Integral Absolute Error (IAE). The objective
function is denoted in Eq. (5). The primary task is to minimize IAE to get optimum
solution.

Fo— 1
S le()lde

where, F is fitness function and e(?) is error.

®)

5 Proposed Approach

Genetic Algorithms (GAs) are a stochastic global search method that follows the pro-
cedure of natural evolution and this method is used for optimization [16]. This method
was introduced by John Holland [16]. The genetic algorithm had no starting knowledge
of the accurate solution and completely depends on responses from its environment and
evolution operators such as selection, crossover and mutation to reach at the exact result.
When the algorithm starts at numerous independent points and continue searches in par-
allel, it doesn’t face local minima and sometimes converges to sub optimal solutions [17,
18]. GA have the capability of finding the high-performance areas in complex domains
without facing any problem. GAs don’t just deal with one possible solution to a prob-
lem; they deal with a population of possible alternatives. Chromosomes are the probable
solution in the population. Whatever the parameter solution found, these chromosomes
are encoded from there. There is a comparison between each and every chromosome
in the population and honored by their fitness rating that shows how successful this
chromosome to the later [16]. Now to generate new chromosome from the old ones GA
will go for crossover and mutation. This is done by either mixing already existed chro-
mosome in the population or by adjusting the current chromosome. The better solution
will be achieved when the parent chromosome fitness is taken into account by selection
mechanism. It will contribute positive vibes to their offspring. Random population com-
prising of 20-100 individuals has been considered in GA. Here each chromosome has
been represented by a binary string. Every individual has been allotted a corresponding
number by the objective function called its fitness. After analyzing the fitness of each
and every chromosome, survival of the fittest policy is applied. Here the magnitude of
the error is considered to measure fitness of each chromosome. The three important parts
of GA are Selection, Crossover and Mutation.

Defining population size is one of the major issues in GA. Sometimes, the population
size is decided based on trial and error [19]. The literature survey reveals that in many
papers 80 to 100 has been taken as the population size. Here at starting, a population
of 100 is considered and the outcome is taken for 50 generation. But, satisfactory result
was not found. So, repetition of the process is done with another 50 generations.
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Selection: The fitness value is evaluated for each chromosome in selection phase. This
value has been applied in the selection process for the individuals to bias which are
considered to be fit. As similar to natural evolution, there is a high chance for a fit
chromosome to be selected. As a result, the likelihood of an individual being chosen
is linked to their fitness, guaranteeing that fitter individuals are more likely to have
offspring [20]. Here Stochastic Universal Sampling (SUS) method has been used because
of its simplicity. Stochastic Universal Sampling means where individuals are selected
randomly from an entire population. Stochastic Universal Sampling method is generally
based on Roulette Wheel selection method. Here in SUS multiple pointers has been used
for selection. So, by one rotation individuals can be selected.

Crossover: Crossover algorithm will start after selection process is over. In crossover
operation there is a swapping of certain parts of two particular strings in a bid to consider
better parts of old chromosomes and generate good new ones. Genetic operators directly
adjust the behaviour of a chromosome, using the consideration that fitter individuals on
average can be produced by certain individual gene codes. The crossover probability
shows how frequently crossover operation is executed. A likelihood of 0% indicates that
that the offspring will be identical copies of their parents and a probability of 100%
implies that each generation will be made up completely of new offspring [16].

Mutation: Selection and crossover will produce a huge quantity of dissimilar strings.
Though, two main problems are associated with this:

a) There may not be enough variation in the initial strings to confirm that the GA
explores the whole problem space, based on the beginning population chosen. [16].

b) The GA may coincide on sub-optimum strings because of poor starting population
selection [16].

So, rectification of these problems may be done by the inclusion of a mutation
operator into the GA. In case of a string mutation is the infrequent random change of
a value. It is regarded as a contextual operator in the GA. The mutation probability is
generally low due to fit strings may be destroyed by a high mutation rate and degrade
GA into a random search.

5.1 Genetic Algorithm Summary by Flow Chart

Here the process of GA based adaptive PID tuning method is explained through a
flowchart (Fig. 2).
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Fig. 2. Genetic Algorithm process flowchart

The steps that are involved in generating and executing the control gains of PID

using GA are:
I.  Generate a fixed size initial and arbitrary population of individuals.
II.  Assess their fitness.
III. Members that are fittest, selected from the population.
IV. Regenerate chromosomes using a probabilistic method that is roulette wheel, SUS
etc.
V. Apply crossover procedure for the regeneration of chromosomes
VI. Perform mutation procedure having less possibility.
VII. Start repeating from step II until a prespecified convergence criterion is achieved.

GA having the stopping criterion, is a manipulator stated criteria. The optimum

solution is obtained when the string fitness value exceeds a specified threshold or when
the maximum number of generations is reached.

Elitism: In case of crossover and mutation process, there are huge chances that the
best solution can’t be achieved. The fittest string will be preserved by these operators,
there is no assurance about that. The elitism models are preferred to avoid this. Here,
the best individual is saved from a population before taking place of these operations.
When a new population is designed and assessed, this model will go for examining to
check if this best structure has been well-kept-up and if it is not satisfied the kept copy
is reinjected into the population. The Genetic Algorithm will then resume as usual.
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6 Result Analysis

In this program the population size of 100 is formed by creating a 2D matrix, taking
100 rows and 24 columns (8 bits for each of the three parameters Kp, Ky, Kp). Actually,
this matrix is a decoded version of the real values of Kp, Kj, Kp as Canonical Genetic
Algorithm (CGA) is used. Here Strings or chromosomes, which were initially intended
as binary illustrations of solution vectors, make up the population members. So, there is
a need to make a subroutine which will convert the real set of values into binary digits
and vice versa. Here 2" order linear process having some time delay L = 0.2 s has been
considered. The required subroutines are called on for the entire population of 100 rows.
This procedure is continued for 50 Generations. Since best solution is still not achieved
the whole procedure is repeated for further 50 Generation. Here 2-point crossover with
probability of 0.7, and mutation with a probability of 0.01 has been used. Here the plant
has high rise time and steady state error.

Comparative study of the newly formed system, PID controller tuned using GA with
the system formed earlier by using PID controller tuned with Ziegler Nichol’s method
is given bellow (Fig. 3, Table 1)).

Step Response of ZNPID & GAPID Tuned system
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Fig. 3. Comparison of the unit step responses of two systems for L = 0.2 s

Table 1. Different parameters of the plant where PID controller tuned with Z-N method and PID
controller tuned with GA method

Specifications PID tuned with Ziegler Nichol’s PID tuned with GA
Rise time (sec) 0.6900 0.5

% Overshoot 47.97 11.97

Settling time (sec) 5.41 1.47
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So, after comparing the performance of the two systems, GA based optimization
of PID gives more satisfactory result with respect to PID tuned with Ziegler Nichol’s
method. There is a decrease in rise time, percentage overshoot, settling time in case of
GA-PID (Fig. 4, Table 2).
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Fig. 4. Comparison of the unit step responses of three systems for L = 0.2 s

Table 2. Different parameters of the plant where PID controller tuned with Z-N classical methods,
Fuzzy PID and PID controller tuned with GA method

Specifications | Plant |ZNPID |RZNPID |LPID |AZNPI | AZNPID |FPID | GAPID
[11] [11] | [11] [11] [21]

Rise time (sec) | 2.28 | 0.69 1.50 1.60 |2.30 1.30 2.4 0.5

% Overshoot | 7.77 |47.97 11.40 0.00 |4.04 0.56 303 |11.97

Settling time | 4.48 |5.41 3.90 10.90 | 2.60 1.60 13.1 | 1.47

(sec)

SSE 0.5 0 0 0 0 0 0 0

Here, from the above table it has been observed that the response of the system is
improved with the addition of a PID controller tuned with Ziegler Nichol’s classical
methods, with respect to rise time of the overall system performance (except AZNPI)
when subjected to a unit step input. However, this addition of PID controller has intro-
duced high oscillations and instability in the system, which is extremely undesirable. To
compensate this or to improve the system performance, the PID controller is tuned with a
new technique using Genetic Algorithm. This newly tuned PID controller when added to
the existing system shows remarkable improvements in the overall system performance
and the drawback of the earlier system i.e. a high percentage overshoot is reduced to
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a great extent. The settling time is also reduced by a considerable amount. Finally, the
efficiency of the system is also improved. In the field of time-delay system the faster the
response to reach stability, the better is the design for the plant. Here in case of ZNPID
optimum results have been found with control gains K, = 6.6, K; = 6.6438 and Kq =
1.6401 and in case of GAPID best result has been found when the value of K, = 6.6447,
Kj =3.3247 and K4 = 3.7153.

The performance of adaptive GAPID is also studied by taking time delay L. = 0.3 s.
The result is shown below (Fig. 5, Table 3).

Step Response of Plant-ZNPID-GAPID Tuned system
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Fig. 5. Comparison of the unit step responses of three systems for L = 0.3 s

Table 3. Different parameters of the plant where PID controller tuned with Z-N classical methods,
fuzzy PID and PID controller tuned with GA method

Specifications |Plant | ZNPID |RZNPID |LPID | AZNPI | AZNPID |FPID | GAPID
[11] (111 | [11] [11] [22]

Rise time (sec) | 2.28 |0.89 1.30 1.30 [2.40 1.10 2.3 0.72

% Overshoot | 10.01 |42.02 26.40 6.60 |5.98 12.27 327 |8.73

Settling time 4.59 |5.29 5.60 6.60 |5.90 4.20 17.2 |21

(sec)

SSE 05 |0 0 0 0 0 0 0

From the above table it has been observed that as the time delay increases from 0.2 to
0.3, there is an increase of percentage overshoot and settling time of the plant. These can
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be handled sensibly by incorporating PID controller tuned with Ziegler Nichol’s classical
methods but still the percentage of overshoot and the value of settling time is high.
So, system performance has been improved remarkably by incorporating evolutionary
adaptive control algorithm that is GAPID. It has been observed from the table that the
rise time, maximum overshoot and settling time obtained using GAPID are considerably
low compare to different classical ZNPID tuning techniques and FPID. It is also been
observed from the response characteristics that the system stability is also improved
using GAPID technique.

7 Conclusion

The results reveal that the proposed PID with GA responds substantially faster than the
traditional approaches (classical methods). The classical methods are good for deter-
mining the PID parameters. Though, the approach for finding the PID values utilizing
the classical methods is painful. There are many cumbersome steps need to follow to
get the exact PID control gain. In order to see and evaluate how the system respon-
siveness improves, an optimal method is used to modify the PID parameters. This is
accomplished by putting the GA into action. This GA designed PID is much better in
terms of the rise time, the settling time and percentage overshoot compared to other
methods. Servo-based position control is a common issue in a wide range of industrial
operations. This GAPID technique can be implemented on a servo-based position con-
trol system to get better performance. This method can also be used in many other time
delay processes. The limitation of this algorithm is that the exact values of different
controlling parameters may not found. Only optimal solutions are achieved which are
good for smooth functioning of the system.
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