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1 Introduction 

Since the beginning of the industrial revolution [1], it has been abundantly clear 
that human activities have hastened the progression of climate change. Since the 
beginning of industrialization, there has been a roughly fifty percent rise in anthro-
pogenic carbon dioxide in the atmosphere. The primary contributor has been the use 
of fossil fuels for the generation of energy, the operation of transportation networks, 
and the processing of industrial goods [2]. The residential building industry and the 
commercial construction industry are major consumers of energy. In 2018, the built 
environment was responsible for around 40% of the world’s total energy consump-
tion and 40% of the planet’s greenhouse gas emissions. The annual emissions from 
the building sector reached a new high in 2018, having climbed by 2% from the 
previous year. This took place even though overall energy usage was increasing by 
1%. Guidelines 14 and 15, the International Performance Measurement and Verifi-
cation Protocol (IPMVP), the Federal Energy Management Program (FEMP), and
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the Uniform Methods Project of the Department of Energy (DOE) (UMP) [3]. They 
establish guidelines for determining how much energy is used, how much energy is 
demanded and how much water is used [4]. However, the programs do not target any 
metrics relevant to reducing the effects of climate change. It could be a game-changer 
if the building sector were to transform energy savings into pollution reductions. It 
is possible to do so by locating a generally accepted method to which all relevant 
parties agree and which can provide trustworthy auditable reporting and verification 
in 2017 and 7% higher than in 2010 [5]. These concerning figures are attributable, 
to a significant degree, to the expansion of both the floor space of worldwide build-
ings and the human population. Although there is the continued implementation of 
energy-efficiency methods in buildings, these strategies are insufficient to keep up 
with the demand for energy [6]. As a result, energy-efficiency methods for build-
ings and management strategies for those buildings are vital to the process of miti-
gating the effects of climate change. The building industry launched several auditing 
schemes to keep track of how much energy was being used. The American Society 
of Heating, Refrigeration, and Air-conditioning Engineers is one example of such 
an organization (ASHRAE). 

The carbon credit market [7] relies heavily on the measuring, reporting and verifi-
cation (MRV) system. An important application area for MRV technology is building 
energy performance (BEP) monitoring. The existing BEP MRV, on the other hand, 
cannot provide a reliable solution to the issues. The use of Blockchain technology can 
enhance this system’s reliability. Blockchain is a distributed database that is instantly 
accessible to all participants in a network. Data recorded in a blockchain system are 
unchangeable, shareable, and traceable after they have been recorded. The BEP MRV 
system benefits from Blockchain’s transparency, traceability, and affordability. As 
a result, the Emissions Trading System (ETS) design characteristics and MRV for 
carbon emissions [8] are great possibilities. 

Human actions, particularly in the last half-century, are largely to blame for the 
rapid shifts in global climate [9, 10]. As long as heat-trapping gas emissions in the 
atmosphere and Earth’s climate sensitivity remain high, the climate change expected 
to continue [11]. A rise of 1.3–1.9 F in average temperature has been recorded in the 
United States from 1895 to 2020 [12–14], with the greatest increase occurring after 
1970. An 8-inch rise in global sea levels has been seen in this century since 1880, 
with a projected increase of up to 4 feet by the end of this century. Climate change 
has decreased the amount of ice covering the sea, land, and lakes. In recent years, 
the summer month on record has been broken on a regular making it impossible to 
effectively estimate climate change. As a result, the length of the growth seas growing 
risen and will continue to increase due to the interdependence of the growing season 
on the frost-free time [15–24]. There has also been an increase in the average amount 
of precipitation, as well as an increase in the intensity of the most extreme downpours 
and precipitation. The frequency of cold waves has decreased, but their strength has 
increased [25–31], as have other variations in extreme weather occurrence patterns. 
Carbon dioxide emissions from the atmosphere are being absorbed by oceans, and 
this is causing ocean acidification (a fall in ocean changes pH values) [32].
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IoT is being hailed as a powerful weapon against climate change [33]. It can 
detect the amount of CO2 and other greenhouse gases in the atmosphere and use that 
information to help uncover the underlying causes of climate change [34]. Real-time 
monitoring of greenhouse gas emissions from fossil fuel combustion is possible. So, 
monitoring carbon sequestration processes and rates can help to offset emissions by 
increasing the amount of carbon stored in forests. Climate IoT can be used to develop 
new atmospheric “things” and technology that can be used to permanently reduce 
CO2 levels in the atmosphere. 

Climate IoT can also be used to anticipate and prepare for climate change. Uncer-
tainty in climate change can be reduced by using advanced sensors, communication 
networks, and models. Forecasts of climate change and ecosystem response can be 
made using IoT-enabled decision-making tools incorporating sensors’ data. Increased 
greenhouse gas emissions may be empirically studied thanks to IoT technologies 
[35]. Additionally, it can simulate how an ecosystem will respond to various climates 
(both current and future). Environmental and atmospheric management procedures 
can now be better adapted, and new management approaches can be devised as a 
result of this new information being gleaned. Climate IoT can address short-term 
and long-term goals and application needs by exploiting current scientific and tech-
nical breakthroughs. This architecture supports improved knowledge and insight into 
global ecosystems. As we learn more about the Earth’s system on a broader scale, 
we’ll be better able to estimate water resources, forecast weather patterns, and assess 
the health of ecosystems. As a result of these reasons, we need to design applications 
that are useful to our community. 

This chapter is organized as follows. Section 1 represents the ng introduction. In 
contrast, Sect. 2 contains greenhouse monitoring, Sect. 3 includes challenges related 
to energy use, Sect. 4: The IoT for sustainable energy, is also divided into a subsection, 
and Sect. 5 sensors for the transmission system, Sect. 6: Meters with Internet-enabled 
functions, Sect. 7: sensing of the solar and wind fields and conclusion. 

2 Greenhouse Monitoring 

Plants that need carefully controlled temperatures and humidity levels are typically 
grown in a greenhouse since it is an enclosed structure with walls and a roof composed 
primarily of transparent material, such as glass. These buildings can be as small as 
sheds or as large as factories, and their sizes range. A cold frame is like a tiny 
greenhouse in appearance. The temperature inside a greenhouse exposed to sunlight 
will become noticeably warmer than the temperature of the surrounding environment, 
which will shield the contents of the greenhouse from the cold. There are a lot 
of commercial glass greenhouses and hot houses out there, and many are high-
tech production facilities for growing flowers and vegetables. The glass greenhouses 
are outfitted with various machineries, such as screening installations, heating and 
cooling systems, and lighting, which a computer may manage to provide the ideal 
environment for developing plants. After that, various methods are utilized to assess
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the optimality degrees and comfort ratio of the micro-climate within the greenhouse 
(i.e., air temperature, relative humidity, and vapor pressure deficit) before cultivating a 
particular crop. This is done to lower the production risk. The conversion of chemical 
energy into electrical energy is the primary function of an electrical device known 
as a battery. Batteries can be broken down into various subcategories determined by 
their intended function; these subcategories are then utilized in various electronic 
and electrical products. Electrical batteries include a variety of substances, including 
mercury and lead compounds, among others; lead is one of the most toxic elements 
found in nature, and batteries do not contribute to environmental health [36]. 

Several researchers developed a new kind of battery called the bio battery. This 
battery draws its power from various organic compounds, including carbohydrates, 
amino acids, and enzymes. The sugar-digesting enzymes and the mediator make 
up the anode, and the oxygen-reducing enzymes and the mediator make up the 
cathode. These batteries have the potential to function with as many types as possible 
of energy sources within the greenhouse monitoring system. In addition to these 
dangers, there is also the possibility that the battery could explode or that there will 
be a leak of chemicals. Bio-battery have been developed as a solution to this issue. 
This battery lessens the effect these chemicals have on the environment and thus 
confers a significant benefit to humans. 

Since the 1990s, many monitoring systems for greenhouses and the environment 
have been developed. However, these monitoring systems have been left behind due 
to a lack of knowledge and cost and implementation constraints. The use of this tech-
nology has the potential to assist in the expansion of agriculture within a managed 
procedures like increasing crops yield, rationing water use and other resources, it is 
required for plants to have the necessary environmental conditions, such as respira-
tion. Plants’ ability to absorb water might be hindered when soil temperatures are 
low. The amount of sunshine a plant receives can influence its rate of development. 
Low relative humidity causes an increase in transpiration, leading to a water shortage 
in plants. By automating the data collection process regarding the soil conditions and 
the numerous environmental parameters that influence plant growth, it is possible to 
collect information with fewer requirements for human labor. Automatically control-
ling all the factors that affect plant growth is also difficult because it is expensive, and 
some physical factors are interrelated. For instance, temperature and humidity are 
related so that when temperature increases, humidity decreases; therefore, control-
ling both together is difficult because they are interrelated. It is possible to utilize a 
wireless sensor network to gather the data from one place to the next in a greenhouse, 
which is necessary since the temperature and humidity levels inside the greenhouse 
need to be constantly monitored [36]. 

The sensor will measure the data coming from the greenhouse and then transfer 
the data it has acquired to the receiver. The construction of greenhouse monitoring 
systems is getting further along as each day passes. When utilizing this system, the 
monitoring process is simplified, and additional savings are realized in the areas of 
installation cost and ongoing maintenance cost.
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3 Challenges Related to Energy Use 

One of the fastest-growing fields of study is energy management, which is a rewarding 
career choice. The economic and environmental benefits of proactive energy system 
assessment and management can be realized. An energy manager’s job is to evaluate 
how much energy is being used and then make modifications to make the system 
more efficient. Regarding planning for efficiency, it’s common for energy manage-
ment to focus on machinery, equipment, buildings, and other physical structures and 
processes[37]. 

Energy managers are responsible for evaluating and enhancing the efficiency 
of a company’s present plans and processes to reduce environmental impact while 
simultaneously increasing profits. These include hydropower, solar battery storage 
and energy conversion, electrical networks, and petroleum processing and utilization. 

Energy management is becoming increasingly vital as the world’s natural 
resources are depleted. Making use of valuable resources more effectively requires 
the adoption of efficient systems. Emissions are a problem throughout the entire 
energy supply chain, including extraction, conversion, transportation, and distribu-
tion. Increasing a system’s energy efficiency makes sense because it lowers costs and 
maximizes the inherent value of the resources being used. 

Technology that considers environmental impact first and seeks to lessen it is a 
rapidly expanding industry. Changemakers are required in this industry to produce 
better energy management systems and invent new ways of processing, extracting, 
transporting, and so on. 

We must think beyond the box for both your career advancement and that of our 
planet. We aim to show that climate protection and energy efficiency can also be 
commercially beneficial, and we hope to increase awareness in other companies. 
On top of that, we have close ties to the political sector and can give our expertise 
and experience to the legislators.“ Our current climate change dilemma can only be 
solved if we improve our energy management systems [37]. 

There are new emerging difficulties that future energy systems should handle 
by making use of the modern breakthroughs in energy technology [38, 39]. This 
is because these advances are developing simultaneously as the modern advanced 
energy technologies. The following discussion will focus on the past, present, and 
potential future difficulties that the community faces regarding energy. These diffi-
culties affect the power-producing system’s capacity and cause interruptions in the 
energy distribution system. 

The current energy system relies substantially on water to function. However, due 
to the inconsistent supply of water (both in the short term and over longer periods), 
innovative energy production methods are required. There are no safety precautions 
in place for the high-voltage transmission lines. These likewise operate excessively 
and are not being used for their intended purpose. In addition, transmission loss is 
a significant problem that can result in power interruptions and blackouts. Because 
there is greater water availability in coastal areas, many energy plants are situated 
there.
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Nevertheless, coastal infrastructure and energy facilities and infrastructure are 
being impacted by rising sea levels and high tides, heavy downpours, and flooding 
caused by storm surges [40–44]. Loss of productivity in urban and industrial loca-
tions, where the power outage lasted for an extended period, is related to a decline 
in the number of businesses and the overall economy. High energy demands and a 
commensurate increase in electricity usage are caused by the intense heat waves and 
temperatures prevailing this summer. It is anticipated that the energy demand will 
rise as a result of peak loads [45]. 

Increasing greenhouse gas emissions is one of the challenges of increased energy 
usage [46]. Carbon dioxide (CO2), methane (CH4), and nitrous oxide (N2O) are 
some of the gases that are released as a result of these emissions [47]. After the 
transportation sector, responsible for the vast majority of emissions, these are the 
second highest. The energy consumed by information technology, mobile devices, 
and computers is expected to rise [48]. The production of electric vehicles (EV) 
is leading to an increase in the demand for energy, which is necessary to meet the 
requirements of EVs [49]. A mismatch between the demand and capacities of energy 
systems and the complicated energy needs of businesses and communities is another 
difficulty tied to energy infrastructure [38]. 

4 The Internet of Things for Sustainable Energy 

It is abundantly clear from the discussion of energy and sustainability that universal 
access to energy cannot be achieved without the implementation of appropriate tech-
nological measures. The application of technology can make it possible to design 
resilient solutions for reliable, low-cost energy access, which can improve the perfor-
mance and operation of the energy systems that are now in place. Because of this, the 
requirement for the community to have access to low-cost energy can be satisfied by 
utilizing the sensing and communication technologies of the next generation [50]. 
To satisfy this fundamental requirement of human existence, IoT must be developed 
into a system that can effectively deliver economic and efficient services. 

Regarding sustainable energy systems, the IoT is envisioned as a way to connect 
all of the electrical grid’s energy objects, service supply chains, and human capital 
using cutting-edge technology to meet the century’s future needs and access chal-
lenges to clean energy sources. This paradigm is essential to connect a wide range of 
energy technologies and new solutions on a global scale. IoT for sustainable energy 
has the potential to make the current energy infrastructure more sustainable and 
resilient. Energy infrastructure and technologies that are safe, inventive, and effi-
cient are among the capabilities that it possesses. By easing the implementation of 
large-scale renewable and clean energy solutions, IoT offers a variety of ways to 
provide low-cost energy sources to people worldwide [50]. 

Sustainability IoT is all about smart grids, a 21st-century technological marvel. 
Combining IoT autonomy with efficient grid management can increase production 
and consumption in the long term. Solar and wind power efficiency can be improved
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via real-time monitoring of renewable energy supplies and environmental moni-
toring. To increase supply, these can be connected to the grid. To reduce the use 
of fossil fuels, distributed and low-loss smart microgrids will be implemented, and 
included in sustainability are. 

1. Generation wind, solar, natural gas, water, renewables, and coal. 
2. Phasor measurement unit, transmission, and phasor measurement. Data collec-

tion and monitoring under supervision (SCADA). 
3. Control of voltage, distribution, and smart and microgrid systems. 
4. Work order and invoice management are also included in this category. 
5. Providers of goods and services to the general public include the management 

of loads, bulks, and outages. 

4.1 Coal-Plant Sensors 

To meet the ever-growing demand for ecologically friendly, reliable, and adaptive 
power generation. Coal power plant control systems have experienced continual 
improvement. It has become necessary to use online monitoring technologies and 
more advanced algorithms to optimize the combustion process to manage multivari-
able systems. Coal and airflow sensors, along with imaging and spectral analysis 
of the flame, can help improve stoichiometric management. It is also possible to 
map the furnace’s hot zones using in-situ laser absorption spectroscopy. One of the 
current plant control strategies that modern plant control systems can use is artificial 
intelligence, which mimics the behaviours of expert operators and uses complicated 
empirical models created from operational data to identify the optimum control 
response. These advanced plant control systems can use a wide range of computa-
tional methods. New sensor technologies are being developed to improve control 
further and ensure that these sensors can withstand the harsh conditions of advanced 
coal plants and gasifiers. 

Since optical fibre sensors may produce highly sensitive, distributed, and low 
noise measurements even when subjected to high temperatures, an increase in the 
use of optical technology is of particular importance. Microelectronic fabrication 
techniques and newly discovered high-temperature materials are currently being 
used to build miniature devices that provide a reliable and cost-effective solution 
for in-situ gas and parameter monitoring. The development process incorporates the 
use of several techniques and materials. Wireless communication and self-powering 
systems can make it easier to install distributed sensor networks and monitor inacces-
sible places with the help of these newly created sensors. In the future, self-organizing 
networks may play an increasingly essential role in future control systems [51]. 

Coal-fired power stations are essential to IoT-based systems for long-term sustain-
ability as a source of fluctuating power. Monitoring in these facilities enhances 
combustion efficiency and permits self-optimization through sensors. It is possible
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to improve the performance of coal-fired power plants by employing modern stoi-
chiometric control systems. various materials, including coal, flame, carbon, oxygen 
and flow sensors have been used in furnaces [52]. 

4.2 Oxygen Sensing 

The amount of oxygen remaining after burning is a critical variable in combustion 
management, and oxygen sensing is essential for combustion monitoring in fossil-
fuel-fired power plants [53]. Combustion air intake and distribution adjust this oxygen 
signal to an oxygen set point. On the other hand, changes in the rate of firing or other 
disturbances may need a change. Lowering the oxygen set point while avoiding 
incomplete combustion can improve combustion efficiency and reduce NOx emis-
sions. The residual oxygen controls the process of burning. The rate of fire and the 
amount of air being drawn into the chamber can be altered—incomplete combustion 
and oxygen set-point optimization [54]. 

The voltage generated by platinum electrodes covered in catalytic platinum in the 
electrolyte is directly proportional to the gradient in oxygen concentration across the 
cell [51]. Ionic conduction can only take place at temperatures above 300 °C. Hence 
a special electric heater is needed to keep the zirconia between 700 and 750 °C. 

Oxygen sensors can be found in various forms, but the most common is an elec-
trochemical zirconia-based sensor. Zinc oxide is used as a solid electrolyte between 
the sample gas and the air as a reference for this device’s oxidation detection [55]. 

Using probes, it is possible to install Zirconia sensors directly into the flue gas. 
Ceramic or stainless-steel casings protect these sensors from high temperatures and 
fly ash diffused through a filter. The use of temperature-resistant ceramic shielding 
can withstand temperatures as high as 1400 °C, making them suitable for the furnace’s 
higher temperatures [51]. Due to the lack of a heater, these sensors from Rose-
mount can operate at extremely high temperatures. A hermetically sealed metallic 
reference is used as a substitute for air to ensure that measurements are free of 
drift. Zirconia sensors have many benefits, including that their inverse logarithmic 
response increases accuracy as oxygen concentration decreases. As a result, zirconia 
sensors are ideal for use in environments with low amounts of oxygen following 
burning [51]. Only one or a few sensors are used in most coal boilers. Tempera-
tures of 300–400 °C are common between the economizer and the air preheater, 
where these sensors are frequently installed. Because of its proximity to the furnace 
and distance from the probe, this location necessitates materials that can tolerate 
high temperatures to regulate combustion. This can make it difficult to distinguish 
between the flue gases produced by distinct burners due to air incursion in convective 
passes. When attempting to optimize the furnace’s oxygen set point, it’s typical to 
run across problems like an inaccurate picture of the furnace’s actual oxygen levels 
due to improper monitoring. In addition to paramagnetic analyzers, which make use 
of oxygen being pulled to a magnetic field, extractive oxygen analyzers can also 
use zirconia sensors [51]. Oxygen movement can be detected in several ways, such
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as with flow sensors or by the torque exerted on a revolving pair of nitrogen-filled 
glass spheres after exposure to an intense magnetic field [51]. Servomex and Yoko-
gawa developed these methods. Unlike zirconia sensors, this measurement method is 
unaffected by combustible gases, which are known to artificially reduce the signal by 
interacting with oxygen. One of the advantages of this form of measurement is that it 
provides a more accurate picture of the situation. An additional layer of complexity 
and slower response times are incurred by installing a gas sampling system. 

Air preheater and economizer were employed in zirconia-based electrochemical 
sensors. These sensors use platinum electrodes capable of separating and absorbing 
oxygen into electrons and ions [56]. 

Paramagnetic sensors can measure oxygen because of the strong magnetic field. 
It uses two nitrogen-filled glasses to cause suspension rotation, which photocells 
sense. It’s less sensitive to combustion gases [57]. 

4.3 Carbon Monoxide Sensors 

The carbon monoxide (CO) concentration in the flue gases can serve as an extremely 
helpful control variable within the furnace. It should ideally be maintained at a 
level lower than 200 parts per million (ppm). CO is the most sensitive and accurate 
indicator of incomplete combustion [58, 59]. Suppose an unwanted rise in CO levels, 
sometimes known as a CO “breakthrough,” is detected. In that case, the excess 
oxygen set point can be lowered to a more appropriate level, and the extra air can 
be adjusted accordingly. Alternatively, a CO sensor that is more sensitive could be 
used as a control variable for the furnace itself, particularly in regards to optimizing 
the oxygen set point. 

In most cases, CO detection in coal furnaces relies on either infrared absorption 
or electronic sensors that rely on catalytic combustion as their primary method of 
operation. This latter group uses a conductive element covered with a catalyst that 
encourages combustion, such as platinum. The conductive element is heated, which 
raises its resistance, as CO and other combustibles are oxidized on the catalyst. In 
coal boilers, the other combustibles are often negligible compared to the CO [60]. The 
most prevalent use of this technique is found in catalytic bead sensors, which involve 
coating a conductive filament with a bead of catalyst. These sensors can be found 
in GE, ABB, and Emerson/Rosemount devices. These devices are too sensitive to 
be used in situ and require sample extraction; nonetheless, they are capable of being 
“close linked,” in which sample conditioning consists merely of the filtration of 
particulate matter [61, 62]. Although the Rosemount sensor promises to be resistant 
to sulfur, the sensitivity of catalytic bead sensors in applications involving coal plants 
to catalyst poisoning by SO2 is one of the sensors’ weaknesses. Servomex produces 
a thick film thermistor, which is an alternate application of the idea of catalytic 
combustion. This type of thermistor consists of thin conductive tracks formed on a 
ceramic substrate and coated with a layer of CO-sensitive catalyst. This design is also
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applicable in a close-coupled arrangement, and it boasts a high degree of precision 
as well as resistance to the poisoning of catalysts [63]. 

The IR analysis of the flue gas CO content can either be extractive, in which case 
the flue gas is removed from the furnace and placed in a sample cell for analysis, or 
it can be in situ, in which case an IR source and detector are placed on either side 
of the flue gas duct. The entire flue gas volume acts as a sample cell. In-situ devices 
Rosemount and SICK [64, 65] make use a technique called gas filter correlation. 
During this technique, a portion of the detected beam is passed through a vessel filled 
with pure CO. This saturates the CO absorption signal and establishes a baseline for 
the interference caused by the absorption of other species [64, 65]. Even though they 
offer a usable average over a full portion of the furnace, line-of-sight measurements 
are susceptible to high amounts of particles and temperatures much higher than 
600 °C. There is no feasible method of calibrating the measurement, and thermal 
expansion and vibration are potential factors that could throw off the alignment of 
the source and receiver, necessitating signal filtering. A dual-pass arrangement, in 
which a furnace probe is utilized to reflect the beam to a combined source and detector 
unit, is one method that can be utilized to alleviate alignment concerns. The use of 
tuneable diode lasers as the source is a relatively recent development in line-of-sight 
infrared technology. This allows for greater accuracy and monitoring in areas with 
high temperatures. 

4.4 Flame Detection 

The safety of pulverized coal combustion depends on flame sensing in coal-fired 
power plants. These sensors measure the flames’ infrared, visible, and ultraviolet light 
frequencies. These flame stoichiometry and temperature data increase combustion 
[66]. 

Optical flame detectors have been placed on each burner to ensure that pulverized 
coal is properly burned safely. The amplitude and frequency (also called flicker) 
of selected visible, infrared, or ultraviolet frequencies generated by the flame are 
commonly measured by these instruments. This information can be used to improve 
the combustion process by analysing it further [67–69]. 

For example, ABB’s Advisor series of flame scanners provides additional infor-
mation on the quality of the flame in addition to the conventional requirement of just 
monitoring its presence. Burners that aren’t working properly can be identified with 
Flame Doctor®, a portable diagnostic device that uses signals from existing flame 
scanners to identify them. It is possible to detect different abnormalities in flame 
quality and optimize the air–fuel ratio based on these deviations using software that 
recognizes patterns and mathematics developed from the chaos theory [70]. 

In addition, video cameras can capture photographs of the flame in real time. With 
the right processing software, even a higher quantity of information regarding the 
quality and consistency of the flame can be derived from these images.
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4.5 Sensing Coal Flow 

Conventionally, the gravimetric federate of coal to the pulveriser mills is used as the 
sole metric for monitoring coal flow. This federates directly controlled by the boiler 
fire rate and the amount of load that the plant is required to produce. 

It is only possible to check the distribution of coal across burners on an ad hoc 
basis using sample probe readings, which are not always accurate and are not carried 
out concurrently on different pipelines [71]. Even though the actual coal flow rate is 
nearly always lower, it is normal practice to draw coal from the coal pipe at the same 
rate as the airflow. 

Online flow sensors on coal pipelines have expanded in use due to the need for 
better control of individual burner stoichiometry. There are currently a variety of 
technologies that can be used for this purpose. Coal charge is detected electrostat-
ically by electrodes and correlated with the same data at a downstream sensor to 
derive the time-of-flight between two points and, as a result, a computation of coal 
velocity by using ABB and Greenbank’s PFMaster system [51, 72]. 

It is used to balance the distribution of coal over a group of burners, together with 
information produced from the overall charge detected. The PFMaster can detect 
pulsed flow behavior due to its quick response time. Because the electrodes are 
designed to be flush with the pipe, erosion will not occur because of this feature. The 
PF-Flo uses electrostatic cross-correlation and the Me control coal, manufactured 
by Air Monitor Corp. and Protection, to determine coal velocity. To get an accurate 
mass flow measurement, they use a microwave resonance approach that considers 
coal density in the pipe [73]. Burner pipes at the Stigsnaes Power Plant in Denmark 
were fitted with Me control Coal sensors, which resulted in a 30% reduction in 
oxygen set point, 44% reduction in NOx, and an efficiency improvement of 1.3%. 

Others, like EUtech’s EUcoalflow and MIC’s Coal Flow Analyzer, use microwave 
signals with an increased frequency to measure the amount of coal flowing through 
the system. Two or three non-intrusive microwave transceivers installed around the 
circumference of a pipe can be used to transform the time-dependent intensity of 
microwaves reflected by moving coal particles into an absolute mass flow rate. In 
this way, the flow rate may be determined. With these sensors, EUtech’s whole air– 
fuel ratio optimization technique is expected to yield efficiency benefits of 0.3–1%, 
as well as reductions in emissions and lagged performance, according to the company 
[51]. 

Since they are non-intrusive and less affected by ambient factors, including 
temperature, humidity, and other charge sources, optical image-based techniques 
have recently challenged older methods. Due to the increasing accessibility of digital 
imaging equipment, this is already a reality [74]. Coal particles are lit by high-
intensity LEDs using CCD digital video cameras in these devices. They can deter-
mine the particle concentration and the particle velocity by analysing the blurriness 
of the photographs. Deposits can build over time, making it difficult to see through 
the coal pipe’s transparent window.
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4.6 Sensing Airflow 

When it comes to controlling the combustion process, one of the most important 
parameters to adjust is the combustion air flow rate into the furnace. Additionally, 
the flow of primary air into the pulverizer mills needs to be maintained within a 
specific range that keeps the coal in suspension while minimizing erosion and the 
production of NOx. Venturi flow meters, which measure the decrease in fluid pressure 
that occurs as air travels through a confined piece of pipe, or Pitot tubes, which 
measure the pressure that air builds up when it is allowed to come to a complete 
stop, are generally used to monitor both of these air movements (“Air Monitor Corp, 
Flow Measuring and Control Stations” 2015). Air Monitor Corporation’s IBAM 
system, which uses pitot tubes in each burner’s combustion chamber, is proof that 
this technology can be used on even the smallest of burners. Fechheimer Pitot tubes, 
or flow straightening devices, may be necessary to account for the non-axial flow 
components of turbulent air. Short or curved duct portions are common places to 
find these parts (Air Monitor Corp, Rosemount). Both Pitot tubes and Venturis must 
have self-purging mechanisms in dirty air to function efficiently. If the principal air 
flow is being evaluated, these changes are especially critical because the ductwork 
is often short and the flow is contaminated by fly ash from regenerative heaters. The 
velocity of entrained particulates can also be used as a proxy for the airflow, and 
the charge signals created by these particles can be used to get the velocity of the 
entrained particulates in the same manner as for coal flow [75]. 

Volume flow meters include devices such as Pitot tubes and Venturis. This flow 
meter necessitates additional temperature and pressure measurements to accurately 
establish the density of the air and, therefore, the total mass flow. As a result, temper-
ature inhomogeneities, such as those caused by the attemperator of primary air, might 
introduce errors. An alternative to mass flow meters is thermal mass flow meters. To 
measure the mass flow, these meters use the convective cooling effect of flowing air 
on a hot object [76, 77]. 

Additionally, compared to pitot tubes, these are more accurate at low flows. 
Venturis, on the other hand, cause the duct to experience energy-intensive pressure 
drops; this design avoids this problem. Fouling was a common concern with early 
thermal anemometers, but newer designs, such as Kurz Instruments’ thermal mass 
insertion meters that operate at far higher temperatures than the air around them, 
eliminate this issue. 

Optical flow meters, a new type of coal flow meter, are non-invasive and less 
sensitive to external factors, making them ideal for monitoring coal flow (“Optical 
Scientific, Optical Flow Sensors.“ 2015). Optical scintillation happens when light is 
diffracted due to localized fluctuations in air temperature and density and they can 
take advantage of this. 

It is also possible to estimate burner airflow by combining existing flow measure-
ments with a physical system airflow model. This is one method for determining 
burner airflow. A “soft sensor” utilized by EUtech to monitor air flow at all points 
in the hydraulic network of the plant and adapt to changing inputs, such as damper
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position, employs this strategy. Everything can be done using EUtech’s ‘EUsoft air’ 
A robust PLC generates data from the soft sensors in real-time and sends it directly 
to the DCS [78]. 

4.7 Ash Carbon Sensing 

Carbon ash concentration indicates combustion efficiency [79] Less than 20% is kept. 
Microwaves are used to assess carbon concentration. Depending on the dielectric 
constant, carbon’s high permittivity absorbs EM radiation. Resonant cavity sensors 
detect frequency fluctuations. 

4.8 Temperature-Sensing Gases 

In most cases, the results of gas sensing [80] performed in a particular area do not 
accurately represent the gas concentration. For this reason, arrays of gas sensors, both 
linear and planar, are utilized to obtain a comprehensive picture. Another innovation 
for sensing the quantities of flue gases with a very high level of accuracy is the tunable 
diode laser absorption spectroscopy. Monitoring the temperature of the furnace’s exit 
gas is also very significant for controlling the furnace. The sensing of temperature 
can be accomplished by utilizing several strategies that are covered in the section on 
nuclear reactors. In addition, nitrogen oxide monitoring is carried out in the plant to 
detect the presence of nitrogen oxides. 

5 Sensors for the Transmission System 

Sensing grid transmission systems is critical for various reasons [81]. The sensing 
technologies are either fully developed or in the process of being developed. The 
following applications are discussed. 

5.1 Methods for Sensing at Substations 

(1) Monitoring Potential Discharge at Substations: To prevent catastrophic fail-
ures, it is essential to monitor any potential discharge that may occur at substa-
tions [82]. Antenna arrays are being utilized to assess, locate, and identify 
components that are contributing to discharge at present. In addition to that, the 
approaches of 3D acoustic emissions are currently being utilized for discharge
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sensing in transformers. In addition to this, 3D acoustics can be used to detect 
bubbling sources as well as gas sources. 

(2) Video Imaging: In this method, IR tomographic cameras are utilized to make 
thermal video images of substation components. This approach is known as 
“Video Imaging.” 

(3) Metal Insulated Semiconducting (MIS) Gas in Oil Sensor: this detects the 
presence of gas in the oil. In this method, a hydrogen sensor that is not very 
expensive is used to monitor the concentrations of H2 and C2H2 in the headspace 
and oil of transformers. The MIS gas sensor is built on a chip during manufac-
turing [83]. This sense is also utilized to determine whether or not cable oil 
contains hydrogen and possible acetylene. 

(4) Sensing-based on fiber optic technology. Two varieties of sense are based on 
fibre optics: acoustic and gas. Fibre optics cable is used to check for discharge 
in the stress zones of the transformers in sound. The presence of a gas at the 
end of the fibre optics is analysed in the second method [84] which is utilized 
to detect early stages of degradation and failure in high-risk locations. 

(5) Frequency Domain Analysis: The device’s functionality is based on the 
frequency domain analysis of the transformers as its underlying concept. In the 
FDR method, the configuration modifications of the transformers are identified 
by analysing the fluctuations in frequency response data. These measurements 
are obtained in a shady manner by using spontaneous transients [85]. 

(6) Sensing Gas in System Load Tap Changer (LTC): This sensing approach 
can measure the LTC gas ratios without requiring individual gas measurements 
[86]. It can do so because it can monitor the LTC gas ratios. 

(7) Radio Frequency: RF-based sensing technologies are utilized to detect leakages 
of the current levels to provide information regarding insulation washing and 
flash-over for a wide variety of insulation types [87]. In addition, they can 
perform wireless or remote identification of high-risk components (for example, 
acoustics-based internal discharge, current, jaw temperature of disconnect, and 
density of sulfur hexafluoride). For the goal of this endeavour, both the timing 
and magnitudes of fault currents traveling through the shield wires are utilized. 

5.2 Sensing of Overhead Lines 

The following is a discussion of the various techniques for sensing overhead lines. 

1. The current sensing and temperature sensing methodologies are applied in over-
head transmission to sense the temperature of connectors, the current magnitudes, 
and the compression of conductors such as dead ends and splices. As a result, 
a histogram is constructed to evaluate the loss and locate components subject 
to significant stress. These sensors can harvest energy from the considerable 
magnetic field in the vicinity of the line [88]. 

2. In an environment analogous to a substation, RF methods are utilized to assess 
the leakage of currents connected with overhead insulators. When pinpointing
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the precise site of faults, it is necessary to measure not only the amount of current 
but also the amount of time it has been flowing through the shield wire. Regarding 
the illumination current distributions, the same measurements are taken [89]. 

3. The surge sensor is employed to measure and log surges and the overall charge 
sensed [90]. 

4. The transmission structure’s sensing is accomplished by utilizing the sensing of 
the environment data and the image processing for decision support systems. As 
a result, various situations, such as an unknown outage and actions by birds of 
prey, can be identified in real-time [91]. 

6 Meters with Internet-Enabled Functions 

In the IoT for renewable energy, smart meters can also be considered a form of sensor. 
The advanced metering infrastructure is built on top of smart meters, which are the 
primary constituents of this infrastructure (AMI). 

These utilize a variety of communication channels to establish a connection 
between clients and service providers [92]. Monitoring power flow in both direc-
tions uses smart meters in another capacity. Consequently, using smart meters makes 
it possible to implement dynamic invoicing, load monitoring, and remote capabilities. 

7 Sensing of the Solar and Wind Fields 

Real-time sensing of these environmental factors is necessary for the effective oper-
ation of the energy generating process [93], as it is required for the reliable integra-
tion of solar [94, 95] and wind energy [96–98] resources in the IoT for sustainable 
energy. Solar irradiation and wind speed are both measured during these environ-
mental sensing procedures. Sensing weather-related factors of this type in sustain-
able energy systems has the enormous potential to deliver a greater variety of energy 
sources to power systems. 

8 Conclusion 

Climate change is closely related to energy management. A lot of challenges were 
related to energy use. Still, The IoT offered solutions for sustainable energy, like 
the generation of wind, solar, and renewables which were performed through IoT 
sensing like coal-plant sensors, oxygen sensing, Co sensing, and multiple sensors 
or detectors. Meters with Internet-enabled functions are considered sensors. Aside 
from wind speed and its energy generation, it can be used as a monitor for solar
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irradiation. In sustainable energy systems, weather-related parameters of this type 
can deliver a wider range of energy sources to power systems. 
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