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Abstract. Mobile networks are vital for modern societies. Recent gener-
ations of mobile communication systems have introduced increased secu-
rity and privacy features to enhance their trust and reliability capabil-
ities. Several well-known vulnerabilities, however, have not been mit-
igated due to design choices so far. An example is the IMSI probing
attack considered in this paper which exploits vulnerabilities of the pag-
ing mechanism in mobile networks, whereas the reference to the Inter-
national Mobile Subscriber Identifier (IMSI) is arbitrary and misleading.
The IMSI probing attack can be used to locate and track mobile phones
to infer the behavior their users. Although first published already ten
years ago, it can be applied to all cellular network generation up to the
upcoming 5G Stand Alone. The attack requires a certain effort to be
successful. It is therefore considered less practicable. In this paper, we
present an in-depth analysis of the IMSI probing attack and discuss the
likelihood for its success including the required presumptions. We show
that under certain conditions the attack may be successful and that the
success rate can significantly be improved. Finally, we present a novel
attack variant that doubles the success rate and enables location deter-
mination at the cell granularity level.

Keywords: IMSI probing attack · Privacy violation · 4G · 5G SA ·
Paging · RRC protocol

1 Introduction

Mobile devices have become ubiquitous in recent decades. The number of services
offered on mobile devices is increasing with an astonishing speed. Sensitive ser-
vices, such as online banking and health data capturing, have become standard.
The growing impact of mobile technologies on human beings improves their life
quality in various ways, but they also provide a lucrative target for misuse by
exploiting their vulnerabilities.

With each generation, mobile telecommunications networks have become
more and more secure. At the very beginning of the development the lack of
mutual authentication between base station and the mobile phone (UE, user
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equipment) in 2G was the main reason for the well-known privacy attacks based
on false base stations (FBSs) [9]. For this attack type, solutions were discussed
through all mobile network generations, e.g., the authentication of System Infor-
mation Block (SIB) broadcast messages to prevent the use of false base stations.
With 5G Stand Alone (5G SA), the use of the permanent subscription identifier
has been restricted over the air interface which significantly limits the possibil-
ity of privacy attacks. Another example of a vulnerability existing since 3G is
the so-called Linkability of Failure Messages (LFM) attack [2] which exploits a
weakness in the authentication and key agreement (AKA) procedure. With pag-
ing, used to wake up disconnected mobile devices, the situation is similar. The
IMSI probing attack exploits the fact that paging messages include the M-TMSI
(Temporary Mobile Subscriber Identity) of the phone to wake up, which is typ-
ically not changed frequently [6]. The attack was first published in 2012 [8], but
it was not considered a severe attack at that time, since the same result could
readily be achieved with other attacks. The reference to the International Mobile
Subscriber Identifier (IMSI) was arbitrarily chosen for this attack because the
initial attack scenario published did not use the IMSI as target identifier but
the phone number. In principle, the attack can use any identifier to initiate
interactions with a target device.

In 4G and 5G, the attack can be applied for degrading privacy guarantees. So
in 5G SA, for instance, an attacker should not be capable to verify the presence or
absence of a user because no permanent identity is transmitted over the air, but
the paging vulnerability allows one to link the reuse of temporary identities, e.g.,
the GUTI (Globally Unique Temporary Identifier), to verify the presence and
absence of a certain user. The 3rd Generation Partnership Project (3GPP) - the
relevant body for the specification of cellular networks - has been already aware of
this problem and proposed to change the 5G GUTI after certain events (3GPP
TS33.501, 6.12.3), e.g., after receiving paging messages (GUTI re-allocation).
However, 3GPP has not specified exactly how the GUTI reallocation should be
implemented. Recent research has found out that several operators did so even
before it was required by the standard [6]. In many cases, however, the new GUTI
was based on the previous one with only slight and predictable modifications.
The 3GPP standard (3GPP TS33.501, 6.12.3) explicitly states that the change
of the GUTI is up to the operator. So, the re-allocation of GUTIs was not
implemented as required in the three investigated 5G SA networks in China,
rendering IMSI probing attacks still feasible [10].

In this paper, we present an in-depth analysis of IMSI probing attacks and
examine the effectiveness as well as the limitations of the attack. This is necessary
because no such investigation has been performed since the introduction of the
attack. We discuss the conditions when the attack may be successful and present
an attack variant that doubles the success rate and allows for a location accuracy
at cell granularity. Currently, the use of paging messages is the only available
probing method in public. Therefore, we refer to paging-based probing here.
Paging messages can only be triggered when the target phone has no radio
connectivity, i.e., when it is in the so-called idle mode. We explore the idle mode
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with and without user interactions, called active and passive phone, respectively.
The remainder of the paper is organized as follows. In the following Sect. 2, we
introduce the IMSI probing attack and discuss various aspects of its use. Section 3
analyzes the behavior with passive phones in a testbed consisting of 4G and 5G
mobile network lab environments and commercial off-the-shelf (COTS) mobile
phones. Section 4 then considers the behavior with active phones. For this, a
user behavior model has been developed to enable simulation-based analysis of
the IMSI probing attack. The impact of applications installed on mobile phones
is analyzed in depth also in this section. In Sect. 5, we present measurements
from public land mobile networks (PLMNs) to augment the results of the lab
network and the simulation. Based on these analyses, we quantify the overall
success probability of IMSI probing attacks in Sect. 6 and analyze the impact of
the most relevant parameters for the success probability is analyzed. In Sect. 8
we present a novel, more efficient attack vector. Some final remarks conclude the
paper.

2 IMSI Probing Attack

The goal of the IMSI probing attack is to verify whether a given device is cur-
rently in a certain cell or tracking area. This can be used to track a person in
certain area (e.g. city), to observe its movement in a shopping area, or to pre-
pare further activities, e.g., to check whether a person is at home to prepare a
burglary. The presence can be determined with cell (200 m–20 km) or tracking
area (multiple cells) granularity, respectively.

The software for this attack is freely available. The hardware cost for
commercial-of-the-shelf software-defined radios, which are sufficient for launch-
ing the attack, is below $2000. Only minimal programming knowledge is required
to adapt open-source software like srsRAN [14], OpenAirInterface [11], or other
open-source monitoring tools, such as Falcon [5], LTEEye [7], OWL [3], and
C3ACE [4] for the attack. Qualcomm baseband chips offer access to layer-2/3
messages via the DIAG protocol. Open-source frameworks, such as QCsuper [12],
built upon this DIAG protocol can also be used.

2.1 Attack Presumptions

To launch the attack the attacker has to trigger a paging message. This can be
done by sending a message to the target device. For this, the attacker needs to
know at least one identity of the target device, e.g., the social media account or
others, as discussed below. The attacker must further be connected to the mobile
network of the target device, either directly or via a proxy network, e.g., the
Internet. Moreover, the attacker must be able to passively monitor and analyze
the paging channel of the given cell or of at least one cell within the tracking
area in which the target device’s presence should be checked. The analysis itself
can be either performed in real time or offline afterwards. Finally, it requires
that the attacker is close to the target device. In practice, this can be several
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hundred meters in urban cells and some kilometers in rural environments. It is
difficult to determine the proximity in advance as beam propagation is subject
to different factors, e.g., weather or position. The distance to the target device
can be increased using high-end antennas and other monitoring equipment.

Target Device Identities. Attacks on mobile devices often use different iden-
tities for their purpose, such as GUTI, IMSI, IMEI (International Mobile Equip-
ment Identity), or MSISDN (Mobile Subscriber Integrated Services Digital Net-
work Number). IMSI probing, in contrast, can use any identity that trigger pag-
ing messages. From the attacker’s perspective, this is a substantial advantage
because social media or e-mail accounts can be exploited as well. Additionally,
the attack can also be performed without knowledge of any mobile network-
related identity, if other identities are known as shown by Shaik et al. [13].
Thus, the attack can be used in versatile scenarios.

2.2 Triggering Paging Messages

Assuming that all presumptions of the attacker model are met the attack can
be launched triggering a paging message. For this, the attacker has to select
an appropriate triggering method based on the available identities. Almost all
instant messaging applications trigger a paging message at the base station.
Since an attacker usually does not know the instant message apps installed,
default applications, such as telephony or SMS, can also be used for triggering.
There is also the option to secretly trigger paging messages. Shaik et al. [13]
proposed the use of the typing notification of Whatsapp for this because it is
not shown on the target device, even if the application is used by the device
owner during the reception of the paging message. There is one exception when
the attacker’s Whatsapp account is already known to the target Whatsapp’s one.
In this case, the attacker’s account is indicated as “typing”, i.e., the account is
currently writing a message. A similar behavior is also expected in other instant
messaging apps. Another less concealed option is the use of Facebook [13]. This
proposal relies on the fact that the Facebook application does not prominently
show messages of unknown users, but instead stores them in a folder, called
“Other messages”, not be seen by the user. In addition, an attacker must know
in advance whether various additional conditions are fulfilled: does the target use
the application, also the mobile version of it, and whether it is active. Therefore,
it is most likely that attacks prefer to use phone or vendor default applications
which require less assumptions on installed applications. We did not examine
any other means in the context of this investigation to trigger paging messages
in an open or concealed manner.

2.3 Connection Mode

The connection mode is of crucial importance for the success of the attack. It
is idle or connected. A phone is in the connected mode when it has established
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a layer-2 (Access Stratum, AS) and a layer-3 (Non Access Stratum, NAS) con-
nection. It is in the idle mode when only a layer-3 (NAS) connection has been
established but no layer-2 (AS) connection. Only if the phone is in the idle mode
the attack is successful. Therefore, the switching between these two modes has
to be detected. This has to be done by simultaneously monitoring the paging
channel of the target cell or tracking area, respectively.

2.4 Monitoring the Paging Channel

Regarding the monitoring two kinds are distinguished: regular and smart paging.
Regular paging sends paging messages in each cell of a tracking area, whereas
smart paging only in the cell in which the mobile device is located, i.e., with smart
paging, the presence of the target device can be verified with cell-granularity.
An attacker can easily figure out whether smart paging is used by triggering a
paging message and monitoring a neighbor cell of the same tracking area. If the
paging message is received only tracking area-granularity can be achieved.

In order to recognize the paging messages triggered by the attack the pag-
ing messages must be sent with defined sending frequency. This frequency can
arbitrarily be chosen by the attacker, e.g., every 10 s, and can also be non-
equidistant. In this case, the paging channel analysis tries to recognize whether
there are messages to a certain device that follow this pattern.

2.5 Result Verification

Regarding the sending two types of errors can be distinguished. If the frequency
pattern is detected although the target device is currently not located in the cell
or tracking area we have a false positive (FPs). This type of error occurs if a
short pattern has been chosen. Kune et al. [8] triggered a paging message with a
probe j (j ∈ 1 ≤ j ≤ n) and stored any temporary identifier in a set Ij that were
addressed in paging messages within a specified time interval tmin ≤ t ≤ tmax

after triggering the paging message to the target device.

Ij =

{
TMSIt, tmin ≤ t ≤ tmax

Ø, otherwise
(1)

This step was repeated n times until only one identifier occurred in each of
the stored set I, i.e. the intersection of temporary identifiers send after each
probe is the temporary identifier of the target device (I1 ∩ I2 ∩ ... ∩ In). While
using a distinct pattern, the likelihood of a false positive is lower than in the
approach of Kune et al. Simple repetitions of the pattern further decreases the
likelihood. False negatives (FNs), in contrast, occur when the device is located
in the monitored cell or tracking area, but the frequency pattern is not found on
the paging channel. This happens if the target device is not in idle mode when
the attack is carried out or the monitoring system misses to capture the message.
It is enough to fail the attack, when one paging message to the target device is
missing in at least one set because there is no identifier in this case that occurs
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in each list (I1 ∩ I2 ∩ ... ∩ In = Ø). Pattern matching algorithms that employ
thresholds for list comparison achieve more reliable results. After sending 10
probes, for example, it is sufficient to have a single identity in 80% of the lists,
i.e., eight lists to conclude that the target is present, while the algorithm of
Kune et al. would fail in this example. We apply the results of this examination
to develop optimized attack success strategies which we present in Sect. 6.

3 Analyzing Idle Behavior with Passive Phones

The most significant limitation of the IMSI probing attack is that an attacker
does not know whether the target device is in idle mode. When it is not in idle
mode the attack results in a false negative, i.e., the target presence cannot be
verified even if the target device is in the cell or tracking area. We consider two
cases for the further analysis: (1) the device is not in use at all during the attack.
Even then, there is a probability that the device is not in idle mode. This case
is referred to as passive mode and is considered in this section. (2) The device is
in use during the attack, e.g., for a telephone call or for browsing the Internet.
This is referred to as active mode and is analyzed in a subsequent section.

3.1 Test Setup

To assess the passive mode we set up a testbed to measure idle times using an
Amarisoft Callbox Classic [1]. The Callbox consists of a base station with 5G
SA support, the respective core, and an IP Multimedia Subsystem (IMS). Base
station and core also support 4G and multiple cell scenarios, such as 5G NSA. In
our experiments, we used 5G SA for phones that support it, otherwise 4G. The
phones were Android ones from various vendors, e.g., Samsung, Google, Huawei,
Oppo, and Sony. The Callbox also possesses other basic monitoring capabilities,
e.g., the possibility to verify whether a device has a layer-2 identifier (Cell-Radio
Network Temporary Identifier, C-RNTI) associated with. If no such identifier
is associated, the device is in idle mode and possesses only the layer-3 identity
(GUTI). A script has been written to monitor the association of a layer-2 identi-
fier in 1 s periods. Thus, the idle times of any device connected to the test setup
could be determined. All phones had a factory-reset prior to experimentation
and no additional software was installed. Any software installed on the phones
can potentially alter the idle time behavior because any software with network
connection can initiate a communication and thus forcing the phone to switch
from idle to connected. It can be assumed that the more software, i.e., apps, are
installed on the target phone the more likely is that the device is not in the idle
mode, so that the presence verification leads to a false negative. Because only
default software was installed on the phones, the results can be interpreted as
best case scenarios in which the attack can be launched on each phone model.

3.2 Idle Time Behavior of Passive Phones

We found out that the examined mobile phones (Phone A, Phone B, Phone C,
Phone D, Phone E) were between 89% and 96% of the overall monitoring period
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Fig. 1. Idle behavior of the investigated phones with default configuration

in the idle mode. An exception was Phone E* for which we used Phone E with dis-
abled data connectivity and an idle ratio of 99.8%. In all cases other than E*, an
increased connectivity period in the first minutes of the experiment was observed
followed by a cyclic periodicity of idle time behavior after about 5 min. An exem-
plary visualization of the idle behavior of the investigated mobile phones is given
in Fig. 1. The shortest observed idle time period was 1s for Phone A, the longest
4972 s for Phone E* with disabled mobile data connectivity. With enabled mobile
data connectivity, Phone E had a maximal idle duration of 530 s, indicating the
significant influence of the data connectivity. An overview of the results is given
in Table 1. When the mobile data connection between the mobile phone and the
network was disabled, the mobile phone connected only once during the moni-
toring. From this, it can be derived that the phones’ idle phases are significantly
correlated with the Internet connectivity, which is controlled in the upper layers
of the phones’ protocol stack. It can also be concluded that the idle behavior
of passive phones in default configuration is characterized by short but frequent
connection phases, which are temporally grouped in many cases.

3.3 Analysis of Process Behavior in Passive Mode

In order to assess which processes are relevant in the idle and connected mode,
a mobile application has been developed to collect information about the net-
work packets and the corresponding processes. The app uses the proc file sys-
tem to gather this information. It requires a rooted phone for installation. Two
24h experiments were conducted. In the first experiment, the test phone was
in the default configuration, i.e., no apps (besides our monitoring app) were
installed. A total of 6287 packets was observed resulting in an average of 4.4
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Table 1. Overview of the idle time behavior of selected mobile phones with default
settings and default software installed, Phone E* is like Phone E but with disabled
data connectivity

Phone A Phone B Phone C Phone D Phone E Phone E* Av. wo E*

Exp. duration 4271 s 3592 s 3870 s 3942 s 4095 s 6790 s 3954 s

Number conn. 34 32 17 12 27 2 24,40

Idle conn. ratio 91% 89% 91% 96% 90% 99,8% 91%

Av. conn. phase 11 s 13 s 21 s 15 s 16 s 6 s 15.20 s

Min. conn. phase 4 s 10 s 10 s 10 s 10 s 1 s 8.80 s

Max. conn. phase 26 s 27 s 76 s 40 s 73 s 10 s 48.40 s

Av. idle phase 118 s 96 s 207 s 290 s 136 s 2260 s 169.40 s

Min. idle phase 1 s 2 s 3 s 5 s 2 s 290 s 2.60 s

Max. idle phase 287 s 328 s 821 s 821 s 530 s 4972 s 557.40 s

packets per minute. However for IMSI probing, the temporal distribution is sig-
nificant. Therefore, we further analyzed the phases in which no packets were
sent. We found out that most packets (6015) had a distance less than 1s to the
preceding packet. There were several phases in which no packets were sent, up
to 1680 s, which provide multiple options for successful IMSI probing attacks.
Google services, such as GMS persistent and quicksearchbox, accounted for the
majority of network traffic and dominated the connectivity phase. Since cellu-
lar phones are usually not in default configuration, the opportunities for IMSI
probing may differ from the previously discussed scenarios. To take the impact
of mobile applications on the IMSI probing success probability into account we
installed and registered in the second experiment a number of popular applica-
tions on the phones. The complete list is given in Appendix A. Where necessary,
user accounts were registered. However, no further interactions with apps were
induced, e.g., no subscriptions, friend requests, likes etc. Interestingly, the behav-
ior changed drastically. With these popular applications, the number of packets
transferred in 24 h increased almost 35 times, resulting in a total of 217748
packets transferred and on average of 151 packets per minute. As expected, the
number of idle phases reduced significantly to only 15 phases between 20 s and
30 s. The maximal idle duration observed was 25.4 s. The effective time is even
smaller in reality, since we measured the time between two consecutive pack-
ets in the experiment. The actual idle phases are initiated by the network after
a certain threshold (phone’s inactivity timer) which further reduces the time
slot available for the attack. On process-level, the most significant change is
that Google services have no significant share in the number of packets sent
over the network. Instead the process com.zhiliaoapp.musically (60.76%) and
com.zhiliaoapp.musically:push (5.21%) account caused more than 65% of the
observed packets. As the two processes can be attributed to the TikTok applica-
tion, this observation indicates that an installed TikTok application significantly
reduces the probability of successful IMSI probing attacks. With 1.32% of the
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observed packets, the aforementioned Google GMS service is ranked third. This
process also almost doubled the number of packets sent from 1589 to 2885, sug-
gesting that at least one of the installed applications affects Google services as
well.

4 Analyzing Idle Behavior with Active Phones

IMSI probing attacks can only be successful when the target phone besides being
in idle mode is close to the target person. However most likely, the phones are
actively used over time thus reducing the idle mode times. To enable an in-depth
analysis of IMSI probing attacks under these conditions the idle behavior model
of the mobile phones must include the user behavior. For this purpose, we have
developed an additional user behavior model based on the following assumptions:
The average screen time of a person varies by many factors, such as weekday,
habits, and age. To evaluate the effectiveness of the IMSI probing attack several
assumptions about the target must be made. We assume here that an average
person spends about 3:15 h with its phone per day and that this time spreads
over 58 sessions [15], 70% of them are shorter than 2 min, 25% are between 2–
10 min, and 5% longer than 10 min. Moreover, the sessions are equally distributed
between 8 a.m. and 7 p.m. The time spent on smartphones is significantly lower
between 9 p.m. and 7 a.m., what increases the probability of a successful attack.
It was also found that on average the time spent on mobile phones is less on
weekdays than on weekends [15]. During the pandemic the screen time increased
about 20% to 30% rendering probes less likely to be successful. A visualization
of an exemplary idle behavior of the developed model of such a behavior for an
8h period is contained in Fig. 2 (lower graph, cyan and magenta solid lines).

5 Empirical Evaluation in Real World Mobile Networks

To further quantify the success probability of IMSI probing attacks other param-
eters were examined. An important parameter is the number of consecutive
probes required for a successful attack. The capture rate of the available moni-
toring systems is another parameter that needs to be considered because there
is a likelihood of probes being missed.

5.1 Experimental Environment

Figure 3 depicts the number of paging messages in 10 s time interval over a 24 h
period in the network used for the experimental evaluation. The tracking area
is located in the north-east metropolitan region of Munich, but it is no longer
part of the Munich city. As it can be seen, up to almost 1400 paging messages
per 10 s interval need to be captured and processed by the monitoring system.
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Fig. 2. Upper graph: Exemplary visualization of the idle and connected times of the
assumed user behavior model. Lower graph: Exemplary visualization of the idle and
connected phases resulting from the combined user and processes model

Fig. 3. Visualization of the number of received temporal user identities (TMSI) per
1680 s over the course of about 24 h in a cell in the northern metropolitan area of
Munich.

5.2 Required Number of Probing Repetitions

The determination of the required probe number for a successful identification
of a phone is crucial for further investigations. This is because the number of
required probes in combination with the duration of a single probe determines
the total idle period necessary for a successful attack. The required number
of probes is not known in advance and can only be estimated. As previously
described, an attacker needs to define a time window in which paging messages
are collected. This must be repeated until only one or none GUTI is included in
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each observed window. The number of paging messages per window depends on
the window size and the network usage behavior which depends, as argued above,
on daytime, habits, and so on. To quantify the IMSI probing success probability
we performed several attacks (as described in [8]) against a known target phone
on a working day at noon in an urban region in the network of a major German
operator. In general, we needed about 6 probes at this time to receive only one
GUTI included in each monitored time window. This corresponds to the results
from the literature [8,13].

5.3 Capture Rates

An attacker cannot know whether all paging messages in a monitored time win-
dow are captured or not. The capture rate depends on multiple factors. In our
experiments we deployed the Falcon monitoring system [5] to collect the paging
messages and to determine the capture rate. We found that the value significantly
depends on the signal quality and the network usage. The achieved capture rates
were between 70% and 99%. Mobile phones do also not have a capture rate of
100% because the base station repeats the paging messages several times to
reduce the likelihood of missing them. This effect increases the capture rate of
the monitoring system.

6 Attack Success Probability and Impact Factors

To determine the probability of a successful IMSI probing attack two cases have
to be distinguished. (1) The success probability is estimated using the developed
model based on the experimental results of the idle behavior of the mobile phones
that are not in use (passive) and have no applications installed (default configu-
ration). (2) Based on this, user interactions with a mobile phone are included in
the quantification. False positive probabilities are not considered here because
this would require assumptions on third-party devices connected to the cell or
tracking area in which the attack is launched. In the two cases, the success prob-
ability depends on the number of required probes, the time window to monitor
the probes, the capture rates, and the idle times of the mobile phones. Given
that an attacker cannot know the exact idle behavior of the mobile phones, any
attack time is equally sufficient.

6.1 Passive Mobile Phone with Default Configuration

In our experiments, we used the Amarisoft Callbox as test network and the
aforementioned script to monitor the phone’s idle times. Additionally, a Python
script was written to use the JSON API to periodically send SMSs every 20 s
via the test network to the target phone. 20 s were chosen because the network
typically releases the phone after 5–15 s of inactivity and 20 s ensure that the
previous SMS does not influence the subsequent ones. The script used the JSON
API of the Callbox. The paging channel of the test network was again monitored



IMSI Probing 91

Table 2. Overview of the idle time behavior of selected mobile phones with default
settings and default software installed

Ph. A Ph. B Ph. D Ph. E Ph. E*

True-pos 98 128 96 100 108

False-pos 7 19 27 14 1

True-neg 2823 2767 2295 2151 2053

False-neg 45 18 9 12 10

Precision 0.933 0.871 0.780 0.877 0.991

Recall 0.685 0.877 0.914 0.893 0.915

F1-score 0.790 0.874 0.842 0.885 0.952

with the Falcon tool. A statistical evaluation of the complete experiment is given
in Table 2.

The success rate for IMSI probing attacks against passive phones in default
configuration varies significantly depending on the number of probes required
and the phone model. This is because the false negative classifications, i.e., the
missed probes, were significantly higher than for other phones. The reason for
this is the shorter idle time or the more frequent connection phases, respectively,
since the same monitoring system was used in all experiments. The success prob-
ability for one probe is about 70% and reduces to about 1% for 12 consecutive
probes for Phone A. All other phones had a success probability of about 90% for
one and between 20% and 35% for the 12 consecutive probes. The success proba-
bility for 7 consecutive probes, as identified as typical number in the experiment,
is about 7% for Phone A and between 40% and 53% for the other phones.

From this experiment, the time between a received SMS and the return to
idle mode was estimated to be about 12 s. This is important to quantify the
waiting period between two consecutive probes in the subsequent evaluation.

6.2 Active Mobile Phone with Default Configuration

To determine the success probability for active phones the idle behavior model
as described in Subsect. 4 was investigated. An exemplary visualization of the
distribution of the connections and idle phases is shown in Fig. 4b, whereby the
threshold of 7 consecutive probes with a 12 s window between probes is marked
with a vertical solid red line.

It shows that there are several idle phases that are long enough to perform
a successful IMSI probing attack. An attacker, however, cannot know the begin
or end of these phases, i.e., the likelihood of a successful attack is the same
at any point in time from the attackers perspective. Therefore, the attacker’s
probability to launch the attack is equally distributed over the considered time.
Consequently, the number of required probes and the capture rate of the moni-
toring system are the two parameters that cannot be known in advance because
they depend on the cell or tracking area load during the attack. An exemplary
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Fig. 4. (a) Visualization of the relation of the attack success probability and the number
of probes required for presence verification. Phone D (green) and Phone E* (purple) are
almost similar. (b) Histogram of the resulting length of idle times in the user behavior
simulation and the threshold for the minimal idle time required for a successful attack
(6 consecutive probes á 12 s) (Color figure online)

visualization of the success rates for several required numbers of probes and
capture rates is given in Fig. 5.

Several of the considered scenarios have a success probability close to zero.
This is because the availability of idle phases is limited if the user behavior is
taken into account. The required number of consecutive probes linearly increases
the needed duration of the idle phase. The gradient depends on the minimal
time between two probes which is the sum of the time between sending the
probe, receiving by the phone, connecting to the network, receiving the data
(i.e., the SMS in our experiment), and switching back to idle mode after a short
inactivity period. In best-case scenario, the IMSI probing attack only achieves
a success probability of 36.88%. This is the case with a 100% capture rate and
only 4 probes being necessary to differentiate the target phone from all other
phones in the cell or tracking area. In our experiments with different provider
networks, four probes was the minimum number of probes that were required
for a successful attack.

7 Optimizing the Attack Success Probability

The results obtained suggest that IMSI probing is not a reliable attack technique
at all. If we consider the typical user behavior with eight required probes and a
capture rate of 99%, the success probability is below 20%. Moreover, this only
holds if no applications are installed. The in-depth process analysis revealed that
the required idle phases are even less if applications are installed on the phone,
which is the normal case in real world scenarios.

The success probability is determined based on the assumption that the
pattern detection algorithm cannot handle errors, leading to an unsuccessful
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Fig. 5. Left: Impact of the capture rate on the success probability for different number
of required probes. Right: Impact of the required number of probes on the success
probability for different capture rates.

probe if one probe is missed (e.g., because of the capture rate or because the
phone was not in idle mode). More advanced pattern detection algorithms can
take these factors into account and increase the success probabilities as follows.
There are two strategies. (1) An attacker can simply repeat the IMSI probing
attack after completion. In this case, the overall success probability of the attack
is generally determined by the discrete binominal distribution P (X ≥ 1) =
P (X = 0) + ... + P (X = n), whereby P (X) =

(
n
k

)
pk(1 − p)n−k and P is the

overall success probability, n the number of attacks, k the number of successful
attacks and p the success rate of a single probe. For example, if the attack success
rate is 40%, the probability of at least one successful attack after 4 attacks is
about 87%. This strategy is limited by the overall number of idle phases that
are long enough to perform a successful attack, i.e., if there are no idle phases
long enough for a successful attack the attack fails regardless of the number of
repetitions. In all other cases, this strategy will succeed given infinite time. (2)
A more advanced strategy is to adapt the pattern detection during the attack.
As presented in Table 2, the recall for a single probe is about 90% (excluding
Phone A), i.e., there is only a 10% probability to miss a paging message. If one
paging message is missed the intersection does not converge to one remaining
identity but to none. In such a situation, additional probes can be sent to verify
the result. The formula from above applies here as well. For example, if the
likelihood of a single successful probe is 90%, the likelihood of seven consecutive
successful probes is about 48%, i.e., when seven probes were sent the probability
that at least one was missed is about 52%. However, by simply sending another
probe, i.e., eight probes are sent and only seven are required to be successful, the
overall success probability reaches 81%. Adding a ninth probe, i.e., nine probes
are sent and only seven of them are required for success, would increase the
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overall attack success probability to 95%. This strategy is more effective than
the first one presented, since only a single probe has to be repeated instead of
the complete probe sequence. The additional probes in the two strategies can be
sent at any time. The only limitation is that the identity can change over time
or that the target phone changes its location.

8 A Novel Attack Technique for IMSI Probing

Currently only paging messages are used as attack vector for IMSI probing
attacks. We present here another attack vector - the RRCConnectionSetup mes-
sage - which achieves a better success rate. RRCConnectionSetup is a layer-2
downlink message that is part of the Radio Resource Control (RRC) protocol. It
is sent from the phone to the base station in the process of establishing Access
Stratum connectivity.

Performing the IMSI probing attack using the RRCConnectionSetup message
has two major advantages. (1) The location accuracy can be improved from
tracking area granularity to cell one. RRCConnectionSetup messages are not
sent in the tracking area but only on layer-2 of the cell the phone is in. For paging
messages, this granularity has been only possible up to now when smart paging
(i.e., paging messages are only sent in the last known cell instead of the last
known tracking area) was applied in the target cell. (2) The number of probes
reduces drastically because the number of RRCConnectionSetups is generally
lower than the number of paging messages. This is because RRCConnectionSetup
messages are only sent when the paging procedure is successful and the phone
establishes a connection, or when the phone establishes a connection without
prior paging.

For the evaluation of this attack technique, we performed an experiment com-
paring paging- and RRCConnectionSetup-based attacks. We performed twenty
consecutive attacks and compared the efficiency of the two attack vectors regard-
ing the required number of probes to verify the target presence which ultimately
impacts the attack success probability, as argued above. It was found that paging-
based IMSI probing attacks required between 4 and 10 probes with on average
5.6 probes and a standard deviation of 1.2 probes. For the RRCConnectionSetup-
based attack, 2 or 3 probes were needed with on average of 2.2 probes and a
standard deviation of 0.4 probes. These results show the greater efficiency of
the new attack vector. The number of messages collected during the specified
time window (4.5 s) after the probe was ten RRCConnectionSetup messages
compared to on average ninety paging messages before. This is the reason why
the new attack method converges faster leading to a better correlation between
the number of required probes and the number of messages collected after each
probe.

Based on these experimental results, we further assessed the attack success
probability of the two vectors. We run hundred simulations with a given cap-
ture rate of 95% and a minimal waiting period of 12 s between the probes,
and a minimal required number of two probes for RRCConnectionSetup and
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six for paging. Our model showed an average attack success probability for the
RRCConnectionSetup-based method of 39.72% with a standard deviation of
4.42% and for the paging-based one 20.71% with a standard deviation of 3.00%,
i.e., the number of RRCConnectionSetup messages is about one tenth of the
number of paging messages in the same time window (90 vs. 10 messages). This
results in a reduction of about one third in the number of probes required (six
vs. two probes) which itself doubles the success probability of the IMSI probing
attack (20% vs 40%).

The RRCConnectionSetup attack vector, however, increases the uncertainty
of the calibration of the time window after the probe. This is because measuring
paging messages is subject to uncertainties of the phone, the API that initi-
ates the probe, and the network that receives the probe and subsequently sends
the paging message to the target phone. For monitoring RRCConnectionSetup
messages, the uncertainty is extended by the target phone receiving the paging
message and subsequently sending the RRCConnectionRequest message back to
the base station which then in turn responds with the RRCConnectionSetup to
the phone. We found that the delay of this process is on average 0.4 s, while the
standard deviation increases from 0.77 s to 1.06 s. This effect must be compen-
sated by adjusted time windows when performing the attack. For paging-based
IMSI probing, the calibration of the time window is also necessary.

We identified a limitation in our experimental setup because the Falcon tool
[5] captured paging messages with an accuracy of about 98.8% and RRCConnec-
tionSetup messages with an accuracy of about 76%. This may be caused by the
increased complexity in decoding for the RRCConnectionSetup messages. We
made the measurements from the phone’s baseband chip which we accessed via
the Qualcomm DIAG protocol with QCsuper [12] as baseline. The ratio of mes-
sages received at the baseband chip and SMS triggered was 92.8% for both paging
and RRCConnectionSetup messages. The remaining messages (7.2%) were not
being sent, since the phone was not in idle mode. We mitigated this limitation
by considering positive results only. This is valid because the target phone was
present in the monitored network and only the number of required probes for
verification was evaluated.

9 Conclusions

In this paper, we have studied on the effectiveness of the IMSI probing attack
that allows for invading user privacy. With the advance of cellular network gen-
erations, this relative old attack is becoming more attractive for attackers in
the context of modern telecommunication networks like 5G. The effectiveness of
the attack significantly depends on the manner how the target phone is used.
Modern devices with many installed apps and a frequent device usage through
phone calls, video streaming, messaging etc. render IMSI probing attacks more
complex with a relative low success rate. Nevertheless, 3GPP has proposed mit-
igation mechanisms (3GPP TS33.501, 6.12.3) which are ineffective though [6].
The attack leaves traces on the device, i.e., in the baseband processor, and hence



96 D. Fraunholz et al.

can be detected. The results of our empirical study have shown that the IMSI
probing attack based on the algorithm of Kune et al. using paging messages is
rather ineffective and only successful under optimal conditions. We have inves-
tigated the success rate for phones in passive and active mode. Especially the
passive mode contradicts the current trends of phone and data service usage.
These use cases are pretty unlikely. We have shown, however, that the use of
additional probes and more robust detection algorithms can improve the success
rate significantly. Nevertheless the execution of the attack remains complex. We
have proposed a novel attack vector based on the monitoring of the RRCConnec-
tionSetup messages of the RRC protocol. It significantly reduces the number of
probes thus increasing the attack success likelihood. This makes the deploy-
ment of the attack less complicated. Using the RRCConnectionSetup message
instead of paging messages doubles the attack success rate and also improves
the localization accuracy to cell granularity level. The impact of network and
phone delays, e.g., from network utilization, on the IMSI probing time window
needs to be investigated further. In particular, the trade-off between the num-
ber of messages (i.e., paging or RRCConnectionSetup) per time interval and the
necessary window size for capturing in the context of messages captured after
a single probe are of special interest here. Moreover, only smartphones were
considered. Other device types, such as IoT devices or vehicles, may have a dif-
ferent susceptibility to IMSI probing attacks. In this domain, the influence of the
Discontinuous Reception (DRX) or Extended Discontinuous Reception (eDRX)
cycles may play a significant role for the attack success rate, as paging occasions
might be reduced drastically.

A Installed Applications in Section 4

Facebook, Whatapp, Facebook Messenger, Instagram, TikTok, Subway Surfers,
Facebook Lite, Microsoft Word, Microsoft PowerPoint, Snapchat, SHAREit,
Netflix, Twitter, Flipboard, Candy Crush Saga, Skype, Spotify, Dropbox, Viber,
LINE.
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