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Foreword

The world is changing rapidly, and the speed of change depends on modern
electronic technologies and their fast advancements. Electronics, or microelectronics
products, now govern all modern devices and apparatuses. After the
microprocessor's invention, the continuous reduction in size of transistors until
almost the physical limit mainly favored digital electronics. Subordinately, there
was a development of disciplines that refer to analog electronics. Analog develop-
ments have had to adapt to limitations imposed by technological advancements but
have also exploited the advantages offered by new technologies.

If we consider the engineering design aspect, we see that there is a substantial
difference between digital and analog design. While digital design, which allows a
high level of automation, requires innovation at the architectural level, analog design
requires mental processing and inventiveness at a much lower complexity, reaching
the transistor and layout levels. Indeed, different applications require the use of
specific design techniques and strategies. Moreover, since analog functions of a very
different nature must operate on the same chip, as happens for the so-called system
on chip (SoC), the designers must have a broad spectrum of knowledge while
possessing a specific familiarity with their sector of activity.

Market demands have brought requests for various analog engineering skills.
They must know how to convert analog to digital, make circuits that arrive at
microwave frequencies, and obtain amplification with extremely low noise or
handling power at very high or ultra-low levels.

For the above, research laboratories with increasing capability and specific
competencies have been born. These laboratories of excellence produce state-of-
the-art results, also presented at primary conferences, and published in prestigious
scientific journals. More important, their activity indicates the path of innovation in
industries. The State Key Lab of Analog and Mixed Signal VLSI of Macau is an
example of a scientific reality born and grown to a top level in a few years.

Transferring knowledge from the research and development laboratories to the
productive world is a fundamental step of innovation. Unfortunately, advanced
knowledge is not available on the shelf and is often tacit (i.e., owned by the
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researcher and not codified), hence the vital necessity for methods that facilitate the
process. In the digital field, the need is less felt for two reasons. Few industrial
players dominate the market and have robust R&D activity internally. The architec-
tural studies for realizing with billions of transistor digital processing functions can
be codified and studied using a hierarchical approach. Design automation supports
the project phases at a lower level.

Conversely, the transfer of analogical knowledge is problematic. Textbooks
provide essential knowledge, and scientific articles summarize advanced knowledge.
The status suggests that the activity of an analog designer is like a craftsman (or an
artist) that uses their own experience (or inventiveness). There is a gap between basic
and advanced knowledge; overcoming this isn't easy.

The knowledge gained from studying textbooks does not go into detail and does
not teach the "tricks" that are fundamental to the success of an advanced design.
Scientific articles often miss relevant features, and the used wording is for an already
experienced audience. Also, they use procedures and research methodologies that
only the specialized community often understands. Furthermore, the mathematical
foundations are frequently believed to be known and referred to other publications,
indicated as bibliographic references.

All this constitutes a barrier to an effective transfer of analog knowledge. How to
fill the gap? The procedure is complex because it requires harmonizing the role and
needs of two interacting realities, to increase the visibility of research centers, and to
identify stimulating research topics. It also needs to collaborate on medium- and
long-term issues and educate future engineers and researchers capable of conveying
the tacit knowledge accumulated during the study and research periods.

The first essential element for the complex process indicated above is the present
book which, as well illustrated in the introduction, describes in suitable detail the
knowledge developed in various fields of microelectronics by many scientists of a
top research center. The book, other than the desire to “fill the gap,” favors the
cooperation between research and production.

Pavia, Italy
Macao, SAR, China

Franco Maloberti
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Introduction

General purpose integrated circuits (ICs) emerged in the early 1960s, and the
application-specific integrated circuits (ASICs) gained traction in the IC market
during the 1980s, highly influencing until now the world of ICs. ASICs are custom-
ized ICs for a particular application or end use responsible for expanding the
semiconductor industry, changing the respective business model, and significantly
increasing IC designs and the working opportunities especially for analog design
engineers. ASICs also influenced the whole ecosystem of semiconductor system
design, fabrication, and manufacturing, testing, and packaging, as well as the CAD
tools. They are completely different from other standard ICs like microprocessors or
memories specifically designed for a wide range of applications. On the other hand,
analog and mixed-signal ASICs contain both analog and digital circuits, as well as a
key building block that is the data converter, in the same chip. Their design allows
engineers to explore a great potential to reduce complex multiple IC chips, minimize
costs, protect intellectual property, improve reliability and performance, as well as
increase miniaturization, bringing down the power consumption. Real-life applica-
tions include smart mobile phones, sensor systems with on-chip standard digital
interfaces, voice-related signal processing, charge controllers for lithium-ion batte-
ries, unmanned aerial vehicles (or drones), automotive and other electrical vehicles,
aerospace electronics, and the fast-developing Internet of Everything (IoE). All this,
in a global network that involves communications among the users and the whole
universe of around 50 billion electronic gadgets worldwide. Essential in such
electronics infrastructure are the brain (CPU), the memory, and the senses (analog/
digital interface with audio, vision, and sensors) because a brain does not work
without a sensing system. This ubiquitous network operates with data acquired from
analog sources, thus connecting two different realities, the analog (physical/real) and
the digital (metaverse/virtual) worlds. Since the interface between the two realms
plays with analog signals, the most critical building blocks are high-performance
radios, power-efficient RF and mm-wave circuits, ultra-low-voltage clock refer-
ences, low-power and high-performance data converters, integrated energy
harvesting interfaces, fully integrated power converters, and low-dropout regulators.
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xii Introduction

All these circuits need to exhibit high-quality performance with low power con-
sumption, high energy efficiency, and high speed, thus enabling a reliable and
consistent development of the IoE while enlarging its frontiers. Since the total
market value of the A/D interface is in excess of 20 Billion USD per year, this
imposes a huge pressure in the design area with a high demand for analog design
engineers. Nevertheless, although this opens a vast field of opportunities for those
engineers, it also constitutes a huge challenge for them because it implies a contin-
uous knowledge update to accompany the fast pace of IC technology development
down to the nanometer scale in CMOS. Mixed-signal ASIC design offers engineers
the possibility of putting their creativity into practice to come about with innovative
solutions. Then, the main objective of this book is to present state-of-the-art designs,
all based in material from the two top publishing electronics outlets, the IEEE
International Solid-State Circuits Conference (ISSCC) and the IEEE Journal of
Solid-State Circuits (JSSC), adequate for the applications referred above and that
are appropriate to stimulate and well equip the mind of future skillful analog design
engineers. The authors list of this book also reveals a high quality of international
collaboration. This book includes eight chapters organized as follows.
Chapter “High-Performance SAW-Less TDD/FDD RF Front-Ends” presents high-
performance radio frequency (RF) transceiver (TXR) front-ends, describing first a
SAW-less TXR for multiband TDD communications and next a fully integrated
multiband FDD SAW-less transmitter (TX) for 5G New Radio (5G-NR).
Chapter “Power-Efficient RF and mm-Wave VCOs/PLL” addresses power-efficient
RF and mm-wave VCOs, presenting different techniques that enhance the perfor-
mance of the oscillator, as well as introducing reference-spur-reduction techniques
for the subsampling PLL. Chapter “Ultra-Low-Voltage Clock References” puts
forward designs and measurement results of two ultra-low-voltage clock references
in deep-submicron silicon processes, introducing a regulation-free sub-0.5 V crystal
oscillator for energy-harvesting Bluetooth Low Energy (BLE), and also demonstrat-
ing a fully integrated 0.35-V temperature-resilient relaxation oscillator using an
asymmetric swing-boosted RC network. Chapters “Low-Power Nyquist ADCs”
and “High-Performance Oversampling ADCs” give out two types of analog-to-
digital converters, namely low power Nyquist and high-performance oversampling,
respectively. Chapter “Low-Power Nyquist ADCs”, in particular, starts by describ-
ing two high-performance pipelined ADCs, a 12-bit SAR-assisted three-stage
pipelined ADC with an open-loop Gm-R-based residue amplifier running at
1GS/s, and a 3.3-GS/s 6-bit fully dynamic pipelined ADC using a linearized
dynamic amplifier. Besides, it also presents two time-domain ADCs different from
conventional voltage-domain ADCs: the first is a 13-bit hybrid ADC which com-
bines a SAR ADC with a time-to-digital converter (TDC), and the second is an 8-bit
10-GS/s time-domain ADC that aggregates four time-interleaved channels.
Chapter “High-Performance Oversampling ADCs” initially describes a sturdy
multi-stage noise-shaping (MASH) continuous time (CT)–delta sigma modulator
(DSM), followed by the analysis of the preliminary sample and quantization tech-
nique and finalizing with two different noise-shaping pipeline-SAR ADCs.
Chapter “Integrated Energy Harvesting Interfaces” introduces different switched-
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capacitor (SC) power converters for several AC-type and DC-type energy-harvesting
interfaces that allow full integration, target high system efficiency, and small size for
the highly miniaturized Internet of Things (IoT). Chapter “Fully Integrated
Switched-Capacitor Power Converters” hands out fully integrated switched-
capacitor power converters discussing the topology, analyzing the power conversion
losses, introducing techniques to reduce gate-drive switching and parasitic losses,
and comparing centralized and distributive clock generation methods for multiphase
SC converters. It also presents practical design examples of a SC converter-ring and
a multi-output SC converter. Finally, chapter “Hybrid Architectures and Controllers
for Low-Dropout Regulators” reports hybrid architectures and controllers for
low-dropout regulators, introducing classic LDO control methods and power stage
selection, it also details examples of analog-assisted and hybrid control digital
LDOs, as well as ampere-level switching LDO for high-performance multi-core
processors.
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High-Performance SAW-Less TDD/FDD
RF Front-Ends

Gengzhen Qi, Pui-In Mak, and Rui P. Martins

1 Introduction

In this chapter, we introduce two high-performance radio frequency (RF) transceiver
(TXR) front-ends. The first is an SAW-less TXR for multiband TDD communica-
tions that employs a novel N-path switched capacitor (SC) gain loop; another is a
fully integrated multiband FDD SAW-less transmitter (TX) for 5G new radio
(5G-NR).

To achieve an area-efficient SAW-less wireless TXR for multiband TDD com-
munications, we propose an N-path SC gain loop. Unlike the direct-conversion
transmitter (TX: BB filter → I/Q modulation → PA driver) and receiver (RX:
LNA → I/Q demodulation → BB filter) with such functions arranged in an open-
loop style, here we unify the signal amplification, bandpass filtering, and I/Q
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(de)modulation in a closed-loop formation, being reconfigurable as a TX or RX with
an LO-defined center frequency. The key advantages are the multiband operation
capability in the TX mode and high resilience to OB blockers in the RX mode.
Fabricated in 65-nm CMOS, the TXR prototype consumes up to 38.4 mW (20 mW)
in the TX (RX) mode at the 1.88-GHz LTE band2. The LO-defined center frequency
covers >80% of the TDD-LTE bands with neither on-chip inductors nor external
input matching components. By properly injecting (extracting) the signals into
(from) the N-path SC gain loop, the TX mode reaches an -1-dBm output power,
a -40-dBc ACLREUTRA1, and a 2.0% EVM at 1.88 GHz, while showing a -154.5-
dBc/Hz OB noise at 80-MHz offset. In the RX mode, we measured a 3.2-dB NF and
a + 8-dBm OB-IIP3. The active area (0.038 mm2) of the TXR is 24 times smaller
than the state-of-the-art LTE solutions.

Besides that, we also report a fully integrated multiband FDD SAW-less TX for
5G-NR. It features the following: (1) a bandwidth-extended N-path filter modulator
(BW-Ext FIL-MOD) to enable high-Q bandpass filtering at a flexible RF, with its
bandpass characteristic enhanced through the synthesis of a complex pole pair via
merging positive and negative feedback networks (PFN/NFN), thus surmounting the
trade-off between the passband flatness and out-of-band (OB) rejection; (2) an
isolated baseband (BB) input network to avoid the mutual loading effect between
the BW-Ext FIL-MOD and itself; and (3) a transimpedance amplifier (TIA)-based
power amplifier driver (PAD) to absorb both the bias and signal currents of the
BW-Ext FIL-MOD for better linearity and power efficiency. Fabricated in 28-nm
CMOS, the TX manifests a 20-MHz passband BW and a consistently low OB noise
(≤-157.5 dBc/Hz) for different 5G-NR bands between 1.4 and 2.7 GHz. The circuit
exhibits sufficient output power (3 dBm) and high TX efficiency (2.8–3.6%) con-
currently with high linearity (ACLR1 <44 dBc and EVM <2%). The active area is
0.31 mm2.

The organization of this chapter is the following:
Section 2 introduces an N-Path SC gain loop as a SAW-less TXR for multiband

TDD communications. Section 2.1 introduces the properties of the SC gain loop that
holds a number of promises of being a reconfigurable TXR. Section 2.2 describes
how it is possible to embed the gain-boosted N-path technique into the SC gain loop
to build the SAW-less TX mode. In Sect. 2.3, we report the SAW-less RX mode
utilizing a switched BB extraction technique to improve further the NF. Section 2.4
describes the LO (local oscillator) generator (LOGEN) with the TX-/RX-mode
control logics, followed by the measurement results in Sect. 2.5. Finally, Sect. 2.6
draws the conclusions.

Section 3 introduces the SAW-less multiband transceiver using an N-path SC
gain loop. Section 3.1 introduces the BW-Ext FIL-MOD and compares it with
the original FIL-MOD. Section 3.2 details the TX design and analyzes it using
both the functional view approach and LTI-based transfer function. Other details are
for the isolated BB input network, wideband TIA-based PAD, and low-power
LOGEN. Section 3.3 summarizes the measurement results and Sect. 3.4 presents
the conclusions.
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2 SAW-Less Multiband Transceiver Using an N-Path SC
Gain Loop

In order to develop multiband cellular radios at low cost, on-chip N-path switched
capacitor (SC) filters [1] rekindled as a promising replacement of the off-chip SAW
filters. The improved speed and parasitic effects of ultra-scaled CMOS technologies
enable the N-path SC filters to provide tunable high-Q filtering over a wide range of
frequencies [2, 3]. Beyond filtering, N-path mixing also facilitates wideband
receivers (RXs) to achieve input matching and harmonic rejection [4–6]. The
mixer-first wideband RX [4] shows a high out-of-band (OB)-IIP3 (+25 dBm)
while covering a wide RF range (0.1–2.4 GHz), but the NF (5 dB) becomes a hard
trade-off with the power consumption (70 mW) due to the absence of RF gain. The
noise-canceling RX [5] balances better between the OB-IIP3 (+13.5 dBm) and NF
(1.9 dB), but its dual-path topology involves extra mixing and baseband
(BB) circuitries, consuming more area (1.2 mm2) and power (78 mW). Recently
reported, a gain-boosted N-path technique led to a single-mixing blocker-tolerant
RX [6] with competitive OB-IIP3 (+13 dBm) and NF (1.5–2.9 dB) at smaller area
(0.028 mm2) and power (11 mW). Regrettably, it demands a high gain-boosting
factor (200 mS), which strongly restricts the signal bandwidth (BW= 2.6 MHz) and
RF coverage (<1.5 GHz); both are inadequate for modern cellular standards such as
the LTE.

SAW-less transmitters (TXs) confront a different challenge as the effort is on
lowering the OB noise and spectral leakage, especially at the nearby RX bands
(<100-MHz offset). The SAW-less TX in [7] exploits direct quadrature voltage
modulation to lower the OB noise (-159 dBc/Hz at 40-MHz offset) and raise the
power efficiency (5.7%). Its power amplifier driver (PAD) is the only gain stage,
rendering the OB noise primarily dominated by the thermal noise of the passive
mixers and phase noise of the LO generator. Nevertheless, its PAD relies on a
passive LC load to deliver the required output power (Pout) and suppress the OB
harmonics, being inflexible to support multiband communications. In fact, recent
SAW-less multiband TXs still rely on dedicated baluns to extend the RF coverage.
An example is the current-mode SAW-less TX in [8] that exhibits a -158-dBc/Hz
OB noise at the RX band (30-MHz offset), but demanding large die area (1.06 mm2),
and power (96 mW) for its mixer and voltage-to-current converter that have to be
linear and low noise.

We present an N-path SC gain loop as a SAW-less TXR for multiband TDD
communications, entailing no on-chip inductors or external passives for input
matching. Unlike the typical TXRs with the building blocks cascaded in an open-
loop style to build up the RF-to-BB (or BB-to-RF) signal-processing chain, here the
N-path SC gain loop operates in a closed-loop style to unify the TX and RX
functions, allowing a very compact multiband TXR (0.038 mm2). Measured at the
LTE-band2 (1.88 GHz) and band5 (0.836 GHz), the TX mode exhibited an
ACLREUTRA1 <-40 dBc, an EVM ≤2.1%, and a low output noise of <-
154 dBc/Hz at 80-MHz offset. The RX mode drew 20-mW power and exhibited a
3.2-dB NF and a + 8-dBm OB-IIP3 at 1.88 GHz.
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2.1 Principle of the SC Gain Loop as a TXR

Comparatively, a SAW-less RX should be able to amplify a weak in-band (IB) signal
in the presence of large OB blockers, whereas a SAW-less TX ought to be able to
deliver a large IB signal with low OB noise and spectral leakages. Such discrepancy
inspires the exploration of a RX-TX-compatible N-path technique to implement a
reconfigurable TXR suitable for TDD-LTE (even FDD-LTE, by duplicating the
TXR as separated TX and RX modes). To build this concept, Fig. 1a presents an
SC gain loop. We create the primary functions of TX and RX with a gain stage
rounded by a SC network that consists of a capacitor CF and two switches. Empir-
ically, we can recognize “upmix + gain” as a TX function (Fig. 1b), with the BB
signal injected between the left-hand switch and CF and the RF signal extracted from
the gain stage’s output. Based on the Miller effect, the extra downmix path helps
reusing the gain stage to boost the effective CF and reduce the effective on-resistance
of the two switches. Besides, with the right-hand switch, the gain stage’s output sees
a large RF impedance, avoiding any unwanted gain drop. By transforming the SC
network into an N-path SC network, we can embed the gain-boosted N-path
technique [9] into such a gain loop, unifying the key TX functions in a closed-

(a)

(b) (c)

Fig. 1 (a) An SC gain loop performs gain, downmix and upmix in a self-feed manner. It can
operate as a (b) TX under BB injection and RF extraction or (c) RX under RF injection BB
extraction. The extra downmix and upmix paths allow gain-boosted N-path filtering. For RX, there
are two BB extraction solutions, BBL (without right-hand switch) and BBR
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loop style: (1) signal amplification, (2) high-Q bandpass filtering, and (3) I/Q
modulation.

Figure 1c shows that the SC gain loop is reconfigurable as a RX by using the
“gain + downmix” function. Specifically, with the RF signal injected at the gain
stage’s input, we can extract the BB signal around CF. Similar to the TX mode, the
extra upmix path allows it to be compatible with the gain-boosted N-path technique.
The resultant RX essentially offers the key functions: (1) signal amplification,
(2) high-Q bandpass filtering, (3) I/Q demodulation, and (4) input impedance
matching.

2.2 N-Path SC Gain Loop as a TX

TX-Mode Architecture

From Fig. 2, with N= 4, the N-path SC gain loop becomes a practical TX by adding
four passive RC filters RBTCBT to receive the general four-phase BB signals VBB,

TX1 ‐ 4 (i.e., differential and I/Q). Switches SWL and SWR perform the upmix and
downmix functions, respectively, around the gain stage (GmRF).GmRF is an inverting
amplifier that ensures the gain loop is under negative feedback. Outside the gain
loop, the utilization of a wideband PAD boosts the gain, provides isolation, and
drives the off-chip 50-Ω load.

With SWL and SWR activated periodically by a four-phase nonoverlap LO, the
capacitor CF charges with an in-phase BB voltage at one side, while charging an
amplified out-phased BB voltage on the other side. As such, the loop gain due to the
Miller effect boosts the effective capacitance of CF at the input. This mechanism not
only reduces the chip area for CF but also its parasitic effects, allowing the TX mode
to operate at a higher RF. Another key aspect is that we embed high-Q bandpass
filtering at both Vi, TX and Vo, TX sharing one N-path SC network. Further, we sum
the IB RF voltage in-phase over a switching period, while the OB RF voltage cancels
out at both Vi, TX and Vo, TX. Unlike the typical passive N-path filter with the OB
rejection limited by the on-resistance of the switches, here the loop gain offered by
GmRF alleviates such a limit due to the on-resistance division by the open loop gain
(i.e., high OB rejection without consuming large LO power).

Functional View of the TX Mode

Figure 3a presents, for intuitive understanding, a functional view of the TX mode. It
is not an equivalent circuit, since the “I/Q modulation” and “high-Q bandpass
filtering” appear unmerged as two cascaded functions to illustratively make a
comparison with [7]. The I/Q modulation is alike a typical TX, synthesizing an RF
signal at Vi, TX from a four-phase BB signal at VBB, TX1 - 4. Vi, TX virtually passes
through a high-Q bandpass filter that can reject the OB noise first at Vi, TX and second
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Fig. 2 Four-path SC gain loop as a TX. Injection of the four-phase BB (VBB, TX1 - 4) via RBT. The
PAD extracts Vo, TX and drives the 50 Ω. Gain-boosting the N-path filter by GmRF realizes high-Q
bandpass responses at Vi, TX and Vo, TX

at Vo, TX. We can model the N-path SC network as a linear-time-invariant (LTI) RLC
resonator around the passband [2], where the tunable inductor represents a tunable
center frequency. Interestingly, when we omit the extra downmix path in Fig. 2, the
closed-loop TX returns to an open-loop style similar to [7] that aims at low OB noise
emission by direct quadrature voltage modulation (Fig. 3b). The narrowband PAD in
[7] exploits a passive LC resonator for unwanted harmonic attenuation (<-40 dBc),
and hence the output response has a low Q and fixed center frequency. Unlike [7],
here we reuse the gain created by GmRF to boost the Q of the bandpass responses at
Vi, TX and Vo, TX, resulting in much stronger OB noise suppression. To exemplify it,
Fig. 4 plots the simulated gain responses at Vi, TX and Vo, TX at 2 GHz. Without the
extra downmix path, Vi, TX offers only 11-dB OB rejection with no further improve-
ment added at Vo, TX. For the proposed TX, the rejection at Vi, TX improves to
22.5 dB, with an extra rejection of 7.8 dB added at Vo, TX. There is a 1.6-dB gain
drop at Vo, TX in the TX, due to the finite frequency-translated impedance of the extra
downmix path. Also, the gain response in Fig. 4 refers the four-phase BB to the
single-phase RF. If considering the single-phase BB to the single-phase RF, the gain
value is 9 dB higher. This fact applies to all plotted gain responses of the TX mode
(presented later).
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Fig. 3 (a) Functional view of the TX, we can compare it with [7] (b) that uses a passive LC
resonator for its narrowband PAD. This work features a gain-boosted N-path filter and a wideband
PAD to allow high-Q filtering and LO-defined center frequency, being more flexible for multiband
operation

TX-Mode Open-Loop Equivalent Model

To simplify the quantitative study, we develop an open-loop equivalent model of the
TX mode illustrated in Fig. 5. Inspired by the principle of Miller decomposition, the
N-path SC network has a subdivision into two parts referring to the gain stage’s
output and input. The former is alike a typical passive N-path filter [9] hanged on Vo,

TX, while the latter becomes four separated SC networks (i.e., single path, single
phase) placed between the BB passive filter RBTCBT and voltage mixer SWL. We can
model the input-referred on-resistance of SWR (RSWR, i) and the input-referred Miller
capacitance of CF (CF, i) at BB as
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Fig. 4 Simulated TX-mode
gain responses at Vi, TX and
Vo, TX with and without the
extra downmix path at
2 GHz
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Fig. 5 Proposed open-loop TX model, with the gain-boosted N-path filter decomposed into two
N-path filters using the principle of Miller decomposition [9]. RF (9.3 kΩ) is large enough and
omitted

RSWR,i =
RSWR==RF þ RL

1þ GmRFRL

RSWR,o =
RSWR==RF þ RSWR

1þ GmRFRSWR

CF,i = jCF � 1-GmRFRFð ÞRL

RF þ RL
j

CF,o =CF

>>>>>>>><
>>>>>>>>:

ð1Þ



where R is the output-referred switch’s on-resistance, C is the Miller
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the closed-loop Vi, TX in Fig. 2 and (b) open-loop Vo, TX in Fig. 5 versus the closed-loop Vo, TX in
Fig. 2

SWR, o F, o

capacitance at Vo, TX, and RL is the load impedance of GmRF. The modeled CF, i in
Eq. (1) is equal to CF multiplied by the open-loop gain of GmRF. The enlarged CF, i

implies less physical capacitors to realize a specific BW. For instance, with
GmRF = 130 mS, RF = 9.3 kΩ, RL = 38.4 Ω, and CF = 8 pF, the computed CF, i

is 39.7 pF which is ~5× more area efficient than the general passive N-path filter
[2]. Also, the circuit suppresses the effective resistance RSWR, i (10 Ω) and RSWR, o

(11.3 Ω) through GmRF, improving the OB rejection.
To verify the accuracy of the model, Fig. 6a plots the gain responses at Vi, TX

simulated with RBT = 500 Ω, where the modeled open-loop response fits well with
the closed-loop, except that there is a 1.2-dB gain drop due to the input parasitic
capacitance of GmRF. The modeled gain response of the open-loop Vo, TX is accurate
(Fig. 6b), which has a better OB rejection (~2 dB) as the far-out blockers see a
smaller impedance at the open-loop Vo, TX.

Gain Response

Based on the open-loop equivalent model above, we can study the gain response
from BB to VRF, TX in two steps. Recalling Fig. 5, the gain stage GmRF essentially
isolates its preceding and following stages, allowing first the computation of the
transfer function from BB to Vi, TX, followed by that from Vi, TX to VRF, TX. For the
former, we employed a simplified equivalent circuit (Fig. 7a). Since the input
impedance seen from GmRF is mainly capacitive (C1), we can denote the load
impedance as ZL1(ω) = 1/jωC1. Here, the angular frequency ω is close to ωLO. In
view of the BB, the input voltage VBB, TX1 - 4 is in series with the BB impedance
which becomes.
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(a) (b)

Fig. 7 Simplified circuit for calculating the responses: (a) from BB to Vi, TX of the open-loop TX
and (b) from current source Ii, TX to VRF, TX. Ii, TX is equal to the transconductance GmRF multiplied
by Vi, TX

ZBB ω-ωLOð Þ=RBT==
1

j ω-ωLOð ÞCBT
==ZF,i ω-ωLOð Þ 2Þ

where ZF, i(ω- ωLO) (Fig. 5) is the impedance of a single path decomposed from the
extra downmix path. Since the SC circuit operates as a BB-to-BB gain response, we
can ignore the high-order frequency components and represent ZF, i(ω - ωLO) as.

ZF,i ω-ωLOð Þ≈ 4RSWR,i þ 1
j ω-ωLOð ÞCF,i

ð3Þ

which enhances the BB rejection due to the boosted capacitance of CF, i. Putting
Eq. (3) into Eq. (2), ZBB(ω - ωLO) expands to.

ZBB ω-ωLOð Þ= 1

1=RBT þ j ω-ωLOð ÞCBT þ j ω-ωLOð ÞCF,i

1þ4RSWR,i�j ω-ωLOð ÞCF,i

ð4Þ

At center frequency with ω = ωLO, the impedance is RBT in Eq. (4), and when ω
moves away from ωLO, the impedance starts to roll off. The -3-dB BW approaches
1/RBT(CBT + CF, i) if RSWR, i is close to zero. In this case, CF, i dominates the BB BW
and the ultimate rejection is infinite. If enlarging RSWR, i, the-3-dB BW widens and
finally converges to 1/RBTCBT.

According to the LTI expression of the up-converted RF voltage in [10], we can
obtain the RF voltage Vi, TX transferred from VBB, TX1 - 4 in Fig. 7a as.
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Fig. 8 Comparison of gain responses: (a) simulated open-loop Vi, TX versus the approximation of
Eq. (5) and (b) simulated open-loop Vo, TX versus the approximation of Eq. (8)

V i,TX ωð Þ ¼ 2
π

ZL1 ωð Þ � ZBB ω-ωLOð Þ=RBT

ZL1 ωð Þ þ RSWL

� ejπ=4 � VBB,TX1 ω-ωLOð Þ þ e- jπ=4 � VBB,TX2 ω-ωLOð
1þ 2

π2 ZBB ω-ωLOð Þ Pþ1

m¼-1
1

4mþ1ð Þ2 ZL1 4mωLOþωð ÞþRSWLð

ð5Þ

where m is an integer. Figure 8a plots Eq. (5) for 2 GHz which matches well with the
simulated curve spanning from 1.5 to 2.5 GHz. The term of infinite summation in
Eq. (5) comprises the fundamental and higher odd-order harmonics. Since the
fundamental term is dominant, we can simplify Eq. (5) as.

V i,TX ωð Þ≈
ffiffiffi
2

p
π

ZL1 ωð Þ � ZBB ω-ωLOð Þ=RBT

ZL1 ωð Þ þ RSWL þ 2
π2 ZBB ω-ωLOð Þ

� ejπ=4 � VBB,TX1 ω-ωLOð Þ þ e- jπ=4 � VBB,TX2 ω-ωLOð Þ
�

ð6Þ

where Vi, TX(ω) provides an intuitive view of the low-pass response of ZBB(ω -
ωLO) up-converted to Vi, TX as a high-Q bandpass response, with a -3-dB BW
around twice of that from Eq. (4).

Similarly, to analyze the response from Vi, TX to VRF, TX of the open-loop TX
model, we developed a simplified circuit (Fig. 7b), with GmRF modeled as a
transconductor converting the input Vi, TX to an output current Ii, TX, expressed as
Ii, TX = GmRFVi, TX. C2 is the input parasitic capacitance of the PAD. Ii, TX draws
current from RL, C2, and the output-referred N-path filter to create the RF voltage Vo,

TX. As the PAD involves no frequency translation and its passband gain should be
flat, our focus is on the response from Vi, TX to Vo, TX. Referring to Eq. (13), the
impedance Zo, TX(ω) seen by Vo, TX is as follows:
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Zo,TX ωð Þ= RSWR,o � ZL2 ωð Þ
RSWR,o þ ZL2 ωð Þ

þ
ZL2 ωð Þ

RSWR,oþZL2 ωð Þ
� �2

� 2
π2 ZF,o ω-ωLOð Þ

1þ 2
π2 ZF,o ω-ωLOð Þ Pþ1

m= -1
1

4mþ1ð Þ2 ZL2 4mωLOþωð ÞþRSWR,oð

ð7Þ

where ZL2 ω =RL==
1

jωC2
and ZF,o ω-ωLO = 1

j ω-ωLO CF,o
. Thus, Vo,TX will be.

Vo,TX ωð Þ=GmRFZo,TX ωð Þ � V i,TX ωð Þ ð8Þ

From Fig. 8b, the prediction of Eq. (8) fits well with the simulations covering a
1-GHz span at LO = 2 GHz. By ignoring higher harmonics, we can simplify Eq. (7)
just to a high-Q bandpass impedance as below:

Zo,TX ωð Þ= ZL2 ωð Þ
ZL2 ωð Þ þ RSWR,0

� RSWR,o þ ZL2 ωð Þ
1þ j π

2

2 CF,0 RL þ RSWR,oð Þ ω-ωLOð Þ

 
: ð9Þ

At the center frequency, Eq. (9) is equal to ZL2(ω), and then, it is interesting that
the output-referred N-path load does not bring any gain drop if the harmonics are out
of concern [11]. However, the parasitic capacitance C2 induces a 1/(1 + jωRLC2) gain
drop (e.g.,-0.6 dB at 2 GHz). Also, the-3-dB BW of the high-Q bandpass filtering
is equal to 4/π2CF, o(RL + RSWR, o) when ZL2(ω) is resistive.

Noise Analysis

Most OB noise of the TX mode results from the thermal noises of the RBT, the gain
stage GmRF, and the on-resistance RSWL. As modeled in Fig. 9a, the thermal noise
voltage Vn, RBT is in series with the BB impedance and experiences the same transfer
function of the BB signals. As such, the power spectral density (PSD) at Vn, oTX due
to RBT is.

V2
n,RBT,oTX

= jHi,TX ωð Þj2 � jHo,TX ωð Þj2 � V2
n,RBT

ð10Þ

where we introduce jHi, TX(ω)j and jHo, TX(ω)j as the transfer functions from BB to
Vi, TX and Vi, TX to Vo, TX, respectively, to represent Eqs. (5) and (8). The thermal
noise power of RBT is V2

n,RBT
= 4kTRBT. The high-Q bandpass filtering in the N-path

SC gain loop greatly suppresses the OB noise contribution from RBT. Similarly, the
output noise PSD due to RSWL is.
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(a) (b)

Fig. 9 Simplified equivalent circuit for noise analysis of (a) RBT and SWL and (b) GmRF

V2
n,RSWL,oTX

=
RBT

ZBB ω-ωLOð Þ
2

� jHi,TX ωð Þj2 � jHo,TX ωð Þj2 � V2
n,RSWL

ð11Þ

where V2
n,RsWL

= 4kTRSWL. In Fig. 9b, we modeled the thermal voltage source of the
GmRF stage as an input-referred Vn, GmRF, and the corresponding noise power is
V2

n,GmRF = 4kT=GmRF . Vn, GmRF experiences the same transfer function as Vn, iTx;
thus the output noise PSD due to GmRF is.

V2
n,GmRF,oTX = jHo,TX ωð Þj2 � V2

n,GmRF: ð12Þ

Figure 10a, b exhibit the simulated output noises at Vo, TX due to RBT and GmRF,
as well as due to SWL and SWR, respectively. When the offset frequency is beyond
70 MHz, GmRF generates more noise than that of RBT as it experiences less OB
rejection within the N-path SC gain loop. When comparing it with SWL, SWR

contributes with less noise due to the lack of amplification in the extra downmix
path (Fig. 2). Furthermore, the output noises shown in Fig. 10 are almost flat, with
the offset frequency referred over 80 MHz. Upsizing the switches SWL, R can lead to
a lower output noise floor, at the expense of more LO power.

Figure 11 displays the simulated harmonic folding effect at Vo, TX. For N= 4, the
nearest and strongest component that folds back to the desired band (around LO) is
3xLO and after is 5xLO [10]. Even though the TX is single-ended, the even
harmonic folding is insignificant (simulated <-70 dB). Due to the high-Q bandpass
filtering of the gain-boosted N-path technique around 3xLO and 5xLO, the far-out
noise induced by the folding terms is much smaller than the IB that experiences no
frequency translation. Thus, the harmonic folding effect is generally less important
in the TX design.
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OB Noise, Passband Roll-off, and Harmonic Emission

The BB resistor RBT plays a key role in balancing the performances in terms of signal
BW, voltage gain, OB linearity, and OB noise. Intuitively, any resistors coupled with
the N-path SC gain loop will degrade the Q of the passband responses at Vi, TX and
Vo, TX. As plotted in Fig. 12a, a large RBT improves the OB rejection but at the
expense of a gain drop in the passband due to the finite input impedance at Vi, TX.
Simulated at 2 GHz, with RBT ranging from 100 to 800Ω, the OB rejection increases
but induces a 4-dB gain drop, whereas the -1-dB BW decreases from 24 to 8 MHz.
The output noise at Vo, TX drops from 1.04 to 0.33 aV2/Hz at 80-MHz offset owing to
the increased rejection from 7.3 to 19.3 dB (Fig. 12b). In fact, as RBT generates noise
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Fig. 12 (a) RBT should balance the signal BW, OB rejection, and noise. (b) The output OB noise
reduces with increased OB rejection but it will saturate as a large RBT induces noise itself. (c) When
RF frequency increases from 0.836 to 1.88 GHz, passband frequency shifting increases from 0.9 to
1.9 MHz while the gain droop decreases from 1.1 to 0.8 dB

itself, the rejection of OB noise will saturate eventually if raising only RBT. Here, the
TX mode chooses a 500-Ω RBT to reach 17.1-dB OB rejection and 0.42-aV2/Hz
output noise at Vo, TX. From SpectreRF simulations (pss + pnoise), the OB noise at
VRF, TX is -157.7 dBm/Hz at 80-MHz offset, where the main contributors are RBT

(24%),GmRF (20%), SWL, R + LO divide-by-4 circuitry (20%), and PAD (10%). The
rest arises from the off-chip 50-Ω load and switches SWTX - RX for the TX-RX-
mode control.

Mainly due to the input capacitor of GmRF, the simulated passband frequency
shifting is within 0.9–1.9 MHz when the RF frequency covers the range between
0.836 GHz (band5) and 1.88 GHz (band2) (Fig. 12c), with 1.1-dB passband roll-off
at band5 and 0.8 dB at Band2 for LTE10. The impact of such roll-off characteristics
on the EVM performance should be insignificant, since the EVM of an LTE signal is
the RMS value of each resource block (RB)‘s EVM and the BW (180 kHz) of each
RB is much smaller than the signal BW (9 MHz for LTE10) [12]. To address this
roll-off issue, we can apply a preemphasis digital equalizer to compensate the
passband roll-off for the TX mode, similar to the post-emphasis equalizer used in
the RX path [13]. In the digital baseband, the compensation of different passband
roll-offs (0.3 dB range) according to the RF frequency is feasible at the cost of small
area and power. In addition, the preemphasis digital equalizer can be an option to
compensate the sharp roll-off region of the analog filter for [8], although without
passband frequency shifting.

For the spectral purity, Vo, TX contains typical LO harmonic emission with a third-
order harmonic rejection ratio (HRR3) of 9.5 dB for N = 4. Nevertheless, with the
limited BW of the PAD and output bonding wire, the HRR3 at the TX output VRF, TX

improves (Fig. 13), going up with frequency (e.g., 23 dB at 2 GHz). In addition, the
single-ended PAD operating in class AB mode dominates the second-order har-
monic distortion (HD2) at VRF, TX. In fact, by properly matching the PAD’s push-pull
transistors, HD2 can be <-37 dBc at a 0-dBm Pout from simulations (Fig. 13).
Harmonic rejection N-path filtering [14] can be an option to further improve the
harmonic emission. In practice, an off-chip PA loads the output of the PAD. For LTE
applications, the commercial high-power PA (e.g., [15]) is narrowband and will
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Fig. 13 Simulated OB
harmonics (HD2 and
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suppress all OB harmonics from its TX. Thus, the PA harmonic distortion still
dominates the spectrum clearance at the final output. Finally, we use a single-pole
multi-throw switch for the multiband TX to interface with different PAs.

Other Implementation Details

To enhance the power efficiency and avoid any internal gain nodes, we choose GmRF

as an inverter-based amplifier self-biased by a feedback resistor RF. The nonoverlap
LO1 ‐ LO4 (25% duty cycle) prevents the I/Q cross talk from degrading the linearity.
The capacitor CBT essentially operates as a charge buffer at the BB side to relieve the
gain drop at the RF side, due to the input capacitance of GmRF. By switching SWL, R,
the circuit will up-sample the filtered BB voltages to Vi, TX in sequence, thus seeing a
high input impedance of GmRF and allowing good linearity. In order to decouple the
signal-handing ability of GmRF to the overall TX output power, we further amplify
the RF signal at Vo, TX by the wideband single-ended PAD before outputting VRF, TX.
The PAD, based on a push-pull cascode structure (M1 ‐ 2), contains the cascode
transistors (M3 ‐ 4) self-biased by a feedback resistor (Fig. 2). From the simulations,
the class AB PAD achieves a -1-dB output BW of ~2.1 GHz, which is adequate to
cover >80% of the LTE-TDD/FDD bands from 0.7 to 2 GHz. With the PAD single-
ended, a 2.5-V supply allows better HD3 (-43.4 dBc) and voltage gain (9.3 dB)
while showing a 12.2% drain efficiency at a 0-dBm single-tone Pout. Both HD3 (-
37 dBc) and voltage gain (5.7 dB) will degrade with a 1.2-V supply applied and the
cascode transistors removed.

As a reconfigurable TXR, the TX-RX-mode switches SWTX - RX (Fig. 2) are
critical and require careful sizing to minimize the parasitic effects, especially for the
PAD that has an input capacitance of ~500 fF. With the PAD powered-down, we set
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VB1 = GND and VB2 = VDD25 (2.5 V) for M1 and M2, respectively, to share the
voltage stress between M1 and M4 and to ensure device reliability [16].

Unlike the gain-boosted mixer-first RX in [6] that benefits from a large GmRF

(200 mS) to improve the NF and OB linearity, here we downsize GmRF to 130 mS
with the concerns of spectral regrowth and EVM in the TX mode. In addition, [6]
employs a 0.7-V supply for power savings, but entailing large transistors to generate
a 200 mS GmRF, which strongly restricts the RF coverage due to a large parasitic
capacitance. On the other hand, we design the parasitic capacitance to be 2.2×
smaller than [6]. The loop gain offered by GmRF reduces the physical size of CF to
8 pF for the targeted signal BW of ~12 MHz. As the PAD isolates the N-path SC
gain loop with the external parts (e.g., bondwire and pad), we define the center
frequency of the passband with the LO.

2.3 N-Path SC Gain Loop as a RX

As depicted in Fig. 14a, we can reconfigure the four-path SC gain loop as a
multiband RX, which is compatible with the TX mode without tuning of compo-
nents. With SWL and CF already embedded in the downmix process, we can disable
in the RX mode [6] the original switch SWR in the SC gain loop (Fig. 2). We insert
the RF signal VRF, TX at the source port in the input of GmRF (Vi, RX), and then, after
amplification, there is a down-conversion of the RF signal as four-phase BB signals
extracted by series switches SWB driven by a set of out-phased LO. Finally, there is
the amplification of the four-path BB signals (VBB, RX1 - 4) by an inverter-based
transconductance amplifier (GmBB), with the channel length of the transistors set at
0.18 μm to reduce the flicker noise. We size the GmBB as 11 mS. The theory of the
gain-boosted N-path RX appeared in [9, 17].

Due to the bidirectional transparency property of N-path passive mixers, the RX
can attain input matching over a wide range of RF without any off-chip matching
components. In Fig. 14a, we create a LO-defined bandpass input impedance at Vi, RX,
by frequency-translating the BB low-pass response to RF as bandpass, via the
passive mixer SWL. Besides, the mixer SWL, at the extra upmix path, also creates
an N-path filter around GmRF with the feedback capacitor CF together, resulting in
high-Q bandpass filtering at both Vi, RX and Vo, RX (Fig. 14b). Due to the loop gain
created by GmRF, the BB circuitry sees a higher impedance back to the source port
[18], allowing the use of large RBR (21 kΩ) and small CBR (1 pF) to save the die area
and improve the NF.

Resulting from GmRF offering phase inversion between its input and output, we
can alleviate the frequency shifting of the S11-BW from the LO due to the input
capacitance (imaginary part) to <1 MHz [6]. In contrast, the simulated frequency
shifting raises to ~5 MHz for the typical passive mixer-first RX [4]. The series
inductance (bondwire) can be as large as 1.9 nH when targeting a S11 < - 10 dB,
which is within the practical range and can help to lower the NF by 0.4 dB in virtue
of enhancing the passband gain, while suppressing harmonic folding terms [19]. The
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simulated passband frequency shifting ranges from 0.3 to 0.8 MHz when the RF
frequency varies from 0.836 GHz (band5) to 1.88 GHz (band2) (Fig. 14c), with the
passband roll-off ranging from 1.6 to 1.9 dB. Compared to the TX mode, here the
passband ripple is ~1 dB higher due to the impact of BB impedance, which we can
address with the post-emphasis digital equalizer [13].

With the input impedance matching provided by the BB impedance frequency-
translated to the RF port [6], it allows a large RF (9.3 kΩ) to concurrently improve the
gain, NF, and OB rejection. RBR and CBR mainly define the BW of the BB low-pass
response.

For the BB extraction, unlike the RX in [6] that exploits the series resistors R1,
here we employ switches SWB in series with the BB amplifiers (Fig. 14a). SWB

driven by the same 25%-duty-cycle LO are out-phased with those in the N-path
filter, to prevent the BB noise from leaking directly to the antenna port (only leaking
to the output of GmRF), resulting in a better NF. Figure 15 plots the simulated OB
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[6] and (b) the on-resistance RSWB of the out-phased switches SWB at 2 GHz

rejection and NF for two different BB extraction techniques at 2 GHz. Figure 15a
exhibits the NF optimized to 3.12 dB with the BB series resistor R1 set at 100 Ω.
Smaller R1 will induce a higher gain drop whereas a large R1 will generate additional
noise from itself. Here (Fig. 15b), the on-resistance RSWB of the out-phased switch
SWB sized at the same value of 100Ω improves the NF to 1.84 dB. Besides, both BB
extraction techniques provide similar OB rejection at both Vi, RX and Vo, RX.

2.4 Four-Phase LO Generator and TX-/RX-Mode Logics

Figure 16 presents a div-by-4 ring counter that generates the four-phase LO. To
achieve high LO phase precision at low power, transmission gates form the dynamic
D flip-flops, with a phase corrector added after the first input buffer which receives
the off-chip differential master clock (4LOP and 4LON) running at 4x LO. Due to the
reconfigurability of the TXR, we add a TX-/RX-mode logic block to activate or
disable the switches SWL, SWR and SWB. For the TX mode, the four-phase LO
drives LO1 - 4, SWL and LO1 - 4, SWR, while the switch SWB is off. For the RXmode,
switch SWR is on, while LO1 - 4, SWL and LO1 - 4, SWB share the same four-phase
LO but are out of phase with each other. By properly sizing and determining the
transistors’ ratios in the output buffers and TX-/RX-mode logic block, the
nonoverlap LO robustly withstands PVT variations. The simulated LO phase noise
at 2 GHz is -159.8 and -160.7 dBc/Hz at 80 MHz offset for TX and RX modes,
respectively. The LO generator at 2 GHz draws 10.3 mA (7 mA) in the TX (RX)
mode.
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Fig. 16 Twenty-five percent duty-cycle four-phase LO generator with TX-/RX-mode switch
logics

2.5 Measurement Results

Figure 17 exhibits the TXR prototype fabricated in 65-nm CMOS without inductors
or baluns; it occupies a very small die area (0.038 mm2) dominated by the four-path
feedback capacitors (32 pF) and the PAD. The TX and RX modes controlled by
switches SWTX - RX operate separately.

TX Mode

The power supply of theGmRF and the LO generator is 1.1 V while that of the PAD is
2.5 V. Figure 18 depicts the measured output spectrum of a 10-MHz-BW 64-QAM
OFDM signal at the LTE band2 (1.88 GHz). The ACLREUTRA1 and ACLREUTRA2

are -40 and -51.9 dBc, respectively, at a -1-dBm output power after
de-embedding the loss of the cable and PCB. The EVM is 2.0%. By adjusting the
gain-phase balancing of VBB, TX1 - 4, the spurs due to I/Q mismatch and LO
feedthrough are suppressible to <-40 dBc. By simply sweeping the LO frequency,
we consistently measure high-Q bandpass responses at different RF consistent with
the simulations (Fig. 19a). The noise floor is -154.5 dBc/Hz at 80-MHz offset for
band2 (Fig. 19b), which includes the thermal noise of the TX path and the phase
noise of the LO generator. We obtained similar measured results at LTE band5
(0.836 GHz at 45-MHz offset) and band21 (1.455 GHz at 48-MHz offset). At a -
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Fig. 17 Chip photo of the TXR, reconfigurable as a TX or RX by simple mode switching

Fig. 18 TX mode: output spectrum of a 10-MHz BW 64-QAM OFDM signal at LTE band2

1-dBm output power, CIM3 and CIM5 are <-49 and <-63 dBc, respectively
(Fig. 19a).

The PAD (16.3 mW), the GmRF (10.8 mW), and the LO generator (11.3 mW)
dominate the power consumption at LTE band2. In Fig. 20a, the power consumption
rises from 31.3 (band 5) to 38.4 mW (band2) due to the dynamic type of the LO
generator that has an average power efficiency of ~6.6 mW/GHz. The TX-mode
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power consumption downscales accordingly when the output power backs off
(Fig. 20b) for band2 and band5. For example, at a 3-dB power back-off, the power
consumption at band2 (band5) drops by 5.1 mW (4.8 mW), mainly associated with
the PAD. The power saving is <15% with the 3-dB power back-off only based on
the gate biases (VB1, 2) of the PAD. We should explore a more power-efficient
variable gain PAD in order that it can operate out of the N-path SC gain loop.

Table 1 presents the performance summary as well as the benchmark with state-
of-the-art current-/voltage-mode LTE TXs [8, 20]. Due to the effective gain-
boosted N-path filtering, this circuit succeeds in improving the multiband flexibility
and area efficiency that is 24 times better than the state of the art, while preserving a
comparable power efficiency (2.1% for band2 and 2.4% for band5). However, the
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Table 1 COMPARISON WITH STATE-OF-THE-ART LTE TXS

output noise is inferior when compared with [8] that concentrates the power budget
on the final power mixer stage and [20]. We also acknowledge that [8] and [20] have
a higher output power and better spectral purity under a higher power budget.

RX Mode

We use a single 1-V supply for the RX mode. In Fig. 21a, the circuit exhibits
narrowband input impedance matching with S11< - 12 dB with the position simply
defined by the LO. The unmatched OB parts are of low impedance favoring the
blocker rejection. The NF is 2.2 dB and up to 3.2 dB at 1.88 GHz (Fig. 21b). The NF
goes up with frequency due to the BW limit of GmRF. The total power consumption
rises from 16.3 to 20 mW along with the frequency mainly due to the LO generator
(Fig. 21b). GmRF and the BB circuits consume 9.2 and 3.8 mW, respectively. The
IIP2, IIP3 and P‐1dB measurements mainly assess the linearity. From Fig. 22a, the
IB-IIP2/IIP3 is +30/-12 dBm, whereas the OB-IIP2/IIP3 is +48/+8 dBm at 80-MHz
offset. Further, we measured the IIP2 profile by applying two tone tests with
frequency at fLO + Δf and fLO + Δf + 1 MHz, whereas we obtained the IIP3 profile
at fLO + Δf and fLO + 2Δf - 1 MHz. At 80-MHz offset, the measured OB-P‐1dB is -
5 dBm (Fig. 22b).

Figure 23a plots the NF measured at BB that is ≤3.2 dB at 5 MHz under
LO = 0.836 GHz. The blocker NF is 16 dB with a 0-dBm CW blocker injected at
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Table 2 Comparison with State-of-the-Art LTE RXs

80-MHz offset (Fig. 23b). Estimated from simulations, 4 dB of such a blocker NF is
due to the saturation of GmRF and increase of the on-resistance of SWL; both lead to
lower OB rejection. To improve it, we should enlarge the supply voltage and power
budget ofGmRF. Another 5 dB is due to the gain compression at BB originated by the
utilization of a large RBR. The reciprocal mixing of the LO phase noise contributes
with additional 4 dB, with the remainder mainly caused by the phase noise of the
signal generator (Agilent E4438C) that provides the CW blocker signal. Moreover,
the simulated blocker NF (<10 dB) from Cadence (qpss + qpnoise) is typically
better than the measured one, as the latter includes the collective effect of equip-
ment’s noise limit and uncertainty [21].

Table 2 illustrates the performance summary and compares it with the state-of-
the-art wideband RXs [6, 21, 22]. We pulled off a similar NF and die size when
comparing them with [6] but entailing here only a single supply. Although this work
consumes more power than [6], it operates at a 1.25 times higher RF and has a 4.5
times larger BB BW. The die area is at least 14 times smaller than [21] and [22] at a
comparable power consumption, NF, and OB-IIP3.
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2.6 Conclusions

We developed an area-efficient SAW-less multiband TXR using an N-path SC gain
loop, which can be reconfigurable as a TX or RX by properly injecting and
extracting the RF and BB signals. Specifically, with a four-path SC network as the
feedback path of a gain stage, we embody all essential TX and RX functions, that is,
signal amplification, high-Q bandpass filtering, and I/Q (de)modulation. The
LO-defined bandpass filtering effectively suppresses the OB noise in the TX mode
and OB blockers in the RX mode. We do not involve any on-chip inductors or
external input matching components to cover a wide range of RF. The circuit
analysis derived from an open-loop TX model using the Miller effect, which
simplified the calculation of the signal transfer function, and noise contributions of
RBT, GmRF, and on-resistances of all switches. The RX mode featured a switched BB
extraction technique to improve the RF. The very small area of the TXR rendered it
as an attractive candidate for cost reduction of SAW-less multiband cellular radios,
although we should further develop a higher TX output power (>0 dBm to account
for the PCB loss) and power-efficient variable gain for practical cell phone
applications.

3 1.4–2.7-GHz FDD SAW-Less Transmitter for 5G-NR
Using an N-Path Filter Modulator

For the sub-6-GHz 5G new radio (5G-NR), it is increasingly challenging to reduce
the number of surface acoustic wave (SAW) filters between the transmitter (TX) and
the power amplifier (PA), due to the increased channel bandwidth (BW). As depicted
in Table 3, there are ten frequency division duplex (FDD) bands between 1.4 and
2.7 GHz specified by the 3GPP standard [23]. When there is a wide channel BW
accompanied by a small TX receiver (RX) frequency spacing (Δf ), it results in a
small Δf/BW ratio. For instance, it is 2.4 for the NR-n74 band. To realize a
SAW-less TX, it has to emit negligible out-of-band (OB) noise at the nearby RX
band to avoid desensitization. Recent efforts [8, 24] rely on high-order baseband
(BB) filters and substantial bias currents to hinder the OB noise (e.g., -158 dBc/Hz
at 30-MHz offset), yet at the cost of large power consumption (>90 mW) and area
(1.06 mm2). Although the charge-domain direct-launch digital TX [25] is more
flexible and consumes less power (40.3 mW) and area (0.22 mm2), it has a limited
output power (-3.5 dBm) and entails off-chip baluns to underpin multiband cover-
age. For the direct quadrature voltage modulator [7], it demonstrates adequate output
power (4 dBm), low output noise (-159 dBc/Hz), and high TX efficiency (10%), but
it shows no multiband flexibility due to its LC-based PA driver (PAD) and adds
more BB filtering to suppress the OB noise due to the digital-to-analog converter
(DAC).
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Table 3 The 5G-NR FDD bands in the 1.4–2.7-GHz range

Merging the gain-boosted N-path filter with the I/Q modulator in [26, 27] enables
flexible RF bandpass filtering on-chip. Unlike the typical TXs in [7, 24, 25] that are
open-loop designs, such a filter modulator (FIL-MOD) operates in a closed-loop
format to perform concurrently I/Q modulation and high-Q bandpass filtering. The
local oscillator (LO) frequency can simply tune the center frequency. Yet, the
filtering effectiveness is moderate with the signal BW extension, due to the tight
trade-off between the passband BW and OB rejection. Although the FIL-MOD
[26, 27] can cover the 0.7–2-GHz LTE bands and supports up to a 10-MHz BW, it
limits the OB noise to -154.5 dBc/Hz.

Then, we introduce a SAW-less TX supporting a 20-MHz BW, which covers the
10 5G-NR FDD bands within the 1.4–2.7-GHz range. We establish a number of
circuit techniques to balance the performance metrics, namely, the channel BW, the
output noise at small Δf, the multiband flexibility, and the integration level. The key
innovations are threefold as follows:

1. A BW-extended N-path filter modulator (BW-Ext FIL-MOD) – by embedding a
high-order gain-boosted N-path filter into the I/Q modulator, we obtain BW
extension and steeper OB filtering.

2. An isolated BB input network – it avoids the mutual loading effect between the
BW-Ext FIL-MOD and the input network, thus upholding a high-Q filtering
profile at RF, while reducing the nonlinearity and cross talk at BB.

3. A transimpedance amplifier (TIA)-based PAD – it absorbs the bias and signal
currents of the BW-Ext FIL-MOD for better linearity and power efficiency. It also
features an inner parallel Gm linearizer to suppress its third-order cross-intermod-
ulation product (CIM3).
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3.1 Existing FIL-MOD and Proposed BW-Ext FIL-MOD

In [27], the gain-boosted N-path filter merged with the I/Q modulator. This act
relaxed the order of the BB filters that otherwise should be high enough to suppress
the OB noise from the DAC. Yet, the gain-boosted N-path filter suffered from a tight
trade-off between the passband BW and OB rejection, as explained next. Afterward,
we introduce the BW-Ext FIL-MOD that alleviates such a tradeoff.

Existing FIL-MOD

Figure 24a displays the simplified schematic of the FIL-MOD from [27]. The switch
SWL upmixes the BB signals to RF, while the gain stage -Gm1 offers signal
amplification. A switched capacitor (SC) N-path negative-feedback network
(NFN) made by switch SWR and capacitor CF surrounds -Gm1. The input network,
simplified as ZS, can be a simple passive RC filter [7, 27]. According to [9, 17], the
open-loop gain provided by -Gm1 offers three benefits due to the created Miller
effect with CF: (1) boosting the effective capacitance of CF at the input of -Gm1,
which reduces the chip area for CF; (2) the open-loop gain divides the effective ON-
resistance of SWL, R, enabling higher OB rejection or relaxing the LO power budget;
and (3) high-Q bandpass filtering occurs at both the input and the output of -Gm1,
since the in-band RF voltage adds in-phase over a switching period, while canceling
out the OB RF voltages. Yet, there is a hard trade-off between the passband BW
(10 MHz in [27]) and OB rejection, rendering the FIL-MOD unsuitable for wide-
band applications.

Figure 24a shows an analytical model of the FIL-MOD, to analyze its RF
bandpass response in which we can frequency-translate the BB low-pass response
to RF as a bandpass, owing to the bidirectional transparency of the passive mixers
[4, 28]. By omitting SWL, R, the BB equivalence is -Gm1 surrounded by the NFN,
made by CF. Based on such model, we can obtain the first-order BB transfer function
from VBB, I(s) to VBB, O(s) (Fig. 24b):
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H sð ÞMOD =
VBB,O sð Þ
VBB,I sð Þ MOD

= roCFω3 dB � s-Gm1=CF

sþ ω3dB
ð13Þ

ω3dB =
1

CF Gm1roZS ro ZS
,

where ro is the output resistance of-Gm1 and ω3dB is the passband BW at BB. When
Gm1ro ≪ 1 and Gm1ZS ≪ 1, we acquire ω3dB ≈ 1/(CFGm1roZS) in which the
passband BW is inversely proportional to CF. Referring to the gain loop inside the
analytical model, the input conductance is (Z1)

-1 ≈ s(Gm1ro)CF, which implies a
first-order low-pass response. With a frequency translation to RF, we create a
second-order RF bandpass response, with a passband BW of 2 � ω3dB. The LO
frequency can tune the center frequency ωLO.

The Proposed BW-Ext FIL-MOD

To alleviate the trade-off between the passband BW and OB rejection, we introduce
a higher-order gain-boosted N-path filter, implemented through the addition of an
N-path SC positive feedback network (PFN), composed by switch SWz and capac-
itor Cz (Fig. 25a). The anti-phased LO waveforms of SWL, R drive SWZ to ensure a
positive feedback. The parallelized PFN and NFN co-synthesize a complex pole
pair, explained by its analytical model presented in Fig. 25a. The BB equivalence
becomes the -Gm1 surrounded by both PFN and NFN. We model the PFN as a gain
stage-Az in series with Cz, whereas the NFN is only CF. Az is the conversion gain of
the passive mixer driven by the 25%-duty-cycle LO waveforms, with Az ≈ 0.9.
According to [29], we can induce the BB transfer function from VBB, I(s) to VBB, O(s)
in the analytical model (Fig. 25b) as.
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Fig. 25 (a) The proposed BW-Ext N-path FIL-MOD and its analytical model. It features a NFN
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Fig. 26 The BW-Ext
FIL-MOD with four-path
SC NFN plus PFN. It shows
improved passband BW and
OB rejection compared to
the original FIL-MOD with
only the four-path SC NFN

1.92 1.96 2 2.04 2.08-29

-23

-17

-11

-5

Frequency (GHz)

niaG
@

V R
F (d

B)

Improved BW and OB Rejection

15dB

w/ 4-Path SC NFN + PFN
w/ 4-Path SC NFN

H sð ÞFIL-MOD =
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=
ro

CZZSro 1þ AZð Þ

� s-Gm1=CF

s2 þ ωBB=QSð Þsþ ω2
BB

ð14Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffir

ωBB =
1

CFCZroZS 1 AZ

QS =
CFCZroZS 1þ AZð Þ

ZSGm1ro CF -AZCZ ZS CF CZ CFro
,

where QS is the Q factor for the BB resonance and ωBB is the natural frequency.
Obviously, a low-pass response with a dual-pole roll-off profile emerges by
co-synthesizing NFN and PFN. We can size QS and ωBB via CF, Z. When Gm1ro ≪ 1
and Gm1ZS ≪ 1, QS is proportional to a capacitor ratio CZ/CF. By choosing a
moderate QS, we can obtain a wider passband BW Δω (Fig. 25b) by extending
ωBB. In Eq. (14), an unwanted zero appears due to CF and located at Gm1/CF, which
however we can neglect since it is far away from the poles. The filter order derives
from the input conductance of the gain loop (Fig. 25a), which is (Z1)

-1 + (Z2)
-

1 ≈ s2roCFCZ + s((1 - Gm1roAZ)CZ + Gm1roCF) [29]. As a result, the filter order of
the BB input conductance increases due to the PFN. With such a response
frequency-translated to RF, we can create a higher-order bandpass response. In
Fig. 25b, ωLO ± ωBB defines the lower and upper center frequencies ωC1, 2,
respectively. The RF passband BW is 2 � Δω and the Q factor given by
QFILMOD = ωLO/(2 Δω).

Figure 26 compares the RF frequency responses of the FIL-MOD and the
BW-Ext FIL-MOD. We set Gm1= 100 mS, ro= 20 Ω, CF= 5 pF, and CZ= 10 pF,
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and suppose ZS is a simple passive RC low-pass filter with resistor RB = 400 Ω and
capacitor CB = 2 pF. Due to the created complex pole pair, the BW-Ext FIL-MOD
widens the flat passband BW (-1-dB point) to 46.8 MHz, which is 1.5 times larger
than the FIL-MOD, along with an improved steepness of the roll-off profile. At the
80-MHz offset, the BW-Ext FIL-MOD improves the OB rejection by 15 dB at VRF

(Fig. 25a) at a 2-GHz RF.
We can alternatively recognize the SC N-path PFN and NFN as notch filters; thus

the OB noise feedforwards via these two paths bypassing -Gm1 [3, 30]. Due to their
inverse phase responses, the OB noise partially cancels at the output of -Gm1,
leading to better OB rejection.

3.2 TX Design and Analysis

Architecture

Figure 27 details the TX schematic that exhibits the four-phase BB signals (i.e., I/Q
and differential) received from the isolated BB input network (SWB and CB). The
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Fig. 27 Schematic of the fully integrated multiband SAW-less TX with low RX band noise. The
LO defines the RF operating frequency. The key blocks are the BW-Ext FIL-MOD, the isolated BB
input, and the wideband TIA-based PAD. The PAD absorbs the bias and signal currents of -Gm1

for better linearity and TX efficiency
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BW-Ext FIL-MOD performs I/Q modulation by upmixing the BB signals through
the switch SWL. Subsequently, the gain stage (-Gm1) amplifies the upmixed signal.
A simple NMOS device realizes -Gm1, such that the following TIA-based PAD can
absorb its bias and signal currents (IO, P and IO, N). This co-design benefits both the
linearity and TX efficiency, together with an inner parallel Gm linearizer (-Gm2) to
suppress the CIM3 at the TX output. Then, an on-chip center tap transformer
combines the differential signal currents before driving the off-chip 50-Ω load for
measurements. The differential implementation not only benefits the output power
but also allows using the cross-feedback capacitors C1 to cancel the parasitic effects
associated with -Gm1, trimming the passband shape. CZ offers the design freedom
to balance the OB rejection with the passband flatness at both VI, P and VO, P.

The BW-Ext FIL-MOD embeds an N-path SC NFN (SWR and CF) and an N-path
SC PFN (SWZ and CZ) around SWL and -Gm1. SWR performs the downmix
function, while SWZ is for the anti-phased downmix function to create the PFN.
For example, when the four-phase 25%-duty-cycle LO waveforms (i.e., LO1 to LO4)
drive the switches SWL, R, the anti-phased LO waveforms (i.e., LO3 to LO2) will
drive the SWZ. In addition, the isolated BB input network utilizes the adjacent phase
of each nonoverlap LO waveform to time-interleave the operations of the BB
injection and BW-Ext FIL-MOD. Thus, the adjacent LO waveforms (i.e., LO2 to
LO1) drive SWB.

Functional View of the TX

To be more intuitive, Fig. 28a presents a functional view (which is not the equivalent
circuit) of the proposed multiband BW-extended TX, with the I/Q modulation and
BW-extended bandpass filtering decomposed as two cascaded functions to simplify
the comparison. The I/Q modulation is in the forward path like a typical TX,
synthesizing an RF signal at VI, P from the four-phase BB signals injected by the
isolated BB input network. The RF signal virtually experiences BW-extended
bandpass filtering at both VI, P and VO, P to reject the OB noise. In Fig. 28b, we
draw the model of the N-path SC NFN as a paralleled RLC resonator around -Gm1,
forming a gain-boosted N-path filter where the tunable inductor represents the
tunable RF center frequency [3], whereas we can model the N-path SC PFN as
series RLC resonators, which shunt to ground in Fig. 28a, thus creating a third-order
Chebyshev notch filter around -Gm1 when combining it with the paralleled RLC
resonator. The NFN and PFN together result in a high-order gain-boosted N-path
filter. The tunable inductor in the series RLC resonators also defines the RF center
frequency, which is the same as the paralleled RLC resonator.

When compared with the conventional passive RC-BB input network in Fig. 28b,
the isolated BB input network lowers the BB mutual loading effect and decouples
the Q-factor degradation of the created RF bandpass response in the BW-Ext
FIL-MOD (detailed in Sect. 3.2.4). The circuit in [27] exploited a wideband
singled-ended voltage-input PAD in the conventional FIL-MOD (Fig. 28b); how-
ever, it can only deliver a -1-dBm output power at a -40-dBc ACLR1. Here, we
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Fig. 28 (a) Functional view of this work that features the isolated BB input, gain-boosted N-path
filter with BW extension, and a wideband TIA as the PAD. (b) Functional view of the TX in [27]
based on the passive RC-BB input, the gain-boosted N-path filter, and the voltage-input amplifier as
the PAD

introduce a wideband differential TIA-based PAD. In this case, the PAD (reported
later) is capable to deliver a larger output power along with a better linearity.

LTI Model of the BW-Ext FIL-MOD

For the RX, the bidirectional transparency property of the passive mixer allows
frequency translation and impedance transformation [4, 28], and then it implies the
introduction of a linear time-invariant (LTI) model for the original linear time-
variant (LTV) circuitry. The LTI model represents the time-varying effects of the
N-path switches by applying an impedance transform factor α to the BB impedance
and adding a virtual shunt resistance Rsh. When N = 4, the 25%-duty-cycle LO
waveforms drive the passive switches, with a scaling factor α = 2/π2. Rsh represents
the loss due to harmonic up-conversion and dissipation or the harmonic folding
effect due to the passive switches.

The application of the LTI model to the passive mixer-based TX is also possible
due to the bidirectional transparency property. Similar to [4, 28], the scaling factor α
acted as the BB impedance in TX. Yet, we can neglect the virtual shunt Rsh for TX,
since the harmonic folding effect plays only a little contribution on the in-band
amplified signal and also the OB noise [27]. Figure 29 displays the equivalent
LTI-based model of the BW-Ext FIL-MOD. To simplify the analysis, we employed
a single-ended architecture. Since the isolated BB input network operates as a BB-to-
BB gain response in the signal path, the resistor RB = 4 RSWB represents the switch
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Fig. 29 Equivalent
LTI-based model for the
BW-Ext FIL-MOD
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SWB. Here, we only focus on the LTI model for the BW-Ext FIL-MOD, leaving the
analysis of the isolated BB input network for Sect. 3.2.4. In Fig. 29, the scaling factor
α acted on the components operating at BB frequency (ω- ωLO), that is, CZ, CF, CB,
and RB. The voltage source Vth is the approximated LTI-based Thévenin equivalent
voltage, which is

ffiffiffi
2

p
=π ejπ=4VBB,I sð Þ þ e- jπ=4VBB,Q sð Þ�

at BB frequency (ω -
ωLO) [10]. When neglecting the input parasitic effect of -Gm1 and ON-resistance
RSWL, Eq. (15) deducts the signal at VO, P, which is a third-order bandpass response
with a complex pole pair. In Eq. (15), we introduce two left-half s-plane zeros
located at α/(CZRSWZ) and α/(CFRSWR) when Gm1RSWR ≪ 1, which however we can
move to higher frequencies by using smaller CZ (or RSWZ) and CF (or RSWR).
Figure 30 plots Eq. (15) plotted at 2 GHz which matches well with the simulated
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curve spanning from 1.9 to 2.1 GHz, except that there is a 1.3-dB gain increment
since we neglect the input parasitic capacitance of -Gm1:
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Vo,P ≈
CZRSWZsþ αð Þ CFGm1RSWR -CFð Þsþ Gm1αð ro

-CFCZRBCBRSWZ RSWR þ roð Þ

�
ffiffiffi
2

p
=π ejπ=4VBB,I sð Þ þ e- jπ=4VBB,Q sð Þ�

s � s2 þ ωo=Qð Þsþ ω2
o

� � ð15Þ

ω2
o =

α Gm1roRBα AZCZ -CFð Þ-RBα CB þ CF þ CZð Þ-CF RSWR þ roð Þ-CZRSWZð
-CFCZRBCBRSWZ RSWR þ roð Þ

16

Q ¼ CFCZRBCBRSWZ

�
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RSWR þ roð Þ α Gm1roRBα CF -AZCZð Þ þ RBα CB þ CF þ CZð Þ þ CF RSWR þ roð Þ þ CZRSWZðð Þp

Δ

Δ ¼ CFRBα Gm1roCZ AzRSWR -RSWZð Þ-CB RSWR þ roð Þð
- CFCZRBα RSWR þ RSWZ þ ro 1þ AZð Þð Þ-CFCZRSWZ RSWR þ roð
- CBRBCZRSWZα

ð17Þ

Since the PFN may introduce a stability concern, we must design carefully the
BW-Ext FIL-MOD. As explained in Eq. (14), the capacitive ratio CZ/CF dominates
the Q factor of the bandpass response and also the stability. When ignoring the input
capacitance of -Gm1 and the ON-resistances RSWL, R, Z, based on the equivalent
LTI-based model of Fig. 29, we can derive the loop gain by breaking the closed loop
(-Gm1 + CF, z) and injecting a test voltage. With the closed loop broken at the input
of -Gm1, we obtain the open loop voltage gain as.

V test,O sð Þ
V test,I sð Þ =

s � Gm1RBαro CZAZ -CFð Þ
s2 � CZ 1þ AZð Þ þ CBð ÞCFRBro½ � þ s � RBα CF þ CZ þ CBð CFro½ α

ð18Þ

which is a second-order high-pass response. With Gm1 = 100 mS, ro = 20 Ω,
CF = 5 pF, CB = 2 pF, RB = 400 Ω, and AZ = 0.9, we can plot Eq. (18), as in
Fig. 31, for different CZ at the 1–100-MHz range. The loop gain climbs with the
increment of CZ, and the loop gain is<0 dB when CZ is ≤20 pF. Thus, we can secure
the closed-loop stability when CZ/CF ≤ 4.

Besides that, CZ offers the freedom to balance the OB rejection with the passband
flatness at both VI, P and VO, P. In Fig. 32a, with the increment of CZ, the Q factor of
the RF bandpass response increases, as reflected in the passband ripple. When
CZ = 30 pF, the BW-Ext FIL-MOD tends to be unstable, and its passband ripple
is ~3.2 dB. When compared with CZ= 5, the 10-pF CZ extends the flat passband BW
(-1 dB point) by 17.8 MHz, along with an improved OB rejection by 3.2 dB at an
80-MHz offset. Also, the ON-resistance RSWZ offers freedom to balance the OB
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Fig. 32 (a) The simulated tunable BW and OB rejection for different CZ. (b) The on-resistance
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rejection and passband BW (Fig. 32b). A smaller RSWZ improves the performance
but at the cost of LO power. When RSWZ is 20 Ω, the flat passband BW and OB
rejection at the 80-MHz offset improve by 12.4 MHz and 3.1 dB, respectively, when
compared with a 80-Ω RSWZ.

Isolated BB Input Network

The isolated BB input aids to alleviate the mutual loading effect between the
BW-Ext FIL-MOD and itself, while hindering the BB cross talk. For the 25%-
duty-cycle LO waveforms, short overlap among them may occur during the transi-
tion. For example, when the falling edge of LO1 overlaps with the rising edge of
LO2, a BB current loop occurs in the conventional passive RC-BB input network
[27] (Fig. 33), with both the N-path SC PFN and NFN omitted and the finite input
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impedance of-Gm1 expressed by the parasitic capacitor CP. The induced BB current
loop affects the voltage across CP, thus degrading the linearity [7]. Here, the isolated
BB input network hinders this effect by utilizing the adjacent phase of LO wave-
forms to time-interleave the operation of the BB injection. Although the switches
driven by LO1 and LO2 turn on simultaneously during the short overlap period, the
switch driven by LO3 turns off, and then the BB current goes to ground through CB,
thus, preventing a BB current loop.

In the signal path, the isolated BB input network is similar to that of the passive
RC-BB input, as a BB low-pass filter with the -3-dB frequency corner
1/(4RSWBCB). After that, with the BB signals injected into the BW-Ext FIL-MOD,
the BB injection circuits become a load. Essentially, the BW-Ext FIL-MOD sees it as
a paralleled RC network if it is a passive RC-BB input network, whereas each LO
sequence in the isolated BB input network only sees a shunt capacitor CB, thus
preserving the created RF bandpass response. In Fig. 34a, the isolated BB input
improves the OB rejection by 7 dB at 80-MHz offset for CB = 2 pF, RB = 400 Ω,
and RSWB = 100 Ω. Unlike the BB low-pass filter [7, 27] where the OB rejection is
proportional to CB, a smaller CB enhances the OB rejection for the isolated BB input
network. In Fig. 34b, the OB rejection obviously improves at a small CB (<2 pF)
when comparing it with the passive RC-BB input, since the BW-Ext FIL-MOD
dominates the OB rejection, and a larger CB degrades the Q factor of the created RF
bandpass response. The lower limit of CB ties up to the passband BW; thus we
should choose a proper CB to balance the passband BW and OB rejection. Also, the
ON-resistance RSWB offers the freedom to balance the passband BW of the BW-Ext
FIL-MODwith the OB noise rejection (Fig. 34c). The increase of RSWB enhances the
OB rejection along with a lower output noise.
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Fig. 33 The LO overlap effect between the falling edge of LO1 and rising edge of LO2. It induces a
BB current loop in the typical passive RC-BB input network, although hindered in the isolated BB
input network



40 G. Qi et al.

0 0.5 1 1.5 2 2.5 3 3.5 45

17

29

41

53

65

77

0

15

30

45

60

-3d
B P

as
sb

an
d B

W 
(M

Hz
)

OB
 R

eje
cti

on
@ 

V O
,P

(dB
c)

CB (pF)

LO = 2GHz @ 80MHz Offset

Isolated-BB input
Passive-RC-BB input

3

6

9

12

16

19

1

1.4

1.8

2.2

2.6

3.0

Ou
tpu

t N
ois

e
@ 

V O
,P

(aV
2 /H

z)

OB
 R

eje
cti

on
@ 

V O
,P

(dB
c)

2000 50 100 150
RSWB(Ω)

LO = 2GHz @ 80MHz Offset
CZ = 10pF

-34

-26

-18

-10

-2
niaG

@
V O

,P 
(dB

)

1.92 1.96 2 2.04 2.08
Frequency(GHz)

RB = 400Ω
RSWB= 100Ω
CB = 2pF  

7dB

Isolated-BB input
Passive-RC-BB input

(a) (b) (c)

Fig. 34 (a) Isolated BB input improves OB rejection when compared with the passive RC-BB
input. (b) Simulated OB rejection and passband BW at different CB. (c) RSWB allows balancing the
OB rejection and OB noise at VO, P

Wideband TIA-Based PAD

Since the single-ended voltage-input amplifier as a PAD can suffer from low
linearity and output power [27], herein we present a differential wideband
TIA-based PAD to absorb the bias and signal currents of -Gm1. An on-chip 1.4:1
transformer combines the differential RF outputs, shunted by a 5-bit tunable CT

(0.1 pF/step) to expand the RF coverage. With the cross-coupling capacitor C3

(2 pF), a moderate thick-oxide transistor (M3) is adequate, 300 μm/150 nm, to
enhance the reverse isolation, reliability, and voltage gain (by 4.6 dB from simula-
tion). The differential implementation not only aids the output power but also allows
the utilization of a cross-feedback capacitor C1 to cancel the parasitic effects
associated with -Gm1, trimming the passband shape. C1 is a 4-bit tunable capacitor
bank with 50 fF/step. We use transistor M2 to isolate the two cross-coupling
capacitors (C1 and C3) that serve different purposes.

The CIM3 term is always a key challenge on the spurious emission in TXs
[20, 31, 32], due to the third-order intermodulation product of signals around
(1 × LO) and (3 × LO). With a BB tone ( fBB) fed to the TX (Fig. 35a), there is,
after the mixer, the desired tone at fLO + fBB and the unwanted tone at 3 × fLO - fBB
due to the use of 25%-duty-cycle LOs. After passing the TIA-based PAD, the
unwanted CIM3 term appears at fLO - 3 × fBB. Similar to the full-duplex spaced
(FDS) jammer test in the RX with the equally duplexed TX leakage and OB jammer
injected [30], the OB output-referred third-order intercept point (OB-OIP3) can
reflect into the CIM3 term in TX, leading to.

OB- IIP3 =Pout þ Pin,3LO þ GPAD -PCIM3

2
, ð19Þ

where Pout is the TX output power and Pin, 3LO is the third LO PAD input power and
GPAD is the gain of PAD. The third LO PAD input power is 9.5 dB smaller than the
first LO one for 25%-duty-cycle LO waveforms [7]. In order to reach a <-50 dBc
CIM3, the OB-IIP3 should be >24.75 dBm when delivering a 3-dBm output power
with a 12-dB PAD gain.
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Fig. 35 (a) Signals around 1xLO and 3xLO (at the output of the FIL-MOD) inject to -Gm1 and
generate CIM3 at VO, P. (b) CIM3 partially cancelled by the paralleled linearizer -Gm2

Unlike [32] that employs an area-hungry passive LC filter between the MOD and
PAD and [20] that uses power-hungry multiple LO phases to suppress the third-order
harmonic, we utilize an inner parallel Gm linearizer (-Gm2) in Fig. 35b to suppress
the CIM3 term at the TX output [33, 34]. We design-Gm2 to bias at the triode region
and to achieve the partial cancellation of the third-order coefficient with -Gm1

biased in the saturation region. For a better power efficiency, we biased -Gm1 in
the class-A/B mode.-Gm1 (-Gm2) is a simple NMOS transistor, sized with 120 μm/
30 nm (60 μm/30 nm). With Gm linearizer the OB-IIP3 improves by 9.2 dB (i.e.,
26.7 dBm) in the TIA-based PAD, when compared with the circuit without the
linearizer. From 500-run PVT Monte-Carlo simulations, only 0.4% of the samples
has a CIM3 < 35 dBc. Yet, we can obtain CIM3 < 40 dBc for all 500 runs after
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simple bias calibration on -Gm2. Also, a careful layout is essential to pull of the
robustness of the TIA-based PAD.

Four-Phase 25%-Duty-Cycle LOGEN

Figure 36 presents a low-power 25%-duty-cycle LO generator (LOGEN). The
differential self-biased input buffers amplify first the input clock signals. After
adjustment by a phase corrector, a divider-by-2 receives the input signals. To
generate the 25%-duty-cycle LO waveforms (LO1 ‐ 4), it is necessary to apply
“AND” logic on the frequency-divided 50%-duty-cycle signals Q1,2,Q1,2 and the
signals 2LOP, N. Since the rising and falling edges of LO1 ‐ 4 derive from the 2LOP,

N, the divider-by-2 will not contribute with noise for LO1 ‐ 4 [7]. Unlike [7, 27] that
employ a single-ended inverter-based input buffer, a differential self-biased input
buffer amplifier here improves the phase noise without sacrificing the power [35]. By
introducing a self-biased circuitry, we secure a differential amplifier, consisting of
transistorsM1–M4. The embedded inverter (M3 andM4) acts as a push-pull amplifier,
adaptively biased by a negative feedback scheme using the current-sourcing tran-
sistor M1 and the current-sinking transistor M2. We embed another push-pull ampli-
fier (inverter) withM5 andM6 that inversely amplify the input clock signal LOIN, N to
Vout. Simulated at 2 GHz, the LOGEN exhibits a phase noise of -158.4 dBc/Hz at
40-MHz offset frequency, improving by ~6 dB when compared with the single-
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Fig. 36 Low-power four-phase 25%-duty-cycle LOGEN with differential self-biased input buffers
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ended input buffer. The LOGEN consumes 9.8 mW power at 2 GHz, of which
0.8 mW result from the differential self-biased input buffer.

Other Implementation Details

Resulting from the Miller effect created by the loop gain of-Gm1, small physical CF

(5 pF) and SWL, R (20 μm/30 nm) allow the reduction of the parasitic effects and LO
power [9]. The simulatedGm1 is 110.2 mS and the inverting gain from VI, P to VO, P is
-1.6 V/V (Fig. 27). From simulations, the main contributions for the output noise at
the 80-MHz offset are from -Gm1 (27.8%), SWL, R (14.4%), SWZ (7.2%), and
TIA-based PAD (18.2%), whereas SWB and LOGEN only contribute 1.2% and
3.8%, respectively. The remainder comes from the 50-Ω load and bias circuit. SWB

is hence small (6 μm/30 nm) to save the LO power. LOGEN contributes to the output
noise in two aspects: the LO-feedthrough noise from the switches’ parasitic capacitor
and the LO-modulated phase noise with BB signals. The differential TX implemen-
tation cancels the LO-feedthrough noise; the created high-Q bandpass filtering at
both VI, P and VO, P effectively suppresses the LO-modulated phase noise, alleviating
the LO phase noise requirement and thus saving the LO power.

3.3 Measurement Results

Figure 37 shows the fully integrated SAW-less TX, fabricated in 28-nm CMOS,
occupying a 0.31-mm2 active area. The power supply of the LOGEN is 1 V, with the
TIA-based PAD powered at 1.8 V. Figure 38 depicts the measured output spectrum,
with a 3-dBm output power at 2.535 GHz (NR-n7 band) when applying a 64-QAM
SC-FDMA signal with a 20-MHz BW. The ACLR1 and ACLR2 are -44.4 and -
58.7 dBc, respectively. The EVM is 1.9%. The I/Q mismatch image and LO
feedthrough is suppressible to <-40 dBc by manual calibration on the gain-phase
balancing of the four-phase BB inputs (I/Q and differential). Furthermore, the BB
calibration is beyond the focus of this work. By simply sweeping the LO frequency,
we can consistently measure a high-Q bandpass response at different NR bands
covering 1.4–2.7 GHz and also compatible with the simulation (Fig. 39). The flat
passband BW is >20 MHz. At a 3-dBm output power, the CIM3 and CIM5 are -54
and - 64.2 dBc, respectively (Fig. 40a). The output noise floor is -158 dBc/Hz at
120-MHz offset for NR-n7 band, which includes the thermal noise of the TX path
and modulated phase noise of the LOGEN. Figure 40 summarizes similar measured
results at the NR-n2 Band (1.88 GHz at 80 MHz offset) and the NR-n74 Band
(1.4485 GHz at 48 MHz offset), including the CIM3, 5, the output noise floor, and the
ACLR1, 2 (Fig. 40b). When the output power is back off, the OB noise degradation is
≤1.5 dB (Fig. 41a), and the ACLR1, 2 varies <2 dB regardless of the signal BW of
10 or 20 MHz (Fig. 41b).
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Fig. 37 Chip photo of the
implemented multiband
SAW-less TX in 28-nm
CMOS
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Fig. 38 Measured output spectrum for NR-n7 (2.535GHz) with a 20-MHz BW

The TX can support a wider signal BW >20 MHz, but it has to leverage with the
OB rejection (refer to Fig. 34b). To improve both the OB noise and signal BW, we
can incorporate better BB DAC and more BB filtering. When compared with the
NR-n74 band (Δf/BW ratio = 2.4), although NR-n3/NR-n66 band has wider signal
BW (30/40 MHz), the larger Δf/BW ratio (3.17/10) alleviates the design challenge.
We did not realize a variable-gain control in this work, which however can be
applicable to the TIA-based PAD. Like [7], we can split the PAD to high-gain and
low-gain modes, and in each mode, we can slice the PAD in small equivalent unit
cells.

At different CZ, we measured the OB rejection and - 3-dB passband BW for
5G-NR bands at different offset frequencies (Fig. 42a) according to the 3GPP
standard. The OB rejection enhances by 3.1 dB (7.2 dB) at a 48 MHz (120 MHz)
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offset when compared with the 5-pF CZ, while paying out for 2.1 MHz (3.5 MHz) for
a - 3-dB passband BW. However, the -3-dB passband BW is still >43 MHz for
CZ = 20 pF. We can also increase the OB rejection by enlarging SWZ (Fig. 42b).
When RSWZ = 20 Ω, the simulated OB rejection improves by ~6 dB at 120 MHz
offset when compared with a 40-Ω RSWZ, while yielding an acceptable BW decre-
ment (<3 MHz).

At the NR-n7 band, the -Gm1 and PAD (58.3 mW) plus the LOGEN (12.2 mW)
dominate the power consumption. From Fig. 43a, the power consumption rises from
55.1 mW at the NR-n74 band to 70.5 mW at the NR-n7 band due to the parasitic
effect of-Gm1 and PAD and the dynamic type of LOGEN that has an average power
efficiency of ~4.8 mW/GHz. Under power back-off, the power consumption down-
scales accordingly (Fig. 43b) for the NR-n72, the NR-n2, and the NR-n7 bands. For
example, at a 3-dB power back-off, the power consumption at the NR-n7 band
(NR-n74 band) drops by 12.5 mW (11.2 mW) mainly associated with -Gm1 and
PAD. The power saving is ≤20%, only based on the gate biases of the PAD.

Table 4 summarizes the chip performance and compares it with the state-of-the-
art TXs [25, 27] and [32]. Due to the effective BW-Ext FIL-MOD, isolated BB input
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Table 4 Performance Summary and Benchmark with the State of the Art

network and wideband TIA-based PAD, this work manifests a number of perfor-
mance advantages among the linearity, OB noise, and TX efficiency. Although [25]
reported a smaller die area than here, it requires off-chip baluns to combine the
differential outputs, and its output power is 6.5 dB lower. Comparing with [27], this
work supports a two times wider signal BW and achieves a 3-dB lower OB noise and
a 4-dB higher output power. With similar output power and OB noise as [32], this
work shows higher area efficiency (3.3×) and TX efficiency (56%).

3.4 Conclusions

This chapter described a 1.4–2.7-GHz FDD SAW-less TX, composed by a BW-Ext
FIL-MOD, an isolated BB input network, and a TIA-based PAD to deliver wide
passband BW, low output noise, sufficient output power, and high linearity. The
BW-Ext FIL-MOD featured a higher-order bandpass response co-synthesized by the
PFN and NFN, alleviating the trade-off between the passband BW and OB rejection
of the original FIL-MOD. For the isolated BB input network, it upheld the BW-Ext
FIL-MOD’s high-Q bandpass response during the BB signal injection and avoided
the BB cross talk. The TIA-based PAD together with the inner parallel Gm linearizer
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allowed sufficient output power, better linearity, and power efficiency. The fully
integrated TX prototyped in 28-nm CMOS occupied an active area of 0.31 mm2. The
circuit obtained high linearity (ACLR1= ‐ 44.4 dBc) and low OB noise (-158 dBc/
Hz) when delivering a 20-MHz signal at a 3-dBm output power. The overall
performance rendered this SAW-less TX an attractive candidate for multiband
FDD radios.
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1 Introduction

The phase-locked loop (PLL) providing a pure local oscillator (LO) or a clock signal
is one of the most critical building blocks in the wireless or wireline transceiver.
Since operating at the highest frequency and directly deciding the out-of-band phase
noise of a PLL, the oscillator plays a key role in the PLL subsystem. This chapter
presents several techniques to improve the oscillator performance from radio fre-
quency (RF) to millimeter-wave (mm-wave) frequency. We will also introduce
reference spur reduction techniques for the subsampling PLL.
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2 Inverse Class-F (Class-F-1) VCO

2.1 Toward the Power-Efficient Low-Phase-Noise Oscillators

The trend toward denser modulation schemes in imminent RF communication
systems has continuously driven the development of high-purity LC oscillators
with low power consumption. For an LC oscillator operating at ω0, we can generally
express its phase noise at an offset frequency of Δω as [1]

L Δωð Þ= 10 ∙ log F ∙ kT
V2
p

∙ L
Q1

∙
ω3
0

Δωð Þ2
" #

ð1Þ

where k is the Boltzmann’s constant, T is the absolute temperature, Vp is the
differential oscillation amplitude, L is the tank inductance, Q1 is the tank quality
factor (Q-factor) at ω0, and F is the device excess noise factor defined as the total
effective output noise normalized to the noise of the tank parallel resistance [2]. Nota-
bly, the inductor Q-factor (QL) will dominate Q1 in oscillators below 10 GHz.
Equation (1) suggests three methods to reduce the phase noise: (1) choosing an
inductor with small inductance and high QL to minimize the L/QL ratio, (2) maxi-
mizing the oscillation amplitude VP, and (3) cutting down the noise factor F by
reducing the noise contribution from the transistors. In the first method, scaling
down the inductor dimension devilishly will degrade QL, limiting the minimum L/
QL [3]. In the second method, the supply voltage limits VP that unfortunately
diminishes with the scaling down of CMOS technology. We can observe that
these two methods mainly rely on CMOS technology, which is not easy to manip-
ulate in the circuit design stage. Regarding the third method, the noise contribution
from the transistors directly relates to the specific oscillator circuit topology, which
offers plenty of room for the circuit designer to explore novel circuit techniques or
oscillator topologies.

Considering VP already maximized for the low-phase-noise design, in a classic
class-B oscillator with a tail current source (Fig. 1a), the tail current source provides
a high impedance at the tail node, which isolates VS and ground, preventing the tank
Q degradation even when M1,2 is in the deep triode region under a large VP. Thus,
such an arrangement well suppresses the noise contribution from M1,2. On the other
hand, we can convert the noise at low frequency and 2ω0 of the tail transistor (MT) to
the phase noise by mixing with the output signal at ω0 through M1,2 [4]. Typically,
MT can be a dominant noise source. If we remove MT and directly connect VS to the
ground, the tank Q degradation will occur when M1,2 is in the deep triode region.
Subsequently, the noise contribution from M1,2 will significantly increase.

Figure 1b illustrates that we can suppress the noise contribution fromM1,2 under a
large Vp, by utilizing a tail tank resonating at the second harmonic frequency (2ω0)
[4]. Here, a high impedance ZTAIL at 2ω0 helps to alleviate the tank loading effect.
From the viewpoint of the time-variant model [5], a high ZTAIL at 2ω0 generates a
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Fig. 1 Schematics of (a) the class-B oscillator with a tail current source, (b) the class-B oscillator
with a tail tank, (c) the class-B oscillator with implicit CM resonance, and (d) the class-F2,3
oscillator

second harmonic voltage at Vs. Thus, the circuit reshapes the drain-to-source voltage
VDS waveform to have a flat region close to zero when the transistor is in the triode
region (Fig. 1b). Since the output phase is insensitive to the transistor channel noise
in the flat area of VDS, there is no noise upconversion, ideally reducing the noise
contribution from M1,2 to the same level as using an ideal tail current source. With
the aid of the tail tank, the 1.2GHz oscillator in [4] exhibited an excellent figure of
merit (FoM) of 195 dBc/Hz at 10 MHz offset. However, accommodating the extra
tail inductor increases the die area.

To realize a compact design, it is necessary to implement the high impedance at
2ω0 with the utilization of the implicit common-mode (CM) resonance of the main
LC tank [6]. In a differential spiral inductor with a mutual coupling coefficient
k (Fig. 1c), the tank inductance and capacitance are (1 + k)L and CDM + CCM with the
tank excited by a differential-mode (DM) input, resulting in an oscillation frequency
of ω0 = 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ kð ÞL CDM þ CCMð Þp

. At a CM input, the tank inductance and
capacitance change to (1 - k)L/2 and 2CCM, corresponding to a CM resonance
frequency of ωCM = 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1- kð ÞLCCM

p
. By properly selecting k and CDM/CCM ratio,

we can obtain ωCM/ω0 = 2 such that the tank can provide a high impedance ZCM at
2ω0. The 2.85–3.75 GHz oscillator prototype in 28 nm CMOS pulled off an FoM
between 191.8 and 192.5 dBc/Hz at 5 MHz offset and a 1/f3 corner between 120 and
240 kHz. We can also apply the CM resonance to a class-F oscillator [7]. From
Fig. 1c, the transformer tank employing CCM in the primary winding and CDM in the
secondary winding exhibits two DM and one CM resonant frequencies. Under CM
excitation, the input signal cannot see the secondary winding since k becomes weak
due to the magnetic flux cancellation, resulting in ωCM = 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LP,CMCCM

p
. By prop-

erly selecting the ratio between LPCCM, LSCDM, and LP, CMCCM, we can guarantee
ωCM/ω0= 2. Besides, this work also placed the other DM resonant frequency at 3ω0,
which eventually generates an F2,3 tank. Moreover, the passive voltage gain (Av)
from the drain to gate nodes of the transistors provided by the transformer tank helps
to reduce the transconductance required to sustain oscillation, further reducing the
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noise contribution from the transistors. The 5.4–7 GHz class-F2,3 oscillator in 40 nm
CMOS attained an FoM between 190.5 and 191.4 dBc/Hz at a 10 MHz offset. In
addition, reference [6, 7] also revealed that the second harmonic resonance reshapes
the transistor’s drain voltage waveform to achieve a symmetric rise and fall time,
which suppresses the flicker noise upconversion and improves the close-in phase
noise.

The Q-factor (Q2) of the second harmonic resonance can affect the transistor
noise suppression capability. Intuitively, a large RP2 can enlarge the second har-
monic voltage in VDS, extending the flat area in the VDS waveform where the output
phase is insensitive to the transistor channel noise. Unfortunately, a high Q2 is
typically unavailable in the CM resonance tank for two reasons. First, the differential
spiral inductor employed in [6] suffers from a relatively lowQ-factor (QL,CM) atωCM

due to unavoidable magnetic flux cancellation. From Fig. 2a, the CM current in the
adjacent windings flows in the opposite direction, raising the ac resistance and
reducing the inductance at CM oscillation (Fig. 2b). The electromagnetic
(EM) simulations maintain the inner diameter and sweep the spacing between the
two turns to change the k and QL,CM, while keeping a relatively constant L. From
Fig. 2c, a lower k yields a higherQL,CM at the cost of chip area. Hence, we can hardly
realize the required large CD-to-CC ratio at high frequency when all the capacitor
banks are off. Second, the CM technique requires the implementation of CM
capacitors (CCM) with single-ended switched capacitors (SC). When compared

kL L

rCM rCM
ZCM

CM current 
flowing in 
opposite 
direction 

0.2 0.3 0.4 0.5 0.6 0.7
6

8

10

12

14

16

k

Q L
, C

M
@

 8 
GH

z

(a)

(b)

(c)

Q L
, D

M
@

 4 
GH

z

18

20

22

24

26

28

Fig. 2 (a) CM current excitation. (b) Circuit model of CM current excitation. (c) EM-simulatedQL,

CM, and QL, DM versus coupling coefficient k
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with the differential SC, the Q-factor of the single-ended SC is inherently lower for
achieving the same tuning range [8], which further degrades the tankQ-factor (Q2) at
the CM resonant frequency.

The inverse class-F (class-F-1) oscillator [9, 10] (discussed in the following
subsections) aims to break the abovementioned limitations of the CM resonance
technique and further improve the phase noise and power efficiency.

2.2 Principle of the Class-F-1 Oscillator

Figure 3 represents an NMOS (N-channel metal oxide semiconductor)-only class-F-
1 oscillator with a 1: n transformer (n > 1), where n is the transformer turn ratio
defined by n= km

ffiffiffiffiffiffiffiffiffiffiffiffi
LS=LP

p
. As the transformer-based tank can provide two resonant

peaks; it is possible to map them to f0 and 2f0, respectively. Furthermore, as Fig. 4
illustrates, when the drain current ID containing the first three harmonics multiplies
by the tank input impedance ZIN = VD/ID, it generates large first (VD1) and second
(VD2) harmonic voltages, justifying its class-F-1 operation [11] (i.e., square-like ID
and half-sinusoidal VD). Using the T-model of the transformer (Fig. 5), we can derive
the low ( fL) and high ( fH) resonant frequencies of the transformer tank as

f 2L Hð Þ =
1þ ξ∓

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξð Þ2 - 4ξ 1- k2m

� �q
2LSCS 1- k2m

� � ð2Þ

where ξ is a ratiometric given by ξ = LSCS/LPCP. Fig. 6a plots the ratio of fH/fL
against ξ for different km. To map fL to f0 and fH to 2f0 (i.e., fH/fL = 2), we arrive at

Fig. 3 NMOS-only class-
F-1 oscillator

CPLS LP
km

CS

n : 1
VG VD

ID

ZIN
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Fig. 4 Current and voltage waveforms under the class-F-1 operation

LP−MLS−M

M

rPrS
VDVG

CPCS
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Fig. 5 Equivalent circuit of the transformer-based tank

16ξ2 þ 100k2m - 68 ξþ 16= 0 ð3Þ

where km ≤ 0.6 is the necessary condition for satisfying class-F-1 operation. If we
only consider the situation ξ > 1 that maximizes the high-band impedance RP2, the
variation of km against ξ suggests that a high ξ requires a low km to ensure fH/fL = 2
(Fig. 6b).

With phase noise closely related to the tank impedance, we derive the input
impedance ZIN at f0 and 2f0 as
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ffiffiffiffiffiffiffiffiffiffiffi
LSCS

p� �
= 3:2 GHz)

RP1 =
8
25

∙ QPLPffiffiffiffiffiffiffiffiffiffiffi
LSCS

p ∙
5ξ 1þ ξð Þ3 ∙ 4- ξð Þ

4ξ2 QP
QS

� �
- ξ 1þ QP

QS

� �
þ 4

ð4Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiq
RP2 =

1
25

∙ QPLPffiffiffiffiffiffiffiffiffiffiffi
LSCS

p ∙
5ξ 1þ ξð Þ3 ∙ 1- 4ξð Þ

ξ2 QP
QS

� �
- 4ξ 1þ QP

QS

� �
þ 1

ð5Þ

where QP and QS are the intrinsic Q-factors of the primary and secondary coils,
respectively. Figure 7a plots RP1 and RP2 for different LP, revealing that a high ξ will
reduce RP1 and raises RP2, favoring the phase-noise performance.
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If we define the drain-to-gate voltage gain of the transformer as AV = VG/VD, by
using Eqs. (2) and (3), the AV of the first harmonic (AV1) and the second harmonic
(AV2) voltages are functions of ξ and n expressed, respectively, as

AV1 ξð Þ= n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
- 4ξ2 þ 17ξ- 4

p
ffiffiffi
ξ

p
∙ 4- ξð Þ ð6Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffip
AV2 ξð Þ= n - 4ξ2 þ 17ξ- 4ffiffiffi

ξ
p

∙ 4ξ- 1
ð7Þ

Figure 7b plots Eqs. (6) and (7) in dB against ξ, suggesting that AV1 moves up
with ξ. AV2 is smaller than 1 for ξ > 1.4 and drops quickly as ξ increases. With the
first harmonic drain voltage VD1 amplified at the gate while the limited transformer’s
resonant bandwidth attenuates the second harmonic voltage VD2, the gate voltage
would predominantly contain the first harmonic component only. Then, we only
need to consider the first harmonic voltage for reliability. Yet, negative gm transistors
are vulnerable to breakdown if AV1 is excessively large. In another design trade-off,
we can fix f0 with large ξ and n, requiring a tiny CP which is hard to implement in
practice.

Although |Zin| has two peaks, that is, RP1 and RP2, at both f0 and 2f0 and RP2> RP1,
the class-F-1 oscillator can only oscillate at the frequency f0 with the transformer
configured as a two-port resonator exhibiting inverted magnetic coupling from drain
to gate nodes, in such a way that the loop gain fulfills the phase condition only at f0,
forming positive feedback around the loop [12, 13]. In summary, a small ξ favors
low-power applications, but if a minimum PN is necessary, we should maximize ξ,
providing that the negative gm transistors still operate within the reliability limit.

To generate the differential outputs, Fig. 8 exemplifies how we can stack the
PMOS (P-channel metal-oxide semiconductor)- and NMOS-based class-F-1 oscil-
lators and merge their respective transformer-based tanks together. We short the
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Fig. 8 Class-F-1 oscillator with a PMOS-NMOS-complementary topology to generate differential
outputs
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center taps of the two coils to provide self-biasing at VDD/2, with MP and MN sized
such that gm,p= gm,n. This self-biased scheme eliminates the extra bias circuit and its
noise contribution. The inherent single-ended topology avoids the in-phase relation-
ship between the second harmonic components (VDP,H2, VDN,H2) in VDP and VDN.
Instead, VDP,H2 and VDN,H2 are also differential (Fig. 8). Consequently, we avoid the
Q-factor degradation of the inductor or transformer. Since both first and second
harmonic components are differential, we can tune the first and second harmonic
frequencies with either CM or DM capacitors. Then, we can simply implement CS

and CP with differential switched capacitors, which improves theQ-factor of the tank
and simplifies the frequency tuning scheme. Improving the capacitor Q-factor is
especially helpful at millimeter-wave (mm-wave) frequencies in which the capacitor
Q-factor dominates the tank Q-factor.

2.3 A 3.5–4.5 GHz Low-Phase-Noise Class-F-1 VCO

The main target of the class-F-1 VCO prototype is to achieve low phase noise by
adopting a large ξ. Thus, we choose ξ = 3, which corresponds to km = 0.38. We
utilized a 2-to-4-turn tapped transformer with LP = 2.28 nH, LS = 4.28 nH, and
km = 0.38. EM simulation shows that the intrinsic Q-factors for the primary (LP) and
secondary (LS) coils at 4GHz areQP= 19 andQS= 17, respectively. We can control
the resonant frequencies of the transformer tank in the class-F-1 oscillator, that is, fL
and fH, almost independently by tuning CS and CP, respectively. Then, we can obtain
the oscillation frequency fL = f0 by tuning CS while we can adjust CP to guarantee
fH = 2f0. To determine CP and CS, we utilize 6-bit and 5-bit binary-sized switched
capacitors with an LSB (least significant bit) of 11 fF and 20 fF, respectively. For
continuous frequency tuning, we include varactors in both CP and CS. The sizes of
NMOS and PMOS transistors are 37.5 μm/60 nm and 75 μm/60 nm, respectively.
Figure 9 plots the simulated voltage waveforms. Although the drain voltages VDN

and VDP have a significant amount of the second harmonic component (i.e., VD2/

Fig. 9 Simulated output
voltage waveforms
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VD1 = 0.4), the gate voltage only predominantly contains the first harmonic com-
ponent as expected. Therefore, we should use VGP and VGN as the oscillator’s
outputs. The Q-factors of the switched capacitors mainly depend on the tuning
range. By choosing the Q-factors of CP and CS as 47 and 65, and absorbing the
loss of capacitors into the transformer coils for simplicity, we can reasonably assume
QP = QS = 13.5, which results in Q1 = 14 at f0 and Q2 = 9.3 at 2f0, respectively.

According to the time-variant model [7], the noise factor F in the phase noise
expression of Eq. (1) is

F=
X
i

RP

4KT
∙ 1
2π

Z 2π

0
Γ2
i θð Þ ∙ �i2n,i θð Þ dθ ð8Þ

where i2n,i θð Þ is the white current noise power spectral density (PSD) of the ith device
and Γi(θ) is the corresponding impulse sensitivity function (ISF). As illustrated in
Fig. 10, RP models the transformer tank loss, while Gds,n(p) and gm,n(p) represent the
channel conductance and transconductance of the NMOS and PMOS transistors,
respectively. Further, even if the channel is the only physical noise source of the
transistor, due to the large signal swing at the gate and drain nodes, the transistors
will transit between the saturation and triode regions when turned on. For this reason,
we artificially split the transistor current noise PSD into i2n,GM = 4kTγgm θð Þ and
i2n,GDS = 4kTGds θð Þ , representing the noise PSD due to gm and Gds, respectively.
As such, we can evaluate F, consisting of the effective noise factor of the tank
(FTANK), gm (FGM), and Gds (FGDS), respectively, by substituting i2n,TANK = 4kT=RP,

Fig. 10 Noise sources of
the class-F-1 oscillator
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Table 1 Performance comparison of different oscillator topologies

FoMa

(Cal.)
FoM
(Sim.)

Class-B [16]b,c 1 γn 0 2.29 0.64 194.2 N/A

Dynamic-biased class-
C [5]c

1 γn 0 2.29 0.77 195 N/A

Class-F [6]c 0.7 0.7γn 0.27 1.87 0.5 194 N/A

Implicit CM [11]d

(Q2 = 6.3)
1.22 1.4γn 0.4 3.42 0.74 193.1 192.8

Implicit CM [11]d

(Q2 = 9.3)
1.17 γn 0.22 2.68 0.82 194.6 194.3

Class F-1d (Q2 = 9.3) 1.2 0.1γn + 0.14γp 0.08 1.6 0.88 197.2 196.7
aAssume Q1 = 14, γn = 1.29, and γp = 1.35 in 65-nm CMOS, and use Eq. (9)
bAssume the current source is ideal and does not contribute with noise
cData extracted from its corresponding work
dData obtained from simulation, f0 = 4 GHz

i2n,MOS GMð Þ, and i2n,MOS GDSð Þ into Eq. (8). Here, we can obtain gm(θ) and Gds(θ) of the

NMOS and PMOS transistors as well as the ISFs through the transient simulation
[10]. Therefore, as summarized in Table 1, we can compare the phase noise
upconversion mechanism between the class-F-1 and other oscillator topologies.
Typically we utilize a figure of merit (FoM) that normalizes the phase noise to
power consumption, offset, and carrier frequencies to compare oscillator perfor-
mances. By defining the power efficiency η = PRF/PDC and PRF =V2

P=2RP, we can
acquire the FoM expression based on Eq. (1):

FoM= 10 log 10
Q2

1η
F

∙ 2
103kT

� �
ð9Þ

We maintain the same values of Q1 (= 14), RP1 (= 250 Ω), and VDD (= 0.6 V) for
both the class-F-1 and the implicit CM resonance topologies. Under these con-
straints, F and η are the only parameters determining the FoM. For completeness, we
also evaluate the FoM of the implicit CM resonance having a high Q2 with an
unpractical value of k = 0.18. Class F-1 has a higher FTANK when compared with
class B, class C, and class F due to the large impedance at 2fLO, which shapes the
drain voltage and the ISF waveform into a non-sinusoidal one. Nonetheless, we
suppress the device noise in class-F-1 to a minimum. Specifically, class F and
implicit CM resonance improve the FGDS by reshaping the drain voltage with the
creation of a tank impedance at 3f0 for the former and 2f0 for the latter. By further
improving Q2 and impedance at 2f0, the FGDS of the class-F

-1 is close to the class-B
oscillator using an ideal current source and the class-C in which we prevent the
negative gm transistors from entering the deep triode region due to a small oscillation
amplitude. Resulting from a small GDS and a large voltage gain in the transformer,
class F-1 also achieves a much lower FGM than the other four topologies. On the
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other hand, we can also implement the voltage gain in class-C topologies through a
transformer coupling from source to gate terminals [2]. Assuming a voltage gain of
2.5 in the dynamic-biased class-C topology of Table 1, it leads to a reduction of its
FGM to γn/2.5, which further improves the FoM to 196.7dBc/Hz, provided the
negative gm transistors are still in the saturation region. However, such a voltage
gain would reduce the maximum drain voltage swing that keeps the transistors in the
saturation region.

For the class-F-1 oscillator, since the phase of the tank impedance at 2fLO is zero,
the second harmonic current will flow through a purely resistive path which mini-
mizes the flicker noise upconversion caused by the Groszkowski’s effect [7]. Again,
using the time-variant model, there is a relationship between the 1/f3 noise corner
(ω1=f 3 ) of an oscillator and the transistor’s flicker noise corner (ω1/f) through

ω1=f 3 ≈
1
2
∙ω1=f ∙

ΓEFF,DC

ΓEFF,H1

� �2

ð10Þ

where ΓEFF(ω0t) = ΓMOS(ω0t) ∙ α(ω0t) and α(ω0t) = gm(ω0t)/gm, max is the noise
modulating function that reflects the cyclostationary process of the flicker noise
source. ΓEFF, DC and ΓEFF, H1 are the dc and first harmonics of the ΓEFF(ω0t),
respectively. The simulated ΓEFF of the class-F-1 oscillator (Fig. 11) shows that
its waveform is symmetric with ΓEFF, DC= 0.0011 and ΓEFF, H1= 0.035, resulting in
a small value of (ΓEFF, DC/ΓEFF, H1)

2 = 9.88 × 10-4. Therefore, ω1=f 3 is lower than

ω1/f by more than three orders of magnitude.
Frequency pushing due to the supply variation is another critical metric for the

oscillator. The oscillator with a small frequency pushing can relax the power supply
rejection requirement of the voltage regulator. Furthermore, small frequency pushing
helps to reduce the noise contribution from the voltage regulator itself.
Groszkowski’s effect can also induce the frequency pushing when the supply

Fig. 11 Effective ISF of the
class-F-1 oscillator
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voltage varies, considering the relationship between the frequency shift and har-
monic current given by [14]

jΔω
ω0

j= 1
Q2

X1
n= 2

n2

n2 - 1
∙ jIHn
IH1

j2 ð11Þ

where IHn and IH1 are the nth harmonic and the fundamental components of the tank
current, respectively. Usually, the second harmonic current is dominant over the
other high-order harmonic currents. In the conventional LC oscillator without the
second harmonic resonance, the second harmonic current flows through the tank
capacitor. The supply voltage variation will change the IH2/IH1 ratio in such a way
that it will shift the oscillation frequency to restore the balance between the reactive
and inductive energies of the tank.

The class-F-1 topology significantly suppresses the frequency pushing due to the
Groszkowski’s effect since the IH2 flows through a purely resistive path with f0 and
2f0 perfectly aligned, that is, fH = 2f0 (Fig. 12a). The residual small frequency
pushing induced by the Groszkowski’s effect results from the high-order harmonics
and change of the parasitic capacitance (CGS and CGD) of the negative gm transistors.
It is interesting to observe that the frequency pushing can be either positive or
negative depending on the relationship between the fH and 2f0 (Fig. 12a). When
fH < 2f0, the phase of the tank impedance Zin is negative at 2f0 (Fig. 12b) and IH2
flows through a capacitive path. A higher VDD raises IH2/IH1, requiring a lower
oscillation frequency to rebalance the capacitive and inductive energy of the tank.
On the other hand, the phase of the tank impedance Zin becomes positive (Fig. 12b)
at 2f0 when fH > 2f0 and the IH2 flows through an inductive path instead. Subse-
quently, the frequency shift caused by IH2 becomes positive as VDD rises. When fH is

Fig. 12 (a) Simulated frequency pushing defined as ( f0@VDDH – f0@VVDDL)/(VDDH - VDDL)
against CP by varying VDD from 0.55 V (VDDL) to 0.65 V (VDDH) and (b) tank impedance ZIN when
fH > 2f0 (upper) and fH < 2f0 (lower)
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slightly higher than 2f0, it is possible to achieve zero frequency pushing by letting the
positive frequency shift (caused by IH2) and the negative frequency shift (caused by
the high-order harmonic currents and parasitic capacitance) to cancel each other
(Fig. 12a).

We can keep a small imbalance, between the differential outputs of the class-F-1

oscillator induced by asymmetrical parasitic capacitances of NMOS and PMOS
transistors, when operating at 4GHz. The simulation results of Fig. 13 indicate that
the amplitude ratio and phase error of the drain voltages are 1.11 and -1.95°,
respectively. On the other hand, there is a further suppression to 1.006° and 0.12°
for the gate voltages owing to the voltage gain provided by the transformer.

Figure 14 presents the class-F-1 oscillator prototyped in 65 nm CMOS occupying
a core area of 0.14 mm2. The class-F-1 oscillator is tunable from 3.49 to 4.51GHz,
and we evaluate its phase noise performance using a Keysight E5052B Signal
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Fig. 16 (a) Measured (a) phase noise and (b) FoM versus tuning frequency

Source Analyzer. Figure 15a shows the phase noise profile of fmin to fmax when the
power consumption ranges between 1.14 and 1.2 mW at VDD = 0.6 V. Plotting the
corresponding FoM in Fig. 15b, the maximum FoM ranges between 195.6 and
196.2 dBc/Hz in the 1/f2 region. Figures 16a, b illustrate the measured phase noise
and the FoM, respectively, across the tuning frequency at 0.1/1/10 MHz offsets. The
circuit consistently maintains the FoM at 10 MHz offset, which agrees well with the
simulation results described earlier, whereas at 100 kHz offset, the FoM varies
between 190.9 and 192.5 dBc/Hz, translating to a 1/f3 corner ranging from 100 to
300 kHz (Fig. 17a). The frequency pushing shows a +4.5 MHz/V and -15 MHz/V
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at fmin and fmax, respectively (Fig. 17b). The opposite trend of the frequency pushing
results from the different control voltages of the varactor at fmin and fmax.

3 Wideband Mode-Switching MM-Wave VCO

3.1 Capacitive and Resonant Mode-Switching Techniques

Designing a wideband low-phase-noise oscillator is a challenging task. As frequency
increases, the Q-factor of the capacitive devices in the resonant tank, for example,
the varactor or the switched capacitor, eventually becomes lower than theQ-factor of
the inductive devices, causing a severe trade-off between phase noise and frequency
tuning range. To maintain low phase noise, the tuning range of the reported
oscillators at 60GHz has a typical limitation that is ~10% [15].

Although initially entailed in the sub-10GHz oscillators, the mode-switching
techniques [16, 17] promise to break the trade-off between phase noise and tuning
range in the mm-wave oscillators. Basically, by changing the coupling polarity of
two identical oscillators, the capacitive and resonant mode-switching techniques can
achieve two modes with different effective tank capacitances or inductances for
coarse frequency tuning (Fig. 18). Since the voltages on the two sides of the
on-switches in both even and odd modes are in phase, their turn-on resistances
have a negligible effect on the phase noise. Thus, we can keep the switch size small
as long as they can adequately synchronize the two oscillators with frequency
difference induced by the process, voltage, and temperature (PVT) variations.
Within each mode, the varactor or switched capacitor is still necessary to obtain
continuous frequency tuning. Ideally, we can have the tuning range doubled without
impairing the phase noise. However, both the capacitive and resonant mode-
switching techniques have their limitations. For the first technique, CS increases
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the parasitic capacitance in the odd mode, shrinking the tuning range. The tuning
range degradation exacerbates at a higher frequency since the parasitic capacitance
occupies a larger portion of the tank capacitance. As for the latter, the energy stored
in the inductor reduces at the odd mode, but the trace length and subsequently the
resistive loss of the inductor remain unchanged, degrading the inductor Q-factor.

3.2 Inductive Mode-Switching Technique

To overcome the limitation of the capacitive and resonant mode-switching tech-
niques, we present in Fig. 19 an inductive mode-switching technique [18] that
utilizes the common-mode inductor LCM to vary the effective tank inductance in
the even and odd modes. In the odd mode, since there is no current at the funda-
mental frequency flowing through the LCM, it excludes the resistive loss of LCM from
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the tank inductance, preventing the inductor Q degradation. We can simply realize
the LCM by the metal trace connecting the center tap of a differential inductor and the
supply node.

Figure 20a shows one straightforward way to realize the inductive mode
switching which uses two separate inductors. Here, we employed two identical
single-turn inductors to secure a small inductance value at mm-wave frequencies.
A pair of large decoupling capacitors Cdcp connected between VDD and ground
provide a short path for the oscillation signal and its harmonics. In the odd mode,
when switches S3 and S4 are on while S1 and S2 are off, the voltages at P1 and P2 are
differential. Node B1 (B2) is the virtual ground, and the inductance of trace O1B1

(O2B2) is the CM inductance (LCM) that would not count for the total tank induc-
tance. Then, the VCO will operate at a high frequency:

ωO =
1ffiffiffiffiffiffiffi
LC

p ð12Þ

where L represents the inductance of the trace P1B1P2. On the other hand, in the even
mode, when S1 and S2 are on and S3 and S4 are off, the voltages at P1 and P2 are in
phase. Consequently, the CM inductance of trace O1B1 (O2B2) contributes to the
overall tank inductance, thereby reducing the oscillation frequency:

ωE =
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Lþ 4LCMð ÞCp ð13Þ

If we consider the magnetic coupling between traces P1B1 and P2B1 and denote
the coupling coefficient as km, we can obtain accurate expressions of oscillation
frequencies in the odd and even modes as [18].

ωO =
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1- kmð ÞLCp ð14Þ
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ωE =
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 km L 4LCM C
p ð15Þ

Since km is weak in a single-turn inductor as long as the inductor’s dimension is
not over-shrunk, M = kmL0 is usually quite small. According to the EM simulation,
an octagonal inductor with a radius of 52 μm gives L0 ≈ 80 pH and km ≈ 0.07 at
50 GHz, resulting inM ≈ 5.6 pH. Then, the frequency difference mainly depends on
LCM, which we can precisely control by the length of the metal trace O1B1 (O2B2).

In the layout (Fig. 20a), there is no ideal ground plane that can perfectly short the
two ground nodes physically separated far away. As a result, the parasitic inductance
from the ground plane would significantly increase LCM, making it not well con-
trolled. To overcome this issue, we presented a novel inductor layout by flipping
both the center taps O1B1 and O2B2 into the center allowing the merger of O1 and O2

as a single node O (Fig. 20b). In the end, we can well define LCM by the length of the
metal traces OB1 and OB2. The positions of ports P1–4 remain unchanged to facilitate
the connection of negative gm cells and switches.

3.3 A 42.9–50.6 GHz Quad-Core-Coupled VCO Using
Inductive Mode-Switching Technique

To further reduce the phase noise, Fig. 21 illustrates how to apply the inductive
mode-switching technique to a quad-core-coupled VCO. The switch (Si,j) connects
the corresponding two ports (Pi, Pj). The detailed arrangement of the 12 switches is
S1,2 (P1, P2), S2,3 (P2, P3), S3,4 (P3, P4), S4,5 (P4, P5), S5,6 (P5, P6), S6,7 (P6, P7), S7,8
(P7, P8), S1,8 (P1, P8), S1,5 (P1, P5), S2,6 (P2, P6), S3,7 (P3, P7), and S4,8 (P4, P8).

In the odd mode (Fig. 21a), S1,8, S2,3, S4,5, S6,7, S1,5, S2,6, S3,7, and S4,8 are on;
S1,2, S3,4, S5,6, and S7,8 are off. Then, the switches S1,8, S4,5, S1,5, and S4,8 (S2,3, S6,7,
S2,6, S3,7) connect together the ports P1, P4, P5, and P8 (P2, P3, P6, P7). Similar to the
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simulated Q-factors of the single center-tap inductor and the conventional single-turn octangle
inductor
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case for the dual-core-coupled VCO, nodes B1–4 become the virtual ground nodes,
and the inductances from metal traces OB1, OB2, OB3, and OB4 will not count for
the equivalent tank inductance Leq,odd. To consider the magnetic coupling effect, we
group OP1P2 and OP5P6 (OP3P4 and OP7P8) as inductor 1 (inductor 2) together, and
we can obtain their equivalent inductance LA as LA = (1 - k1)L/2 where L is the
intrinsic inductance of trace P1B1P2 and k1 is the magnetic coupling coefficient
between traces B1P1 and B1P2. If the magnetic coupling coefficient between induc-
tors 1 and 2 is k2, the equivalent tank inductance becomes

Leq,odd =
1- k1ð Þ 1þ k2ð Þ

4
L ð16Þ

With the adjacent ports between inductors 1 and 2 all excited in phase, the
magnetic coupling k2 enhances the equivalent tank inductance.

In the even mode (Fig. 21b), S1,2, S3,4, S5,6, S7,8, S1,5, S2,6, S3,7, and S4,8 are on;
S2,3, S4,5, S6,7, and S1,8 are off. Then, the switches S1,2, S5,6, S2,6, and S1,5 (S3,4, S7,8,
S3,7, S4,8) connect together the ports P1, P2, P5, and P6 (P3, P4, P7, P8). Again, we
group OP1P2 and OP5P6 (OP3P4 and OP7P8) as inductor 1 (inductor 2), with their
equivalent inductance expressed as LB = (1 + k1)L/4 + LCM/2. Now with all the
adjacent ports between inductors 1 and 2 excited differentially, the equivalent tank
inductance will be

Leq,even =
1þ k1ð Þ 1- k2ð Þ

4
Lþ 1- k2ð ÞLCM ð17Þ

Interestingly, the magnetic coupling k2 helps to nullify the effect of k1 on both Leq,
odd and Leq,even according to Eqs. (16) and (17). The EM simulation reveals that k1
and k2 are 0.13 and 0.15, respectively, when the inductor in Fig. 21 has a radius of
55 μm, resulting in (1 - k1)(1 + k2) ≈ 1 and (1 + k1)(1 - k2) ≈ 0.96. Thus, we can
well control the difference between Leq,even and Leq,odd, that becomes 0.85LCM -
0.01L, which also mainly depends on LCM, to achieve a small frequency gap between
the two modes.

We can compare the Q-factor of the inductor in Fig. 21 with that of a classic
octagonal inductor having a similar inductance by using EM simulation, with the
modes controlled by ideal switches. In Fig. 21c, the Q-factor of the inductor only
degrades by 7% from 22.6 to 21 at 50 GHz. Assuming a varactorQ-factor of ~10, the
tank Q-factor would negligibly reduce from 6.93 to 6.77 (2.3%). Also, the inductor
Q-factors in both odd and even modes are almost identical when the frequency is less
than 60 GHz.

Figure 22 shows the schematic of the quad-core-coupled VCO. There are four
cross-coupled negative gm cells and the tank capacitor CT connected between the
two ports always excited differentially in both odd and even modes, to compensate
for the tank loss. We use the dual modes created by inductive mode switching for
coarse frequency tuning, with the fine frequency tuning within each mode obtained
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by four-bit binary-switched varactors. We employ a small accumulation-mode MOS
varactor for continuous frequency tuning.

If we choose L0 = 85 pH, LCM = 17, pH k1 = 0.13, and k2 = 0.15, the calculation
of the frequency ratio leads to fH/fL = 1.16. We use the EM simulated scatter
parameters of the inductor to construct a resonant LC tank, observing as predicted
two resonant frequencies, that is, fH and fL, and with their ratio equal to 1.15, which
is quite close to the calculated results.

The switch size should be large enough to (1) avoid the bimodal oscillation,
(2) guarantee frequency synchronization, and (3) prevent phase noise degradation in
the presence of frequency mismatch among the four cores. As analyzed in [18], the
third aspect for preventing phase noise degradation sets the most stringent require-
ment on the switch size. As a result, we choose the turn-on resistance of the switch to
be 260 Ω in this design, which introduces around 1.5 dB PN penalty at a 20 MHz
offset frequency when accounting for a 7% frequency mismatch.

The mode-switching quad-core-coupled VCO prototyped in a 65 nm LP CMOS
process occupied a die area of 0.039 mm2 (Fig. 23). We realize the switches for
mode selection with thin-oxide PMOS transistors having a W/L = 7 μm/60 nm to
secure a turn-on resistance of 260Ω. When turned off, the bias of the switch’s gate is
at 0.9 V, which can guarantee that the turn-off resistance is much higher than the
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Fig. 23 Chip micrograph
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turn-on resistance for most of the time within one cycle at an output swing between
0.4 and 1.36 V. We employed the open-drain buffer to extract the oscillating signal
from P1 for testing purposes, while we also installed other seven ports with the same
buffer to balance the loading impedance.

The VCO prototype consumes around 21 mA at 0.9 V. The measured frequency
tuning ranges are from 42.9 to 46.8 GHz in the even mode and from 46.03 to
50.6 GHz in the odd mode. Figure 24 displays the measured phase noise curves at
two typical frequencies in both modes, obtained by averaging five measurements.
The measured PNs at 43.43 and 46.03 GHz are -112.5 and -113.1 dBc/Hz at
3 MHz offset frequency, respectively. The estimated 1/f3 corner frequency is
680 kHz and 710 kHz at 43.43 and 46.03 GHz, respectively. Figure 25 plots the
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measured phase noises and FoMs at 3 MHz offset frequency across the entire
frequency range. The measured phase noise lies between -111.2 and -115.6dBc/
Hz, corresponding to an excellent FoM between 181.1 and 186.6 dBc/Hz.

4 Multi-Resonant-RLCM-Tank VCO

VCO designs evolved from single-resonant LC-tank VCOs to the recent multi-
resonant RLCM (resistor-inductor-capacitor-mutual-inductance) tank VCOs that
allow reshaping of the VCO phase noise (PN) impulse sensitivity function (ISF).
Two recent RF VCOs [9, 19] exploited the second harmonic resonance to impede the
flicker noise upconversion, achieving an FoM@1MHz of up to 195.4 dBc/Hz
(Fig. 26). Specifically, the RLCM tank in [19] tailors a multi-turn inductor with a
positive mutual coupling factor (k > 0) to generate an implicit common-mode
(CM) resonance at 2× the oscillation frequency (FOSC). Yet, the CM resonance has
a quality factor (Q) that is ~50% of its differential-mode (DM) counterpart, due to
partial magnetic flux cancellation within the multi-turn inductor. In [9], the
transformer-based RLCM tank offers two intrinsically high-Q resonances at FOSC
and 2FOSC that can effectively suppress the PN in the 1/f2-to-1/f3 PN regions. Still,
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when migrating to mm-waves, both [9, 19] face their respective challenges. A large
fixed DM capacitor (CDM) for fulfilling the DM-to-CM capacitance ratio of [19]
largely limits the tuning range (TR) at mm-wave. For [9], the high-ratio multi-turn
transformer cannot maintain its Q at mm-waves.

Here, we present an mm-wave VCO using a multi-resonant RLCM tank (Fig. 26)
that enables compact and high-FoM implementation. Specifically, a single turn
multi-tap inductor with k < 0 and CM-only tunable capacitors, without the con-
straint of the DM-to-CM capacitance ratio, enable high-Q high impedance reso-
nances at FOSC, 2FOSC, and 3FOSC.

We can properly combine the first, second, and third harmonic voltages to nullify
the DC value of the flicker noise effective ISF (Γ1/f,eff,dc). In Fig. 27 (left), AV and θV
denote the gain and phase shift, respectively, of the first harmonic voltage traveling
from the drain (VD) to the gate (VG) of the MOS transconductor (GM). For a one-port
RLCM tank, [AV = 1, θV = 0] can ideally yield Γ1/f,eff,dc = 0. For a two-port RLCM
tank [20–22], we have [AV > 1, θV < 0] that implies more amplitude and phase
controllability. Specifically, we can obtain the normalized ISF at VD: Γ(t) = V′D(t)/
max(|V′D(t)|) and the noise modulation function: m(t) = GM(t)/max[GM(t)]. In one
oscillation cycle, we can define GM in the cutoff, linear, and saturation regions as
0, βVD, and β(VG–Vth), respectively. Γ(t) is only a function of the amplitude ratios
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and phase differences of the second to first harmonics [A1, θ1] and third to first
harmonics [A2, θ2]. Such variables allow plotting Γ1/f,eff,dc against θV (Fig. 27
(right)). For the class-F2 VCO [20] with [A1 = 0.3, θ1 = 0] or class-F3 VCO [21]
with [A2= 0.33, θ2= 180°], Γ1/f,eff,dc is zero only at θV= 0, being a constraint of the
two-port RLCM tank. Although [22] uses both 2FOSC and 3FOSC resonances, they
are of low impedance and low Q, while the optimization only concerns A1 and A2.
Here, we reveal that proper combinations of A1,2 and θ1,2 can yield Γ1/f,eff,dc = 0,
regardless of θV. To realize [AV = 2.95, θV = -10°] for the VCO, we choose
[A1 = 0.5, θ1 = 90°] and [A2 = 0.3, θ2 = 90°] to nullify Γ1/f,eff,dc and obtain
2Γ2rms = 0.45 that is better than those in [19–21, 23].

Figure 28 (left) depicts the VCO and its sizing parameters, excluding the
varactors and switched capacitor (SC) cells. An EM simulation at 28GHz aids
extracting the equivalent inductive model (e.g., L1 (r1), L2 (r2), and k). With
k < 0, the CM-to-DM inductance ratio can be >1 (i.e., LCM/LDM = (1 - k)/
(1 + k)), allowing the CM resonance to sit around 2FOSC, between the two DM
resonances at FOSC and 3FOSC. We can find the optimal DM-to-CM capacitance ratio
by sweeping the factor X (Fig. 28, right) similar to [19]. Interestingly, the VCO with
only CM tunable capacitors (i.e., X= 0) helps correcting the frequency ratio between
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Fig. 28 Left: detailed schematic of the VCO. Right: changing the CCM-to-CDM ratio via the factor
X. We achieved an improved FOM by using only CCM that boosts Z2nd, while correcting the second
to third resonance frequency ratio from the ideal 0.67–0.72

the second and third resonances from the ideal 0.67–0.72; the latter allows retrieving
the impedance and phase information at 2FOSC. Thus, the Leeson’s noise factor
(F) reaches its theoretical minimum of 1.34 for a MOS channel noise coefficient
γ ≈ 1, and the VCO power efficiency is 0.48. At this optimum point, the circuit also
nulls the flicker noise contribution of M1,2, ideally yielding
FoM@10kHz ≈ FoM@10MHz.

The single-turn inductor (Fig. 29, left) features two inner taps to merge L1 into L2,
partially reducing the magnetic flux cancellation between them as presented in the
EM simulations. At 28 GHz, the EM-simulated Q1 is 28.5 for L1= 126 pH and Q2 is
27 for L2= 250pH, all realized in a compact area (320 × 250 μm2). The varactor (Cv)
and tunable CCM (3 bits) at VGP,N target a TR of 16%, and their simulated Q is >25.
Tunable C2 (3 bits, LSB: 9.5fF) at VDP,N is for the resonance alignment: with the first
resonance set by CCM first, and then we can tune the second and third to align them
with the first via C2. Furthermore, we can estimate Γ1/f,eff(t) by simulating the
impedances (ΓH,i) and phases (φΓ

(i)) at FOSC, 2FOSC, and 3FOSC. Multiplying
them with the higher harmonics of m(t), we can nullify Γ1/f,eff,dc within one oscilla-
tion cycle in the symmetric Γ1/f,eff(t) (Fig. 29 (right)). The impedance variations of
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Fig. 29 Left: Proposed compact single-turn multi-tap inductor with high Q1 and Q2. Right:
Simulated Г, m and Г1/f,eff in one cycle and harmonic impedances over TR

each resonance over the TR lead to imperfect zeroing of Γ1/f,eff,dc, accounting for the
FoM and 1/f3 PN corner variations.

The VCO prototyped in 65 nm CMOS includes an on-chip divider-by-2 to ease
the measurement similar to [20, 23]. To ensure the reliability with thin-oxide
transistors, we selected VDD = 0.48 V. Figure 30 illustrates the measured PN and
FoM profiles. It reaches a FoM@1MHz of up to 191.6 dBc/Hz and FoM@10MHz of up
to 190.3 dBc/Hz over the de-embedded TR from Fmin of 25.5 GHz to Fmax of
29.9 GHz. With a 16% TR, the corresponding FoMT@1MHz peaks at 195.7 dBc/
Hz. Limited by the increased noise floor at the 10 MHz offset due to the small-size
divider-by-2 and the test buffer, the FoM@10MHz is inferior to FoM@1MHz. The 1/f

3

PN corner raises from 130 kHz at Fmin to 230 kHz at Fmax due to AM-PM conversion
dominated by the parasitics of the varactors and the SC cells. The varactors cover a
tuning range of 491 MHz at low frequency and 766 MHz at high frequency, for a
control voltage from 0 to 1.2 V. The frequency pushing is +114 MHz/V at Fmin

dominated by the varactors, but -535 MHz/V at Fmax has its origins mainly in the
SC cells. Multi-chip measurements (five samples) confirm that there is no CM
oscillation risk, that the average FoM@1MHz is 190.65 dBc/Hz (±0.95 dB), and
that the average 1/f3 PN corner is 135 kHz (±15 kHz). With the tunable capacitance
range and resolution, the PN and FoM after manual resonance alignment are 5 dB
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Fig. 30 Upper: Measured PN at 12.74GHz. Lower: Performance metrics versus TR

(8 dB) better at a 1 MHz (100 kHz) offset. When operating in a PLL, we can tune
first CCM for frequency locking and then C2 to optimize the PN performance.

Benchmarking with the recent mm-wave VCOs in CMOS [23, 24] and BiCMOS
[25], this work succeeds in improving both FoM and FoMT over a wide range of
frequency offsets as Table 2 tabulates. The 1/f3 PN corner is at least 2.4× smaller
than in [23] and is comparable with [24] that, however, entails an extra mm-wave
buffer to enlarge the third harmonic output, penalizing its FoM. For the die area, the
VCO is 1.9× smaller than [24] and 12.5× smaller than [25] that relies on quad-core
coupling. Measuring a TR of 16% from 25.5 to 29.9 GHz, the VCO reaches a
FoM@1MHz up to 191.6 dBc/Hz that is at least 2 dB better than prior art mm-wave
VCOs in both CMOS and BiCMOS (Table 2).

Figure 31 (left) depicts the VCO die micrograph with the active and capacitive
elements laid out inside the inductor footprint for area savings. Figure 31 (right) plots
the achieved 1/f3 PN corner and the FoM relative to other mm-wave VCOs.
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Table 2 Chip summary and benchmark with [23, 24] in CMOS and [25] in BiCMOS

FOM = |PN| + 20log10(f0/∆f)-10log10(PDC/1mW)      FOMT = FOM + 20log10(TR/10) 

* Measured after on-chip divider-by-2     & Included the power of the first-stage O/P buffer for harmonic extraction

Parameters This Work JSSC’2018 [2.24] SSCL’18 [2.23] ISSCC’18 [2.25]

Key Techniques
Multi-Resonant RLCM tank: 

Single-Turn Multi-Tap Inductor
+ CM-only Tunable Capacitors

Implicit Class-F23

+ 3rd-Harmonic 
Extraction

Class-F234 + 
DM Tunable 
Capacitors

Class-C + 
Quad-Core 
Coupling

Supply Voltage (V) 0.48 1 0.55 3

Tuning Range  (TR)
(Fmin to FmaxGHz)

16%
(25.48 to 29.92)

14%
(27.3 to 31.2)

15.7%
(25.2 to 29.5)

16%
(11.8 to 15.6)

Output Frequency (GHz)
25.48

(12.74 *)
29.92

(14.96 *)
27.3 31.2

28.466 
(14.233 *)

15

PN
(dBc/Hz)

@ 1MHz Δf -115.27 -112.31 -106 -104 -114.7 -124

@ 10MHz Δf -134.00 -130.77 -126 -125 -131.9 -142.6

Power Consumption
PDC (mW)

3.8 4 22 & 23 & 6.6 72

FOM 
(dBc/Hz)

@ 1MHz Δf 191.6 189.8 181 180 189.59 189

@ 10MHz Δf 190.3 188.2 181 & 181 & 186.79 187.6

FOMT

(dBc/Hz)

@ 1MHz Δf 195.7 193.9 184 183 193.51 193

@ 10MHz Δf 194.4 192.3 184 & 184 & 190.71 191.6

1/f3 PN Corner (kHz) 130 230 120 210 550 <50

Die Area (mm2) 0.08 0.15 0.083 1

Technology 65nm CMOS 28nm CMOS 65nm CMOS 130nm BiCMOS

5 Isolated Subsampling PLL

Recent mm-wave PLLs explored different architectures to enhance their jitter per-
formance at low power. Without noisy loop components, the injection-locked PLL
in [26] using a GHz reference (REF = 2.25 GHz) can effectively suppress the
integrated jitter (86fsrms), resulting in a better jitter-power FoM (-247.2 dB). Yet,
high-frequency REF injection leads to large spur (-32 dBc), entailing continuous
frequency tracking to withstand the PVT variations. Also, at the system level, the
generation of the GHz REF is necessary to be on-chip (i.e., cascaded PLLs). The
power overhead, for example, additional 20 mW in [27], and unwanted coupling
between the two VCOs become inevitable. To this end, direct synthesis mm-wave
PLLs using a MHz REF are of higher interest, despite the challenge of a large
division ratio (N). An example is a type-II mm-wave PLL reported in [28] that
achieved 115fsrms integrated jitter, but the involved divider, charge pump (CP), and
VCO totally draw 31 mW to suppress the in-band and out-of-band phase noise (PN).
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Fig. 31 Chip summary and benchmark with [23, 24] in CMOS and [25] in BiCMOS

The subsampling PLL in [29] using a subsampling phase detector (SSPD) is also
promising for improving the jitter-power FoM, as it eliminates the divider noise and
removes the N2 noise amplification of the SSPD, CP, and loop filter (LF). Still, with
the direct subsampling and pulse-controlled gain reduction techniques, both [29] at
RF and [30] at mm-wave suffer from a tight trade-off between low spurs and low
in-band PN.

Here, we report an isolated subsampling PLL (iSS-PLL) dissipating only
10.2 mW at 26.4 GHz. When locked to a 103 MHz REF, it attains low integrated
jitter (71fsrms) without compromising the spur (-63 dBc). The jitter-power FoM (-
252.9 dB) is at least 5.7 dB better than the recent art [26–28, 30]. These results are
possible due to (1) the minimization of the disturbances at the sensing and control
sides of the VCO by using a master-slave isolated SSPD (iSSPD) plus a V/I
converter and (2) the optimization of the interstage sampling capacitor and ampli-
tude of the iSSPD to suppress the in-band PN.

For a conventional SSPD (Fig. 32, upper), the PMOS-based track-and-hold
(T&H) has to interface directly with the VCO tank, causing a spur due to: (1) periodic
tank capacitance variation induced by the sampling capacitance (Cs), alike the binary
frequency shift keying (BFSK) modulation, (2) charge injection to the VCO tank
from the switch at the sampling edge (SE), and (3) charge sharing between the VCO
tank and Cs at the tracking edge (TE). The BFSK effect leads to an amplitude-/
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Fig. 32 Upper: Conventional SSPD suffers from large spur due to (1) BFSKmodulation, (2) charge
injection, and (3) charge sharing. Lower: Proposed iSSPD lowers the kickback charges and
indirectly samples the VCO to decouple the spur with the in-band PN

frequency-modulated spur proportional to 20log(Cs), opposing to the in-band PN
(Lin-band,SSPD) that is inversely proportional to Cs.

The proposed T&H (Fig. 32, lower) manages to prevent the BFSK modulation
and suppress the charges’ kickback to the VCO tank. Specifically, the NMOS (Mx:
2/0.1 μm) mainly allows the VCO tank to see its gate capacitance (Cg) as a constant
load, eliminating the BFSK effect during each T&H operation. The T&H only has a
modulation effect at the drain node of Mx, resulting in ~180 mV voltage variation
together with the charges due to injection and sharing in the current branch. There is
a 34 dB attenuation (from the simulation) of such voltage variation at the VCO tank,
since the coupling can only happen through the small parasitic capacitance
(Cgd = 1.6fF) of Mx. Thus, the maximum voltage variation (ΔV2 in Fig. 32) is
<3.5 mV at FREF, much smaller than the 190 mV ΔV1 in [30]. As a result, the VCO
tank sees little disturbance from the sensing side.

The control side of the VCO (Fig. 33, upper) can also induce the REF spur. In a
feedforward master-slave configuration for subsampling and holding [29, 30], the
pulser-embedded CP with ripples on ICP induces the spur. The pulser supports gain
reduction by tuning the duty ratio (DRpul < 1). Ideally, we can eliminate the
amplitude mismatch between the up/down current sources (IUP/IDN) at the locked
point if the on-time is constant. In practice, we can hardly achieve timing alignment
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and switch mismatches. Lower: Proposed iSSPD with inherent gain reduction offers a highly
constant Vs for steady current conduction

due to the variable on-time. Together with the possible mismatch between the PMOS
and NMOS switches, it is hard to use a wide PLL bandwidth (BW) to suppress the
in-band PN without causing large ripples on ICP.

The iSSPD cascades two isolated T&Hs to address the above trade-off (Fig. 33,
lower). Controlled by two nonoverlapping clocks (φ1,2), the two T&Hs operate in a
master-slave manner and finally output a highly constant voltage (VS). The V/I
converter transforms two differential constant voltages from the two iSSPDs into a
constant current (IVI). During φ2, the charge injection and sharing result in a current
disturbance to IUP/IDN, but they can mostly cancel each other in a push-pull fashion.
By narrowing the duty ratio of φ1,2, we can also weaken such disturbance, mean-
while reducing the static current consumption. By properly sizing the iSSPD, the
entire gain (KiSSPD) of the iSSPD, implemented as <1, avoids the use of a pulser in
the CP and reduces the capacitor area in the LF. The master T&H attenuates the
sampled amplitude (VM) operating at the VCO frequency (FVCO) with the gain KM.
The slave T&H centered at the REF frequency (FREF) is for DC-to-DC transforma-
tion with the gain KS, suppressing the ripples on IVI.

Figure 34 depicts the block diagram of the PLL, composed by a frequency
locking loop (FLL) for coarse tuning and a type-II iSS-PLL for fine tuning. Since
the master T&H operates up to 30GHz with a rise time of ~10 ps for REF, we choose
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Fig. 34 Block diagram of the proposed iSS-PLL. The iSSPD and V/I converter reduce the
disturbance from the control side of the VCO, alleviating the trade-off between spur and PN. The
VCO buffer enhances the sensing-side isolation between iSSPD and VCO

Cs1 = 10fF for an output swing (VBuffer = 0.56 V) of the VCO buffer, which uses a
compact (10 × 10 μm2) stacked inductor to balance the tracking BW and the in-band
PN of the master T&H. Additionally, we set the output swing at VM as 0.12 V to
reduce the disturbance kickback to the VCO tank. Without penalizing the spur, we
can safely upsize Cs2 (70fF) to compensate the shrinkage of the output swing at VM,
resulting in a lower in-band noise contribution of the slave T&H. By setting
KS ≈ 1.6, we can realize KiSSPD ≈ 0.35 for gain reduction. A third-order LF and a
VCO buffer further reduce the disturbances at the control and sensing sides of the
VCO, respectively.

The basis of the mm-wave LC VCO is a robust class-F topology using second-to-
fourth harmonic resonance to reduce the impulse-sensitivity-function rms value
[23]. It measures an FoM@1MHz of 189dBc/Hz and a tuning range of 14.9% (from
25.4 to 29.5 GHz). Its output swing is adequate to directly drive the two cascaded
divider-by-2 circuits with no extra buffers. For compactness and robustness, the
divider-by-2 circuit, based on load-modulated dynamic latches, exhibits a >100%
locking range at ~25 GHz.

The iSS-PLL prototyped in 65 nm CMOS operates at 1 V and 0.55 V (for the
VCO). An off-chip crystal oscillator provides the 103 MHz REF. Figure 35 shows
the measured PN after an on-chip divider-by-4 with the PLL running at 26.368GHz.
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Fig. 35 Measured PN after an on-chip divider-by-4 (i.e. 26.368GHz PLL frequency). The rms jitter
is insensitive to the loop BW and its variation is <10fsrms among 6 chips

The restored in-band PN is-112.8 dBc/Hz at a 1 MHz offset. The integrated jitter is
71.16fsrms, which is insensitive to the loop BW, and its variation is <10fsrms among
the six chips measured. The iSSPD + V/I converter dominates the in-band PN. We
regulate the loop BW at ~4MHz for an optimal jitter performance, that is, roughly an
equal noise contribution by the iSSPD and VCO. The REF spur (-63 dBc) is
insensitive to the PLL loop BW, and its variation is <3 dB among the six chips
measured (Fig. 36).

Benchmarking with the recent mm-wave PLLs (Table 3 and Fig. 37), the
iSS-PLL exhibited improvements of 5.7 dB in the jitter-power FoM and of
11.8 dB in the FoMr normalized to the 103 MHz REF. The iSS-PLL occupied an
active area of 0.24 mm2 (Fig. 37).
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Table 3 Chip summary and comparison with the state of the art

This Work
[2.28]

JSCC’18
[2.27]

ISSCC’18
[2.26]

ISSCC’17
[2.30]

ISSCC’14

CMOS Technology (nm) 65 28 65 65 40

Key PLL Techniques iSSPD PLL
Analog

Type-II PLL
Cascaded + 
ILCM PLL

Injection-
Locked PLL

SSPD PLL

Supply Voltage (V) 1 (0.55 for VCO) 1.2 N/A N/A 0.9/1

Freq. Range (GHz)
25.4 to 29.5

14.9%
23.3 to 30.2

(25.8%)
25 to 30
(18.2%)

27.4 to 30.8
11.7%

53.8 to 63.3
(16.2%)

Ref Freq. (MHz) 103 491.5 120 2250 40

Output Integrated
Jitter (f )

71 * 
@26.368GHz
(1k-100MHz)

114 
@25.95GHz
(10k-40MHz)

206 
@29.22GHz
(1k-100MHz)

86 
@29.25GHz
(1k-100MHz)

214 
@62.64GHz
(1k-100MHz)

PN @ 1MHz (dBc/Hz) -112.8 * -104 -101.9 -115.6 -90

Total Power (mW) 10.2 31 36.4 24.3 42

FOM (dB) -252.9 -244 -235.1 -247.2 -237

FOMr (dB) -252.9 -237.2 -232.1 -233.8 -241.1

Power Eff. (mW/GHz) 0.39 1.19 0.70 0.83 0.67

Ref. Spur (dBc) -63 * -65 -83 ** -32.6 -40.2

Active Area (mm2) 0.24 0.11 0.95 0.11 0.16

FOM = 10log FOM = 10log , normalized to f = 103 MHz

* Restored from the measured output at 6.592GHz with on-chip divider-by-4       ** No reported injection spur
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1 Introduction

An Internet of Things (IoT) network is a crucial component of different revolution-
ary concepts such as Industry 4.0 [1] and smart homes/smart cities [2]. The IoT
devices within the networks gather vast amounts of data for dedicated processors/AI
models, which boost the precision of analyses. An essential criterion for the IoT
device is low power consumption. Ultra-low-power (ULP) radio, intermittently
turned on for a short amount of time for data transmission to reduce the average
power of the IoT device, is popular for the IoT device as it reduces the power
consumption of power-hungry blocks such as the transceiver (TRX) and extends the
lifetime of the device [3]. The system will place the device into sleep mode for a
specific period, with only critical blocks such as memory and wakeup timers
powered on for timing purposes.

On the other hand, there is a trend to power the IoT device with energy harvesters
to realize perpetual operation. As the battery has a finite lifetime, there may be
chances that the IoT device will miss critical data if it runs out of battery. Also,
replacing batteries will be a tremendous task considering that there will be trillions of
IoT devices. Further, the battery may pose environmental issues and create safety
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risks if not handled properly. By replacing the batteries with energy harvesters (EH),
the lifetime of the device increases, and we can obviate the labor to replace the
batteries, which otherwise requires a substantial effort. EH, such as solar cells
(typical available power indoor: 10–100 μW/cm2) and thermoelectric generators
(typical available power: 10–1000 μW/cm2), are promising in this perspective [4–
6]. Yet, they usually only output voltage with amplitudes ~0.3 V–0.4 V and are
unstable with environmental factors (temperature and light intensity) [4]. We can use
a boost converter to stabilize and step up the voltage to the standard I/O voltage, but
this increases the footprint (cost) and power consumption of the IoT device. These
criteria open a prospective research direction for ultra-low-voltage (ULV) circuits,
powered directly by these energy harvesters, and avert the penalties of the interim
converters.

Clock references are indispensable parts of the TRX. Wide-ranging purposes
such as the low-power wakeup timer, the phase-locked loop, the data converters, etc.
require different clock references. Hence, this chapter elaborates on the design and
measurement results of two ultra-low-voltage clock references in deep-submicron
silicon processes. Section 2 introduces the regulation-free sub-0.5 V 16/24 MHz
crystal oscillator for energy-harvesting Bluetooth Low Energy (BLE) radios
implemented in 65 nm CMOS [7], whereas Sect. 3 demonstrates a fully integrated
0.35-V 2.1 MHz temperature-resilient relaxation oscillator using an asymmetric
swing-boosted RC network implemented in 28 nm CMOS [8].

2 Regulation-Free Sub-0.5 V 16/24 MHz Crystal Oscillator
for Energy-Harvesting BLE

2.1 Motivation

The crystal oscillator (XO) is an essential circuit module for modern TRXs. It
provides a stable clock reference for different parts such as data converters, phase-
locked loops, sensors, etc. Despite its excellent frequency stability, it can take a few
milliseconds for the XO to settle into the steady state [9–11] without any fast startup
technique [12] due to the high-quality factor of the crystal (~105). This startup time
(ts) dominates the “on” latency of the radio, and its startup energy (ES) may
significantly degrade the effectiveness of duty-cycling of an ultra-low-power radio.
If the active energy (ETRX) of a TRX is 1280 nJ (on-time of 128 μs [13] and active
power of 10 mW [14]), the percentage of energy spent for starting the XO in every
working cycle is ~42% for ES of 1000 nJ for a conventional XO and a duty cycle of
0.1%. Such a percentage will go further up as recent circuit techniques can manage
to suppress the active power of the TRX (PTRX) [15–17]. Then, reducing ES for the
ULP radios is of paramount importance to reduce its average power consumption.
Recent efforts in both academia and industry succeeded in shortening the ts and ES of
the XO [13, 14, 18–23].
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Fig. 1 Overview of the proposed XO and illustration of tS improvement by two techniques: SSCI
and inductive three-stage gm. The LM, CM, and RM are the modeled inductance, capacitance, and
resistance of the crystal, respectively, whereas CS is the crystal’s stray capacitance

This section reports a regulation-free sub-0.5 V XO according to the system
aspect of the EH BLE radios described in [24–27]. Unlike the existing fast startup
XOs based on standard or I/O voltages to power up their inverter-like or active-load
amplifiers [13, 18–21], the proposed XO is ULV-enabled by using single-/multi-
stage resistive-load amplifiers [28]. This architecture circumvents the ineluctable
voltage headroom limit, rendering it compatible with the ULV application. Specif-
ically, we propose a dual-mode gm scheme and a Scalable Self-reference Chirp
Injection (SSCI) technique for the XO to surmount the operating challenges in both
startup and steady state (Fig. 1). The reported XO includes load capacitors of 6 pF
and suits common commercially available crystals. Yet, we can also apply the
technique to crystals with different load capacitances.

2.2 Fast Startup XO Using Dual-Mode gm Scheme and SSCI

For a crystal’s resonant frequency ( fm) at tens of MHz, its ts (milliseconds) domi-
nates the “on” latency of a duty-cycled radio, raising the average power consump-
tion. In addition, for energy-limited EH sources, the ES of the XO is crucial as it may
demand a large instant current from the EH source or reservoir. Recent XOs [13, 18–
22] succeeded in reducing both ts and ES. Herein, we propose two techniques, the
dual-mode gm and the SSCI, for balancing the XO performances in both startup (i.e.,
ts and ES) and steady state [i.e., power consumption and phase noise (PN)]. The
envelope of the XO during startup at the time t is
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Aenv tð Þ=Ai ∙ e
RN -RM

2LM
t, ð1Þ

where Ai is the initial amplitude and RN is the negative resistance of the overall
impedance viewed from the crystal core. The LM and RM are the motional inductance
and resistance of the crystal, respectively. The aim of the SSCI is to increase Ai

instantly after enabling the XO, while the dual-mode gm allows a boosted RN

afterward. They together bring down tS without momentarily raising the startup
power, culminating in a lower ES and a relaxed power-source design.

Scalable Self-Reference Chirp Injection (SSCI)

Signal injection to the XO can bring down ts if the injection frequency is close to fm
of the crystal [19]. Instead of waiting for the XO to build up its oscillation amplitude,
we can use an auxiliary oscillator (AO) to excite the crystal. Yet, due to the high Q
nature of the crystal, such signal injection is only effective if its frequency error from
fm is<0.5% [13]. There were several signal injection techniques for kick-starting the
XO reported. We can categorize them into three groups: constant frequency injection
(CFI) [18, 21, 22], dithering injection [13], and chirp injection (CI) [19].

CFI injects a clock signal into the crystal with a constant frequency precisely
matching fm. Albeit this scheme is very efficient and simple in concept, the AO
requires calibration as well as a delicate design that will be challenging in a
sub-0.5 V design. As an example, the XO in [21] achieves ts values of 58/10/2 μs
from 1.84/10/50 MHz crystals. Yet, it has a supply voltage of 1 V. Also, the ring
oscillator entails frequency calibration after fabrication.

Dithering injection toggles the AO frequencies to compensate for the frequency
deviation caused by temperature and voltage variations. As such, the injection signal
can cover a wider frequency range than that of CFI. Still, trimming is necessary to
compensate for the process variation. When compared with CFI, its effect on
shortening ts is lower since the signal power spreads to a wider spectrum. For
instance, the XO in [13] exhibits a slashed tS of <400 μs by using dithered-signal
injection (dithered step size: 2%).

Here, we consider CI to be more robust and low cost, as it relies on a frequency-
rich signal to excite the crystal and avoids frequency calibration. The principle is
alike dithering but covers a wider frequency range. It gradually sweeps the oscillat-
ing frequency and progressively decreases/increases the frequency. As such, this
chirping sequence can generate a spectrum between the highest frequency fH to the
lowest frequency fL, as evinced by its Fourier transform [29]. If fL < fm < fH
regardless of PVT variations, the crystal will persistently receive the power. Despite
its weaker effectiveness on tS reduction since the power spreads to a wider band, CI
has the benefit of no trimming on the AO. It is especially suitable for low-cost and
ULV radios, where there is the possibility of exacerbating the frequency variation of
the AO against voltage and temperature. In [19], a RN-boosting technique applies
together with CI, showing a tS of 158 μs without trimming or calibration on the
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Table 1 Overview of different signal injection techniques to kick-start the XO

Characteristics of the injecting signal

Constant frequency Dithering Chirping

tS and ES reduction ✔✔✔ ✔✔ ✔

Excitation bandwidth Narrow Moderate Wide
Trimming on AO Required Required Not required
Precision of AO Very critical Critical Relaxed
Literature [20, 21 13 [19] and this work

Fig. 2 Proposed SSCI. It generates a chirping signal to kick-start the XO using an untrimmed RO
with relaxed precision. The FSM (finite state machine) provides feasibility to scale tCI, accommo-
dating different crystal packages (i.e., LM and CS)

AO. Still, the related RC sweeping unit for modulating the frequency of the AO is
area hungry (estimated ~90% of the chip area) due to its large time constant (at the
order of 10 μs) for generating the chirping sequence. Table 1 summarizes the key
features of the three signal injection techniques.

Herein, we introduce the SSCI (Fig. 2) that only entails an untrimmed oscillator
with relaxed precision. Its frequency range can easily cover fm variation against
PVT. Unlike the RC-based chirping [19], we incorporate a five-stage RO with a
finite state machine (FSM) to control the oscillating frequency of the RO via a
cap-bank. Subsequently, the circuit can generate the chirping sequence by
referencing its own signal and requiring no area-hungry RC units to modulate the
oscillating frequency. The FSM counts the number of pulses and sequentially raises
COSC by sending the control signal fctrl to the RO. Additionally, compared to the
analog sweeping technique in [19], the FSM can digitally scale the total injection
time (tCI), decided by the number of exciting cycles at each cap-bank value COSC:
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tCI =N ×
X
i

ti, ð2Þ

where N is the number of cycles to repeat at each COSC and ti is the period of a single
cycle at i-th COSC. The average amplitude of oscillation on the crystal after the
chirping sequence is proportional to

ffiffiffiffiffiffi
tCI

p
[19, 29]. Thus, N can be programmed to

adjust tCI, rendering the XO easily compatible with different crystal parameters (i.e.,
an optimum tCI depends on LM, RM and RN (CS) [19]). This digital-intensive
architecture is more area-efficient. The oscillation signal at the RO has a varying
duty cycle with VT variation. To maximize the injection energy (i.e., 50% duty
cycle), the chirp-modulated signal is a div-by-2 output of the RO. This output serves
as both the exciting signal for the crystal via the output driver and the trigger signal
for the FSM. After the injection, the FSM automatically powers down the RO.

Dual-Mode gm Scheme

The XO using a one-stage gm (AXO-1), especially for the Pierce oscillator, is popular
as it can optimize the steady-state PN [13, 19–21]. The gm offers a negative
resistance compensating for the equivalent resistance of the crystal. Its value also
determines the growth of the oscillation amplitude before the XO reaches the steady
state.

From Fig. 3a, by omitting the resistive loss induced by AXO-1, the impedance
between the I/O (Zamp-1) becomes

Zamp- 1 = -
gm

4ω0
2CL

2 þ
1

jω0CL
, ð3Þ

Fig. 3 XO using (a) a one-single gm (AXO-1) for the steady state and (b) a three-stage gm (AXO-3) for
the startup
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L 0

ing frequency 2πf0. With Zamp shunted by the crystal’s stray capacitance (CS), it
affects the negative resistance (RN) of the overall impedance looking from the crystal
core (ZC):

RN � - Re Zcð Þ= - Re Zamp
� �

ω0Cs Re Zamp
2 þ 1-ω0CsIm Zamp

2 ð4Þ

If ω0CS|Zamp| ≫ 1, we can have RN ≈ -Re(Zamp) that matches the expression in
[13] for AXO-1. A large RN favors more tS reduction according to Eq. (1). Yet, for |
Zamp| to be comparable with 1/ω0CS [i.e., a higher gm and thus |Re(Zamp)| to speed up
the startup], we have to cogitate the effect from CS. Then, we can deduce the specific
RN of AXO-1 (i.e., RN,1) from Eq. (4) as

RN,1 =
4gmCL

2

gmCsð Þ2 þ 16CL
2ω0

2 CL þ CSð Þ2 , ð5Þ

Taking the derivative of Eq. (5), we can obtain the maximum value of RN,1 with
respect to gm at a fixed CL:

RN,1, max =
CL

2ω0Cs CL þ Csð Þ , ð6Þ

where we apply gm= 4ω0CL(1 + CL/Cs). Obviously, Im(Zamp-1) can only be negative
(capacitive) for AXO-1, and RN,1 has an upper limit if only gm is the sizing parameter
[19, 20]. For instance, the RN,1 is limited to 1.2 kΩ with CS= 2 pF, f0= 24 MHz and
CL = 6 pF, even if we apply an oversized gm = 14.5 mS. There were efforts to raise
RN,1 by increasing gm or tuning CL temporarily during the startup [20, 30, 31]. Yet,
increasing gm incurs larger power consumption and is unfavorable toward the
reduction of ES. Further, Eq. (6) binds RN,1, with a maximum of 1/2ω0CS (i.e.,
1.66 kΩ in the above example when CL ≪ CS and gm ≈ 4ω0CL

2/Cs).
Inspecting Eq. (4), if a positive Im(Zamp) is possible to counteract the effect of CS,

we can boost RN to surmount the aforesaid RN limit. The idea is to mimic a μH-range
inductor on-chip for this purpose. Interestingly, a three-stage gm (AXO-3) with
designated capacitive loads (Zo1–2) can effectively mimic an inductive effect during
the startup (Fig. 3b). Although [32] applied a multistage gm to save the XO’s steady-
state power, here, we explore first its inductive feature for tS reduction. For AXO-3, we
define its Zamp as Zamp-3. We can maneuver both the Re(Zamp-3) and Im(Zamp-3)
between a positive and a negative values by adjusting the inter-stage impedances, as
demonstrated in [7]. For instance, if we set gm1,2 = 0.4 mS, gm,3 = 1.5 mS,
ro1,2 = 7 kΩ, CL = 6 pF, ω0 = 2π × 24 MHz, and Co1 = Co2 = 0.5 pF, we can
obtain a Zamp-3=-1.6 + 1.2 jkΩ. We can utilize the Im(Zamp-3)> 0, manifesting that
Zamp-3 is inductive, to mitigate Cs and break the limitation (Eq. (6)). Foregoing, we
can have Re(ZC-3) = -2.4 kΩ due to the inductive AXO-3. Then, we can achieve a
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higher RN even with similar power consumption when compared with the AXO-1,
enabling an energy-efficient startup. Due to the intricate expression of RN,3, we do its
optimization numerically, before proceeding to the transistor level implementation.
Besides, the technique is also applicable to different f0. Apparently, for the same
power budget, AXO-3 is inferior to AXO-1 in terms of the steady-state PN, as each
stage shares a smaller bias current and the noises accumulate. Also, Im(ZC-3), which
determines the XO’s oscillating frequency, deviates from the designated value due to
the presence of Co1 and Co2. This affects the accuracy of f0. Consequently, it is
desirable to implement a dual-mode gm scheme that can balance the startup and
steady-state performances. During the startup where the PN and accuracy of f0 are
irrelevant, we enable AXO-3 and connect to the crystal to attain a larger RN for fast
startup. When the crystal gains sufficient energy for oscillation, AXO-3 is off and
disconnected from the crystal while AXO-1 takes over to sustain the oscillation. As a
result, the XO can benefit from both AXO-3 (fast startup) and AXO-1 (low PN and
accurate f0).

2.3 Transistor-Level Implementation

We design the core elements of the XO (e.g., AXO-1, AXO-3, and RO) to operate below
a 0.5 V VDD. Only the static and DC circuits (digital logics and constant-gm bias
circuit) operate at 0.7 V to facilitate the design. These circuits, mostly powered off
during the steady state, consume<5 μA. Thus, an on-chip switched capacitor charge
pump can easily generate the 0.7 V supply and share it with other blocks at the
system level as described in [26].

Subthreshold common-source (CS) amplifiers with resistive loads (Fig. 4a, b)
constitute the basis of both AXO-1 and AXO-3. Unlike other solutions that use current-
source loads [13, 20, 21], the resistive load aids in preserving a moderate gm even
with VDD < 0.35 V, for a small bias current (simulated at Idc = 100 μA). For
instance, the simulated gm of AXO-1 is 1.3 mS at VDD= 0.3 V and-40 °C, being four
times higher than that of the current-source load (assuming an identical gm with

Fig. 4 Circuit implementation of (a) AXO-1 and (b) AXO-3
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VDD = 0.35 V at 20 °C). Further, at high temperature, the intrinsic output resistance
of the transistor decreases rapidly. This affects the stability of RN and causes
variation on ts, especially for AXO-3. The AXO-1 with resistive load has a trade-off
of lower immunity to the power supply noise (noise power from VDD modulated to
the output of XO with resistive load that is 3 dB larger than its current-source-load
counterpart at 1 kHz offset). Also, it has a large f0 variation with the gm of the AXO-1

not fixed. Still, this is manageable for the BLE standard (< ±50 ppm [33]), as well as
other IoT protocols (e.g., ZigBee: ±40 ppm). A small nominal Idc of 100 μA is
adequate for the expected PN.

A feedback resistor RF self-biases AXO-1, whereas AXO-3 is an AC-coupled three-
stage CS amplifier aided by a constant-gm bias circuit. As the gm of the AXO-3 has a
considerable impact on RN,3, the constant-gm bias circuit secures AXO-3 to be
inductive and a stable RN,3 for robust-and-fast startup against PVT. We choose the
channel lengths of the transistors such that their output resistances are ~10× larger
than the resistors R1–3. This soothes the temperature dependency of RN,3 as R1–3 and
then dominates ro1–3. We design AXO-3 to have similar power consumption
(~100 μA) as AXO-1. As such, the power consumption does not vary instantaneously,
easing the design and layout of the power supply. Each current branch includes
CMOS switches where we can isolate AXO-1 or AXO-3 from the crystal, while
lowering their leakage power (simulated <14 nW at 0.35 V and 20 °C) when
disabled. Their sizes allow that their on-resistances are negligible when compared
with R1–3.

Both the parasitic capacitances of the transistors and the finite I/O resistance of
AXO-3 affect the RN,3. Thus, we should further optimize RN,3 via simulation. The total
gm budget is 2.3 mS (total bias current: 100 μA, assuming a gm/ID = 23 V-1), with
ro1–3 set according to the gm of each gain stage. Figure 5a shows the locus plots of
Zamp-1 and Zamp-3 implemented with practical transistors and integrated passives.

Fig. 5 (a) Locus plot of the Zamp-1,-3 against frequency. (b) Simulated RN,1 and RN,3 with a fixed
total gm budget of 2.3 mS and the boosting ratio against frequency
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Zamp-1 is capacitive over all frequencies, while Zamp-3 is inductive over the
13–46 MHz range, which is compatible with different f0. Optimized at the most
popular XO frequency of 24 MHz, the optimum RN,3 is 2.4 kΩ after paralleling it
with a CS of 2 pF. This result is ~9× higher than RN,1 under the same gm budget and
surpasses RN,1,max (Fig. 5b). The boosting effect is insensitive to the frequency
between 15 and 34 MHz, under RN,3/RN,1 > 6.

Ideally, we should enable AXO-3 during the entire startup phase. Yet, the gm’s of
M1–3 deviate from their small-signal values when the oscillation amplitude is
growing. This results in an aggravated RN,3. As a consequence, the optimum active
time of AXO-3 tsw is the time when RN,3 ≈ RN,1, which means AXO-3 no longer helps ts
reduction. We can find the optimal tsw via simulations with measured crystal
parameters to avoid any extra detection and control mechanism.

To realize the SSCI, we implement a five-stage RO constituted by CS amplifiers
with source degeneration. Compared to the RO with inverters or relaxation oscilla-
tor, a RO with CS amplifiers balances the frequency stability and compatibility with
the sub-0.5 V VDD. The source resistor (RS in Fig. 2) also reduces the variation of the
oscillating frequency against VDD. From simulation, the frequency variation of RO
reduces by ~20% over a 0.3–0.5 V VDD. We set RD as 36 kΩ. The current
consumption of the RO is 20 μA. We implemented the div-by-2 unit and FSM
with standard logic.

We designed the fH and fL of the SSCI module as 36 and 12 MHz, respectively,
chosen to satisfy fL < fm < fH even with PVT variation (Fig. 6). The total size of the
COSC, simulated to be 135 fF, outputs an fL of 12 MHz (after div-by-2). Then, we
determine the resolution of the cap-bank, decided by the minimum duration of tCI;
since for a complete chirping sequence, we need to sweep all of the states at least
once, we set the minimum tCI (i.e., N = 1) as the resolution (number of pulses),

Fig. 6 (a) Monte Carlo-simulated fL with VDD = 0.4 V and T = 90 °C; (b) Monte Carlo-simulated
fH with VDD = 0.3 V and T = -40 °C. N = 30 for both cases
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Fig. 7 Increase in ts caused
by the deviation of tCI from
the optimum duration

defined in Eq. (2). The optimum tCI, according to [19] and the measured crystal
parameter, becomes 4.6 μs. Thus, we set COSC as a binary-coded 6-bit cap-bank
(unit cap: 2.14 fF), corresponding to a minimum tCI of 4 μs with the designated fH
and fL. Even though there is a discrepancy between the applied and optimum tCI, it
almost does not affect the ts as the tCI is only present for a short period when
compared with ts. As the amplitude of oscillation after the CI is proportional toffiffiffiffiffiffi
tCI

p
, even the applied tCI is 13% shorter than the optimum; the amplitude is only 7%

smaller. Due to the high growth of the oscillation amplitude of the AXO-3 (time
constant in Eq. (1): 9.33 μs), we can compensate for the discrepancy between the
applied and optimum tCI by the AXO-3 quickly, for example, the growth of oscillation
amplitude countervails the 0.6 μs discrepancy (~1.07×). No significant difference in
ts will emerge, even with PVT variation on the tCI (Fig. 7).

The RO generates an oscillating signal at 2fH with COSC = 0 fF (with oscillating
frequency governed by the parasitic capacitances) and COSC progressively increased
by the FSM bit-by-bit according to N to COSC = 135 fF wherein the RO oscillates at
2fL. In this work, the variable N is digitally configurable among 1, 2, 4, and 8.

2.4 Experimental Results and Comparison with State
of the Art

The XO, fabricated in 65 nm CMOS with fixed on-chip CL of 6 pF, occupied an
active area of 0.023 mm2 (Fig. 8a), of which 36% corresponds to the CL (Fig. 8b).
The target f0 can be flexible between 16 and 24 MHz. We first verify the SSCI
functionality. Figure 9a exhibits the measurement of the oscillating frequency of the
RO (after div-by-2) against COSC, which is consistent with the post-layout simula-
tion. The average fL and fH across five dies at room temperature are 10.93 MHz (σ:
0.32 MHz) and 35.96 MHz (σ: 1.21 MHz), respectively. Figure 9b confirms the
chirping sequence with N = 1, and Fig. 9c plots the duration of tCI against N.

Then, we tested the XO with a 24 MHz crystal (package: 3.2 × 2.5 mm2) without
any startup aid at room temperature (20 °C) and VDD= 0.35 V. The measured crystal
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Fig. 8 (a) Chip micrograph. (b) Area breakdown of the XO

Fig. 9 (a) Measured and simulated oscillating frequencies of the RO versus COSC at different
conditions, robust to cover f0 of the crystal even with VDD and temperature variations. (b) Measured
chirping sequence (N = 1). (c) Injection duration tCI against N. For the latter two figures,
VDD = 0.35 V, T = 20 °C
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tS: 1.3ms tS: 400μs

SSCI sequence (~4μs)

VDD

90% 90%

Only AXO-1 AXO-1

VDD

(a) (b)

Fig. 10 Measured startup waveform (a) without startup aid and (b) with SSCI and AXO-3 enabled

Fig. 11 Estimated RN from
the exponential growth of
XOUT’s amplitude (before
the transistors enter the
triode/cutoff region)

parameters LM, RM, CM, and CS are 11.1 mH, 19Ω, 3.95 fF, and 1.3 pF, respectively.
Under these conditions, we have ts = 1.3 ms (Fig. 10a). The ts decreases to 530 μs
with AXO-3 enabled during the startup.

We estimate RN,1 and RN,3 from the growth of the oscillation amplitude according
to Eq. (1), which we can write as

ln
Aenv t0 þ Δtð Þ

Aenv t0ð Þ
� �

=
RN -RM

2LM
∙Δt: ð7Þ

By measuring the growth of the oscillation amplitude within a specific time
interval, we can estimate the RN of the XO. For AXO-1, the growth of oscillation is
1.01×/μs, and thereby we calculate RN,1 as 230 Ω (Fig. 11), which is close to the
prediction (as described in Sect. 2.3). Similarly, we find RN,3 ≈ 2.2 kΩ. Owing to
two reasons, the reduction of ts is not commensurate with the RN-boosting ratio
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Fig. 12 Total ts versus tsw,
the enabling time of AXO-3

(without SSCI)

between AXO-3 and AXO-1. Firstly, as described in Sect. 2.3, M1–3 will deviate from
their nominal operating points and deteriorate RN,3. We can reveal this by measuring
ts against tsw (Fig. 12). When tsw is short (<60 μs) where M1–3 are in the subthreshold
region, the small-signal model is still valid to estimate ts against tsw (i.e., slope of the
curve (~ -10) closely matches with -RN,3/RN,1 + 1). As tsw further increases, the
oscillation drives M1–3 away from its original operating point and worsens RN,3.
Hence the slope of the curve declines and eventually reaches zero whereas the AXO-3

no longer aids ts-reduction. Secondly, the XO entails an overhead time to enter the
steady state after switching to AXO-1. After this, the XO still takes ~380 μs to enter
the steady state. Here, the nonideality of the ULV AXO-3 limits the improvement on
ts. In fact, for the amplifiers with standard I/O voltage and higher output swing, the
reduction of ts should be more profound and better matched with the RN-boosting
ratio.

With both AXO-3 and SSCI enabled, we further decrease tS to 400 μs (3.3×
reduction) and the corresponding ES is 14.2 nJ (2.8× reduction) (Fig. 10b). When
switching from AXO-3 to AXO-1 that have different output impedances and, subse-
quently, operating frequencies, there is an instantaneous change in the output swing,
since the magnitude of current passing through the crystal does not change abruptly.
The percentage of energy consumed in the startup phase by the SSCI, AXO-3, and
AXO-1 is: 7%, 39%, and 53%, respectively. We verified that tsw can tolerate ±50%
uncertainty for <10%tS variation, implying that we can obtain an adequate ts even
with nonoptimal tsw (e.g., variation on PVT and crystal’s parameters). This also
justifies that the existing RO will be good enough to control tsw, avoiding any
external detection and control mechanism.

For the transient frequency of the XO, it takes ~300 μs to settle for a ±20 ppm f0
accuracy (i.e., 50 kHz drifting from the center frequency of 2.44 GHz in a packet, as
defined in [33]). This result is 3.5× faster than the case without startup aid (Fig. 13).
The steady-state power is 31.8 μW at 0.35 V, and the PN is -134 dBc/Hz at 1 kHz
offset, being adequate for most IoT applications and comparable to other state-of-
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Fig. 13 Transient f0 profiles
of the XO (VDD = 0.35 V,
T = 20 °C)
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Fig. 14 Measured XO ( f0 = 24 MHz) performances. (a) Startup time against VDD. (b) Startup time
against temperature

the-art XOs with a standard voltage (e.g., PN of -136 dBc/Hz at 1 kHz and
f0 = 26 MHz in [10]).

The XO can uphold a steady-state output swing>80% of VDD for VDD= 0.3–0.5-
V. The ts varies<25% from its mean (400 μs) for VDD = 0.3–0.5 V (Fig. 14a). Only
the RO of the SSCI fails to start if VDD drops down to 0.25 V, but AXO-3 is still in
place to aid tS reduction. Over -40–90 °C, tS variation is <7.5% (Fig. 14b). We
obtained similar results for a 16 MHz crystal (i.e., Δf0/f0= 13.4 ppm over 0.3–0.5 V,
Δf0/f0 = 21.9 ppm over -40–90 °C, and tS variation, 9.8%).

Table 2 benchmarks the performance of the XO with the prior art. In terms of Es,
this work is >2.6× better than [20] and slightly higher than [21]. Furthermore, we
can consider this circuit in the vanguard, since it proves the feasibility of regulation-
free operation under a wide range of sub-0.5 V VDD, while conforming to the
frequency-stability specification of the BLE (Bluetooth Low Energy) standard.
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Table 2 Performance summary and comparison with recent art

This work JSSC’16 [3.19]
ISSCC’16 

[3.13]

ISSCC’17 

[3.20]

JSSC’18 

[3.26]¶

Applications BLE Bluetooth BLE BLE N/A

Fast startup techniques

ULV inductive 

three-stage gm + 

SSCI

Chirp injection + 

gm-boosting

Dithered 

injection

Dynamic load + 

gm-boosting

Precisely-

timed CFI

Steady-state techniques
ULV one-stage gm

+ resistive load

One-stage 

inverter

One-stage gm + 

current-source load

CMOS process (nm) 65 180 65 90 65

Active area (mm2) 0.023 0.12 0.08 0.072
0.09 (per 

XO)

Supply voltage, VDD (V) 0.35a 1.5 1.68 1.0 1.0

Temperature, TRange (°C) -40 − 90 -30 − 125 -40 − 90 -40 − 90 -40 − 85

CL (pF) 6 8 (off-chip) 6 9 10 9 8

Frequency, f0 (MHz) 16 24 39.25 24 24 24 50 10

Startup energy, ES (nJ) 15.8 14.2 349 − − 36.7 13.3 12

Startup time, tS (μs) 460 400 158 64 435 200d 2.2 10

ΔtS/tS over Trange 9.8% 7.5% 7% ±35% ±20% 26.6% 7% 3%

Δf0/f0 (ppm) 
versus TRange 21.9 b 14.1 b ±5.5 N/A N/A N/A

versus VDD 13.4 c 17.9 c ±0.6 (1.2−1.8 V) N/A N/A N/A

Steady-state power (μW) 31.6 31.8 181 393 693 95 195 45.5

aDigital and constant-gm bias circuits are at 0.7 V (current budget: 5 μA) generated by an on-chip
charge pump as [29])
b@ 0.35V
cAcross 0.3–0.5 V @ 20° C
dAmplitude >90% and Δf0/f0 <±20 ppm
eOnly results from similar crystal packages compared

3 A 0.35 V 5200 μm2 2.1 MHz Temperature-Resilient
Relaxation Oscillator with 667 fJ/cycle Energy Efficiency
Using an Asymmetric Swing-Boosted RC Network
and a Dual-Path Comparator

3.1 Motivation

For the crystal-less IoT node [34] and wakeup receiver [35], low-power and fully
integrated kHz-to-MHz clock sources with moderate frequency inaccuracy are
pivotal to their operations. For instance, [35] requires a frequency reference with
~2.5% frequency accuracy to calibrate the digitally controlled oscillator of the
wakeup receiver. Although the crystal oscillator offers better frequency stability, a
typical MHz-range crystal oscillator can consume tens of μW, which is
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impermissible for the always-on module of an IoT node. In fact, we expect a μW-
range power budget in the standby mode [23]. Also, the presence of an off-chip
crystal can restrict the volume miniaturization of the IoT nodes.

The ring oscillator is a viable solution among the fully integrated oscillators due
to its outstanding power efficiency, tuning range, and compactness [36]. Yet, the
oscillating frequency of the ring oscillator is prone to PVT variations that require
extra circuitry for compensation. For the LC oscillator, it has a proper balance
between the integration level and frequency stability [37, 38]. Yet, the LC tank is
too bulky for MHz-range applications.

Recent relaxation oscillators (RxOs) [39–47] proved their potential by attaining
fast settling time, moderate intrinsic frequency stability, tiny footprint, and high
energy efficiency. A typical RxO consists of a period-defining network, amplifiers,
and logic gates. The period-defining network periodically (dis)charges the capacitors
therein, and the amplifiers compare the voltages on the capacitors with a reference
voltage. The logic gates read the output from the amplifiers and generate the required
output correspondingly.

For IoT nodes powered by sub-0.5 V energy-harvesting sources such as the
thermoelectric generator and solar cell, ULV operation adds to the RxO design
constraints. Existing RxO architectures [39–44] do not favor sub-0.5 V operation,
which severely confines the voltage headroom. Hence the linearity and accuracy of
the current and voltage references are inferior, and their degraded precisions can
affect the RxO’s stability. Also, at high temperature, the transistor’s leakage current
(ILeak) limits the performance of the current/voltage reference.

Recently, a swing-boosted differential RxO proposed in [45] featured a symmet-
ric swing-boosted RC network to define the period of the RxO, enabling no current
or voltage reference while delivering a swing-boosted output to improve the noise
performance. As this architecture does not entail current or voltage reference, it
allows scaling down of the VDD without affecting the RC network precision.
Nevertheless, it has the common-mode voltage (VCM) of the RC network restricted
to mid VDD, which implies VCM < 0.25 V for sub-0.5 V operation, thereby hindering
the operation of its subsequent comparator.

This section proposes a RxO that surmounts the challenges of sub-0.5 V opera-
tion and achieves high area and energy efficiencies. The key techniques are (1) an
asymmetric RC network to free the VCM restriction while preserving a swing-
boosted output and (2) a dual-path comparator with delay compensation to allow
temperature resilience. Prototyped in 28 nm CMOS, the RxO occupied a tiny area
(5200 μm2) and attained superior energy efficiency (667 fJ/cycle) and figure of merit
(FoM1 = 181 dB) with respect to the prior art.
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3.2 Asymmetric Swing-Boosted RC Network

Figure 15a depicts the schematic of the swing-boosted RC network. As demon-
strated in [45], the RxO utilizing this RC network exhibits low jitter (σjit) attributed
to its swing-boosted output voltages (Vx,y) from the symmetric RC network (k = 1).

Considering Ø1 (Fig. 15b), Vx is initially at the ground and Vtop connects to VDD,
whereas Vy is initially at VDD and Vbot connects to the ground. Vx charges to VDD and
Vy charges to the ground with time constant (τ) RC. When they cross at VCM such
that Vy< Vx, the comparator inverts its outputs. Consequently, the chopper alternates
the connections, where Vtop now connects to the ground and Vbot connects to VDD. As
the charges across the capacitors conserve, Vx and VY change to VCM + VDD and
VCM - VDD after the transition. The process in Ø2 is complementary, and the
operation repeats Ø1 after another transition. Hence, the differential signal Vx,y has

VDD

CLK

CLKR

C

C

kR

VDD

GND

VX

VY

VX VY

VCM

VCM = 0.5VDD

VX

= kRC

= RC

VCM,U

VCM,D

VY

VCM,U > 0.5VDD & VCM,D < 0.5VDD 

Symmetric RC Network (k = 1) Asymmetric RC Network (k > 1)
[This work]

= RC

= RC

Ø1 Ø2 Ø1 Ø2

T1 T2

VDD

VDD

(a)

(b) (c)

Vtop

Vbot

Fig. 15 (a) Simplified schematic of the swing-boosted differential RxO. (b) Timing diagram of the
output of the RC network with k = 1, with VCM fixed to 0.5 VDD. (c) Timing diagram of the output
of the RC network with k > 1 such that VCM,U and VCM,D suit the design of the subsequent ULV
comparator (this work)
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a swing of 2 × VDD. Since the σjit of the RxO is inversely proportional to the slope of
Vx,y at the threshold (Sxy), raising the swing of Vx,y increases Sxy and improves the σjit.

The RC network symmetry restricts VCM to mid VDD regardless of the oscillation
phases (Ø1,2). As VDD decreases to <0.5 V, the VCM shrinks to <0.25 V, which is
insufficient to properly bias a differential pair with a tail current source. To break this
limit, we propose an asymmetric RC network (k> 1), in which one RC branch has a
larger τ. From Fig. 15c, this act facilitates Vx,y to (dis)charge at different τ. The leaps
on Vx and Vy after the chopping are still ±VDD, whereas the VCM of Vx and Vy

alternate between VCM,U and VCM,D in Ø1 and Ø2, respectively. As such, we can
design k that allows proper VCM,U (VCM,D) and thereby favors the operation of the
subsequent ULV comparator.

Analyzing the waveform in Fig. 15c, we can derive four equations governing the
(dis-)charge of the asymmetric RC network:

VCM,D þ VDDð Þe- T1
kRC =VCM,U, ð8Þ

VCM,D - 2VDD e-
T1
RC VDD =VCM,U, 9

VCM,U VDD e-
T2
RC =VCM,D, 10

VCM,U - 2VDD e-
T2
kRC VDD =VCM,D: 11

Assuming that T1 = T2, solving Eqs. (8)–(11) leads to

VDD -VCM,D

VDD þ VCM,D

� �k

=
VCM,D

2VDD -VCM,D
, ð12Þ

VCM,U

2VDD -VCM,U

� �k

=
VDD -VCM,U

VDD VCM,U
, ð13Þ

k=
T

2RC
= ln

1þ 3e-T=2RC

1- e- T=2RC

� �
, ð14Þ

where T1 = T2 = T/2. Therefore, we can calculate the required k to achieve a
sufficient separation of VCM,U (VCM,D) by numerically solving Eqs. (12) and (13),
as well as the corresponding T by Eq. (14). Figure 16a illustrates the VCM,U, VCM,D,
and T versus k.

The Sxy around the threshold crossing determines the σjit with the following
equation [48]:

σjit = α
Vn,xy

Sxy
, ð15Þ

where α is a constant of proportionality and Vn,xy is the equivalent noise from the RC
network and the subsequent comparator appearing at its output. We can determine
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Fig. 16 (a) The simulated VCM,U, VCM,D, and the oscillating frequency versus k. Choosing a k > 1
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Sxy by solving for the difference between the derivative of VX and VY when t = T/2
(the time when crossing occurs),

Sxy =
dVx,y

dt
t=

T
2

	 

: ð16Þ

For instance, in Ø2, VX and VY become

VX tð Þ= VCM,U þ VDDð Þe- t
RC, ð17Þ

t
VY t = VCM,U - 2VDD e- kRC VDD, 18

where we set t= 0 as the beginning of Ø2. Taking the derivative of VXwith respect to
t and substituting t = T/2, we can get

dVX

dt
t=

T
2

	 

= -

1
RC

VCM,U þ VDDð Þe- T
2RC, ð19Þ

and substituting Eq. (10) into Eq. (19):

dVX

dt
t=

T
2

	 

= -

1
RC

VCM,D: ð20Þ

Similarly, we can obtain the slope of VY at t = T/2:

dVY

dt
t=

T
2

	 

= -

1
kRC

VCM,D -VDDð Þ: ð21Þ

Then, Sxy in Ø2 is
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Sxy = -
1
RC

VCM,D -
VCM,D

k
þ VDD

k

� �
, ð22Þ

where we can find the relationship between VCM,D and k from Eq. (12). Note in
(3.22) that when k = 1 (symmetric RC network as in [45]), Sxy = -VDD/RC,
showing that a higher VDD improves Sxy and thus σjit. Figure 16b shows the Sxy as
a function of k. Under the identical RC and VDD, increasing k results in decreasing
Sxy. We can calculate Sxy similarly in Ø1; provided that T1 = T2, Sxy in Ø1 should be
equivalent (in negative) to Sxy in Ø2.

Based on Fig. 16a, b, we can have the following takeaway: a large k allows VCM,U

(VCM,D) to approach VDD (ground), easing the use of an NMOS (N-metal-oxide
semiconductor) (PMOS [p-channel metal-oxide semiconductor])-input amplifier for
comparisons. Yet, upsizing k penalizes σjit since σjit/ 1/Sxy. Besides, pushing VCM,U

(VCM,D) close to VDD (ground) saturates the input pairs of the subsequent amplifiers.
Then, there is a trade-off between the minimum VDD and σjit for the RxO utilizing the
asymmetric RC network. The minimum gate voltage at the NMOS-input amplifier is
~0.2 V (i.e., 0.1 V for the tail current source +0.1 V for the gate-source voltages of
the differential pair), and the minimum VDD of the comparator is ~0.35 V (explained
in Sect. 3.3). To yield a minimum VCM,U of 0.2 V to drive the NMOS-input amplifier
with 15% margin, we choose k= 2.4 such that VCM,U is 0.23 V (0.66 × VDD). During
the fabrication, the mismatch between the resistors diverts VCM,U (VCM,D) from their
desired values. Nevertheless, since k is the ratio between the resistors, we can
minimize its variation through a delicate layout and a common centroid technique.
This means that a 15% margin is adequate to safeguard the operation of the RxO.
Correspondingly, we positioned VCM,D at 0.33 × VDD to favor the PMOS-input
amplifier.

With k= 2.4 in Fig. 16b, Sxy reduces by 39%. To verify the degradation of σjit, we
built an ideal RxO utilizing the asymmetric RC network with a noise source and
simulated the σjit with different values of k. We juxtapose the simulated 1/σjit of such
RxO in Fig. 16b. The 1/σjit decreases (hence σjit increases) at a similar rate of k with
Sxy. The 1/σjit at k = 2.4 decreases by 36%, thus verifying our analysis.

3.3 Circuit Implementation

ULV Comparator with Dual-Path Amplifiers

In [45], the RxO utilizes an inverter-based amplifier for voltage comparison.
Although this amplifier has excellent noise performance, it is not suitable for ULV
operation as it requires a minimum voltage headroom of 2(VGS + VDS). We proposed
the asymmetric RC network in Sect. 3.2 for ULV operations, where we can adjust
the VCM,U (VCM,D) according to k. To cope with different VCM at two phases of
oscillations under a ULV headroom, we utilize a comparator with dual-path ampli-
fiers to handle the voltage comparisons across Vx,y. The comparator consists of an



112 K.-M. Lei et al.

NMOS-input, a PMOS-input amplifier, and logic gates to generate the CLK signal.
The NMOS-input amplifier, enabled in Ø1, is capable of handling a higher input
VCM, where VX and VY cross at VCM,U, with the PMOS-input amplifier disabled. The
complementary operation happens in Ø2. As such, both amplifiers can perform
comparisons under the ULV headroom. When compared with the case using k = 1
and only a PMOS-input amplifier, the variation of the RxO’s oscillating period
(TOSC) reduces by ~40%.

Figure 17a, b presents the proposed ULV RxO, with each amplifier built by
cascading three gain stages, each formed by a fully differential common-source
(CS) amplifier (Fig. 18a), to boost the overall voltage gain. The simulated gains of
the cascaded amplifiers are >27 dB. Following the amplifiers, the logic gates
generate the CLK signals and operate the chopper of the RC network after boosting
to CLKH (explained below).

Since we can adjust the VCM,U (VCM,D) of the RC network between VDD and
ground by choosing an appropriate k, the main limitation for the minimum VDD of
the RxO derives from two factors: the dual-path amplifier and the logic gates.
Assuming all transistors biased in the subthreshold region with the gate voltages
bounded between VDD and ground, the minimum VDD of the differential CS ampli-
fier is VSD,1 + VDS,3 + VDS,5 (in Fig. 18a) if we assume the VDS-drop on M6, the
transistor for power-gating, is negligible. To maintain operation in the subthreshold
region, the |VDS| of a transistor should be >3 × VT, where VT is the thermal voltage.
The VT reaches 34 mV at 120 °C. Hence, the minimum VDD of the differential CS
amplifier is 306 mV in theory. We allow ~10% margin for the design and choose a
VDD of 0.35 V. On the other hand, the necessary VDD for the logic gates to operate
under the desired oscillating frequency also limits the minimum VDD. In the selected
CMOS 28 nm process, the delay of the logic gates with VDD of 0.35 V varies<1% of
TOSC from -20 to 120 °C, evincing that a VDD of 0.35 V is sufficient to power the
logic gates.

The comparator’s delay (tdelay) affects the TOSC stability. As described later, a
delay generator compensates for tdelay under different operating conditions. Here, we
target a maximumΔtdelay ~ 25% of TOSC across-20 to 120 °C such that the resultant
Tosc variation after compensation is <2.5%, reserving a 10% mismatch margin
between tdelay and the delay generator. The simulated tdelay (N + P channel) ranges
from 17 ns at 120 °C to 146 ns at -20 °C under a power consumption of 500 nW
(at 27 °C), with a variation ~10% above the target.

The gate voltages of M3 and M4 determine the operating region of M5 (Fig. 18a).
To guarantee M5 operates in the subthreshold region, VDS,5 needs to be higher than
3 × VT. We can either increase Vin,P (Vin,N), which is the RC network output for the
first amplifier, by upsizing k or decreasing the VGS of M3 and M4. As explained in
Sect. 3.2, upsizing k deteriorates the σjit. On the other hand, under the same bias
current and channel length, decreasing VGS incurs a wider M3(M4), thus exacerbat-
ing the tdelay and the RxO’s frequency stability. From the simulation, the amplifier’s
delay raises by 26% with the VGS of M3(M4) reduced by 10 mV (with the width of
M3(M4) enlarged). We aim for a VGS of 0.1 V for M3(M4) to achieve a proper trade-
off between the tdelay and σjit.
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Since each amplifier is only responsible for comparing Vx and Vy in one phase, we
can have them power-gated based on the CLK state to reduce the power consump-
tion. For instance, in Ø1 where CLK is high and the common-mode voltage of Vx and
Vy is at VCM,U, we enable the NMOS-input amplifier for comparison, while powering
down the PMOS-input amplifier. The operation reverses in Ø2. This duty-cycling
scheme saves 26% of the total RxO power budget.

To ensure that M1 and M2 operate in the subthreshold region, a common-mode
feedback (CMFB) circuit generates their gate voltages (Fig. 18b). The CMFB circuit
compares the common-mode output voltage of the amplifier to Vref and corrects VFB.
We scaled the transistors’ sizes of the CMFB circuit from the main amplifier such
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Fig. 18 (a) Schematic of the differential CS amplifier (NMOS). (b) CMFB circuit for the NMOS
CS amplifier

that the PVT variations have the same effect on the amplifier and CMFB circuit to
enhance its robustness.

We utilized a SR latch to read the results from the amplifiers and yield the desired
state of CLK. Also, we used a delayed CLK (CLKÞ signal CLKD (CLKDÞ to mask
out the glitches and avert the undesired transition of CLK due to glitches from the
amplifiers during the switching. For instance, as illustrated in Fig. 17b, before the
end of Ø1 (CLK and CLKD are high), both S and R of the SR latch are high and
maintain the state of CLK. Therein, with the NMOS-input amplifier enabled, we
disable the PMOS-input amplifier. Once VX > VY, R becomes low and S is still at
high (since CLKD is low), which forces CLK to low. Then, the circuit enables the
PMOS-input amplifier, while disabling the NMOS-input amplifier. During the
switching of the amplifiers, we may have an undesired transition on Vout,N/Vout,P.
The CLKD signal and the NAND gates guarantee that these undesired glitches do not
affect the state of CLK. After a delay of τd, CLKD goes low. Both S and R are high
again, and the SR latch maintains the state of CLK until Vout,P goes high (VX < VY).
The operation repeats itself after another transition of CLK. A simple RC circuit and
inverters with τd of ~80 ns implement the delay unit. We selected τd to allow
sufficient margin before the zero-crossing point of VXY without affecting the com-
parison, yet it would be long enough to filter out the glitches from the amplifiers
during the switching amid PVT variation.

A constant-gm bias circuit aids the amplifiers in withstanding voltage and tem-
perature variations [49]. A switched-capacitor voltage doubler (Fig. 19a) powers the
bias circuit, which extends the voltage headroom (2 × VDD≈ 0.7 V). As we can reuse
the CLK signal from the RxO itself to operate the voltage doubler, the power (11%)
overhead is low. During the start-up, there is no CLK signal yet to drive the voltage
doubler, and hence there would be no output from the bias circuit without any
auxiliary signal. Thus, a start-up pulse (duration ~1 μs, generated on-chip after VDD

rises) enables an auxiliary ring oscillator (RO) to operate the voltage doubler in this
start-up phase (Fig. 19b, c). With the V2X boosted up to ~2 × VDD, the bias circuit
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the voltage doubler during the startup. (c) Timing diagram of the auxiliary RO and the voltage
doubler

functions properly within this period. Then, we disable the start-up pulse and the
auxiliary RO, with the RxO starting to operate. Like this, the RO does not pose
interference to the RxO nor affect the accuracy of the RxO’s frequency. The RO’s
frequency ranges from 15.2 to 35.1 MHz across -20–120 °C.

Delay Generators

The temperature dependency of tdelay affects RxO’s TOSC. Ideally, TOSC is only
dependent on the RC network. However, the tdelay after the zero-crossings of Vx,y

prolongs the duration of each phase. As tdelay is temperature-dependent, it deterio-
rates the RxO’s frequency stability. Raising the amplifiers’ power budget can
diminish the ratio tdelay/TOSC, but it penalizes the RxO energy efficiency. In [42], a
period controller compensates tdelay by doubling the current injected into the period-
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defining capacitors, in which the current injection duration tracks tdelay. As such, it
can correct TOSC to minimize its temperature sensitivity. Yet, the period controller
entails an extra comparator for copying tdelay, penalizing the power budget.

Since the delay of an amplifier relates to its bias current, we introduce a delay
generator to create a pulse, with its width inversely proportional to the bias current.
As demonstrated in Fig. 20a, two delay generators (for NMOS- and PMOS-input
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amplifiers) with scaled currents from the main amplifiers generate the pulses after the
edges of CLKH. From the simulation, the width of the pulses ØF closely tracks tdelay
(error<7.6% of tdelay or<2.3% of TOSC). To compensate tdelay, we halve the τ of the
RC branches when ØFH = 1 by closing switches S1 and S2 in Fig. 17a. The open-
loop compensation scheme alleviates the long settling time of the oscillator. Fur-
thermore, this compensation method can even off the temperature dependency of the
resistors in the RC network, avoiding area-hungry composite resistors to obtain a
zero temperature coefficient (TC) [42, 46].

We implemented the delay-controlling capacitors CN and CP as four-bit capacitor
banks, with their values programmed to balance the process variation once after
fabrication. The design of the tuning ranges of the capacitances can cover the
variations of tdelay amid process variations. The tdelay of NMOS-input and PMOS-
input amplifiers vary from 15 to 45 ns and 36 to 60 ns, respectively, from the Monte
Carlo simulation (100 runs, at 27 °C). Consequently, we design the delay generator
and the capacitor banks capable of generating pulses of width in this range by
adjusting their codes correspondingly (Fig. 20d, e). With the proposed compensation
scheme, the simulated variation of TOSC decreases from 25% to 2.1% over -
20–120 °C. For the constant-gm biasing, the current decreases with temperature.
Hence, both IBN and IBP, the biasing currents of the NMOS-input and PMOS-input
amplifiers, are minimum at -20 °C. Consequently, the tDN and tDP are largest at -
20 °C and decrease to their minimum toward 120 °C. Therefore, we have the overall
resolutions of tDN and tDP confined at low temperature (7 ns and 13 ns). Still, these
resolutions are sufficient to uphold the 2.5% frequency error requirement. In case a
finer resolution is necessary, the number of bits of the capacitor banks can increase.

CLK Boosters

The non-idealities of the switches influence the performance of the RxO. For
example, the nonzero on-resistances (RON) of the transistors that constitute switches
S1–6 (in Fig. 17a) affect the τ of the RC network. Under sub-0.5 V, the transistors
work in the subthreshold region. Then, the situation emerges as RON increases
exponentially with –(VGS - VTH), where the worst case of |VGS| is 0.5 × VDD without
any boosting technique. Further, as RON is prone to temperature variations (RON

increases with a decreasing temperature), it inevitably affects the frequency stability
of the RxO. To alleviate the impact, we should minimize RON in comparison with
R in the RC network. One possibility is reducing RON by upscaling the widths of the
transistors that compose the switches. Yet, this act leads to another problem: in the
deep submicron CMOS process, the ILeak in the off-state, especially at high temper-
ature, restricts the RxO’s performance and operation range. Considering the switches
S1–2 in Fig. 17a again, at high temperature, the transistors with high ILeak equiva-
lently reduce τ. Altogether, there is a trade-off between their RON at low temperature
and ILeak at high temperature.

To tackle this challenge, we employ clock boosters [50] to triple the swing of the
digital signals (CLKH, CLKH , and ØFH). The clock booster, powered from VDD,
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increases the swing of the periodic signal (high, 2 × VDD; low, –VDD) without
additional power supply. With a boosted swing, the worst |VGS| for the transistors
now becomes 1.5 × VDD. Besides, benefitting from the negative voltage (–VDD) at
the logic low level, it effectively suppresses ILeak, even at 120 °C. For example, this
scheme not only tightens the variations of the RON of an NMOS switch across -
20–120 °C by 8600× (VD = VS = 0.5 × VDD, Fig. 21a) but also shrinks ILeak in the
off-state at 120 °C from 307 to 0.8 nA (Fig. 21b), rendering the RxO robust in an
extreme environment.

3.4 Measurement Results

We fabricated a prototype of the RxO in 28 nm CMOS 1P10M technology. It
occupied a core area of 5200 μm2, dominated by the comparator (28%) and RC
network (26%) (Fig. 22a, b). The RxO consumed 1.4 μW at 22 °C on average
(N = 7) (Fig. 23a, b)), where the comparator (49%, from simulation) dominates
(Fig. 22c). After the fabrication, we apply three-point trim to the capacitor banks of
the delay generator based on the measured frequency of the RxO.

Peripheral equipment such as the oscilloscope (for observing the waveform in
real-time) and the frequency counter (for measuring the frequency f ) have high input
capacitances. The digital buffers with a VDD of 0.35 V and reasonable sizing are not
capable of driving these equipment. Thus, we utilize on-chip-level shifters to raise
the output signals for swings of 0.9 V. Afterward, we feed such signals to digital
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Fig. 22 (a) Chip micrograph of the fabricated RxO in 28 nm CMOS. (b) Area breakdown of the
RxO. (c) Power breakdown of the RxO (from simulation)

buffers with a VDD of 0.9 V (supplied independent of the RxO’s VDD) to drive the
peripheral equipment.

The mean oscillating frequency of the RxO is 2.1 MHz. It has an energy
efficiency of 667 fJ/cycle, rendering it the most energy-efficient RxO reported in
the MHz-range. After calibrations, the deviations of the RxOs’ frequencies are
<2.5% from -20 to 120 °C (Fig. 23c). The resulting TC is 158 ppm/°C on average.
The mean variation of the RxO’s frequencies from 0.35 to 0.38 V (~9% of VDD) is
2.5% (Fig. 23d). The line sensitivity, where we also take the supply voltage into

account Δf
f

	 

= ΔV

V

� �h i
, is 26.8%. The large sensitivity of the RxO to voltage variation

is attributable to the subthreshold operation and low VDS across the transistors of the
amplifiers. From the simulation, the bias current of the NMOS-input amplifier
increases by 25% from 0.35 to 0.38 V, hence affecting the tdelay and the RxO’s
frequency. Still, the 0.35–0.38 V range is sufficient for IoT devices powered by solar
cells and installed in the typical indoor environment (e.g., home and office), as the
open-circuit voltage of a solar cell varies 30 mV amid a change in light intensity of
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~3× [51, 52]. If we relax the requirement on frequency stability or recalibration of
the frequency at different VDD is feasible, the working range of the RxO can extend
to 0.5 V and then limited by the breakdown voltage of the CMOS process (1 V) due
to the voltage doubler and clock booster.

The RMS period jitter of the RxO is 800 ps (0.15% of TOSC) (Fig. 24a). The
accumulated jitter increases at a rate of √N up to ~60 cycles, in which the thermal
noise is the dominant noise source (Fig. 24b). When compared with [45], the high
period jitter is attributable to the low supply voltage, low power, and different
amplifiers handling the comparison in Ø1 and Ø2. Still, the RxO is appropriate for
the devices in which ULV and ultra-low power are the priorities (e.g., wakeup
receiver [35]). The long-term stability is 210 ppm (gating time >0.1 s). To
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characterize the supply noise rejection of the RxO, we superimpose a sinusoidal
signal on VDD and measure the corresponding period jitter. In the presence of a
20 mVpp sinusoidal signal (1 kHz) at the supply, the period jitter of the RxO exhibits
a value of 2 ns.

We also characterize the startup time of the RxO, which is crucial if the RxO is
power gating to further suppress the power consumption of the IoT node. As the
asymmetric RC network requires finite clock cycles to produce a consistent output
signal, the RxO’s frequency settles after the third clock pulse (Fig. 25a, b). Over the
entire temperature range, the RxO enters the steady state within 3.6 μs after enabling
VDD (Fig. 25c).

Herein we benchmark the RxO using two FoM. First, we evaluated the RxO using
the FoM proposed in [44]

FoM1 = 10 log
f ∙T range

Power ∙TC

� �
, ð23Þ

with the temperature range Trange. This FoM takes into account the trade-off among f,
power, Trange, and TC. The FoM1 of the RxO is 181 dB, which is comparable to the
state of the art in spite of the ULV VDD of 0.35 V. Then, we evaluated the RxO using
the conventional FoM:
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Table 3 Performance summary and comparison with the state-of-the-art RXOS

Koo,
ISSCC’17
[43]

Mikulić,
ESSCIRC’17
[40]

Liu,
JSSC’19
[44]

Savanth,
JSSC’19
[41]

Lee,
JSSC’20
[45]

Process
(nm)

180 350 65 65 180 28

Frequency
(MHz)

0.44 1 1.05 1.2 10.5 2.1

VDD (V) 1.4–3.3 3–4.5 0.98–
1.02

0.9–1.8 1.4–2.0 0.35–0.38

Power
(μW)

21.3 210 69 0.82 219.8 1.4

Energy effi-
ciency
(pJ/cycle)

48.4 210 65.7 0.68 20.9 0.67

Trange (°C) -20–100 -40–125 -15–55 -20–125 -40–125 -20–120

TC (ppm/°
C)

169 24.3 4.3 100 137 158

Variation
across VDD

0.04% 0.42% 0.17% 2.64% 2.3%

Line sensi-
tivity (Δff /

ΔV
V

0.03% 0.84% 4.25% 6.16% 26.8%

Area (μm2) 58,000 40,000 51,000 5000 15,000 5200
Period jitter
(psrms)

1060 – 160 – 9.86 800

Startup
time (μs)

– 1a – 3.6

No. of
samples

100 5 – 7b 15 7

FoM1 (dB) 162 165 174 183 168 181
FoM2

(dBc/Hz)
-152.7
(@ 10 kHz)

-157.7
(@ 1 kHz)

-143.4
(@ 10 kHz)

aDeduced from the numbers of cycles to start, which may underestimate the true startup time
bFor temperature stability measurement

FoM2 = PN- 20 log
f

f offset

� �
þ 10 log

Power
1 mW

	 

, ð24Þ

where PN is the phase noise at the offset frequency from the carrier foffset. The PN of
the RxO at 10 kHz offset is -68.4 dBc/Hz, resulting in an FoM2 of -143.4 dBc/Hz.

Table 3 summarizes the performance of the RxO and compares it with recent art.
This work is the first sub-0.5 V temperature-resilient (<2.5%) RxO achieving a high
power efficiency of 667 fJ/cycle (Fig. 26). When compared with the RxO with a
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symmetric swing-boosted RC network [45], this RxO operates at a 4× less VDD,
while achieving a comparable TC after compensation.

4 Conclusions

This chapter detailed the analysis and design of two ULV MHz-range clock refer-
ences for different purposes, with both clock references implemented and taped out
in deep-submicron CMOS, exhibiting well-founded and pioneering measurement
results. The first is a regulation-free sub-0.5 V XO for energy-harvesting BLE radios.
We introduced two circuit techniques, dual-mode gm and SSCI, to reduce the startup
time ts and energy Es. The dual-mode gm exploits the inductive feature of three-stage
gm (AXO-3) to counteract the crystal’s CS during the startup and the low-noise feature
of one-stage gm (AXO-1) to preserve the PN in the steady state. The XO prototyped in
65 nm CMOS has a compact area (0.023 mm2) that is >3.1× smaller than the prior
art. The measured ts and Es of the XO, with a 24 MHz crystal, are 400 μs and 14.2 nJ,
respectively. The frequency stability against voltage (0.3–0.5 V) is 17.9 ppm and
temperature (-40–90 °C) is 14.1 ppm; both conform to the BLE standard.

The second clock reference is a 2.1 MHz temperature-resilient RxO with a 0.35 V
supply voltage for ultra-low-power IoT nodes. We jointly design an asymmetric
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swing-boosted RC network and a dual-path comparator to tackle the challenges of
ULV (<0.5 V) operation. The open-loop delay generator compensates for the
temperature-sensitive delay of the comparator. Fabricated in 28 nm CMOS, it has
an active area of only 5200 μm2 and achieves the best energy efficiency of 667 fJ/
cycle among the previously reported MHz-range RxOs. Further, it also has a high
figure of merit of 181 dB in spite of the ULV headroom and can settle within 3.6 μs
after enabling the supply voltage.
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Low-Power Nyquist ADCs

Minglei Zhang, Chi-Hang Chan, Yan Zhu, and Rui P. Martins

1 Introduction

The ADC-wise/ADC-based implementations become more favorable in the com-
munication and sensing systems as their wider flexibility for the system architects.
Both the wireless and wireline receivers impose a stringent speed and bandwidth
requirement for the ADC units. Device sizing is the straightest method for the
bandwidth improvement, whereas their self-loading effect degrades the conversion
efficiency observably when toward a higher conversion speed, implying that the
design becomes speed-limited rather than noise-limited. Relieving such deterioration
with parallelism, like time interleaving [1], seems attractive; however, it faces the
challenges of increased area, inter-channel cross-talk, high complexity of calibration,
etc. Increasing the sampling frequency of a single-channel ADC can relax the
abovementioned challenges of time-interleaved ADCs by not only reducing the
number of aggregated channels but also lowering the overall input capacitance and
then imposing a further push on the high-speed ADC performance boundary. The
multichannel configuration also makes the seeking for energy efficiency inescapable,
which is also the basic expectation of the low-power IoT systems.
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Pipelined ADCs [2, 3] are famous among high-performance ADCs; however
conventionally, the residue amplifiers often become the power and linearity bottle-
neck, leading to poor energy efficiency and limited performance. This imposes a
general requirement for high-efficient and high-linear residue amplification tech-
niques in pipeline architectures. Moreover, benefiting from the outstanding energy
efficiency of the successive approximation register (SAR) quantizer, the hybridiza-
tion between the pipeline and SAR ADCs became popular [4–6], as it breaks the
speed bottleneck of the SAR ADCs through pipelining operation, while simulta-
neously keeping its good energy efficiency.

Conventional voltage-domain ADCs can provide accurate quantization steps with
the assistance of the capacitor digital-to-analog converters (DACs) or resistor DACs;
however, they suffer from noise burden and voltage headroom challenges with
reduced supply voltages in advanced fabrication processes. The quantization steps
of the ADCs are linearity scaled with the supply voltage in a voltage-domain
conversion, while being reversed in a time-domain ADC. This feature allows the
time-domain quantization to be suitable for the low-supplied scenarios, breaking the
noise limitation of the voltage-domain architectures under a reducing power supply.
The scaled time quantization step of the time-domain ADCs with fabrication tech-
nology nodes also makes the time-domain quantization attractive in ultra-high-
speed ADCs.

This chapter elaborates on two high-performance pipelined ADCs, the first one is
a 12-bit SAR-assisted three-stage pipelined ADC with an open-loop Gm-R-based
residue amplifier running at 1 GS/s [7]. It achieves SNDR and SFDR of 60.0 dB and
74.6 dB with a Nyquist input, respectively, leading to a Walden FoM of 9.3 fJ/
conversion step and a Schreier FoM of 168.2 dB by consuming 7.6 mW. The other is
a 3.3 GS/s six-bit fully dynamic pipelined ADC using a linearized dynamic amplifier
[8], attaining 34 dB SNDR with a Nyquist input, consuming 5.5 mW, and yielding a
Walden FoM of 40.0 fJ/conversion step. On the other hand, this chapter describes
also two time-domain ADCs to distinguish from conventional voltage-domain
ADCs, the first is a 13-bit hybrid ADC which combines a SAR ADC with a followed
time-to-digital converter (TDC) [9], and it reaches 20 MS/s conversion speed under
PVT (process-voltage-temperature) variations with a 0.6 V power supply and
exhibits a Schreier FoM as high as 181.9 dB. The second is an eight-bit 10 GS/s
time-domain ADC that aggregates only four time-interleaved channels [10]. It
delivers an effective resolution bandwidth (ERBW) larger than 18 GHz, benefiting
from the time-domain integrated front-end.

This chapter has the following organization: Section 2 introduces the
SAR-assisted three-stage pipelined ADC and the proposed Gm-R-based residue
amplifier. Section 3 presents the implementation of a two-step TDC-assisted SAR
ADC, as well as details its PVT tracking strategy. Section 4 shows a post-
amplification residue generation scheme and linearized dynamic amplifier in a
fully on-chip calibrated pipelined ADC. Section 5 elaborates on the application of
time-domain conversion in time-interleaved ADCs, besides the timing-extended
residue generation for a lower metastability error rate.
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2 12b 1 GS/s Three-Stage Pipeline-SAR ADC

Conventional SAR ADCs [11] are not suitable for high sampling rates accompanied
by high resolution, due to the speed limitation from its inherent serial conversion
process. A two-step SAR-assisted pipelined ADC [4–6] breaks such limitations
through the pipelined operation, while simultaneously accomplishing good energy
efficiency. With the sampling rate increased, the two-step high-resolution ADC also
encounters a speed bottleneck due to the large number of successive bit decisions
required in each stage. A three-stage SAR-assisted pipelined SAR ADC [12] further
speeds up the conversion rate by distributing the bit decisions into more sub stages,
which shows a single-channel 12-bit ADC with a conversion rate above 500 MS/s,
while maintaining the attractive energy efficiency of the two-step architecture.

Figure 1 illustrates the typical time allocation of the three-stage SAR-assisted
pipeline ADC. The first and second stages need to accomplish the sampling (tsamp),
SAR conversion (tconv1/2), and residue amplification operation (tamp1/2) within one
period, while the third stage only needs to complete the sampling (tamp2) and SAR
conversion (tconv3). Unlike the two-stage SAR-assisted pipelined architecture where
the first stage is often the speed bottleneck of the ADC, both the first and second
stages can be critical in the three-stage architecture. Therefore, the slowest among
those three stages limits the maximum achievable speed as

t3st,pipeSAR =Max

tsamp þ tconv1 þ tamp1

tamp1 þ tconv2 þ tamp2

tamp2 þ tconv3

8><
>:

9>=
>;: ð1Þ

For a high-resolution and high-speed target, the noise and sampling accuracy
requirements fundamentally limit the sampling time of the first stage. In order to
further push the pipeline speed, one degree of freedom allows the allocation of fewer

Input RA1
1st Stage 

SAR RA2
2nd Stage 

SAR
3rd Stage 

SAR

Samp.

tsamp tconv1 tamp1 tconv2 tamp2 tconv3

Conversion Amp.Stage 1:

Samp. Conversion Amp.Stage 2:

Samp. ConversionStage 3:

Fig. 1 Block diagram and operation timing of three-stage SAR-assisted pipelined ADC
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resolving bits in the first and second stages. Nevertheless, this deteriorates the
linearity of the first-stage amplifier and simultaneously asks for additional quantiza-
tion in the last stage, thus turning the third stage into the speed bottleneck of the
ADC. Another important option is shrinking the amplification time which can raise
the speed of both the first and the second stages. Besides the amplifier circuit
topology, its load capacitance is also a critical factor affecting the amplification
time. Since it has a direct influence on the SAR conversion loop speed, minimizing
the CDAC in each stage becomes a crucial target in a high-speed three-stage
pipelined ADC.

2.1 Residue Amplifier (RA) Discussion

The residue amplifier, which transfers the residue to the successive pipeline stage, is
the critical block of the SAR-assisted pipelined ADC. A high-speed and high-
resolution pipelined ADC calls for an RA with a high gain within a short amplifi-
cation period of time. The general classification of RAs covers closed-loop or open-
loop topologies based on their working mechanism. A conventional closed-loop RA
[5] ensures its gain accuracy through a high DC open-loop gain and a passive
feedback configuration with a complete setting, but resulting in a long setting time
and high power consumption. It also suffers from low intrinsic gain under technol-
ogy scaling. Recently, the ring amplifier [16], cascading a three-stage inverter,
provides a power-efficient and fast-setting closed-loop RA solution with a slew-
based charging (Fig. 2a). Many improvements based on the ring amplifier pulled off
good resilience to PVT variation [17] and fast-settling with high stability [3], while
its dead-zone consideration induces design challenges under different scenarios,
especially for conventional analog designers. Recently, the report of open-loop
architectures overcame the weaknesses of the closed-loop architecture, exhibiting
high power efficiency in high-speed scenarios. In this section, we first review and
discuss state-of-the-art designs of two open-loop RA topologies: the incomplete-
settled and the complete-settled amplification. Then, we introduce the adopted RA.

Incomplete-Settled RA

Figure 2b, c show the dynamic amplifier [18] and the integrator-type RA [12]
working in an incomplete-settled scheme, respectively. They can manifest an excel-
lent power efficiency and a low noise integrating feature with a long integration time.
However, with a short amplification time in high-speed designs, its noise benefit
weakens due to the increased jitter sensitivity [19].

With the amplified output not completely settled, the gain accuracy of the
incomplete-settled RA is also sensitive to the clock jitter. The gain of the
incomplete-settled RA is proportional to the integrating time as indicated in
Eq. (2) [14]:
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AV =
Gm � Ro � 1- e- tamp=τ ,

Gm � tamp=CS, tamp < < τ
ð2Þ

where Gm and Ro are the transconductance and output impedance of the RA,
respectively. τ is the time constant, which is the product of Ro and the sampling
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capacitance (CS) of the backend stage. For a given Av, a shorter tamp requires a
steeper slope of integration, which tends to suffer from larger jitter-induced error,
thus degrading the signal-to-noise ratio (SNR). Consequently, the jitter-induced
noise becomes the primary restriction when the incomplete-settled RAs target higher
SNR and speed specifications [14].

Figure 2c illustrates the amplification timing of the dynamic incomplete-settled
RAs. Since it is necessary to integrate with the same initial output voltage (e.g., 0 V),
it requires a reset phase before charging the load capacitance. The phase of the
“amp.” comprises the startup time (tsettling,RA) of the RAs and the charging time
(tsettling,Cs) of the load capacitance. Therefore, the total amplification time (tamp,tot) of
the dynamic incomplete-settled RAs becomes

tamp,tot = tsettling,RA þ tsettling,CS þ trst: ð3Þ

tsettling,RA relates to the load capacitance and the charging current of the RAs. For low
noise and high-speed targets, the limitation of tsettling,Cs is the jitter-induced noise
requirement as interpreted above. trst depends on the overdrive of the reset switch
and the load. The inevitable reset time of the incomplete-settled RA increases the
critical timing path of the ADC, thus inducing a speed constraint in the pipelined
ADC.

Complete-Settled RA

Figure 2d shows a conventional open-loop RA with complete-settled amplification
[20], which is immune to the abovementioned clock jitter issue. Unlike the
incomplete-settled RA, its gain is independent of time as long as we settle the
amplification process, and then we can express it as

AV =Gm � Ro,eq, ð4Þ

where Gm and Ro,eq are the transconductance and output impedance of the amplifier,
respectively. Furthermore, due to its complete-settled characteristic, its voltage gain
only suffers from transconductance Gm variations over voltage and temperature,
allowing the adoption of a simple Gm bias circuit to perform a pure voltage-domain
compensation. However, such a solution consumes static power and has poor V-I
conversion linearity which either requires a higher than first-order background gain
calibrations [14] with large power and area overhead or an analog linearization
technique [21] but with limited ability for a high-resolution ADC. Thereby, we
introduce a high-linearity and purely dynamic power Gm-R-based RA in this design.
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Proposed Gm-R-based RA

Figure 3a illustrates the circuit schematic of the proposed residue amplifier, which is
an open-loop architecture consisting of a differential Gm-cell with clock-controlled
and resistive load (RO). When compared with a conventional static open-loop
amplifier [20, 21], we designed this RA to have a dynamic operation with switches
Sr1 and Sr2. The Gm-cell, based on a differential flipped voltage follower (DFVF)
[22], with the shunt-shunt feedback branches (M2, M5, M7/M4, M6, M8) keeps the
gate-source voltages of M2 and M4 constant when the inputs vary. From this, the
DFVF guarantees high linearity under a large input swing with good power effi-
ciency in a class-AB behavior. In contrast with the integrator-type RA [12, 13],
which experiences a large time constant and an incomplete-settled mechanism, this
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Fig. 3 (a) The Gm-R-based residue amplifier. (b) Timing diagram



� þð Þ � ð Þ

138 M. Zhang et al.

Fig. 4 The simulated
linearity of the presented RA
with different residue input
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sets completely with a small time constant through RO (200 Ω). We can describe the
gain of the amplifier at the steady state by [22]

AV = 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μn � Cox � W=Lð ÞM1&3

� μp � Cox � W=Lð ÞM7&8

q
� Rout � VOV,M7&8 , ð5Þ

where μn and μp are the mobility of the NMOS and the PMOS devices, respectively.
W/L is the transistor size; VOV is the overdrive voltage. Rout is the equivalent output
impedance. Profiting from the complete-settled characteristic, we can easily com-
pensate the gain variation versus the temperature variation of the presented RA in the
voltage domain. Figure 3b shows the signal behavior of the proposed RA with an
input residue voltage and a load of 40 fF. During the amplification phase (both ΦS2

and ΦRA are high), we amplify the residue voltage to the next stage in a pipelined
manner. With an ADC full swing (VFS) of 1.2 Vpp, the residue voltage is within
75 mVpp. Figure 4 plots the open-loop DFVF RA with an 8× gain that ensures a near
9b linearity under the worst-case working scenario. Besides, the proposed complete-
settled RA eliminates the reset time, and its gain is independent of the time with the
amplification well settled. Then, we can express its amplification time as

tamp,tot,gmR = tsettling,RA þ tsettling,CS ð6aÞ
tsettling,CS = ln 2 Nbit 1 τRA, 6b

where Nbit is the target bit resolution and τRA is the time constant of the amplifier
which is equal to Rout × Cload. When compared with the incomplete-settled RA, we
eliminate the reset time trst in Eq. (3) to speed up the amplification. In the first stage,
the allocation of 250 ps for the sampling time tsamp ensures the sampling accuracy
under the Nyquist input. The first 4b decisions finish within 500 ps with a small
DAC-assisted SAR conversion. Then, we have only ~200 ps left for the RA1 to
amplify the residue signal under a 1 GS/s goal. Therefore, a small load capacitance of
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RA1, which is CDAC2, is a key for a short tamp1. Likewise, CDAC2 also affects the
conversion time of the second-stage SAR tconv2 and in consequence potentially leads
the second stage to be the speed bottleneck of the overall ADC.

The presented dynamic Gm-R-based amplifier provides a high-speed and energy-
efficient residue amplification with a dynamic feature. First, when compared with the
incomplete-settled RA, the proposed RA not only removes the reset time, but it is
also free from the jitter-induced error, while both of them limit the amplification
speed of the incomplete-settled RA at high resolution. Second, the load capacitance
(CDAC2) of RA1 reduces with a two-stage RA2 structure to further shorten the
amplification time. Consequently, the presented Gm-R-based amplifier achieves an
8× gain with ~200 ps amplification time, which is one of the fastest to date.
Furthermore, the proposed Gm-R-based RA suffers from fewer temperature-related
variables benefiting from its complete-settled characteristic, and then we can adopt a
low-power voltage-domain temperature compensation instead of complex time-
domain solutions [9, 15].

Two-Stage RA Consideration

With the RA2 enabled for amplification, its input capacitance Cin2 consists of two
parts. One derives from the constant gate capacitance Cgg2 and the other is the
varying gate capacitance ΔCgg originated from the dynamic operation of the RA2. If
we reuse RA1 for RA2, a large parasitic capacitance Cgg2 originating from the Cgs

and Cgd of the input pair causes a significant signal attenuation on the Vres2,
equivalently leading to an effective gain loss on RA2, and also bringing serious
nonlinear issues. One solution implies the enlargement of the size of CDAC2,
tolerating the parasitic-induced error of RA2, while the large CDAC2 tends to
require a longer amplification time of RA1 slowing down the speed of the first
stage. Another solution is to scale down the size of RA2, reducing the parasitic-
induced gain loss from RA2. However, we will scale down the gain of RA2
simultaneously, equivalently leading to an effective gain reduction. The consequent
longer amplification time of RA2 and conversion time of the third stage slow down
the loop speed of the second stage or third stage where either scenario will prevent
the design to reach the GS/s target.

In order to keep a large gain of RA2 with a small input parasitic and avoid a large
CDAC in the last two pipelined SAR stages, we split the RA2 into two stages, where
the first (second) stage has small (large) values of parasitic and gain. In this design,
as represented in Fig. 5, we have RA2 with a gain of 8× obtained through the cascade
of two blocks, one with a gain of 2× and the other with a gain of 4×. Due to the
complete-settled feature, both stages in RA2 can amplify the signal simultaneously.
Such configuration is not feasible in integrator-type amplifiers, since the integrating
process is incomplete-settled in the intermediate time and the large second-stage
input variable parasitic capacitance will affect the first-stage amplifier’s linearity.
Those two constraints make the amplifier more sensitive to PVT variations and more
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Fig. 5 The second stage and split RA2 (single side for simplification)

nonlinear which cannot fit the RA2’s design requirements and inevitable demands
for a two-step operation at a lower speed.

The proposed complete-settled amplifier together with a two-stage setup ensures
a high-speed operation, which is not only on the three-stage conversion but also on
the RA2’s amplification. In this design, we design the pole of the first stage to be
more than the double of the frequency location of the second stage’s pole. While in
order to maintain the same bandwidth as RA1, we need to budget an additional 25%
of power in RA2. The additional noise contribution from the two-stage configuration
is not critical for RA2 as the gain of RA1 will relax it. Another consideration is the
linearity, with the input of the second stage of RA2 amplified 2× by the first stage of
RA2. In this design, we configured both of the two stages of RA2 with the FVF input
pair as the same as RA1 to meet the 7b linearity requirement.

2.2 ADC Implementation

Figure 6 presents the overall architecture and timing diagram of the prototype ADC,
composed of three sub-SAR ADCs, two RAs, a clock generator, a digital logic, and a
calibration block. To guarantee a >70 dB sampling linearity, we assign 250 ps for
the sampling (ΦS = 1). The ADC design exhibits a fully asynchronous loop timing
and 14 conversion cycles, with 1 redundant bit allocated between each stage for error
correction. Both the first and second stages only resolve four bits, ensuring an
adequate sampling and amplification time for high linearity. The first stage requires
a large CDAC (L-DAC = 540 fF) to alleviate the thermal noise and the mismatch,
which usually becomes the speed bottleneck of the SAR-assisted pipelined ADC. In
this work, we utilize a small CDAC (S-DAC = 60 fF) for the high-speed first-stage
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Fig. 6 Block diagram and timing diagram of the proposed three-stage ADC

SAR conversion with its decisions transferred to the L-DAC in a bit-by-bit manner to
generate the residue voltage (Vres1) on the L-DAC. Both the L-CDAC and S-DAC
sample the input signal (1.2 Vpp-diff) together during ΦS, mitigating the sampling
mismatch through a symmetric clock tree and a careful layout with a correction by
the bit overlapping in the second stage. RA1 that has a gain of eight amplifies Vres1 to
the second stage which resolves another four bits, with its residue voltage (Vres2)
delivered to the third stage through RA2 with a gain of eight, as well. Due to the
abovementioned residue voltage attenuation during the amplification, the full-scale
range of the second and third stages are ~500 mVpp-diff and ~400 mVpp-diff, respec-
tively. Finally, the last-stage SAR ADC determines the remaining six bits. The
splitting monotonic switching scheme [23], used in each stage, maintains a constant
common mode voltage for both RAs and comparators. To reduce the inductive effect
from the bonding wire, we embedded an input buffer [2] on chip.

2.3 Measurement Results

Figure 7 presents the die photograph of the prototype ADC fabricated in 28 nm
CMOS, occupying a core area of 0.0091 mm2. The ADC powered by a 1 V supply
exhibits a 1.2 Vpp-diff full-scale range. Due to the unskilled layout, the L-DAC suffers
from some mismatch, and we adopted a bit of weight calibration in the measurement.
We corrected the first 4b codes with an integer bit weight one-time and fixed the bit
weight array to different samples. Besides the one-time calibration to the
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Fig. 7 Die photograph
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comparators offset, we obtained the RAs’ gain in the foreground. As illustrated in
Fig. 8, the measured DNL and INL are +0.47/-0.39 LSB and +1.87/-2.21 LSB,
respectively.

Figure 9 plots the measured output spectrum after a decimation of 225-fold at a
low input frequency and near the Nyquist input frequency, respectively. For a low
input frequency of 140.63 MHz, the measured SNDR and SFDR are 61.4 dB and
74.6 dB, respectively, and the input buffer limits the noise performance (SNR). For
the near Nyquist input frequency of 495.19 MHz, the measured SNDR keeps 60 dB
and the SFDR keeps 74.6 dB. Figure 10 displays the measured dynamic performance
at 1 GS/s versus the input frequency. The ADC attains a value above 9b ENOB even
with the input frequency raised up to 1.2 GHz, and the estimated clock jitter
(~200 fs) degrades the dynamic performance when the input signal exceeds 1 GHz.

The ADC consumed 7.6 mW power (excluding the input buffer) running at 1 GS/
s with a 1 V supply, resulting in a 9.28 fJ/conv.-step Walden FoM and 168.2 dB
Schreier FoM. Figure 11 presents the power breakdown, where the RAs consume
almost half of the power due to their short amplification time and low noise
requirements. Table 1 summarizes the ADC performance and compares this work
against state-of-the-art single-channel designs with similar speed and SNDR.
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Table 1 ADC performance summary and comparison with state of the art

Technology 28 nm 28 nm 28 nm 14 nm
Resolution [bits] 12 10 12 10
Sample rate [MS/s] 1000 500 280 1500
Supply voltage [V] 1 1 1 0.95
SFDR @Nyq. [dB] 74.56 69.2 77 58.39
SNDR @Nyq. [dB] 60.02 56.6 64 50.1
Power [mW] 7.6 6 13 6.92 
FoMWalden @Nyq. 
[fJ/conv-step] 9.28 21.7 35.8 17.7 

FoMSchreier @Nyq. [dB] 168.2 162.8 164.3 160.5 
Area [mm2] 0.0091 0.015 0.22 0.0016

65 nm
12

330
1.3

75.8
63.5
6.2

15.4

167.8
0.08

16 nm
11

600
0.85
78.3
60.2
6.0

12

167.2
0.037

28 nm
12

1000
0.9

73.1
56.6
24.8

45

159.6
0.54

This work VLSI 2017
K.-J. Moon

JSSC 2018
R. Sehgal
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L. Kull
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H. Huang

ISSCC 2019
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JSSC 2019
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Architecture Pipelined
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[24] [13] [25] [15] [17] [3]

aIncluding the reference buffer

3 0.6 V PVT-Robust 13b 20 MS/s SAR-TDC ADC

With a low power supply, the voltage and time-domain hybrid architecture is a
promising solution [26] which resolves the voltage-domain headroom issue in a
conventional two-stage ADC [4] through partial time-domain quantization. The time
LSB step that increases as VDD decreases allows the time-domain quantization to be
suitable for high-resolution and low-supply scenarios. The TDC-assisted SAR ADC
[27, 28] combines a SAR ADC and a TDC through a voltage-to-time converter
(VTC). It merges the advantages of a voltage-domain quantization with a large
swing input signal and a time-domain quantization with a small swing residue signal,
showing an outstanding energy efficiency in the high-resolution design.

Even if the TDC-assisted SAR ADC architecture contains the abovementioned
advantages under a low power supply, it still encounters several design challenges.
First, it is sensitive to the variations of PVT [27, 28]. Unlike the voltage-domain
quantization with an LSB step defined by a reference voltage, the LSB step of the
time-domain converter interacts with the delay of the delay cell, which is highly
sensitive to the PVT variations, especially under a low power supply. Figure 12a
shows a delay cell with two cascaded inverters and its discharging and charging-
based model; we can express the time delay as

TU = TU,N þ TU,P =
VDD � CP

2
� 1

IN
þ 1
IP

� �
ð7Þ

where TU,N and TU,P are the delays related to the NMOS current IN and PMOS
current IP, respectively. In Eq. (7), IN and IP vary along with PVT, and the variation
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Fig. 12 Delay cell with (a) discharging- and charging-based model and (b) ambient temperature
and supply voltage variation response

becomes large under a low power supply due to the corresponding smaller overdrive
voltages. From Fig. 12b, the simulated time delay variations under 0.6 V power
supply are close to 3× and 4× of the 1.2 V supplied condition across the temperature
and supply voltage variations, respectively, with the adopted 65 nm CMOS process.
The second challenge lies on the slow conversion speed of the low power-supplied
TDC-assisted SAR ADC, not only caused by the long VTC latency with a small
residue voltage but also from the large TDC LSB time step with the shrinking power
supply [25]. We can recognize this from the results in Fig. 12b where the delay of the
delay cell with a 0.6 V power supply is close 4× of the 1.2 V condition. This section
presents a PVT-robust TDC-assisted SAR ADC, which achieves a sub-1-dB SNDR
drop across both -50 °C–90 °C and ±5% power supply variation at 20 MS/s.
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3.1 Voltage-Time Hybrid ADC Architecture

Figure 13a presents the overall architecture of the 13-bit two-step TDC-assisted SAR
ADC, while Fig. 13b shows its detailed timing. A discharging-based VTC connects a
seven-bit voltage-domain subranging SAR ADC with a 7-bit time-domain two-step
TDC to obtain 13-bit outputs (with 1-bit redundancy). In the voltage domain, we
adopted a subranging architecture with a detect-and-skip (DAS) logic to obtain both
a high-speed and a high-linear capacitor digital-to-analog converter (CDAC) arrays
simultaneously [6]. The four-bit coarse and seven-bit fine SAR ADCs sample the
input signal during ΦS simultaneously, with the sampling accomplished with a
bottom plate sampling scheme and bootstrapped switches in a sampling time of
10 ns to strengthen the sampling linearity. Afterward, the circuit acquires the first
four most significant bits (MSBs) through the coarse stage and then transfers them to
the fine stage with the DAS scheme to relax the reconstruction time of the first three
MSB capacitors (64CF, 32CF, 16CF) in the fine stage [6]. We can insert one
redundant bit (corresponding to capacitor 8CF) between the coarse and fine stages
to cover their gain and offset mismatches. Unlike the floating-based switching
scheme [6], a solid-connected VCM replaces the floating operation to shield the
kickback noise and the common-mode voltage drift induced by the floating capac-
itors, while retaining the energy-efficient and high-linear features. The VCM accuracy
requirement greatly decreases as it appears in a common-mode manner at the
comparator input. The unit capacitor in the coarse stage is 7.5 fF for high speed
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and 30 fF in the fine stage for high linearity. The size of the coarse comparator is half
of the fine comparator for better energy efficiency.

After the conversion of the subranging SAR ADC, a fully dynamic VTC incor-
porating discharging branches and threshold-cross detectors (TCDs) converts the
residue voltage of the SAR ADC CDAC to a time difference (TP and TN) including a
PVT tracking ability. Following this, a single-ended time generator produces the
input (STA and STO) for the single-ended TDC giving one sign bit result, simulta-
neously. A 4-bit flash TDC and a 3.5-bit Vernier TDC (includes1.5-bit calibration
range) totally resolve 6 bits in the time domain. In this design, we generate all the
timings on chip in an asynchronous manner (Fig. 13b).

3.2 Stage Bit Number Arrangement

Firstly, the voltage-domain quantization relies on the matching of the unit capacitors
in the CDAC, which is more accurate than the unit delay element in the time-domain
quantization. Therefore, more bits in the second-stage time domain improve the
matching requirement of the delay cells in the TDC, which induces extra calibration
effort. Secondly, solving more bits in the first-stage voltage domain reduces the PVT
tracking accuracy requirement between the VTC and its back-end TDC. For a 13-bit
ADC with a target of >71.0 dB SNDR under PVT variations, the behavioral
simulation suggests a PVT tracking accuracy of <±4.0% with a seven-bit first
stage while <±2.0% with a six-bit first stage. Thirdly, solving more bits in the
first stage also decreases both the energy efficiency and conversion rate of the low
power-supplied SAR ADC significantly because of a higher comparator noise
requirement and more SAR cycles. Therefore, in this work, we allocate seven bits
in both the voltage and time domain after considering the above trade-offs.

In the seven-bit subranging SAR ADC, the bit number selection of the coarse
stage places a trade-off between the conversion speed and the error tolerance range.
More bits in the coarse stage can speed up the voltage-domain conversion through
the DAS logic [6] but reduce the error tolerance range for the mismatch between the
coarse and fine stages. Here, we assign four bits to the coarse stage to support an
error tolerance range of 6.25%. Moreover, the four-bit coarse-stage SAR ADC
assists the seven-bit subranging SAR ADC to accomplish the conversion in 10 ns
under a 0.6 V power supply, according to the post-layout simulation with TT corner
and room temperature.

In the six-bit two-step TDC, additional bits (but less than four bits) in the Vernier
TDC reduces the number of time arbiters in the two-step TDC which results in better
energy efficiency, while it deteriorates the two-step TDC linearity due to more
mismatch errors from two signal paths in the Vernier TDC. Here, the 3.5-bit Vernier
TDC including a 1.5-bit calibration range assists to reduce the total number of
arbiters from 64 in a conventional 6-bit flash TDC to 29 (17 and 12 in the flash
and Vernier TDCs, respectively). Moreover, the behavioral simulation shows that a
<10% one-sigma mismatch among the delay cells in the two-step TDC is necessary
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for >72.0 dB SNDR. Furthermore, the above 1.5-bit calibration range can tolerate a
time residue generator (TRG) offset spread of ±4 Vernier TDC LSB step (±128 ps).

3.3 PVT Inner Tracking Technique

The PVT-stabilized techniques in [6, 15] for the voltage-domain dynamic amplifier
involve auxiliaries and complicated timing control logic, while with a limited
compensation capability under a low power supply. In order to cover a large LSB
variation under PVT and low power supply, we present a PVT inner tracking
between the VTC and its back-end TDC.

Incomplete-Settled RA

Figure 14 shows the delay cell adopted in the four-bit flash TDC, which defines the
LSB step of the flash TDC. Therefore, the time delay Td of the delay cell across PVT
is the term of the TDC that requires tracking by the VTC. According to Eq. (7), we
can express its delay as

Td = 1þ 1
β

� �
� VDD � CC

IU
ð8Þ

where IU is the NMOS-related discharging current to the loading capacitance CC. β is
the scaling factor between the PMOS and NMOS-related currents. From Eq. (8), Td
depends on the supply voltage VDD and the current source IU, which is PVT
sensitive, resulting in a PVT-sensitive time LSB of the TDC.

Fig. 14 Delay cell in the
four-bit flash TDC
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Discharging-Based VTC

VTC builds the interface between the voltage-domain and time-domain conversion.
The current-starved-based [29] and dynamic amplifier-based [6] VTCs are popular
due to their low power consumption. However, both of them experience difficulties
to track the delay cell variation over PVT as their delay-controlled voltage is the
common-mode voltage while that of the delay cell is the power supply voltage in
Fig. 14. Moreover, they also suffer from low linearity with the voltage-controlled
delay feature. The current discharging-based VTC [29] provides a separate current
branch, making the PVT tracking in the delay cell possible. However, the previous
art [29] has a poor tracking ability due to the nonuniform discharging currents
between the VTC and the delay cell. Here, we design a discharging-based VTC
with a uniform discharging current to the delay cell with an improved tracking ability
to assist a high-resolution ADC with robustness, while achieving a better noise and
linearity performance than [29] through TCDs.

Figure 15 presents the circuit and timing diagram of the designed discharging-
based VTC. During the SAR ADC sampling and conversion (CKT = 0), we reset
both the discharging currents ID and TCDs for energy efficiency. After the SAR
ADC cycle, the residue voltages VP and VN hold at the CDAC of the seven-bit fine
SAR ADC, with a common-mode voltage of VDD/2. Then, we generate the rising

Fig. 15 (a) Circuit and (b)
timing diagram of the
presented VTC
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edge of CKT asynchronously, and VP and VN start to discharge at the same rate
through ID. The VTC generates the time outputs TP and TN once VP and VN cross the
threshold voltage VREF of the TCDs, respectively. The pseudo-differential structure
of the VTC in Fig. 15a reduces the noise requirement of VREF through a cancellation
effect. The TCDs and the current sources ID power down with the time difference
TRES, generated through the power down logic CKD (falling edge of CKD in Fig. 15)
for good speed-scaling energy efficiency.

From Fig. 15, we can write the output time difference TRES of the VTC as

TRES = VP -VNð Þ � CFine

ID
ð9Þ

where CFine is the capacitance of the single-end CDAC of the fine SAR ADC, which
includes 136 unit capacitors (CF). From Eq. (9), the VTC shows attractive high
linearity from the linear discharging operation. Considering the full-scale (FS) input
voltage of VP and VN ((VP - VN)FS = VDD/136), the FS TRES of the VTC becomes

TRES,FS =VDD � CF

ID
: ð10Þ

From Eq. (10), the VTC FS TRES also depends on the power supply VDD and the
current source 7ID, which is similar to Eq. (8).

PVT Tracking Implementation

As Eq. (8) defines the flash TDC LSB step and Eq. (10) is the TDC FS input time
difference, the FS output code of the four-bit flash TDC is

TRES,FS

Td
=

β
1þ β

� CF

CC
� IU
ID

: ð11Þ

We intentionally designed β > 4 in Eq. (11) to alleviate the influence of the
PMOS-related delay and allow the domination of the NMOS-related delay. The
variation of β (<±3%) and CF/CC (<±0.5%) over the temperature and supply
voltage variation is negligible; hence, if the VTC discharging current ID (Fig. 15)
and the delay cell discharging current IU (Fig. 14) share the same PVT response, we
can obtain the inner tracking between the VTC and its back-end TDC.

In order to match ID and IU response, we configure the current source ID of the
VTC as illustrated in Fig. 16. Here, ID consists of 1 branch of 10 serial-connected
unit NMOS and 6 configurable branches (with one of these branches used for VTC
offset calibration) of 20 serial unit NMOS. The unit NMOS of the current source IU
(Fig. 14) has the same size as the unit NMOS of the current source ID (Fig. 16),
biased by VDD (in Figs. 14 and 16, VT= VB= VOS= VDD), ID, and IU share the same
PVT characteristic. Moreover, we designed the current source ID to be configurable
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Fig. 16 Current source
configuration of the VTC
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Fig. 17 Simulated (a) VTC TRES,FS, delay cell Td, and (b) flash TDC FS code versus temperature
and power supply variation

by selecting a different number of branches for the process variation induced by the
partial PMOS-related delay in Fig. 14 and the other non-idealities. One branch of
10 series unit NMOS with 3 branches of 20 series unit NMOS are active at the TT
process corner to achieve a VTC FS output of 1024 ps according to Eq. (10). The
above configuration supports a cover range of 100% TRES,FS with a coarse step of
20% TRES,FS. We obtain a fine-tuning step by setting VB in Fig. 16 slightly deviated
from VDD (Δ < 20 mV). Figure 17 displays the simulated VTC output time TRES,FS,
the delay cell Td, and the flash TDC FS code versus temperature and power supply
variations. Three conditions are necessary to show the presented PVT tracking
capability: -50 °C at 0.57 V supply (slowest), 27 °C at 0.60 V supply (normal),
and 90 °C at 0.63 V supply (fastest). The PVT tracking technique tracks an LSB
variation as large as 52.2% and reaches a TDC FS code variation of only 1.6%.
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3.4 Measurement Results

Figure 18 shows the die photograph of the prototype two-step TDC-assisted SAR
ADC, fabricated in a 1P9M 65 nm CMOS process, occupying an active area of
0.053 mm2. The ADC power supply and SAR ADC reference both have a voltage of
0.6 V. We added a large bypass capacitance on chip to stabilize the reference
voltage, with the output data of the ADC decimated by 5 to mitigate the ripple that
couples through the PAD ring. The unit capacitor in the SAR ADC is a custom-
designed encapsulated metal-oxide-metal capacitor, and the adopted high-linear
switching scheme [6] prevents calibration. The ADC uses one-time foreground
calibration to remove the offset of the VTC and align its FS output time to the
back-end TDC through the configurable branches in Fig. 16. Moreover, we apply the
background bit shifting to the TRG offset off chip. Beyond that, the accuracy of the
time-domain quantization relies on its intrinsic matching without calibration.

Figure 19 plots the measured DNL and INL with a conversion rate of 20 MS/s.
The measured DNL and INL errors are within -0.74/+0.72 LSB and -1.03/
+1.31 LSB, respectively, benefiting from the high-linear CDAC in the SAR ADC.
Figure 20 exhibits the measured 66,536-point FFT spectrums with both the LF and
Nyquist input signals at 20 MS/s. The ADC achieves 71.5 dB SNDR and 91.9 dB
spurious-free dynamic range (SFDR) with an input frequency of 0.49 MHz and
71.0 dB SNDR and 89.5 dB SFDR with an input frequency of 9.98 MHz. Figure 21
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Fig. 20 Measured FFT spectrums with (a) LF and (b) Nyquist input signal at 20 MS/s

Fig. 21 Measured SNDR
variation versus temperature
with different power supply
voltages (0.57 V, 0.60 V,
and 0.63 V)

Fs=20.0 MS/s
Fin = 0.49 MHz

Supply = 0.57 V
Supply = 0.60 V
Supply = 0.63 V

presents the measured SNDR and SFDR versus various ADC input frequencies with
a sampling rate of 20 MS/s.

To verify the robustness of the ADC, Fig. 21 shows the measured SNDR
variation across a temperature range of -50 °C–90 °C under different power
supplies of 0.57 V, 0.60 V, and 0.63 V without bias optimization (VT = VDD). In
Fig. 21, benefiting from a PVT inner tracking technique, the maximum SNDR drop
compared to the SNDR at 25 °C with a 0.6 V supply is 0.89 dB. Moreover, part of
the SNDR drop under the high temperature results from the rise of the thermal noise.

The ADC consumed 82 μW at 20 MS/s with a power supply of 0.6 V, where the
VTC consumes 39% for low-noise purposes and the TDC utilizes only 17% due to
the two-step architecture without TA. The other power consumption percentages
include 36% for the voltage-domain SAR ADC and 8% for the bootstrapped clock
generator.

Table 2 summarizes the performance of the presented ADC and compares it with
other state-of-the-art ADCs. This work achieves a Walden FoM of 1.4 fJ/conversion
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Table 2 ADC performance summary and comparison with state of the art

This
[27]
JSSC
2016

[28]
CICC
2017

[30]
JSSC
2015

[31]
VLSI
2016

[32]
JSSC
2016

[33]
JSSC
2017

Architecture SAR-
TDC

SAR-
TDC

SAR-
TDC

Pipe-
SAR

SAR-
VCO

SAR-
Slope

SAR

Technology 65 nm 90 nm 180 nm 65 nm 40 nm 28 nm 40 nm

Resolution [bits] 13 10 13 13 – 12 13

Active area [mm2] 0.053 0.041 0.215 0.054 0.030 0.005 0.068

Power supply [V] 0.6 0.6 1.5/1.0 1.2 1.1 0.9 1.0

|DNL| [LSB] 0.74 0.47 1.20 0.58 – 0.53 1.08

|INL| [LSB] 1.31 0.53 1.70 0.96 – 0.82 3.79

Sample rate or 2 × BW
[MS/s]

20 2 20 50 6 100 6.4

SNDR @ LF [dB] 71.5 55.0 73.1 71.5 71.4 65.7 –

SNDR @ Nyq. [dB] 71.0 54.5 – 70.9 – 64.4 64.1

Total power [μW] 82 4.6 1280 1000 350 350 46

FoMW @ LF [fJ/conv.
step]

1.3 5.0 17.3 6.5 19.2 2.2 –

FoMW @ Nyq.
[fJ/conv.step]

1.4 5.3 – 7.0 – 2.6 5.5

FoMS @ LF [dB] 182.4 168.4 172.0 174.9 170.7 177.2

FoMS @ Nyq. [dB] 181.9 167.9 – 175.5 – 175.9 172.5

PVT robustness Yes No No Yes Yes Yes Yes

step and a Schreier FoM of 181.9 dB with Nyquist input. When compared with the
low-power-supplied TDC-assisted SAR ADC in [27], this work greatly increases the
conversion rate and accuracy. On the other hand, compared to the TDC-assisted
SAR ADC in [28], this ADC pulls off a similar conversion rate and accuracy but
with a low power supply, avoiding complex off-chip calibrations to the SAR CDAC
and TDC delay cells.

4 6b 3.3 GS/s Pipeline ADC

The pipelined architecture adopted for ADCs typically exhibits a 9 ~ 14-bit resolu-
tion and a moderate sampling rate of around 2 GS/s per channel [34, 35]. Each stage
(except the last) of the pipeline accomplishes three major operations: sampling,
quantization, and residue amplification. Previous art [36] demonstrated that we can
avoid this operation sequence by generating the residue with reference-embedded
dynamic preamplifiers. However, with the reference realized by unbalancing the
loading capacitance of the preamplifier’s outputs, its accuracy relies on its tuning
step, limiting the comparator’s regeneration speed and the overall sampling rate of
the 6b ADC to only 550 MHz. Another concern is the linearity of the residue



Low-Power Nyquist ADCs 155

amplifiers. Reference [37] avoids this issue by activating different dynamic
pre-amplifiers for each ADC threshold and calibrating the threshold to the desired
value. This however limits the implementation into a tree structure with additional
hardware and calibration overhead. Conventional closed-loop amplifiers call for
high gain and suffer from stability issues, and they are also power-hungry. Dynamic
amplifiers (DAs) can improve the power efficiency as well as the speed, but the
linearity is relatively poor due to the input-dependent common current, especially
under a large input swing. While calibration [38] requires a high order post-
distortion extraction procedure that is hardware hungry, the time-domain lineariza-
tion technique [39] limits the amplification speed significantly with the common-
mode (CM) detector. This section presents a single-channel 3.3 GS/s six-bit
pipelined ADC which features a post-amplification residue generation (PARG)
scheme, linearized dynamic amplifier, and on-chip calibration to achieve high-
speed, low-power, and a compact prototype.

4.1 Post-amplification Residue Generation

Figure 22a presents the conventional pipelined ADC structure and its timing dia-
gram. It can achieve high-speed reach due to the pipelining operation and the fast
flash sub-quantizer, with extended resolution obtained by cascading multiple
low-resolution stages. Each stage (except the last) generally consists of a sampler,
a sub-quantizer, and a multiplying digital-to-analog converter (MDAC). We can
describe the operation of this conventional pipelined ADC with an open-loop
amplifier as follows. First, we sample the input signal (Vin) during ΦS and quantize
it afterward with the sub-quantizer during ΦQ. Then, the DAC generates the residue

Vin

D[1]

Dout

ΦS

ΦA

STG [N] S Q A

A Q A

Q A

ΦQ

S

S SSTG [N+1]

IDLE

IDLE IDLE

T/H

D[N]

STG1 STG2 STG3 STGN

D[3]

D[1]

Dout

T/HVin

STG [N+1]

ΦS

ΦA

STG [N] S Q&A Q&A

Q&A Q&A Q&A

S

S SD[2]

RA

DAC

ΦS ΦA

ΦA

ΦA

-
+

ADC
D[1]

STG2 STG3 STGN

D[N]D[3]

STG1

(a)

(b)

D[2]

D
A

C

+
-

RA

ΦA

ΦS ΦA

ΦQ

ADC

Fig. 22 (a) Conventional pipelined ADC architecture and timing diagram and (b) pipelined ADC
with the PARG scheme



156 M. Zhang et al.

voltage according to the quantization results, further amplified duringΦA and passed
to the subsequent stages for additional quantization. Under a low-to-moderate
resolution target, the time required for the sampling, quantization, and amplification
is similar, which leaves out an idle time slot. This classical arrangement accom-
plishes serially three major operations, including sampling, quantization, and residue
amplification. The amplification (ΦA) thereby must wait for the completion of the
quantization as well as the DAC feedback (ΦQ), leading to an inefficient time
allocation with idle time in each pipelined stage.

In contrast with the conventional substage operation, Fig. 22b illustrates a PARG
pipeline architecture [8]. While each pipelined stage shares the same hardware as a
conventional pipeline ADC, we rearrange its operation to avoid idle time. First, we
sample the input signal (Vin) during ΦS and quantize it with the sub-quantizer during
ΦA. Simultaneously, the RA also amplifies the sampled input within ΦA and passes
the result to the subsequent stages for residue generation and further quantization.
Instead of amplifying the residue, now the RA amplifies the full sampled input,
generating the residue afterward by adding/subtracting the proper reference voltage
from its output. The residue generation thus happens after the amplification allowing
the comparator and the RA to work in parallel. The parallelized operation accelerates
the overall speed by allowing each stage to accommodate only two basic operations,
sampling and conversion/amplification, effectively eliminating the idle time.

Under the same target resolution, we can unify the required time for sampling
(TSAM), amplification (TAMP), and comparison (Tcomp) when comparing the conven-
tional pipeline and the PARG scheme. The smallest possible clock period of the
conventional pipelined ADC is

TCLK = TSAM þ T setup þ Tpre þ Tcomp þ TAMP þ TDAC ð12Þ

where Tsetup, Tpre, and Tcomp are the setup time of the sampled input/residue voltage,
the pre-discharge time, and the regeneration time of the comparator, respectively.
TDAC is the DAC logic delay. In the conventional setup, each stage (except the last)
must conclude sampling, comparison, and amplification where certain timing over-
heads, such as setup time and predischarge time of the comparator, are inevitable due
to the serial operation in each stage. While with the post-residue amplification
scheme, the shortest clocking period can decrease down to

TCLK = TSAM þ Tsetup þ Tpre þ Tcomp ð13Þ

Noteworthy is the fact that we saved TAMP and can merge TDAC and Tsetup as the
amplification and comparison now happen simultaneously. Here, we assume
Tpre + Tcomp > TAMP, since the regeneration time of the comparator is often more
critical than the amplification time in high-speed scenarios. The PARG can provide a
1.5-fold improvement in conversion speed compared to the conventional pipelined
ADC for a low-to-moderate resolution target, or alternatively, it contributes with an
additional one-third of regeneration time for the comparator, thus improving the
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metastability error rate of the ADC. It is also worth highlighting that the optimum
timing of Fig. 22a requires a clock pulse-width modification, shortening the sam-
pling time from a half period, which is sensitive to PVT variations. While the half-
period setup in the PARG is more robust, the actual saving or speed enhancement is
higher than the discussed value above.

4.2 Linearized Dynamic Amplifier

An open-loop-type MDAC provides a convenient and high-speed way to facilitate
the PARG with the amplified voltage held on the succeeding stage’s capacitor; it
places a higher pressure on the linearity requirement of the residue amplifiers as they
interface with larger signal swings, especially at the initial stages. In this design, we
adopt the dynamic residue amplifier due to its outstanding energy efficiency and
fully dynamic power property. With the speed-limiting CM detection removed and
its gain accuracy ensured by the calibration, a linearization technique is necessary to
reach a reasonable SFDR performance even for a low-to-moderate resolution target.

Figure 23 depicts the schematic of a conventional DA [18] and its transient
waveforms. Its basic working principle is discharging the supply-precharged load
capacitors through an input-controlled current source. The voltage gain AV of the DA
is

AV =
Gm

CL
� Tamp ≈

gm1 þ gm2

2
� 1
CL

� Tamp ð14Þ

where gm, CL, and Tamp are the transconductance of the input transistors, the load
capacitance, and the amplification time, respectively. Regarding the integrating
nature of the discharging process, it is desirable to have the output differential
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Fig. 23 (a) Schematic and (b) signal behavior of the conventional differential dynamic amplifier
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current (ID2 - ID2) linearly related to the input voltage and consistent throughout
time. However, the drain-source current of the MOSFET is second-order dependent
on its overdrive voltage according to the square-law model, and thereby it fails to
linearly follow the input, originating nonlinearity in the amplification. We can obtain
the nonlinearity induced by the differential input pair by exploring the relationship
between the differential drain current of an input pair and its differential input
voltage based on the square-law equation [40]:

ID1 - ID2 =
1
2
k VIþ -VI -ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4ICM
k

- V Iþ -V I-ð Þ2
r

ð15Þ

where ID1 and ID2 are the drain currents generated by M1 and M2 in the amplification
phase for the inputs VI+ and VI-, respectively. ICM represents the common-mode
current and k= μCox

W
L the geometry and process parameters of the MOSFETs. The

suppression of the nonlinearity originated by the ICM term is possible through a
careful sizing of M3, which reduces the channel length modulation effect. Conse-
quently, the gate-source voltage of M3 mainly controls ICM and is relatively constant
within the amplification. On the other hand, the input pair originates a second-order
input-dependent term (VI+ - VI-)

2 inside the square root part in Eq. (15), imposing
that the differential output current fails to follow the input linearly. This leads to a
compressing type of nonlinearity as the square root term decreases when the input
difference grew. Such a type of nonlinearity is the major bottleneck and becomes
severe with the large input swing in the first initial pipelined stages.

As described in Eq. (15), there is a relationship between the input pair-induced
nonlinearity and the second-order dependency of the MOSFET drain current on the
input ((VI+- VI-)

2 term). The presented idea alleviates its impact by forcing the term

Fig. 24 Dynamic amplifier
with the proposed
linearization technique
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under the square root part in Eq. (4.15), 4ICM
k - V Iþ -V I-ð Þ2 , approach to a

constant value. Figure 24 displays the DA with an auxiliary path for linearization.
On top of the conventional DA structure, we add an auxiliary pseudo-differential
input pair M4-M5 with clock-controlled through M6-M7. They share the same
main clock signal ΦAmp with the DA and provide compensation currents ID1Aux and
ID2Aux. The sum of the compensation current is

Isum,Aux = ID1Aux þ ID2Aux = cþ 1
2
k1 V2

Iþ þ V2
I-

� � ð16Þ

where k1 = μCox
W
L is the geometry and process parameters of M4/M5 and the

variable c is

c= 2k1 V2
th-Aux - 2V th-AuxVCM

� � ð17Þ

where Vth - Aux is the threshold voltage of the auxiliary pair. As Isum, Aux in Eq. (16)
is in parallel with ICM, the second-order input-dependent term V2

Iþ þ V2
I-

�
in

Eq. (16) compensates for the nonlinearity from (VI+ - VI-)
2 in Eq. (15). After

including the compensation, Eq. (15) becomes

ID1 - ID2 =
1
2
k V Iþ -V I-ð Þ

ffiffiffi
β

p
ð18Þ

where

β=
4ICM
k

þ 4k1
k

VCM -V th,AUXð Þ2 þ k1
k

- 1

� �
V Iþ -V I-ð Þ2 ð19Þ

From Eq. (19), the perfect compensation happens when k1/k = 1 in which the
differential current in Eq. (15) results as

ID1 - ID2 =
1
2
k V Iþ -V I-ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4ICM
k

þ 4 VCM -V th,AUXð 2

r
ð20Þ

Comparing Eq. (15) with Eq. (20), there is the cancelation of second-order terms,
V2
Iþ and V2

I- , with the introduction of auxiliary paths, while β in Eq. (19) depends
only on constant values: VCM, Vth - Aux, μ, Cox, and transistor geometries, as well as
ICM.

The basis of the DAs is the differential pair configured as a common source, thus
the source-degeneration technique is also effective for its transconductance (gm)
linearization. By adding a degeneration resistor RD, we induce negative feedback,
which suppresses the gain variation of the DA. With the major portion of gm
nonlinearity suppressed by the previously discussed auxiliary path, the degeneration
mainly alleviates the input dependency of ICM for better overall linearity. The
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nonlinearity from ICM is also significant since the drain-source voltage of M3 (Vx) is
also dependent on the input, which eventually affects β in Eq. (19) even when k1/
k = 1. However, the degeneration also turns the effective Gm of the input pair into

gm
1þgmRD

, thus reducing the overall gain of the DA. The proposed linearization

technique partially compensates such loss as its gain is superior to the conventional
design. Simulation results show that degeneration resistors provide an extra 6 dB
linearity improvement on top of the proposed linearization technique under typical

(a)

(b)

Fig. 25 Dynamic amplifier with proposed linearization technique: (a) THD improvement versus
k1/k with auxiliary pair only and (b) THD improvement versus k1/k with degeneration
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conditions; the overall THD improvement with both linearization techniques is no
less than 16 dB across different corners and temperatures.

Figure 25a shows that the auxiliary pair contributes with close to 10 dB of
linearity improvement with k1/k = 1. However, due to the PVT variations, the
best compensation moves away from k1/k = 1. While the overall improvement
stays above 16 dB for k1/k within 0.25–1.25 (Fig. 25b), a proper choice of k1/k and
the degeneration resistance allows the proposed DA to tolerate a certain range of
temperature variation. Here, we choose k1/k = 0.7 to ensure a sufficient THD
performance over PVT.

4.3 On-Chip Calibration

Similar to the conventional architecture, the proposed pipelined ADC is sensitive to
interstage offset and gain error impairments. In addition, due to the stringent linearity
requirement, the gain mismatch between the signal paths of the DA is also critical.
Originated from mismatch and process variations, the offset of the comparators and
dynamic amplifiers as well as the interstage gain error from the residue amplifier
significantly limit the overall performance of the ADC. With redundancy among
stages often introduced in the conventional approach to mimic the offset error, it
however complicates the quantizer design as it requires multiple reference voltages
and comparators in each stage. Besides, it cannot correct the nonlinearity caused by
the gain mismatch between the signal paths of the DA. Instead, in this design, we
suppress both offset and gain impairments through a hardware-sharable and low-cost
foreground calibration. The calibrations run sequentially, starting with the
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comparator offset, the amplifier signal path-gain mismatch,then followed by the
amplifier gain. Figure 26 depicts their block diagram.

The offset calibration of the comparators starts from the first stage and each stage
accomplishes it in sequence. During the calibration, the ADC works as normal, but
the bottom plate of the DAC keeps resetting and disconnecting from the comparator
control. We short together the differential inputs of each stage after amplification,
which generates the corresponding common-mode voltage for the offset calibration.
The decision passes through an eight-time majority voting logic and controls the
counter.

We calibrate together the offset and the signal path-gain mismatch of the
DA. Since both signal paths experience the same nonlinearity, their gain therefore
undergoes the same characteristic and does not worsen the linearity performance.
Nevertheless, due to the mismatch between the signal paths, their transfer charac-
teristics can shift and scale, worsening the differential gain nonlinearity. The adjust-
ment of the ID0 can compensate the offset. However, such compensation only aligns
the center point of the deviated gain curves rather than the overall gain characteristic.
Instead of trimming ID0 with an extra pair, we manage to trim the loading capacitors
(CL) of the differential outputs which compensate both the offset and the differential
gain error simultaneously.

The calibration of the interstage gain error happens from the last to the first stages.
To detect the gain error of stage N (with nulled offsets in the comparator and
amplifier), the DAC of stage N through Cu

2 generates a half-LSB voltage while others
keep the reset. Then, it suffers an amplification and quantization by the current
and/or subsequent stages. The quantization result D[N:5] is ideally 2(6-N) -1, which
is the full scale of stage N to the fifth stage. The calibration starts with a minimum
gain configuration and increases the gain until D[N:5] approaches its ideal value.

4.4 Overall ADC Implementation

Figure 27 draws the overall ADC architecture that consists of six 1 b stages which
aggregate a six-bit resolution. We do not insert any redundancy among stages to
obtain the best efficiency and avoid the need of multiple reference voltages, while
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calibrating the gain and offset error in the foreground. The adoption of the PARG
scheme allows the quantization and amplification to run in parallel for high speed.
The interstage gain is close to 1.5×, keeping a balance between the first few stages’
linearity and later stages’ noise/accuracy requirement. The stringent linearity
requirement, which is a drawback of the PARG scheme, imposes a low 1.5× gain.
However, with the 6b target in this design, such a small gain does not lead to a large
trade-off between noise and power, and therefore, the PARG scheme is quite
appropriate for high-speed and low-resolution designs. Only the DAs in the first
two stages utilize the proposed linearization technique, and the remaining stages
maintain the conventional DA to ensure a proper common-mode range through the
pipe. The auxiliary path in the proposed DA brings a faster dropping VCM when
compared with a conventional architecture, which degrades its maximum achievable
amplification time and noise performance. However, this design is not noise limited,
and the bottleneck is linearity. Such noise performance degradation has no impact on
the overall ADC energy efficiency. The sampling capacitances of the first, second,
and third stages are 35 fF, 15 fF, and 15 fF, respectively, and 10 fF for the remaining
stages. Such small capacitance ensures a high-speed and low-power operation.
Furthermore, we adopt split monotonic switching to generate the residue in each
stage, which avoids an additional CM voltage. We aligned the outputs of each stage
with the D-flip-flop.

4.5 Measurement Results

Figure 28 presents the ADC, fabricated in 28 nm CMOS, with ~40 fF input
capacitance (excluding ESD), occupying an active area of 0.0166 mm2

(132 μm × 126 μm), including the on-chip calibration circuits. The input swing of

Fig. 28 Die photo
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(a)

(b)

Fig. 29 Measured ADC (a) spectrum at near Nyquist input and (b) DNL/INL before and after
calibration

the prototype is 400 mVpp-diff to adopt the PARG scheme. During measurements, the
circuit performs on-chip calibration in the foreground with the calibration counter
values frozen throughout all conditions. Figure 29a illustrates the measured output
spectrum (decimated by 225) at 3.3 GS/s for an input near Nyquist (1.649 GHz),
with and without calibration. Before the calibration, the second and third harmonics
dominate the SFDR and greatly limit the achievable SNDR. The mismatches
between differential circuits cause mainly the second harmonic, while the offset
and gain error result in the third harmonic. After the conclusion of the calibration,
these harmonics decline and the SFDR improves by 5 dB. Moreover, as depicted in
Fig. 29b, the measured DNL and INL before calibration are +1.48/-1 LSB and
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Table 3 ADC performance summary and comparison with state of the art

[39]
Verbruggen
JSSC’10

[36]
Chen
VLSI’13

[37]
Shu
VLSI’12

[38]
Oh
JSSC’19

Architecture Fully dynamic
pipeline

Fully dynamic
pipeline

Flash Flash Flash

Technology 28 nm 40 nm 32 nm
SOI

40 nm 65 nm

Supply (V) 0.9 1.1 0.85 1.1 0.85

Power (mW) 5.5 2.6 8.5 11 7.5

ERBW (GHz) >6 2 2.43 1.5 3.1

Resolution (bit) 6 6 6 6 6

fs (GS/s) 3.3 2.2 5 3 2.5

SFDR@Nyq.
(dB)

45.45 41.5 37.48 38 45.07

SNDR@NYQ.
(dB)

34.16 31.1 30.9 33.1 33.8

FoM@Nyq
(fJ/conv.-step)

40.02 40.3 59.4 99.3 74.7

Active area
(mm2)

0.0166 0.03 0.02 0.021 0.12

Calibration On-chip Off-chip Off-chip Off-chip On-chip

+1.08/-1.68 LSB and after calibration are +1.08/-0.85 LSB and +1.11/-
1.044 LSB, respectively.

Figure 30a plots the measured SFDR/SNDR across input frequencies from DC to
6 GHz. The circuit maintains the SNDR and the SFDR at ~33 dB and 45 dB due to
the small input capacitance and the bootstrapped sampling front-end. Figure 30b
exhibits the SNDR and SFDR as well as the power consumption versus sampling
frequencies from 1 GS/s to 4 GS/s with a fixed input at ~1.6 GHz. The performance
has a significant drop beyond 3.4 GS/s that results from the insufficient conversion
time. At sampling rates below 300 MS/s, the performance degrades due to leakage
on the residue holding capacitors. We sized their switches for the lowest Ron due to
the high-speed target. Besides, it clearly shows that the power consumption scales
linearity versus sampling frequency with a slope of 1.5 μW/MHz, which confirms
the fully dynamic characteristic of this prototype. With a fixed calibration set
obtained at a 0.9 V supply and no recalibration, the SNDR degrades less than
3 dB for a ±5% supply change (Fig. 30c). Moreover, three randomly selected
samples demonstrate a similar performance which further proves the effectiveness
of the calibrations (Fig. 30d). Table 3 summarizes the major ADC specifications and
compares them with state-of-the-art designs. The proposed prototype achieved a
competitive energy efficiency and SNDR in a compact area even including on-chip
calibration circuitry.
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5 8b 10 GS/s Time-Domain ADC

Recently, direct time-domain ADCs [41, 42] that consist of a VTC and a TDC
exhibited promising speed advantages through a time quantization step reduction.
Such structures are also friendly to time-interleaved architectures, not only for their
small interleaving factor but also the small sub-channel input capacitance. The above
features make time-interleaved time-domain ADCs easy to acquire a high-input
bandwidth, while manifesting an attractive area efficiency.

The time-domain ADCs show advantages in a high-speed scenario, but they
usually present a limited resolution of six bits when running over GS/s [41, 42]
due to the mismatches between the time quantization steps. Higher resolution
requires more time quantization steps, and it needs finer time steps with sub-gate
delay for a certain conversion speed. Both the Vernier [9] and pulse shrinking [42]
TDCs can achieve a sub-gate time resolution; however, a calibration for their highly
nonlinear quantization steps is essential for the sub-2-ps condition, which often
requires a known input condition with a large lookup table, thus inducing additional
design complexity. Such time step variations over the PVT also impose a gain
calibration when applied to multi-stage architectures.

This work reduces the interleaving factor of an eight-bit 10 GS/s ADC to four
through a time-domain sub-channel ADC running at 2.5 GS/s. A 16× time
interpolation-based TDC resolves in two steps while allowing both the interstage
gain and the quantization step to avoid calibration over PVT variations.

5.1 Time-Interleaved Architecture Considerations

Prior arts [43, 44] demonstrate that an eight-bit ADC running at 10 GS/s requires
8–16 time-interleaved SAR ADC channels in FinFET and SOI technologies while
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Fig. 31 (a) Time-interleaved SAR ADC with hierarchical sampling and (b) time-interleaved time-
domain ADC
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even >16 channels in a conventional planar CMOS process [45]. Without a hierar-
chical interleaving front-end, time-interleaved SAR ADCs allow a limited band-
width due to their large input capacitance. The hierarchical sampler [46, 47] provides
a solution to strengthen the ADC bandwidth (Fig. 31a), with the 16 channels divided
into four groups, and each group is driven by a dedicated voltage buffer. The added
buffers isolate the sampling capacitors CS and the capacitor arrays CS,SAR of the
sub-SAR ADCs, thus improving the bandwidth but with additional noise and power
penalty.

Utilizing the high-speed feature of the TDCs, a single TDC can achieve a
conversion rate as high as fourfold that of SAR ADCs, thereby reducing the number
of interleaving channels from 16 to only 4 (Fig. 31b). Besides, the VTC not only
provides a voltage-to-time conversion but also acts as a sub-channel wideband buffer
to isolate the sampling network and the quantizer, ensuring that the time-domain
quantization has no impact on the sampling function. The VTCs also consume
dynamic power and their inverter-based output stages only need to drive several
time comparators in the TDCs with small loading, while the static voltage buffers in
Fig. 31a face a heavy load from the capacitor array of the SAR ADCs and routings.
Such difference guarantees the high-energy efficiency of the VTC-based
sub-channel buffer at a high-speed scenario, while still maintaining the high band-
width feature of the hierarchical sampling architecture.

5.2 Sub- time-Domain ADC Architecture

Even though the time-interleaved time-domain ADC has a number of benefits,
designing an energy-efficient eight-bit 2.5 GS/s sub-channel ADC in the time
domain is not a trivial task due to its complex conversion mechanism. While we
can find in the literature that the discharging-based VTC is sufficient to meet the
requirement, the TDC often is the bottleneck in terms of conversion speed and
linearity. For an N-bit differential time-domain ADC with a 50% duty cycle clock,
its maximum achievable conversion speed is

f S,MAX <
1
2N

� 1
TLSB

ð21Þ

where TLSB is the least significant bit (LSB) time resolution. From Eq. (21), an eight-
bit 2.5 GS/s TDC calls for a TLSB of 1.5 ps, which is a challenging number
considering a >10 ps minimum gate delay in 65 nm CMOS.

Two-stage TDCs [48] demonstrated an energy-efficient sub-gate time resolution
with a reduced number of delay cells and time comparators; however, they require a
time amplifier. The extra latency of the time amplifier compresses the TDC conver-
sion period, thus preventing its application in a high-speed scenario. The
PVT-sensitive gain of the time amplifier also necessitates extra calibration effort,
bringing complexity. A two-stage TDC architecture by cascading a flash TDC and a
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Vernier TDC, introduced in [9], omitted the time amplifier but suffered from heavy
nonlinear time steps with sub-2-ps TLSB.

In this work, we present a time interpolation-based two-stage TDC with an
uncalibrated TLSB of 1.375 ps to solve the abovementioned challenges. Figure 32a
shows the block diagram of the eight-bit 2.5 GS/s time-domain ADC, which consists
of a sample and hold block, a VTC-based sub-channel buffer, and an eight-bit
two-stage TDC. The eight-bit two-stage TDC comprises a four-bit differential
flash TDC with one-bit folding as the coarse stage and a five-bit single-ended 16×
interpolation-based TDC with one-bit redundancy as the fine stage. A time residue
transfer logic connects two stages and converts the differential time residue to a
single-ended time difference between RF and RS (RF and RS are the fast and the slow
time residues, respectively) based on the quantization results in the coarse stage. We
define the interstage gain between two stages by the 16× interpolation factor in the
fine stage, inherently without using a time amplifier, thus enabling a fast conversion
rate. The 16× interstage gain shows PVT robustness, as the unit delay cells (22 ps) in
both stages share the same topology. The interpolation operation also allows time
quantization steps without calibration. The thermometer-to-binary (T2B) encoders in
Fig. 32a adopt a multiplexer-based architecture [49], while the five-bit T2B encoder
for the fine stage has a segmented topology based on three-bit T2B encoders to
shorten the layout routing for its input data.

The sample and hold block in Fig. 32a adopts bootstrapped switches with cross-
coupled compensation for high linearity. The single-ended sampling capacitance is
only 45 fF to support a high input frequency, and the sampling time is 100 ps under
2.5 GS/s per channel (Fig. 32b). After sampling, the fully dynamic VTC [9] converts
the sampled voltage into a time difference (SP < 0> and SN < 0>, also the inputs of
the time residue transfer) through a pair of current sources and crossing detectors.
Then, we quantized the generated time difference with the presented eight-bit
two-stage TDC in the time domain.
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5.3 16× Time Interpolation-Based TDC

The phase interpolation technique [50] is useful for a finer sub-gate time step.
However, the strict requirement for the phase interpolator output slew rate to reduce
the phase interpolation error brings high power consumption. Moreover, when
cascading the 2× phase interpolator to achieve a large interpolation factor, the
mixed use of interpolations from both the rising and falling edges in [50] renders
extra interpolation errors and then limits the maximum achievable interpolation
factor, especially for the sub-2-ps output time intervals.

Figure 33a presents the 16× time interpolator in this work with a four-layer
architecture and balanced input and output loading, while we share the phase
interpolators at the edges with the adjacent 16× time interpolators. All the phase
interpolators in Fig. 33a share the same unit cell topology presented in Fig. 33b,
which guarantees a good matching performance. The 2× phase interpolator in
Fig. 33b consists of two parallel inverters (inputs are PI1 and PI2, respectively)
with the same dimension for interpolation purposes and a followed driver for
inversion. Consequently, all the interpolations in Fig. 33a proceed at the rising
edges, which provides better consistency, thus allowing a larger number of cascaded
layers. The 16× time interpolation divides a 22 ps time interval (between Ri and
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Ri + 1, and a 10% to 90% rising time of ~20 ps) into 16 output time intervals with a
resolution of 1.375 ps and an output rising time (10–90%) of ~10 ps (Fig. 33c). The
circuit accomplished a 16× gain from the input to the output through the interpola-
tion factor inherently, which is also the origin of the interstage gain between the
coarse and fine stages in Fig. 32. The delay of the four cascaded phase interpolators
causes latency (Fig. 33c).

The vertical cascading in Fig. 33a provides more time intervals with finer time
resolution, while a horizontal cascading generates more time intervals and keeps the
current time resolution (Fig. 34). The five-bit TDC in Fig. 34 cascades two 16× time
interpolators with 32 output time intervals for the five-bit quantization, with a
quantization range defined by the 22 ps delay cells. We added dummy delay cells
and interpolators both before and after the quantization cells to shield the terminal
effect and inserted only partial dummy interpolators for energy saving. We also
inserted an extra delay to the RS signal path in Fig. 34 for a latency matching purpose
in Fig. 33c and time range shifting with its accuracy quite relaxed due to the one-bit
redundancy in the five-bit interpolation TDC.

When compared with the “minus” operation to obtain a sub-gate time resolution
in the Vernier TDC [9], the “division” operation of the interpolation TDC shows
better accuracy and robustness under the fabrication impairment. For example, using
a 23.375 ps slow delay and a 22 ps fast delay for a 1.375 ps time resolution in a
Vernier TDC, 2% variations (σ) applied to both the slow and fast delays generate a
46.7% variation (σ) to the 1.375 ps time step. On the other hand, a 2% variation (σ) to
the 22 ps delay cells in Fig. 34 divides into 16 parts by adding extra errors from the
interpolators (totally <15% in this work). Figure 35 illustrates behavioral simula-
tions of the SNDR of an eight-bit two-stage TDC with either a five-bit Vernier TDC
or the presented 16× interpolation-based TDC as the fine stage versus their unit delay
variations. The x-axis in Fig. 35 represents the variations (σ) of the slow and fast
time steps in the Vernier TDC, while in the interpolation TDC, it refers to the
variation (σ) of the output time steps of the 16× time interpolators. For the interpo-
lation TDC, we investigated two behavioral models: the first has a unified time step
variation to reflect the impact of the random mismatch between the unit phase
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Fig. 35 Behavioral
comparison of Vernier and
interpolation TDCs when
applied as a fine stage in an
eight-bit two-stage TDC

Coarse-Stage Flash TDC (4bits) 
Unit Delay (TD,Coarse=22ps) Variation (σ) = 1%

16× Interpolation TDC
(5bits) TD,Fine=(22ps)/16

Vernier TDC (5bits)
TD,Fine=23.375ps ̶ 22ps

Unified Variation

Input-Related Variation

interpolators; the second has time step variations that are proportional to the input
time intervals of different layers to explore the impact of interpolation errors from
the cascaded architecture. The modeled eight-bit TDC has a four-bit flash TDC as
the coarse stage with a 1% one-sigma quantization step variation (which meets the
transistor simulation results). From Fig. 35, the presented 16× interpolation-based
TDC relaxes the requirement of fine-stage delay units significantly when compared
with the Vernier TDC. With a 50% one-sigma fine-stage variation (to 1.375 ps) and a
1% one-sigma coarse-stage variation (to 22 ps), the presented eight-bit two-stage
TDC achieved around 43 dB and 40 dB mean SNDRs with the unified and input-
related variation models, respectively, in the 100-run Monte Carlo simulation.
Therefore, the 16× time interpolation technique saves this design not only from
the interstage calibration but also from the complex time quantization step
calibration.

5.4 Low Metastability Time Residue Logic

The metastability property of the two-stage time-domain ADC shares the same error
mechanisms as the pipelined ADCs [51]. The coarse stage dominates the metasta-
bility error performance with a larger magnitude, while a well-designed fine stage
produces an error only in 1 LSB due to the flash conversion feature.

Figure 36 presents a time residue transfer scheme with an extended timing logic,
in order to increase the maximum available time for the coarse-stage time compar-
ators. The residue transfer unit consists of a pair of time residue folding and
subtraction logics for the differential time residue generation and a pair of dynamic
OR gates for converting the above differential time residue to single-ended to fit the
following single-ended interpolation-based TDC in the fine stage. During this
process, we shifted the selector output by one coarse-stage time quantization step
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TD,Coarse and embed extra delay units TD,Meta (~65 ps) in the time subtraction signal
path (Fig. 36b). By adopting these timing-extended units, the maximum available
time for the coarse-stage time comparators increases from less than 22 ps to over
100 ps, thereby lowering the metastability error rate from the coarse stage. More-
over, we also introduce pipelined timing at 2.5 GS/s to allocate a longer decision
period for the coarse and fine stages.
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5.5 Measurement Results

Figure 37 shows the chip die micrograph of the prototype eight-bit 10 GS/s time-
domain ADC, fabricated in a 1P9M 65 nm CMOS process, occupying an active area
of 0.095 mm2. We bonded the chip die on a printed circuit board with <0.5 mm
critical bonding wires. We adopted a high-speed ADC measurement strategy with
input amplitude and phase monitor, applying one-time foreground calibration to
remove the offset of VTCs for better dynamic range performance. We removed in
the background together with the residue transfer offset the gain, the remaining
offset, and the time skew between different channels, while enabling the calibration
occasionally to track the slow drift of the ambient temperature and supply voltage.
We do not apply any calibration related to the time quantization steps and interstage
gain, benefiting from the 16× interpolation-based two-stage architecture.
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Figure 38 displays the measured DNL and INL performance of the aggregate
channel; the eight-bit ADC shows DNL and INL errors within-0.69/+0.58 LSB and
-1.02/+1.25 LSB, respectively. Figure 39 presents 8192-point output spectra of the
ADC with both Nyquist and over Nyquist input frequencies. The 10 GS/s ADC
exhibits 40.1 dB SNDR and 52.8 dB spurious-free dynamic range (SFDR) with a
Nyquist input, while keeping 37.6 dB SNDR and 46.7 dB SFDR with an 18.1 GHz
input, benefiting from the time-domain time-interleaved front-end architecture.
Figure 40 plots the measured SNDR and SFDR of the ADCs with various input
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frequencies sampling at 10 GS/s; the SNDR drop at 18.1 GHz input is less than 3 dB
when compared with the 40.5 dB SNDR at 0.13 GHz input.

Figure 41 illustrates the measured PVT robustness; two verified chips both show
<0.5 dB and <0.6 dB SNDR variation across -55 °C–125 °C and ±5% power
supply variations, respectively, when set to a common output swing. The better
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Table 4 Performance summary and comparison with state-of-the-art time-interleaved ADCS

This work
[41] [53][43][44][47][52][42]

JSSC 16 CICC 19 ISSCC 14 JSSC 14 VLSI 13 JSSC 17 JSSC 14

ADC architecture TI time domain TI SAR TI flash

Technology
65nm 

CMOS

65nm 

CMOS

65nm 

CMOS

28nm

SOI

65nm

CMOS

32nm

SOI

16nm 

FinFET

32nm

SOI

Resolution [bits] 8 6 6 6 6 8 8

Sampling speed [GS/s] 10 10 10 10 12.8 8.8 28 20

Number of channels 4× 4× 2× 8× 32× 8× 32× 8×

Supply voltage [V] 1.0 1.3 1.0 1.0 1.2/1.1 1.0 0.9 0.9

Power [mW] 50.8 98.0 29.7 32.0 162.0 35.0 280.0 69.5

Active area (mm 2) 0.095 0.073 0.015 0.009 0.232 0.025 N/A 0.250

SNDR @ Nyq. [dB] 40.1 27.2 32.5 33.8 29.5** 37.0 31.5 30.7

SFDR @ Nyq. [dB] 52.8 42.1 40.7 41.1 32.4** 48.8 39.1 38.1

SNDR @ >Nyq. [dB]
37.6 

@18.1GHz

24.6*

@7.0GHz

26.0*

@8.0GHz

29.7

@19.8GHz

26.4

@25.0GHz
N/A N/A N/A

SFDR @ >Nyq. [dB]
46.7

@18.1GHz

32.3*

@7.0GHz

28.5*

@8.0GHz

46.1

@19.8GHz

29.6

@25.0GHz
N/A N/A N/A

FOMWalden [fJ/conv.-step] 61.5 523.7 86.2 80.4 519.0** 68.9 325.7 124.1

FOMSechreier [dB] 150.0 134.3 144.8 145.7 135.5** 148.0 138.5 142.3

*Estimated from the input frequency sweep results.
**Performance with 3.12-GHz input.

performance at a higher temperature and lower power supply is due to larger time
quantization steps at these conditions.

Figure 42 shows the measured metastability error rate of one-channel time-
domain ADC. The measured curve matches well with a behavioral modeled erfc
curve with 42 dB SNDR considering terminal and quantization noise and DNL
errors. The measured curve shows an error rate corner <10-8, benefiting from the
metastability-reduced residue transfer logic.

Table 4 summarizes the performance of the presented time-domain ADC with a
comparison to other state-of-the-art time-interleaved ADCs. The presented ADC
increases the resolution of the time-domain ADC to eight bits while with a <1.5 ps
uncalibrated quantization steps. When compared with the time-interleaved SAR
ADCs, this design uses less channel number for a target speed and saves consider-
able power than the designs with a hierarchical sampler. This time-domain ADC
attains comparable sub-channel conversion speed with flash ADC but higher reso-
lution and smaller input capacitance.
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and Rui P. Martins

1 Introduction

Driven by the rapid development of IoE, the performance of wireless communica-
tion SoCs demand high power efficiency while simultaneously allowing a wideband
and high-resolution input/output signal for massive information throughput. In the
receiver end, the performance bottleneck always lies in the analog-to-digital process,
where the analog-to-digital converters (ADCs) need to have high dynamic range and
exhibit low noise and with high-energy efficiency. Nevertheless, such a mixed-
signal building block does not enjoy all the benefits inherited from the technology
scaling, and it will become challenging a design to meet all the above aspects.
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Modern Wi-Fi and mobile communication standards call for an ADC with a few
tens to hundred megahertz of bandwidth and with a dynamic range close to 80 dB.
The continuous-time (CT) delta-sigma converter inherently embeds anti-aliasing and
is the block to drive the system earlier due to its high impedance input interface. A
discrete-time delta-sigma modulator (DSM) conventionally shows no obvious
advantage, but when deeply hybridized with a successive approximation register
(SAR) ADC, usually designated as noise-shaping (NS) SAR, the energy efficiency
surpasses the CT-DSMs at a relatively low bandwidth design target. The work
described in [1] introduced a multi-loop to reduce the performance gap between
CT and discrete-time (DT) DSMs, increasing the noise-shaping order for higher
SQNR (signal-to-quantization-noise ratio) at a low oversampling ratio (OSR). A
Sturdy multistage NS delta-sigma (MASH) also designated as SMASH and an
additional error feedback (EF) loop can relax the critical matching DAC. Preliminary
sample and quantization techniques in [2] provide extra quantization during an idle
time in the excess loop delay (ELD) compensation period, pushing the single-loop
CT DSM toward low power at wide bandwidth. On the other hand, we can also
extend a NS SAR ADC into a multistage configuration as in [3] and [4]. Besides,
with partial interleaving techniques, a tens of megahertz bandwidth is possible.
Furthermore, [3] also utilizes the residue amplifier in the pipeline architecture for
EF-type NS. The N-0 multistage NS sigma-delta MASH structure in [4] further
simplifies the critical gain accuracy in the NS pipeline SAR architecture.

The organization of this chapter is as follows: Section 2 introduces a SMASH CT
DSM. Section 3 details the preliminary sample and quantization technique with the
CT DSM. Then, Sects. 4 and 5 introduce two different NS pipeline SAR ADCs.

2 Sturdy Multistage Noise-Shaping (MASH)
Continuous-Time (CT)-Delta-Sigma Modulator (DSM)

A large signal bandwidth required by wireless telecommunication applications
restrains the OSR used for the DSMs. To obtain the desired resolution while keeping
a better power efficiency, we need to explore the following two dimensions together
in the design of the DSM.

On one hand, the DSM should aim to secure an aggressive NS. However, a higher
NS order suffers from instability in a single-loop topology. Alternatively, we can use
the multistage noise-shaping (MASH) [1] architecture to overcome the instability
issue. Nevertheless, the noise leakage inherently exists in MASH DSMs resulting
from the mismatch between analog and digital filters. A DT solution is more robust
for the MASH over its CT counterpart whereas the speed remains the bottleneck.
Besides, it is necessary to improve the opamp efficiency in a DT MASH. Due to the
inherent switching activity, we can apply an opamp sharing technique to reduce the
number of required opamps in a DT DSM [5], reducing the power and area
consumptions. However, we can further improve the opamp sharing efficiency in a
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DT MASH [6]. The CT solution allows a larger signal bandwidth and a better power
efficiency whereas the noise leakage is detrimental in a CT MASH. The CT sturdy
MASH (SMASH) [7] poses a high potential to replace the CT MASH as it exhibits a
relaxed matching requirement to reduce the noise leakage.

On the other hand, we can employ a multibit quantizer to improve the resolution
further and mitigate the requirements of the loop filter. Yet, the multibit feedback
DAC is nonlinear owing to the element mismatch, dictating a DAC linearization
technique. We can perform the DAC linearization by using either a dynamic element
matching (DEM) technique or calibrations. DT architectures favorably use the DEM
when the sampling frequency is relatively low. But, with a multi-GHz sampling
frequency in CT solutions, the DEM is neither feasible enough nor power friendly.
Instead, it is common to find DAC calibrations in wideband CT DSMs to address the
DAC nonlinearity issue. Nevertheless, the on-chip DAC calibration [8] requires
additional power and area consumptions. Moreover, the off-chip DAC calibration
[9] is not able to track the current source mismatch error over temperature variations,
which is not desirable in a high-performance CT DSM.

2.1 Related Prior Arts

To implement a large signal bandwidth required by the mainstream LTE-A cellular
standard, the CT DSM is undoubtedly preferable. Besides, with low supply voltage
required in an advanced process, a SAR ADC as a quantizer poses a potential
attractive alternative to a traditional flash ADC. However, a SAR ADC usually
demands multiple clock cycles for quantization, thus imposing a larger timing
headroom when compared with a flash architecture. Therefore, most of the reported
SDMs employing a SAR as the quantizer only attained a small signal bandwidth
[10, 11].

The MASH DSM circumvents the stability problem associated with high-order
noise shaping, but the CT MASH suffers from the mismatch between the analog and
the digital filter. By feeding the second stage into the first loop, the SMASH provides
a solution to this leakage issue. Still, the quantization error extraction and cancella-
tion are still challenging due to the delay and phase shift in a CT SMASH. The work
[7] presents a CT SMASH for the first time, addressing the quantization error
extraction and cancellation. Figure 1 presents the block diagram of a CT SMASH.
As foreseen, there is one propagation delay introduced by the first quantizer. Then,
with a CT input and a delayed DT output, the correct extraction of the quantization
noise Eq1 from the first quantizer would be somewhat problematic. Straightfor-
wardly, in Fig. 1, it is necessary to generate the same delay for the CT input of the
first quantizer in order to extract correctly Eq1. Theoretically, we can employ a
sample and hold circuit to obtain such a delay. However, with a multi-GHz sampling
frequency, the sample and hold topology is not power friendly at all. Instead, the
proposed CT SMASH with a passive RC low-pass filter (LPF) to generate such a
delay is feasible owing to the oversampling property. Moreover, to eliminate
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Fig. 1 A CT 3–1 SMASH
DSM using feedforward in
the second loop [7]
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effectively the quantization noise Eq1, we can properly select a first-order FF
topology for the second loop to implement a unity-gain STF (standard transmission
format) within the band of interest.

Nonetheless, the delay generated by the passive LPF is very sensitive to temper-
ature and process variations. Any delay mismatch results in leakage of the signal and
therefore may overload the second loop. Besides, the LPF attenuates the high-
frequency components, thus introducing a second peaking in the STF, not at all
desirable.

2.2 Proposed CT Sturdy MASH with DAC Nonlinearity
Tolerance

To reach 50 MHz signal bandwidth for LTE-A applications, it is almost impossible
to continue using a DT MASH architecture. Instead, a CT solution allows
implementing such a large signal bandwidth. A CT sturdy MASH poses higher
potential over a CT MASH owing to its relaxed matching requirements [7]. Never-
theless, as mentioned before, the quantization error cancellation and its extraction are
still challenging in the CT domain. Besides, DAC nonlinearity becomes problematic
with multi-GHz sampling frequency since DEM is less effective at low OSR, while
DAC calibrations require large power and area consumptions. Thereby, we will
present a more robust CT SMASHDSM in terms of quantization error extraction and
its cancellation. Moreover, it would employ multibit quantization to gain good
stability, relaxed dynamic requirements of the loop filter, large maximum stable
amplitude (MSA), and out-of-band gain (OBG) while achieving high linearity but
avoiding any linearization technique in all multibit DACs to reduce power and area
costs.

To pull off the above design goals, we introduce a dual-stage noise-coupling-
assisted CT SMASH DSM using 1.5bit/4bit quantizers in both stages [12, 13]. By
effectively eliminating 1.5bit quantization noise from the first stage, the SMASH
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Fig. 2 Practical
implementation of a CT
dual-stage SMASH DSM
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DSM enjoys all benefits provided by multibit operation of a DSM. The noise
cancelling (NC) technique [14] applied in the SMASH not only improves the
noise-shaping order by one but also works as dithering for the highly tonal 1.5bit
quantization noise and further reduces its in-band tone power. Meanwhile, an FIR
filter [15] incorporated in the outermost feedback path reduces the out-of-band
(OOB) noise power in the nonlinear DAC input to alleviate quantization noise
folding. Both features significantly mitigate the requirement for a highly linear
multibit DAC, thus circumventing any DAC linearization while delivering high
linearity. Moreover, we employed a SAR ADC for a 1.5bit quantizer allowing
extraction of the quantization error using switched capacitor (SC), which is robust
over process and temperature variations. Meanwhile, the selection of a zeroth-order
architecture for the second loop eliminates more accurately the quantization error.

In practice, to speed up the whole feedback loop, we will not implement the
subtraction in the digital domain by using a digital adder. Instead, as Fig. 2 shows,
we obtain the subtraction in the analog domain through DAC1 and DAC2 in parallel
in the front-end. The analog subtraction allows the ideal removal of Eq1 inside the
first loop filter. As a result, the number of bits of the quantizer used in the second
loop merely determines the MSA and the OBG of the SMASH DSM. Since the OSR
is low for wideband applications, we can advantageously use multibit quantization in
the second quantizer to realize large MSA and OBG. Ideally, the resolution of the
first-stage quantizer does not affect the performance of the SMASH. Still, a previous
CT SMASH implementation [7] also applied multibit quantization in the first
quantizer. In the MASH topology, using single-bit quantization in the first and
multibit in the later stages is advantageous for DAC linearity due to the single-bit
DAC intrinsic linearity and the suppression of multibit DAC nonlinearity in higher
stages in the digital cancellation logic. Still, the noise leakage emerges from the first
stage related with the single-bit, which is much worse than multibit quantization
noise leakage. This leakage argument is still valid for SMASH DSMs. More
unfortunately, in contrast to the MASH, with DAC2 fed back to the most sensitive
input node of the overall DSM, using a multibit DAC2 would anyhow impose DAC
linearization. This occurs because the single-bit quantization noise Eq1 is highly
tonal, rather than an approximate white noise as the multibit quantization noise. In
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Fig. 3 The overall
architecture of the proposed
CT SMASH DSM
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the SMASH, such highly tonal signal Eq1 would go through the nonlinear DAC2

located in the sensitive input front-end, thus introducing harmonic distortions. In
addition, the large OOB quantization noise of the second stage mixed by the
nonlinearity of DAC2 would thereby increase the in-band noise floor. Consequently,
the linearization of DAC2 is compulsory in multibit quantization in the second stage
of the SMASH. Thus, previous research work about the SMASH architecture did not
find any advantage in combining an intrinsically linear single-bit quantization in the
first stage with a multibit quantization in the second stage. Yet, this issue subse-
quently emerged in state-of-the-art SMASH DSMs, and we will address it in the
proposed CT SMASH.

Figure 3 presents the overall CT SMASH DSM employing an underlying dual-
loop architecture using 1.5bit/4bit quantizers in the first and second loops, respec-
tively. As a result, the circuit processes an effective 4bit quantization noise inside the
loop filter of the first stage, thus obtaining decent stability, large MSA, and OBG.
Moreover, it applies a first-order noise coupling in the first loop. To account for the
applied NC in the first loop and effectively eliminate the first-order noise-shaped Eq1,
we must implement the corresponding filter (1 - z-1) after the extraction of Eq1.
From Fig. 3, we move this filter from the input (analog domain) of the second stage
to its output (digital domain), which allows higher accuracy and further increase of
the one noise-shaping order in Eq2. In the backend, the combination of the two digital
outputs V1 and V2 generates the final output VO, given by

VO = STF1X þ 1- STF2ð ÞNTF1 1- z- 1
� �

Eq1 -NTF1 1- z- 1
� �

Eq2 ð1Þ

The utilization of a 1.5bit quantizer in the first loop, in case of an imperfect
cancellation, would leak 1.5bit quantization noise Eq1 to the final output, thus
deteriorating the final performance. To alleviate the 1.5bit quantization noise
(QN) leakage, we must design a unity-gain STF2 as accurately as possible. Thereby,
instead of using a first-order feedforward topology as in [3] (Fig. 3), we select a
zeroth-order topology for the second loop. Without any opamps involved in the
implementation of STF2, their finite GBWs will not affect anymore the accuracy of
the unity-gain STF2. On the other hand, we can mitigate the opamp GBWs employed
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in integrators to be 1 × Fs (Fs is the sampling frequency of the DSM) with an SQNR
loss of 3 dB in the proposed SMASH. However, in the general SMASH 3–1, we
must keep such GBWs at least close to 3.5*Fs to reduce the 1.5bit noise leakage and
keep the system stable.

As a result, the 3–0 topology effectively realizes a SMASH architecture where the
first stage provides the noise-shaping order while the second stage determines the
effective quantization bit width. Therefore, overall it allows multibit loop filter
scaling in the first stage yielding larger MSA and OBG, reduced dynamic loop filter
requirements, etc.

The SMASH DSM with a 1.5bit/4bit combination in both quantizers allows
intrinsic linearity in the 1.5bit DAC1 while the 4bit DAC2 is unavoidably nonlinear.
It is noteworthy that using NC not only helps to increase the noise-shaping order but
also works as dithering [10] for the highly tonal 1.5bit QN Eq1, thus significantly
reducing its idle tones and harmonic spurs. Finally, the combination of the NC
technique in the 1.5bit quantizer in the first stage and an FIR LPF allows the SMASH
DSM to circumvent any linearization technique for the outermost multibit DAC2,
with large in-band tones and large OOB QN highly suppressed before they are
nonlinearly processed by the DAC2.

Figure 4 illustrates the overall schematic of the NC-assisted dual-loop 3–0
SMASH DSM, employing a 1.5bit successive approximation register (SAR) and a
4bit flash ADC for both quantizers, respectively. The input resistance is 250 Ω to
satisfy the thermal noise requirement. All DACs use a nonreturn-to-zero (NRZ)
trilevel topology, thus resulting in less unit DAC cells as well as less preceding
drivers. The first loop employs a third-order mixed feedforward (FF)/feedback
(FB) topology, with an OBG of 2.3. The FF/FB combination separates the high-
gain and high-speed requirements into the first and third integrators [11], respec-
tively, which allows a better opamp power efficiency. Besides, a local resonator path
generated by the first and second integrators introduces one zero in the NTF
(non-fungible token) to further suppress the in-band noise. The two FF paths can
effectively decrease the swings of the first and second integrators. To compensate the
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Fig. 4 The overall schematic of the proposed CT SMASH DSM
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introduced outermost two-tap FIR filter, we incorporate a simple FIR compensation
filter FC(z) in the inner FB branches that restores the original NTF [12]. To com-
pensate for process variation, the integration and NC capacitors are digitally pro-
grammable with a 4bit trimming accuracy, which can cover ±40% RC variations.

By utilizing a 1.5bit SAR ADC for the first quantizer, the circuit naturally
produces quantization noise Eq1 on the summing node by the end of the charge
redistribution [5]. Thereby, the capacitor ratio determines the extraction of the
quantization noise Eq1, which is robust over process and temperature variations.
After the SC extraction, the injection of the residue into the last integrator through an
SC buffer generates the first-order NC branch [5]. Meanwhile, the SC buffer also
directly drives the second stage. In order to close the SMASH loop, this architecture
uses 0.75TS as an overall ELD. To compensate the ELD, we integrate a unity-gain
zeroth-order path with one cycle delay [13] inside the 1.5bit SAR ADC.

This SMASH DSM renders a fourth-order 1.5bit quantization first loop combined
with zeroth-order 4bit quantization second loop into an equivalently operating
overall fourth-order DSM architecture with 4bit quantization. With an OSR of
12, it obtains an ideal SQNR of 90 dB.

2.3 Experimental Results

Figure 5 shows the chip micrograph of the CT SMASH DSM prototype fabricated in
28 nm CMOS with an active core area of 0.085 mm2.

Running at a sampling frequency of 1.2 GHz, Fig. 6 plots the measured 65k- FFT
output spectrum with a -1.6dBFS input at 6 MHz. It exhibits an expected overall
fourth-order noise-shaping slope in the output spectrum. The measured SNDR
(signal-to-noise and distortion ratio)/SNR (signal-to-noise ratio)/SFDR (spurious-

Fig. 5 Chip micrograph of
the prototype SMASH
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Table 1 Performance summary and comparison with state-of-the-art CT DSMs

This work [8 [17 [9 7 [18]

Architecture SMASH
Fourth-
order
1.5bit/4bit

Single-loop
Fourth-
order
4bit

Single-loop
Fourth-
order
7bit

Single-
loop
sixth-order
4bit

SMASH
fourth-
order
4bit/4bit

Single-loop
fourth-order
1bit

Process
(nm)

28 28 16 65 28 40

Supply (V) 1.2/1.5 1.16/1.5 1/1.35/1.5 1.2/1.8 1.2/1.5 N/A

BW(MHz) 50 50 125 45 50 40

FS (GHz) 1.2 2 2.15 0.9 1.8 2.4

SNDR (dB) 76.6 79.8 71.9 75.3 74.6 66.9

SFDR (dB) 87.9 95.2 N/A 83 89.3 N/A

THD (dBc) -83.9 -94.1 -80 -78.1* -79.9* N/A

Power
(mW)

29.2 64.3 54 24.7 78 5.25

Area (mm2) 0.085 0.25 0.217 0.16 0.34 0.02

DAC Cal. Without
on-chip

With
On-chip

With
On-chip

With
Off-chip

With
On-chip

Without
On-chip

FoMS (dB) 168.9 168.7 165.5 167.9 162.7 165.7

free dynamic range) is 76.6 dB/77.5 dB/87.9 dB over a 50 MHz signal bandwidth,
respectively.

Table 1 summarizes the performance of the prototype and compares it with other
state-of-the-art CT wideband DSMs. It obtains a competitive Schreier FoM of
168.9 dB. Using the proposed techniques, it exhibits high linearity without
employing any DAC linearization technique. In contrast, other works [3–5, 14]
using multibit quantization either employ on-chip or off-chip DAC calibrations.
As obviously observed from Table 1, when compared with such works, the power
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and especially the area consumed by this prototype are much smaller. As for the
single-bit DSM in [15], even though it avoids the DAC calibration as well, the
resolution and the MSA are much lower. Besides, it does not only require signifi-
cantly smaller input referred noise for the same SNR, but it would also impose
stricter noise requirements on the preceding circuitry of the transceiver.

3 A 100 MHz Bandwidth Continuous-Time Sigma-Delta
Modulator with Preliminary Sampling and Quantization

Figure 7 presents a fourth-order CT ΔΣmodulator architecture, where the modulator
runs at 2 GHz with a bandwidth of 100MHz, experiencing an OSR of 10. We choose
a cascade of integrators in feedforward (CIFF), as it requires no extra DACs in the
modulator for feedback and ELD compensation and the best noise suppression in the
succeeding integrators [1]. It also reduces the output swing of the first integrator,
which can relax the linearity requirement of the first opamp in the LF. However,
when compared with the CIFB architecture, the CIFF (cascade of integrator
feedforward) requires an extra low-pass filter to alleviate the high STF peaking.
The modulator realizes a fourth-order LF with three opamps. One of the opamps
implements a single amplifier biquad (SAB) integrator to obtain a second-order
transfer function which reduces the power and the phase delay of the LF [19]. The
SAB integrator also introduces a notch in the NTF to improve the SQNR, which is
effective in low OSR CT DSM designs.

The CT DSM employs preliminary sampling and quantization (PSQ) to imple-
ment additional quantization from the QTZ (quantization) backend, which runs at
2 GHz with six-bit resolution and utilizes almost 90% of the clock period. The QTZ

MSB x7

-1

ΦC ΦF

MSB

LSB

QTZC

QTZF

Segmented NRZ DAC 
x15

Z
-0.65T

LSB

Coarse-fine QTZ

ELD 

VIN

DOUT
4fs 3fs 4fs

220Ω 

T=1/fs=500ps

2.5pF

2kΩ2kΩ

311Ω

2.3mA

Fig. 7 The block diagram of the fourth-order CT ΔΣ modulator with the coarse-fine QTZ
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of the modulator consists of a three-bit two-step coarse QTZ and a four-bit SAR fine
QTZ with one-bit error correction range. In order to avoid the extra power and
latency introduced by the ELD DAC, we adopt a feedforward scheme. Figure 7
highlights the ELD compensation path, which includes the first and last integrators.
The LF realizes the constant term in the ELD compensation path, equivalently acting
as an active adder in the ELD compensation scheme [2]. Such ELD realization
requires sufficiently high impulse response speed in the modulator, while inadequate
speed leads to out-of-band peaking in the frequency domain and even instability
[20]. Here, we design the unity-gain bandwidth (UGBW) of the first and last opamps
to be higher than the second with 4FS, with the ELD coefficient also over-designed,
which ensures stability with high impulse response speed.

The three-bit digital tuning capacitors compensate the process variation of the RC
integrator, covering ±25% time constant variation. We adopted the nonreturn-to-
zero (NRZ) current-steering DAC and segmented structure [21] to reduce the clock
jitter sensitivity [16] and the power as well as the area of the feedback DAC,
respectively. The calibration of the DAC mismatch between the segment and the
unit element occurs in the digital domain [22]. It involves three steps [19]: first, the
evaluation of the DAC unit cell mismatch error in an offline procedure; second, the
freezing and digital storage of the evaluated DAC error in the lookup table (LUT);
and finally, a summation in the digital domain that corrects the output with the
evaluated DAC error stored in the LUT. Based on the SNDR and SFDR targets, 13b
final output codes are necessary to fulfill the accuracy. The estimated total power and
area of the calibration, including memory, are ~1.4 mW and ~0.008 mm2 in the
adopted technology node, respectively. Under the temperature variation with a long
channel device, as both the threshold and current factor mismatches only have a
weak dependency on the temperature [22], the temperature-originated mismatch
variation results from the gm/Id, where gm and Id are the transconductance and
drain current of the MOSFET in the unit current cell, respectively. Simulation results
based on the setup and sizing of this design show that such variation leads to a one
sigma mismatch of ~0.05% from -20 to 80 °C after calibration at 27 °C, still within
the target requirement.

The noise requirement determines the value of the input resistor (R1), which
simultaneously decides the consumed current of the main DAC and the capacitance
load of the first integrator, thus implying that the value of R1 induces a trade-off
between the noise and power of the DAC as well as the opamp in the first integrator.
Here, the target SNR is ~77 dB where the SQNR has close to a 10 dB margin. Based
on such goal, the R and C values are 220 Ω and 2.5 pF, respectively, for the first
integrator. Thus, the CDAC dissipated ~2.3 mA.

3.1 Preliminary Sampling and Quantization (PSQ)

A moderate OSR with the number of quantization in the backend QTZ implies a
limitation in the swing variation of the QTZ input signal. Therefore, it is possible to
resolve several more coarse bits during such period when we can still cover the error
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Fig. 8 The sample timing
of the coarse-fine QTZ with
the PSQ technique
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in the fine quantization. Under this circumstance, we can extend the conversion time
of the QTZ while simultaneously keeping a reasonable ELD coefficient for the
energy-efficient target. Figure 8 plots the QTZ input and the PSQ coarse-fine sample
timing. The coarse QTZ samples and quantizes at the time between the fine QTZ
sampling and the DAC feedback instant to obtain extra quantization bits. There is a
time difference ΔtFC between the coarse and the fine QTZ sampling instants, which
leads to a sampling error (εSAM). In order to alleviate it, we should place the coarse
sampling instant as close as possible to the fine, which implies an available short
time for the coarse QTZ. Therefore, there is a trade-off between the amount of εSAM
and the extra quantization obtained in the coarse QTZ. Apart from ΔtFC, the
modulator OBG, the LF frequency response, the input variation, and the resolution
of the QTZ all affect the εSAM. We discuss its correction and other design consid-
erations next.

Considerations about the fine sampling instant in the PSQ technique are similar to
others in conventional techniques. As the CIFF architecture realizes the ELD
compensation in here, the trade-off among the fine QTZ conversation time, the
stability, and the power consumption of the LF bind the fine sampling instant.
Figure 9 illustrates the relation between the SQNR of the modulator and the
opamp bandwidth in the LF, with different choices of the ELD coefficient, and it
indicates the stability condition. Furthermore, since the fine QTZ has to cover the
sampling error, we also need to consider its correction range. For instance, when the
ELD coefficient is 0.4Ts, the LF requires OPAMPs with 2Fs UGBW in order to keep
the modulator stable. With close to ~80 ps one SAR cycle and Fs of 2 GHz in the
current design, the 0.4Ts ELD only allows 2b conversion in the fine SAR QTZ,
implying that we must resolve the remaining four bits during the coarse QTZ. Under
this condition, the fine QTZ only can provide a small correction range for the
sampling error that eventually limits the coarse sampling instant location and
reduces the robustness of the PSQ. On the other hand, with a 0.8Ts ELD coefficient,
a power-hungry-wide bandwidth opamp is necessary that obviously is not a good
choice for an energy-efficient target. In the last case with 0.65Ts ELD, the modulator
allows four bits fine QTZ with 1b error correction, covering a 175 mV error range.

Figure 10 displays the relation between the sampling error and the ΔtCF. We can
observe that a shorter ΔtFC leads to a smaller sample error but with less available
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Fig. 9 Peak SQNR versus
the bandwidth of the opamp
with different delays for the
ELD compensation in
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time for the coarse quantization. When Δtfc = 0.125TS, it has a small sampling error
but only allows one SAR cycle conversion (~80 ps) in the coarse ADC. With only
one cycle available but 3b quantization, the only possible architecture to achieve it is
the flash that requires seven comparators with offset calibrations and a ladder with
the static current. Consequently, the QTZ will occupy a large area, limiting the
modulator speed. On the other hand, with a two-cycle available time, we can adopt a
subranging architecture to save power and calibration overhead from the pure flash
architecture. In the three-cycle case, not only is the timing over 1Ts, but also the
sampling error is over the possible correction range. According to all the
abovementioned considerations, we picked here a 0.65Ts ELD with ΔtFC of 0.25.
In wireless communication systems, both the conventional and the PSQ QTZ can
saturate with the large out-of-band (OB) blocker under the same STF. However, the
PSQ induces one more concern from the sampling error. The sampling error (rms
value) exceeds the correction range of the fine stage with >300 MHz and 0 dBFs
blocker signal. Yet, with a simple first-order loop pass (LP) filter, the QTZ maintains
the stability within all frequencies (Fig. 11). The LP filter limits the blocker signal’s
amplitude at high frequency, ensuring that the sampling error is within the dedicated



194 C.-H. Chan et al.

Fig. 11 Sample error
versus the input signal
frequency with/without first-
order low-pass filter
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Fig. 12 The output of the LF with ideal and real integrator in the zero crossing and half and peak of
the sine wave, respectively

correction range of the fine quantizer. Therefore, to tolerate the OB blocker, the
overhead is an LP filter that is often available from the ADC driver.

In the CIFF DSM of Fig. 7, the feedforward path in the LF compensates the ELD.
During the DAC feedback, the LF experiences a step response-like input. Restricted
by the finite opamp bandwidth in the LF, the output deviates from its ideal value but
eventually converges when the response becomes moderate during input tracking.
From Fig. 12, when compared with the ideal case, the response of the LF in the CT
DSM consists of two parts. The first is the BW limited region, where the output of
the LF is mainly dependent on the step response ability of the LF, thus leading to a
difference εSAM between the ideal and the real responses. The second is the input
track, where the output is mainly dependent on the transfer function of the LF. In the
BW limited region, the sampling error εSAM of the LF with 0.25Ts Δtfc becomes
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ε / Dout 1- z- 1 e- t=τ - e- tþ0:25Tsð Þ=τ , ð2Þ

where Dout(1 - z-1) represents the difference between two sequence output codes.
In the CIFF topology, the Dout(1 - Z-1) through the ELD compensation path
directly affects the output of the LF, which is similar to the SC integrator. Therefore,
the second part of Eq. (1) is the difference between two instants under the SC
response, where τ is the time constant of the LF that is inversely proportional to
the bandwidth of the opamp in the LF. Finally, Eq. (1) indicates the total difference
between two instants of the LF output, which is the sampling error in the proposed
PSQ technique.

Furthermore, the slope and the polarity of the input signal also affect the sampling
error. Next, we use a sinusoidal input as an example to show their influence. The
response of the LF leads to different εSAM when the input is at the peak and zero
crossing. As Fig. 12 shows, the response polarity reverses at zero-crossing between
the BW limited and the input-tracking regions. Then, the εSAM caused by the input
variation and the LF finite response counteract with each other as indicated by the
equation below:

εSAM@cross / jεinputj- jDout 1- z- 1
� �

e- t=τ - e- tþ0:25Tsð Þ=τ
�

j, ð3Þ

where we subtract the error originated by the input variation (εinput) from the LF
response. When compared with the ideal integrator, the real LF experiences a smaller
εSAM under this condition. We can also confirm this trend through the behavioral
simulation results in Fig. 13. As the opamp bandwidth is proportional to τ, we plot
the sampling error versus the bandwidth which generalizes the required opamp
bandwidth consideration. From there, the εSAM@cross increases with the opamp
bandwidth and becomes closer to the ideal integrator condition. The εSAM@cross

almost saturates when the UGBW of the opamp is close to 15Fs, but the minimum
εSAM@cross appears when that UGBW is ~3–4Fs. Figure 13 also shows the sampling
error of the intermediate cases when the input of the QTZ is close to the one-fourth or

Fig. 13 The maximum
sample error versus the
bandwidth of the opamp in
the zero crossing and half
and peak of the sine wave,
respectively
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three-fourths location of the sine wave (εSAM@half). The zero-crossing and peak
conditions bind the originated sampling error. Indeed, the signal behavior of the half
values case is similar to the zero-crossing (Fig. 12), but with a different amount of
error induced from the input-dependent part (εinput).

On the other hand, still in Fig. 12, the polarity of the response is the same between
the BW limited and the input-tracking region at the peak. Then, the εSAM caused by
the input variation and the LF finite response accumulate, which we can express by

εSAM@peak / jεinputj þ jDout 1- z- 1
� �

e- t=τ - e- tþ0:25Tsð Þ=τ
�

j, ð4Þ

where the εinput adds to the LF response error. When compared with the ideal
integrator, the real LF experiences a larger εSAM@peak under this condition. While
it is similar to the zero-crossing condition, as the bandwidth of the opamp increases,
the εSAM@peak also approaches the ideal integrator’s response, as illustrated in
Fig. 11. The εSAM@peak is at its minimum value when the UGBW of the opamp is
>6Fs. Based on the above analysis, since εSAM@cross and εSAM@peak have different
characteristics versus the integrator bandwidth, we need to consider both errors. In
the current design, we choose a 4Fs UGBW to balance the εSAM and opamp power
with a margin for stability.

3.2 Measurement Results

Figure 14 illustrates the die photo of the CT DSM, fabricated in 28 nm CMOS and
occupying an active area of 0.19 mm2. The power supplies of the QTZ and the NRZ
DAC are 1.1 V and 1.5 V, respectively, assuming low noise considerations. The
other parts are working under a 1 V supply. The sampling frequency of the
modulator is 2 GHz with 10 OSR (oversampling ratio). We implemented the
0.65Ts ELD and 0.25Ts through the inverters’ delay, which varies under PVT.
Here, for best speed performance, we only tune the fine sampling instant. The
bandwidth is 100 MHz. Figure 15 shows the output spectrum of the modulator
with a-2 dBFS, 1.4Vpp single-tone signal at ~18 MHz input frequency. The SNDR,
SNR, and spurious-free dynamic range (SFDR) are 72.6 dB, 73.2 dB, and 83.6 dB,
respectively, after the DAC mismatch calibration [23]. The 80 dB/decade spectral
slope validates the fourth-order noise shaping realized by the SAB and two conven-
tional integrators. The total power consumption is 16.3 mW composed by 4.4 mW
and 14.3 mW from the analog and digital circuits, respectively. The analog part
comprises the opamps, DAC, and QTZ, and the digital part includes the clock
generator, the logic buffer, and the control circuits. The first opamp consumes the
largest power due to its high thermal noise requirement with a heavy load. While the
second opamp should maintain enough bandwidth for the notch of the NTF that
causes influence on the SQNR of the low OSR design, it together with the last opamp
has relatively smaller power benefiting from their smaller load. The power
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Fig. 15 Single-tone output spectrum

consumption of the 7b 2GS/s coarse-fine QTZ is 1.4 mW, only 8.6% of the total,
benefiting from the PSQ technique-based two-step QTZ. The SAR directly uses the
supply and ground as references; therefore, we did not adopt any reference buffer,
and we include its power in the breakdown of the QTZ power. Table 2 summarizes
the measured performance. The modulator achieves a peak SNDR of 72.6 dB and a
DR of 76.2 dB, resulting in an excellent Schreier FoM 170.5 dB (SNDR) or
174.2 dB (DR), and a Walden FoM 23.4 fJ/conversion step.
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Table 2 Key performance summary

OSR

Area (mm2)

Technology (nm)

Fs (GHz)
Bandwidth (MHz)

Power (mW)
Peak SNDR (dB)

FOMSch/SNDR (dB)
FOMSch/DR (dB)

DR (dB)

0.019

28

2
100
16.3
72.6

170.5

174.2

23.4

This work

10

76.3

FoMWa (fJ/conv.step)

STF peak Yes(11.7dB)

4 A 40 MHz Bandwidth Noise-Shaping Pipeline SAR ADC
with 0-N MASH Structure

Figures 16a, b present the architecture of the proposed energy-efficient SAR-assisted
NS pipeline ADC and its corresponding signal flow diagram, respectively. The main
ADC comprises the first-stage SAR ADC (6b), the residue amplifier, and the second-
stage SAR ADC (5b). We inserted one-bit redundancy between the two stages to
tolerate the conversion error from the first stage. The ADC is partially interleaved in
the first stage, where a coarse SAR ADC performs the conversion and two fine
DACs of Ch-1/Ch-2 DAC generate the residue voltage alternately. Subsequently, the
circuit transfers that residue voltage to the residue amplifier for residue amplification.
The residue amplifier adopts an open-loop dynamic amplifier architecture for low
power considerations. Similar to [3], we extract the full resolution residue voltage of
the second-stage SAR ADC after the end of the conversion. Then, the circuit feeds
back the residue voltage to the residue amplifier, adding to the input of the second
stage in the next sampling phase. Consequently, we will have the EF NS completed,
where the zero of the NTF relates to the EF residue gain of α provided by the
dynamic amplifier. However, the dynamic amplifier is more sensitive under PVT
variation than the close-loop residue amplifier in [3], leading to the α variation and a
degraded NTF. Thus, we add an extra FF path in the second stage, which enhances
the NTF and compensates for the NS effect deterioration due to the gain variation in
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Fig. 16 (a) Proposed energy-efficient SAR-assisted NS pipeline ADC architecture and (b)
corresponding signal flow diagram

the residue amplifier, with the pole of NTF related to the FF residue gain of β.
Consequently, the transfer function of the ADC with the EF-FF NS structure
becomes

Do zð Þ=V in zð Þ þ 1-
G
Gd

� �
Q1 zð Þ þ 1- αHE zð Þ

1þ βHF zð Þ �
Q2 zð Þ
Gd

: ð5Þ

There are several design considerations about the NTF in Eq. (3), elaborated in
the following section.

We introduce two calibrations in this case, including the gain calibration for the
dynamic amplifier and the proposed interstage offset calibration. Moreover, the
DWA (data-weighted averaging) technique [24] handles the DAC mismatch. The
DWA and the interstage offset calibration operate in the background with their
hardware completely integrated on-chip. The gain calibration includes the on-chip
PRN generator and the off-chip gain calibration logic (least mean square algorithm),
both detailed later.
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4.1 SAR-Assisted NS Pipeline ADC

To save power, we adopted a dynamic amplifier [24] in the residue amplifier
replacing the conventional static counterpart (Fig. 17). An extra input pair added
to the dynamic amplifier realizes the voltage summation of the EF and the first-stage
residue with dynamic power only. The transistor sizing ratio between the input and
the EF residue pairs set to G: α (unit-gain implemented by α= 1) allows a first-order
NS in the ADC with the filter implemented as the unit delay of HE(z) = z-1. The
separated bias currents of the two paths are Ib1 and I’b1, with the ratio also set as G: α
for a better gain ratio accuracy. Figure 17 also illustrates the operating sequence of
the dynamic amplifier.

Although the EF residue summation accomplished through the extra input pair of
the dynamic amplifier exhibits good power efficiency, the gain ratio is sensitive to
the nonidealities, including the input common-mode, PVT, and mismatch variations.
Here, the first-stage SAR ADC determines the input common mode of the signal pair
of the dynamic amplifier, while the adopted Vcm-based switching method [25]
secures a stable common mode. However, the input common mode of the EF pair
defined by the output common mode of the dynamic amplifier is sensitive to the PVT
and mismatch variation. According to the simulation result, the output of the
dynamic amplifier common-mode voltage has a maximum variation of 50 mV,
which alters α by 3%.

Due to the open-loop structure, the absolute values of G and α vary greatly over
PVT, but their ratio is less sensitive with the same type of transistors both in the input
and the EF pairs. In Fig. 18a, we plot a 3000-run Monte Carlo simulation with the
process corner variation showing that the maximum variation of the gain ratio
between G and α is within ±0.5% when they are 8 and 1, respectively, while we

G αVp Vn Vrp Vrn

Von Vop

Φrst

Φda

Φda

Cdac2 Cdac2

Φs

Φa

Φrst

Φda

ΦnsIb1

Ib2 Ib2

2nd stageVin(z) 1st stage G

z-1
EFα

D2(z)Φs Φa Φa

Φns

Vres2

Vres1

I’b1G : α

D1(z)

Dynamic Amplifier

Res. Amp.

Fig. 17 Dynamic amplifier-based residue amplifier realizing EF NS and its operating sequence
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Fig. 18 Monte Carlo simulation (3000 runs) of the variation of G: αwith (a) process corner and (b)
mismatch variation effect

ensure the accuracy of G by background calibration [26] through tuning the current
source of Ib2, with the proportional adjustment of α simultaneously, thus maintaining
a stable ratio regarding G. Unlike the PVT variation, the mismatch affects the values
of G and α independently, altering their gain ratio. Figure 18b shows the gain ratio
variation under mismatch with a 3000-run Monte Carlo simulation, where the G:α
has a maximum variation of ±11.5%.

To summarize, considering all the above nonidealities and the worst condition
where G and α have an opposite 3σ variation, the gain ratio between G and α
experiences a maximum variation of±27%. Therefore, withGwell calibrated, α can,
in the worst case, have an error within ±27% departed from its ideal value. Figure 19
displays the simulated SQNR of the ADC with the variation of α, based on a ten-bit
SAR-assisted pipeline structure with first-order NS and OSR = 7.5. The SQNR
drops about 4 dB when α varies ±27%. To avoid an extra calibration for α, we
present an enhanced NS structure with a mild hardware cost, compensating for the
SQNR drop due to the variation of α.

In Fig. 20, we add an extra residue FF path in the second stage. In this config-
uration, we further filtered the sampled Vres2 with HF(z) and summed it with the
second-stage DAC’s output voltage in the comparator through an additional input
pair. The comparator provides the FF residue gain of β through the ratio-sized input
transistors [27]. For simplicity, we can just implement the HF(z) with one cycle
delay, whereHF(z)= z-1. Therefore, according to Eq. (3), the noise transfer function
of the ADC with the EF-FF NS structure becomes

NTF zð Þ= 1- αz- 1

1þ βz- 1 : ð6Þ

Ideally, with β set to 1, the additional pole leads to an extra 6 dB noise attenuation
at a low frequency [28], compensating for the SQNR drop due to the α variation.
However, the pole must be inside the unit circle for stability, thereby requiring β< 1.
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Fig. 19 Simulated SQNR versus α in a ten-bit ADC structure with first-order NS (α = 1) and
OSR = 7.5, where G = 8 is ideal
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Fig. 20 Bode diagram of the NTF in the current design and its comparison

After accounting for the 3σ variation of α (±27%) and the maximum 4 dB SQNR, we
set β as 0.75.

Figure 21 plots the bode diagram of the NTF of the EF-FF NS structure. With the
pole at 0.75, it still obtains an additional 5 dB noise suppression at the low frequency
when compared with the standard first-order NTF. Meanwhile, the NTF owns a low
magnitude at high frequency, leading to a good NS effect with a small OSR. As a
result, the enhanced NTF enables both high resolution and wide BW performance.
On the other hand, according to the 3000-run Monte Carlo simulation results of the
second-stage comparator, the 3σ variation of β is ±20%, which implies that the pole
moves to a maximum of 0.9 and the system potentially becomes unstable. While
such large variation only happens in the extreme case, the charge sharing between
the feedforward capacitor and the parasitic capacitor, which attenuates the residue
voltage to move the pole away from the unit circle, also helps to stabilize the ADC.
Thus, according to the five measured samples and the post-layout Monte Carlo
simulation result, the ADC is stable within a 3σ case. Although such variation can
alter the pole’s location in the NTF, it only slightly weakens the FF NS effect. Based
on a ten-bit SAR-assisted NS pipeline ADC model, Fig. 21 illustrates the SQNR
distribution of a 50-run Monte Carlo simulation under different NS realizations
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Fig. 21 Simulated SQNR distribution under different NS configurations with process corner and
mismatch variations

considering both the variation of α and β, with the interstage gain of G and offset
calibrated. Due to the relatively accurate gain in the close-loop residue amplifier, its
EF NS structure experiences the smallest SQNR variation. At the same time, the
ADC with an open-loop dynamic amplifier has a decentralized SQNR distribution
under corner and mismatch variations. Fortunately, we can fully compensate the
SQNR drop with the proposed EF-FF NS, saving an extra calibration for the gain of
the EF path.

To overcome the speed limitation of the SAR-assisted NS pipeline ADC in [29],
mainly confined by the single-channel first stage, we introduce a duplicated channel
of Ch-2 in the first stage to obtaining the partial interleaving operation [29]
(Fig. 22a). When Ch-1 performs the conversion at the n-th cycle, Ch-2 samples
the input simultaneously. After the conversion, we employ the residue voltage in
Ch-1 in the residue amplifier for amplification; meanwhile, Ch-2 can still track the
input. In the (n + 1)-th cycle, Ch-1 and Ch-2 alter their roles, whose operation
propagates down in the following samples. Like this, we save the sampling operation
from the critical path of the entire ADC conversion, thereby significantly speeding
up the ADC. Furthermore, since the sampling time now can be as long as the first-
stage conversion plus the amplification time, the tracking time of the sampler
widens, greatly relaxing the design of the sample-and-hold circuit.

We add an extra coarse SAR ADC to further improve the conversion speed, with
the timing diagram illustrated in Fig. 22b. With the coarse SAR, we can simplify the
two-channel SAR ADCs to two-channel DACs. The coarse-SAR quantizes six-bit
MSBs (most significant bits) with its low-resolution DAC, resulting in high conver-
sion speed and low switching power. The circuit transfers the MSB codes to one of
the two DACs alternately that generate the full resolution residue voltage. Figure 22b
presents the adopted DWA logic to shape the DAC mismatch error in both channel
DACs. After the coarse SAR resolves three MSBs, we decoded their binary form
into the thermometer code and transferred it to one of the interleaving fine DACs
through the DWA logic. Simultaneously, we continuously resolve in the coarse SAR
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Fig. 22 Timing diagram of the first-stage ADC with (a) two-channel interleaving and (b) addi-
tional coarse SAR-assisted conversion

the remaining three LSBs (least significant bits) of the first stage. Due to the coarse
SAR ADC, the DWA operation calls for no extra time slot and thereby does not slow
down the ADC.

Figure 23 displays the major nonidealities in the ADC architecture. The nsh1, nra,
ncmp1, and ncmp2 are the thermal noise from the first-stage sampling circuit, residue
amplifier, and first- and second-stage comparators, respectively. The nef and nff are
the thermal noise from the EF and FF path, respectively. The emis1 and emis2 are the
DAC mismatch errors in the first- and second-stage SAR ADCs, respectively. We
denote the input-referred offset voltages of the residue amplifier and first- and
second-stage comparators as vos,ra, vos1, and vos2, respectively. First, we omit the
effect of the offset voltage where vos,ra = vos1 = vos2 = 0. Therefore, when Gd = G,
the transfer function of the ADC with the noise and mismatch error sources is

Do =V in þ nsh1 þ nra þ emis1 þ 1
G
emis2 þ 1

G

� z- 1 � nef þ 3
4
NTF � z- 1 � nff þ NTF � ncmp2 þ Q2

� �h
: ð7Þ

With the Q1 and ncmp1 fully canceled, thereby they do not appear in Eq. (5). The
interstage gain suppresses the nef and nff; besides, the NTF further shapes the nff
along with Q2. Consequently, the additional noises from the EF and FF paths
become trivial. On the other hand, the extra input pair in the comparator for the FF
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Fig. 23 Major nonidealities in the ADC architecture

path in the second stage worsens the ncmp2 and induces an extra 1.7 dB SNR drop of
the ADC under the same power budget, while the additional FF NS imposes a 5 dB
in-band noise suppression, with ncmp2 shaped together with Q2. As a result, the FF
NS still brings net benefit. The sampler in the first stage and the residue amplifier
dominate the overall noise performance of the ADC, while the DAC mismatch error
in the first stage dominates the linearity performance due to its non-shaped charac-
teristic. Furthermore, we fulfill the noise requirement from the sampler and residue
amplifier by budgeting enough sampling capacitance and integration time, respec-
tively. The DWA technique suppresses the DAC mismatch.

Next, we consider the interstage offset in the pipeline structure. When the offset
voltage exists in the comparator, the circuit shifts the searching baseline of the SAR
ADC with the same offset voltage but with reverse polarity. Therefore, the vos1 and
vos2 from Fig. 23 have negative polarity. The total interstage offset voltage becomes

vos,in = vos1 þ vos,ra -
1
G
� 1- z- 1

1þ 3=4z- 1 vos2: ð8Þ

Due to the unity EF structure, a delayed version of vos2 feeds back to the input of
the residue amplifier, thus canceling itself out ideally. However, the residual vos2
indeed still contributes to vos due to the non-unity gain of the EF residue
(as discussed above) while the amount is small. Meanwhile, the vos1 and vos,ra are
significant under the gain of G and can saturate the second-stage conversion, causing
a large error. Hence, we propose a background interstage offset calibration with low
timing and hardware overhead (detailed next).
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4.2 Measurement Results

Figure 24 presents the chip micrograph of the ADC prototype fabricated in 28 nm
CMOS occupying an active area of 0.016 mm2. The pseudo-random noise generator,
DWA, and interstage offset calibration logic account for only 1%, 1.3%, and 1% of
the total ADC’s area, respectively. The ADC operates at the sampling rate of
600 MHz and achieves a BW up to 40 MHz at an OSR = 7.5. Figure 25 depicts
the measured 32,768-point FFT spectrum with a 2 MHz and -04dBFS sinusoidal
input signal at different calibration configurations. With all calibrations enabled, the
prototype reaches a peak SNDR and spurious-free dynamic range (SFDR) of
75.2 dB and 87.1 dB, respectively. The residual DAC mismatches and the
nonlinearity from the dynamic amplifier impose the remaining harmonics. The
DWA effectively improves the SFDR, and the interstage offset calibration enhances
both the SNR and SFDR of the ADC. The high-frequency noise floor looks mild
with the DWA enabled (Fig. 25). It is because the DWA shapes the harmonic tones
to high frequency and the quantization error floor superposes the high-frequency
spectrum and the shaped nonideal spurs. However, the NTF of the ADC remains
unchanged. Under a supply voltage of 1 V, the ADC consumes 2.56 mW, leading to
a good FoM of 177.1 dB. The digital part consumes most of the power, including the
control logic and DAC drivers. The power-efficient dynamic amplifier only accounts
for less than 7% of the total power consumption. All the calibrations and DAC
mismatch correction, including the pseudo-random noise generator, the DWA logic,
and the proposed interstage offset calibration, consume only 0.34 mW (13% of the
total ADC power).

Table 3 summarizes the performance of the ADC. It exhibits both high resolution
and BW with outstanding FoMs among all the converters listed, revealing the
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Fig. 25 Measured output spectrum with different configurations at 600 MS/s

Table 3 Key performance
summary

This work

Technology [nm] 28

Architecture NS pipe-SAR

Fs [MHz] 600

OSR 7.5

BW [MHz] 40
SNDR [dB] 75.2
SFDR [dB] 87.1

DR [dB] 76.6

Power [mW] 2.56

FoMW [fJ/step] 6.8

FoMS [dB] 177.1
Area [mm2] 0.016

Off. Cal. On-chip

effectiveness of the EF-FF NS structure and the partial interleaving architecture,
including the on-chip calibration. The ADC is robust under PVT variation with the
background calibrations and additional FF path. Besides, with only two DACs
partially interleaved, we can maintain the channel mismatches within a reasonable
level through a careful layout.
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5 A 25 MHz Bandwidth Gain Error-Tolerant N-0 MASH
Noise-Shaping Pipeline SAR ADC

To realize the noise shaping in the first stage, we can consider both EF and CIFF.
The EF structure often calls for an amplifier with accurate gain to construct the sharp
NTF [26], leading to extra noise and requiring calibration. In this work, we use a
fully passive CIFF NS structure in the first stage to implement a stable NTF.
Figure 26 illustrates the proposed MASH 2–0 NS-SAR-assisted pipelined ADC
with a simplified schematic and timing diagram. We realized the second-order
NS-SAR ADC in the first stage based on a passive CIFF filter [30], while the second
stage is a pure SAR ADC. The NTF in Eq. (2) of the first stage is (1–0.5z-1)2 as two
integration capacitors, C1 and C2, are equal to the main DAC capacitor. Its operation
procedure is the following. Initially, the DAC capacitor samples the input voltage
(Vin) duringΦS. Then, the NS-SAR ADC of the first stage converts 6b with the three-
input comparator where the ratio of the input pairs (gc, gc1, and gc2) is 1:1:2. After the
sampling and conversion phases, the circuit sums the first stage’s residue (Vres1) and
the voltage on two integration capacitors (Vint1 and Vint2), subsequently amplified by
a three-input dynamic amplifier where the ratio among the input pairs is the same as
the three-input comparator. Eventually, considering the feedforward path summa-
tion, the amplifier and the comparator (equivalently at their inputs) undertake -Eq1

during the amplification phase Φda. With -Eq1 handed over to the second stage, it
maintains the noise-shaping ability for the quantization error and comparator noise.
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Fig. 26 The CIFF MASH 2–0 SAR-assisted pipeline: (a) a simplified schematic and (b) timing
diagram
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After the amplification, Vres1 on CDAC1 charge-shared with two integration capaci-
tors (C1 and C2) sequentially during Φ1 and Φ2 leads to a second-order passive
integration. Simultaneously, the second-stage SAR ADC attains the remaining 6b
resolution. After all, the output of the second stage (Dout2) passes through the digital
reconstruction filter (NTF/Gd) and then sums with the first-stage output (Dout1), thus
removing the quantization noise in the first stage at the final output (Dout).

Figure 27 displays the major sources of nonideality in the proposed MASH 2–0
SAR-assisted pipeline ADC. The nDAC is mainly from the kT/C noise while n0,Ф1,
n1,Ф1, and n2,Ф2 are the noises from the two passive integration phases Ф1 and Ф2

[30]. The nAMP is the total input-referred noise of the amplifier. Eq1, emis1, and nCMP1

are the quantization noise, mismatch error in the capacitance DAC array, and
comparator noise of the first stage, respectively, while Eq2, emis2, and nCMP2 are
the corresponding impairments of the second stage (same as above). The overall
transfer function, including these nonidealities, is
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Dout =V in - emis1 þ nDAC þ n0,Ф1 1- 1=2z- 1 þ n1,Ф1 þ 2n2,Ф2 1- 1=2z- 1

NTF � nCMP1 þ NTF � nAMP þ NTF
G

Eq2 þ emis2 þ nCMP2
� �

ð9Þ

Then, we cannot shape emis1, nDAC, and n1,Ф1 while n0,Ф1 and n2,Ф2 are first-order
shaped. With sufficiently large sampling and integration capacitors, we can well
suppress nDAC, n0,Ф1, n1,Ф1, and n2,Ф2, with emis1 addressed by the 4-b DWA in this
design (detailed later). The NTF shapes both nCMP1 and Eq1, while the redundancy
between stages can further cover nCMP1 and the reconstruction filter (without gain
error) cancels Eq1. Furthermore, the NTF shapes the Eq2, emis2, and nCMP2 while the
interstage gain G suppresses them.

We split the amplification into three paths and list their noises individually. The
nAMP divides itself into three-input referred noises nres1, nt1, and nt2, which connect
to the signal path Vres1, Vt1, and Vt2, respectively. The nAMP is the lump sum of all the
above noises. On the other hand, from Eq. (4), the NTF configures all of them as
second-order shaped. Nevertheless, the multiple input pairs worsen the noise when
compared with a single pair at the same power budget [30]. The total noise increases
by 4× because of the two additional added paths. Fortunately, the noise attenuates
~4× due to the NTF with OSR = 8. Its net in-band noise is almost the same as in the
case of the one-pair device. Eventually, we ensure an overall small nAMP by
budgeting a sufficiently long integration time.

We carefully studied the noise leakage issue in the MASH architecture due to the
nonideal first-stage NTF. The ratios of the capacitors (DAC array capacitor and two
integration capacitors) and the ratio between the comparator and amplifier input pairs
determine the NTF in this work. As we implement the DAC and integration
capacitors with the same type of capacitors (MoM), we assume them as well matched
in the following analysis with C1 = C2 = CDAC. We set Gd = Ga = 1 to simplify the
analysis and focus on the discussion of the NTF mismatch. We can detail the noise
transfer function of the first stage of the MASH SDM as

NTF1 zð Þ= 1- 0:5z- 1ð Þ2
1þ 0:5gc1 þ 0:25gc2 - 1ð Þz- 1 þ 0:25- 0:25gc1ð Þz- 2 ð10Þ

where gc1 and gc2 are the gain ratios of the input pairs of the comparator normalized
to gc. Besides, a three-input amplifier constructs the first-stage residue of this
MASH?SDM, which implies that we can model the output voltage of the amplifier
Vamplifier as
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Vamplifier = -NTF1 zð ÞEq1 zð Þ

� 1þ 0:5ga1 þ 0:25ga2 - 1ð Þz- 1 þ 0:25- 0:25ga1ð Þz- 2

1- 0:5z- 1ð Þ2 ð11Þ

where ga1 and ga2 are the gain ratios of the input pairs of the amplifier normalized to
ga. In the ideal case, where gc1 = ga1 = 1 and gc2 = ga2 = 2, the transfer function of
the digital reconstruction filter is

NTFd zð Þ= 1- 0:5z- 1
� �2 ð12Þ

Then, the complete output of this MASH SDM will be

Dout zð Þ =V in zð Þ þ NTFd zð ÞEq2 zð Þ þ Eq1 zð ÞNTF1 zð Þ

× 1-
1þ 0:5ga1 þ 0:25ga2 - 1ð Þz- 1 þ 0:25- 0:25ga1ð Þz- 2

1- 0:5z- 1ð Þ2 NTFd zð Þ
 

ð13Þ

Here, we cancel completely Eq1(z) in the ideal case. Under PVT and mismatch
variations, the zeros of the NTF1 are robust and set by the capacitor ratios, while the
pole locations can drift due to the mismatch among gc1 and gc2, but they are not
crucial in the cancellation process. Besides, the mismatch between ga1 and ga2 affects
the cancellation procedure. Fortunately, the robust NTF1 can relax their variations. It
is noteworthy that the ratio between gc1, gc2, ga1, and ga2 are in the first-order set by
the width of the same type of transistors, and they therefore are relatively insensitive
to PVT variations.

Only the absolute variation of the amplifier gain is a direct cause of the interstage
gain error. The variations of ga1 and ga2 associated with ga mainly affect the
transmission of -Eq1(z) to the second stage and therefore potentially cause noise
leakage. We implement the ratio among ga, ga1, and ga2 with the same type of
transistor in different sizes, and they experience similar variations over PVT. On the
other hand, the mismatch, altering the NTF and affecting the gain error tolerance
ability, can influence the relative value between ga, ga1, and ga2, altering the NTF and
affecting the gain error tolerance ability. To demonstrate the sensitivity, we
performed a behavioral simulation based on the ADC structure. Figure 28 shows
the SQNR with gc1, gc2, ga1, and ga2 variations. Furthermore, the proposed ADC is
more sensitive to the input pair mismatch of the amplifier than the comparator as the
perfect cancellation relies on ga1 and ga2, which is consistent with Eq. (8). To have a
good matching, the inputs of the amplifier are sufficiently large with sizes 16 μm/
0.05 μm, 16 μm/0.05 μm, and 32 μm/0.05 μm, respectively. Figure 29 depicts their
variations with a 100-run Monte Carlo simulation, and such large size ensures small
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Fig. 29 Monte Carlo simulation results of (a) ga1 and (b) ga2

enough standard variations. The 3σ coefficient variations of ga1 and ga2 are ±8.4%
and ±12%, respectively, leading to the worst SQNR of 77 dB. Figure 30 presents a
100-run post-layout Monte Carlo simulation, which illustrates the SQNR variations
due to the mismatch of the input pairs of the comparator and the amplifier. The mean
and standard deviation values of the SQNR are 80.26 dB and 1.25, respectively,
leaving enough margin for an overall 75 dB SNDR target.
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Fig. 30 Post-layout ADC
simulation results with
multiple-input first-stage
comparator and amplifier
mismatch
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Fig. 31 Die photo

5.1 Measurement Results

Figure 31 presents the fabricated device in 28 nm CMOS, with the ADC occupying
an area of 0.027 mm2. Figure 32 plots the measured ADC’s output spectrum with
and without DWA. The input frequency is 2.04 MHz with more than nine harmonics
included. Consequently, the interstage gain and nonlinearity error shaping ability
lead to a peak SFDR and SNDR of 92.1 dB and 75 dB, respectively. To demonstrate
the tolerant range, we introduce a wide range of gain errors by adjusting the
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reference voltage of the second-stage SAR ADC. We brought off-chip the reference
voltage of the second-stage ADC for measurement purposes. We measured five
samples and their SNDR variations across ±10% supply voltages that appear in
Fig. 33. The largest SNDR drop is 0.65 dB which agrees with the analysis. The
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two-tone spectrum with -8.5 dBFS appears in Fig. 34 and the IMD3 is -81.5 dB.
The prototype ADC runs at 400 MHz and consumes 1.26 mW power. The digital
circuits consume the major portion. Table 4 compares the proposed design with the
state of the art having similar specifications. Unlike the gain error shaping (GES)
[31] scheme, the proposed design can handle positive and negative gain errors with
small hardware overhead while still maintaining a relatively high-speed operation.
Reference [32] reaches a good energy efficiency without calibration. However, the
SNDR is ~4 dB and ~8 dB better with OSR = 8 and OSR = 20, respectively. The
prototype avoids off-chip DAC calibration and is within a-16% to +12% gain error
tolerable range with OSR= 8. The design exhibits a larger gain error tolerance range
with a larger OSR with the SNDR mainly limited by other noises and nonlinearities,
which the NTF cannot shape. We obtained a FoMW and a FoMS of 5.5 fJ/conv.-step
and 178 dB, showing that this design can maintain a good power efficiency with an
additional gain error tolerance ability.
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Integrated Energy Harvesting Interfaces

Man-Kay Law, Yang Jiang, Pui-In Mak, and Rui P. Martins

1 Introduction

The approaching of the Internet of Things (IoT) era witnessed the deployment of
billions of active portable devices in various applications, where each of them
perform different application-specific sensing, monitoring, and processing tasks,
like Fig. 1 illustrates. To fulfil the ultimate goal of smart everything, we are
expecting a continuous increase in the IoT device functionality, and frequent battery
replacement is a major concern due to the limited battery capacity [1]. With the
continuous advancement of nanofabrication technologies, IoT devices continue to
undergo drastic power and system volume miniaturization [2, 3]. In advanced
applications including insect-size microrobots [4] and implantable [5–7] systems,
they can have an expected power consumption down to the sub-microwatt level,
with special emphasis on small system volume, light weight, and long operation
lifetime. As the energy availability is becoming increasingly limited in such mini-
aturized systems, different energy harvesting technologies for scavenging energy
from the environment are becoming viable alternatives for resolving the energy
bottleneck.
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Fig. 1 Illustrative diagram of the IoT era, with connected devices customized for different
application specific tasks

DC Energy 
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Fig. 2 A generic energy harvesting system with different energy sources powering the system load
together with the storage. The maximum power point tracking (MPPT) module serves to maximize
the extracted energy. The energy harvesting interface comprises DC-DC or AC-DC converters to
maintain the energy flow between harvesters, storage, and load to achieve real-time system power
balance

From Fig. 2, the typical composition of a generic energy harvesting system
includes the energy harvesters from different sources, the system load for performing
specific application tasks, and the energy storage module. The design of the energy
harvesting interface specifically addresses the management of the energy flow
among the source, storage, and load. Different from batteries, energy harvesters
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are typically nonideal energy sources and can have a high source impedance.
Therefore, maximum power point tracking (MPPT) is necessary to ensure efficient
energy extraction. One popular MPPT approach is the perturb-and-observe (P&O)
method [8, 9], also often referred to as the hill-climbing technique. The key idea is to
enforce a small perturbation in the system, in order that it can finally converge and
operate near the MPP. Obviously, P&O is flexible and we can apply it to a wide
range of energy harvesting systems. However, the frequent voltage and current
measurement with fast feedback control can be detrimental to energy-constrained
IoT systems, not to mention the possible stability and response time issue due to the
periodic system perturbations. In low power systems, a more lightweight solution is
the fractional open-circuit voltage (VOC) approach [10, 11]. The basic idea is to
exploit the correlation between the MPP and the fractional VOC of the harvester. This
MPPT approach can be especially energy efficient and easy to implement, as it
requires only one sampling and comparison operation. However, it is necessary to
disconnect the harvester for VOC sampling, then, it constitutes only a suboptimal
solution which demands a priori knowledge of the energy harvester characteristics.

We can classify energy harvesters into either AC-type like vibration [12–14] or
DC-type like solar [15, 16] or thermal [17, 18]. As the system load typically needs a
DC supply, the energy harvesting interface should perform DC-DC or AC-DC
conversion, with the harvested energy delivered to either the storage or the load.
For peak power delivery, we should extract the extra energy from the storage. The
MPPT circuit can either sample the source information in fractional VOC or the load
information in P&O. It also controls the energy harvesting interface to bias the
energy source to operate at MPP. Energy harvesting systems typically have two
important parameters. The energy extraction efficiency, which denotes the amount of
power extracted from the harvester with respect to the maximum power available,
which we can express as,

ηext =
Pin,conv

Pharvest, max
ð1Þ

where Pin,conv is the input power of the energy harvesting interface and Pharvest,max is
the maximum power extractable from the energy harvester. Similarly, we can define
the power conversion efficiency (PCE), which is intrinsic to all power converters as,

ηconv =
Pout,conv

Pin,conv
ð2Þ

where Pout,conv is the output power of the power converter. In theory, the energy
harvesting interface should maximize both ηext and ηconv to ensure a high end-to-end
efficiency.

This chapter introduces different energy harvesting interface designs using
switched-capacitor (SC) power conversion techniques to achieve full integration,
ultimately targeting both high system efficiency and small size for highly miniatur-
ized IoT systems. Based on the type of energy harvesters, we will introduce different
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SC power converters for AC-type and DC-type energy harvesters together with the
measurement results in Sects. 2 and 3, respectively, with the conclusions drawn in
Sect. 4.

2 Flipping Capacitor Rectifier for Vibration Energy
Harvesting

In case of vibration energy harvesting, a piezoelectric energy harvester (PEH) is a
popular choice due to its high-power density, high scalability and high output
voltage generation [19]. With the PEH subjected to mechanical vibrations, they
induce stress within the material, thus giving rise to an electromotive force that
generates harvestable electrical charge. From Fig. 3a, we can model a piezoelectric
energy harvester using a cantilever-beam structure with one dimension of freedom,
which represents a spring-mass-damper system [14]. We can divide the operation of
harvesting electrical charge, referred above, into two domains, the mechanical and
the electrical, interfaced with a coupling stage. As depicted in Fig. 3b, LM, CM and
RM in the mechanical domain represent the mechanical mass, stiffness, and mechan-
ical loss, while CP in the electrical domain denotes the intrinsic capacitance.

VP+

VP−

CP

1:Γ

σIN

LM RM CM
CPIP

VP+

VP−

RP

VP
+
−

(a)

CouplingMechanical Electrical Weak Coupling
(b)

Fig. 3 (a) The equivalent model of a piezoelectric energy harvester using a cantilever-beam
structure with one dimension of freedom. (b) The equivalent circuit model consisting of the
mechanical domain, the electrical domain, and the coupling stage, where we can model the PEH
(piezoelectric vibration energy harvester) with an equivalent circuit having in parallel IP, CP and RP

under weak coupling



Integrated Energy Harvesting Interfaces 225

Typically, the piezoelectric harvester operates at mechanical resonance to increase
the output power. With a small size harvester in miniaturized energy harvesting
systems, we can assume it weakly coupled. Then, we can model the harvester simply
with a dependent current source IP, in parallel with CP and the intrinsic loss RP.

With a miniaturized PEH device, we can assume the mechanical and electrical
domains as weakly coupled (i.e., a small coupling coefficient, Г). In this case, we can
simply model the PEH using the equivalent circuit with IP, CP, and RP connected in
parallel. Assuming a sufficiently large RP, the PEH is equivalent to a charging/
discharging of CP with the current source IP. Consequently, we can theoretically
optimize the output power by operating the PEH at the maximum power point
(MPP), through biasing the PEH at approximately half of the open-circuit voltage
(VOC).

2.1 Conventional PEH Interfaces

Figure 4 presents the conventional piezoelectric energy harvesting typically
implemented with a full-bridge rectifier (FBR) for AC-DC conversion. It is simple
to implement and robust, allowing full interface integration. However, there is a
limitation in the extractable electrical power due to the PEH inherent capacitance CP.
Yet, to implement such (extracting energy from the PEH) is theoretically inefficient,
since part of the harvested energy dissipates with the changing of CP polarity
whenever IP changes direction before delivering the PEH energy to the load, as
exemplified with Qloss in Fig. 4b.

To alleviate the effect of CP, we can employ an impedance matching network
(Fig. 5a). As the harvester impedance is capacitive, we can use an inductive
component (e.g., LEX) to eliminate the phase difference between VP and IP
(Fig. 5b, c). Then, we can change the input impedance of the AD-DC rectifier by
tuning RL to extract the maximum power. However, as we should size LEX to
resonate with CP at the excitation frequency, there is a direct correlation to the

VrectPEH

CP RPIP CL RL

VP

AC-DC 
Rectifier

VP

IP

Vrect

Qloss

-Vrect

(a) (b)

Fig. 4 The conventional PEH interface (a) using a full bridge rectifier (FBR) for rectifying the PEH
AC voltage to a rectified DC output Vrect and (b) the corresponding timing diagram, with Qloss

representing the charge loss for IP to discharge CP
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(b) (c)

Fig. 5 (a) PEH interface with impedance matching network, (b) matching with an external
inductor LEX, and (c) the corresponding timing diagram with IP in phase with VP
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rectifier
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Vrect

Vr=0
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-Vrect
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Fig. 6 (a) PEH interface with switch only rectifier (SOR) and (b) the corresponding timing
diagram

PEH resonance frequency, rendering this approach unattractive if the PEH resonance
frequency is low.

A simple way to reduce the Qloss in Fig. 4b is the switch-only rectifier (SOR),
which shorts the PEH during the zero crossing of IP using a simple switch (Fig. 6a).
As a result, instead of discharging CP from Vrect to –Vrect, the harvester only
discharges CP from 0 to –Vrect (Fig. 6b), and we can theoretically double the
extracted power while preserving a simple solution. The rebuilt voltage Vr is equal
to zero due to the shorting operation. This leads to a longer conduction time, and
equivalently reducing Qloss will increase the extracted power. Nevertheless, the
shorting operation also indicates that we waste energy on CP, ultimately limiting
the extractable power.

Theoretically, we should quickly reverse the PEH voltage when IP changes
direction, in order that the VP and IP are in phase to reduce the charge loss
(Fig. 7). This operation should be as efficient as possible through recycling the
energy on CP. The harvesting efficiency has a direct correlation with the efficiency of
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Fig. 7 (a) PEH interface with CP energy recycling and (b) the corresponding timing diagram
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Fig. 8 (a) The capacitive PEH interface supporting seven-phase reconfiguration in [22] and (b) the
relationship between the achievable MOPIR and the corresponding timing diagram

the PEH voltage flipping operation ηF = (Vr + Vrect)/2Vrect. The higher the ηF, the
lower the energy loss during the flipping operation, resulting in a higher extractable
power.

Conventionally, we can obtain such a voltage flipping operation using the
parallel-synchronous switch harvesting on inductor (P-SSHI) approach [20] but at
the expense of a bulky off-chip high-Q inductor. Still, as demonstrated in [21, 22],
we can also achieve efficient voltage flipping of CP capacitively, so it is possible to
have the interface circuit completely designed on-chip. The basic idea is to first
extract the energy on CP using a capacitor, with the energy then employed to
recharge CP while flipping its polarity. In that case, we can invert swiftly the voltage
on CP, while minimizing the energy loss. To realize this, a multiphase operation can
provide stepwise charging or discharging of CP for reducing the conduction loss and
improving ηF.

Figure 8a shows the capacitive PEH interface (known as flipping capacitor
rectifier, FCR) exploiting a seven-phase operation with four flying capacitors for
both the positive transition cycle (PTC) and negative transition cycle (NTC) in [22],
with the on-chip capacitors C1–4 reconfigured over the seven CP voltage flipping
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Fig. 9 (a) Chip micrograph in [22], (b) the achieved POUT over Vrect, and (c) measured waveforms
of VP at different testing conditions

phases. We can generally employ as a performance benchmark, the maximum output
power improving rate (MOPIR), defined as the ratio between the extracted power
and that using a FBR. From Fig. 8b, we observe that we can improve the conduction
loss by either increasing the total capacitance Ctotal for a given CP or by increasing
the number of phases. As a result, the extracted output power increases.

The work in [22], fabricated in 0.18 μm CMOS 1.8/3.3/6 V process, occupied an
active area of 1.7 mm2. With the PEH CP characterized as 80 pF, we set the total
on-chip capacitance Ctotal to 1.44 nF to achieve a Ctotal over CP ratio of 18. With all
the components implemented on a single chip, the capacitor area covers ~85% of
total chip area (Fig. 9a).

Figure 9b plots the measured output power Pout with different output Vrect for both
the FCR in [22] and FBR at 110 kHz. The output power can be up to 50.2 μW, and
the achieved MOPIR is 4.83×. At low Vin, the low switch turn on voltage leads to a
reduced output power. Figure 9c presents the measured PEH voltage under different
measurement settings to demonstrate the effect of phase offset, incomplete charge
transfer, and reduced conduction time on the extracted output power. We can
perceive that the maximum PEH voltage of 5.1 V occurs when the flip time is
~1 μs without the energy loss due to phase offset and reduced to 3.8 V with a phase
offset of ~500 ns enforced.
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Table 1 Performance comparison of FCR with state-of-the-art PEH interfaces

FCR Design JSSC'16 [8] JSSC'14 [24] JSSC'10 [25] TCAS-I'17 [26] JSSC'16 [27]

0.18 μm 0.35 µm 0.35 µm 0.35 µm 0.25 µm Bi 0.35 µm HV

Flipping-capacitor 
rectifier P-SSHI

Energy
investment

P-SSHI P-SSHI P-SSHI

Piezo Systems Inc.
(P5A4E @ 5 mm3)

MIDE V21B 
& V22B

MIDE V22B MIDE V22B MIDE V22B MIDE V20W

On-chip
MIM capacitor

(C total = 1.44 nF)a

External 
inductor

(L = 3.3 mH)

External 
inductor

(L = 330 µH)

External 
inductor

(L = 47 µH)

External 
inductor

(L = 220 µH)

External 
inductor

(L = 20 µH)

4.83x
4.78xc 6.81x 3.6x 2.8x 2.07x 5xe

0.85 0.94 NA 0.75b 0.75 0.67b

1.7 mm2 0.72 mm2 2.34 mm2 4.25 mm2 0.74 mm2 0.6 mm2

50.2 μW 160.7 µW d 52 µW 32.5 µW 136 µW 75 µW

110 kHz 225 Hz 143 Hz 225 Hz 144Hz 82Hz

Chip size

Output power

Operating freq.

Max. voltage 
flipping eff. (ηF)

Technology

Energy extraction
technique

Key component

Max. output power 
increasing rate 

(MOPIR)

Piezoelectric
harvester

ISSCC'14 [23]

0.35 µm

Energy
pile-up

Emulated
(transformer + RC)

External
inductor

(L = 10 mH)b

4.22x

0.77b

5.5 mm2

87 µW

100 Hz

aTotal capacitance for C1-4
bEstimated from the corresponding literature
cAveraged over 4 measured samples
dOff-resonance with 3.35 g acceleration
eFBR output power limited by execessive diod voltage drop

Table 1 summarizes the performance comparison of the proposed FCR technique
with the state-of-the-art PEH interfaces [8, 23–27]. As observed, the proposed FCR
technique can effectively achieve full integration using 1.44 nF on-chip capacitors
under a chip size of 1.7 mm2. The achieved MOPIR is up to 4.83×, which is
comparable to the other inductive PEH interfaces using bulky high-Q inductors
with an inductance of up to the mH range.

Based on the FCR technique in [22], we can further improve the PEH interface
performance using the split-phase technique in [28, 29], obtaining an even higher
MOPIR. Figure 10a presents the system diagram of the corresponding split-phase
FCR (SPFCR) design, which includes both maximum power point tracking (MPPT)
and output voltage control. The idea is to reuse the capacitor array with 4 Cfly to
generate a total of 21 PEH voltage flipping phases, while utilizing the same capac-
itors during the non-voltage flipping time to provide multiple voltage conversion
ratio (VCR) control. It also provides a MPPT scheme for relaxing the device voltage
tolerance.

Figure 11 exhibits the 21-split-phase operation using 4 Cfly, with the harvester
voltage biased in a step-wise manner. We design the voltage across each capacitor,
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Fig. 10 (a) The SPFCR PEH interface using four flying capacitors with capacitor reuse as
proposed in [29], (b) the concept of capacitor reuse between the DC-DC voltage conversion
phase, and the SPFCR PEH voltage flipping phase
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Fig. 11 The 21-phase SPFCR operation using four flying capacitors in [29]

defined by the multiphase operation, to be distinct in order to facilitate voltage level
generation and DC-DC converter implementation.

Figure 12 demonstrates how we can reuse the 4 Cfly for DC-DC conversion. With
the reconfiguration arrangement from Fig. 11, the capacitor voltages after the
21-phase SPFCR operation will be VC1= 0.27Vrect, VC2= 0.32Vrect, VC3= 0.19Vrect,
and VC4 = 0.1Vrect, respectively. By selecting appropriate interconnections among
the capacitors in the charging (ΦC) and discharging (ΦD) phases, we can implement
different buck/boost VCRs, with VCR update enforced after the MPPT operation for
wide input adaptation.

This work employs the fractional open-circuit voltage (VOC) approach to achieve
MPPT. However, as VOC is typically twice the MPP voltage, the voltage tolerance
requirement is ultimately limited during the VOC sampling (Fig. 13a). By exploring
the PEH-dependent empirical correlation between VMPP and the VOC of FBR in
Fig. 13b, this work can achieve MPPT with a much lower voltage tolerance.
Specifically, as observed in the control waveforms in Fig. 13c, the MPPT arbiter
first resets CP and then samples VOC,FBR through the peak detector. The sampled
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Pout versus Vrect under different external accelerations and the achieved MOPIR under different Pin,

FBR in [29]

value divided and compared can generate the controls for the VCR update.
Figure 13d shows the simplified circuit-level implementation of the MPPT arbiter.

Figure 14a presents the PEH interface exploiting the 21-phase SPFCR approach,
implemented in 0.18 μm CMOS; it occupies an area of ~0.21 mm2, with 4 off-chip
Cfly of 68 nF each. Figure 14b demonstrates the empirical ratio between VMPP,SPFCR

and 2 VOC,FBR, with a measured value of approximately 2.3, validating the possibil-
ity of using VOC,FBR for MPPT.

Figure 15a displays the MPPT as well as the 21-phase SPFCR operations. As
observed, the MPPT arbiter can generate the required VMPP,SPFCR and 2 VOC,FBR

ratio for successful MPPT operation. Figure 15b shows the measured Pout versus
Vrect and the achieved MOPIR under different Pin,FBR. We can demonstrate that this
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Table 2 Performance comparison of SPFCR with state-of-the-art PEH interfaces

SPFCR JSSC'17 [30] JSSC'17 [22] JSSC'19 [31]

0.18 μm 0.35 µm 0.18 µm 0.18 µm HV

Split-phase flipping 
capacitor rectifier SSHC FCR SE-SSHC

MIDE PPA1021 MIDE V21BL P5A4E @ 5 mm3 Custom MEMS

71 × 10.3 × 0.86 mm3 90 × 16.7 × 0.79 mm3 5 × 1 × 1 mm3 7 × 2 mm2
 (4 pieces)

22 nF 45 nF 78.4 pF 1.94 pF

4 Capacitorsa       

21 phase
8 capacitorsa

17 phase
4 Capacitorsb

7 phase
8 Capacitorsb

17 phase

272 nF 360 nF 1.44 nF 4 nF

5.9 ~ 9.3× @VD = 0.12 V
3.7 ~ 6.2× @VD = 0 V

9.7× 4.83× 8.21×

Capacitor-reuse 
multi-VCR 
SC DC-DC

no no no

Yes
(VOC,FBR-based) no no no

0.84 0.8 0.85 0.69

0.2 mm2 2.9 mm2 1.7 mm2 5.3 mm2

0.5 ~ 64 μW 161.8 µW 50.2 µW 186 µW

200 Hz 92 Hz 110 kHz 219 HzOperating freq.

MPPT

Pin adaptation

Voltage flipping 
efficiency

Cp

Ctotal

MOPIR

Chip size

Output power

Technology

Energy extraction
technique

Key Component

Harvester size

Piezoelectric
harvester

aOff-chip component
bOn-chip component

work can obtain a high MOPIR of up to 9.3× (with a diode drop of 0.12 V), while
accomplishing a wide input power adaption with Vout set to 2 V. The drop at the low
input power end is due to the increased intrinsic loss.

Table 2 summarizes the performance comparison of the SPFCR with state-of-the-
art PEH interfaces [22, 30, 31]. Using only four capacitors, the proposed SPFCR
PEH interface can achieve a 21-phase PEH voltage flipping efficiency of up to 0.84.
Using VOC,FBR-based MPPT, we can realize wide Pin adaptation through
reconfiguring the four capacitors for multi-VCR SC DC-DC conversions. It also
features a high MOPIR of up to 9.3× at a diode voltage drop VD = 0.12 V.



234 M.-K. Law et al.

3 Reconfigurable SC DC-DC Boost Converter
for Solar/Thermal Energy Harvesting

Switched-capacitor DC-DC converters attain conversion efficiency advantages for
on-chip implementation when compared with inductive converters [32, 33]. The
implementation of SC converters requires relatively much smaller energy storage
elements, and we can realize them using a bulk CMOS process, allowing an
attractive technical approach in energy-constrained miniaturized IoT devices to
deliver efficient power conversion with a small system form factor [8, 9, 16, 34–
42]. As depicted in Fig. 16a, the ambient variations of the energy harvester operating
conditions can lead to a wide-range distribution of the output voltage from the
harvester node. Consequently, the DC-DC converter after the harvester module
should feature multiple ratio conversion over a wide input voltage range to improve
the overall efficiency, as illustrated in Fig. 16b. For instance, the ambient harvested
voltage level can be far lower than the system required supplied voltage, for
example, the voltage provided by a solar cell is normally in the level of 0.2–0.4 V.
A wide and variable range power converter is a prerequisite for powering a loading
system or charging a storage. However, traditional single-VCR SC converters suffer
from limited voltage conversion range and overall efficiency degradation under the
above application scenarios. Accordingly, highly integrated SC DC-DC converters
with multiple VCRs are superior solutions for wide-range voltage conversion adap-
tation, overall harvesting functionality and performance improvement, and also
system integration level [43–54]. In this section, we discuss the generic SC converter
power stage intrinsic loss model together with advanced topology techniques for
generating fine-grained VCRs and improving the interfacing capability with
DC-type energy harvesters (i.e., solar and thermoelectric sources).
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Fig. 16 (a) DC-DC converter with a wide input voltage range for DC-type energy harvesting
powered systems. (b) Efficiency improvement over a wide input range through multiple ratio
conversion
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3.1 SC Converter Power Stage Losses

In general, the power stage intrinsic performance of two-phase SC converters is
highly dependent on the charge conduction loss and flying capacitor (Cfly) parasitic
loss power, which are critical factors that induce the efficiency degradation during
the switching operations. Establishing an effective and easy-to-use model to evaluate
the SC power stage losses is essential for alleviating the loss influence and optimiz-
ing the conversion efficiency in an EH interface. Figure 17a shows an SC converter
equivalent model with a generic VCR ofm: n [55]. The equivalent output impedance
ROUT demonstrates that the conduction losses are dependent on both the slow
switching limit loss (RSSL) and fast switching limit loss (RFSL). The converter
switching frequency fS dominates the overall ROUT under a given on-chip total
capacitance and switch conductance (active area) (Fig. 17b). For a single SC cell,
the charge conduction from the input to the output through a Cfly generates charge-
sharing loss between the voltage source and capacitors, inevitably causing conver-
sion efficiency drop. As depicted in Fig. 17c, under a slow switching condition (i.e.,
at a low fS), we can evaluate the corresponding periodic loss power with the SC
power stage in two-phase operation as

Pls,SSL =
Q2

cond

Cfly
: ð3Þ

m : n
ROUT RLoadCL

VOUT

VIN

fS

ROUT

RFSL: Switch RON loss

RSSL: Charge sharing loss

(With a fixed total capacitance)

Sweet PCE point

Higher switching loss
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Fig. 17 (a) Generalized SC converter power stage equivalent model and (b) the equivalent output
impedance versus switching frequency under a given total capacitance and switch conductance; the
mechanism illustration for (c) charge-sharing loss, (d) switch conduction loss, and (e) bottom plate
parasitic loss
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cond S

turn-on resistance RON will dominate the loss power, as highlighted in Fig. 17d.
Then, we can calculate the loss power through

Pls,FSL =
Q2

cond

2Cfly
coth

TS

2RONCfly

� �
f S ð4Þ

With Eqs. (3) and (4), the equivalent RSSL and RFSL for a single SC cell becomes

RSSL =
1

f SCfly

Qcond

QOUT

� �2

ð5Þ
� �

RFSL =
RSSL

2
∙ coth 1

4f SRONCfly
ð6Þ

where QOUT denotes the periodic delivered output charges. Regarding Eq. (6), as fS
approaches to infinitely high, the RFSL asymptotic limit is

RFSLjf S →1 = 2RON
Qcond

QOUT

� �2

ð7Þ

As observed, Eqs. (3)–(7) describe the loss of a single SC cell. Consequently, we
need to add up the corresponding losses from all SC power cells in a converter power
stage to obtain the overall RSSL and RFSL. From [55], we can estimate the overall
ROUT for an SC converter power stage by

ROUT ≈
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
SSL þ R2

FSL

q
ð8Þ

In addition to the conduction loss, Cfly parasitic loss can also affect the conversion
efficiency. The parasitic loss is especially critical for fully integrated SC converters
because the on-chip capacitor devices generally suffer from the considerable
top/bottom plate parasitic effect. The parasitic capacitance is typically proportional
to the main capacitor size with a factor of β (Fig. 17e). Depending on the capacitor
type, the value of β can be up to 0.1. We can use the following equation to evaluate
the parasitic loss to the first order for a single SC cell:

Pls,par = βCfly ∙ΔVCP
2f S ð9Þ

where ΔVCP is the top/bottom plate voltage swing of the Cfly. The above-discussed
conduction and parasitic losses can directly restrict the achievable conversion
efficiency. The related discussion on the optimization of the SC converter power
stage losses appeared in [34, 43, 55, 56].
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3.2 Two-Dimensional Series-Parallel (SP)-Based Topology
for Fractional VCR Generation

Several state-of-the-art topology techniques obtained reduced conduction and para-
sitic losses when generating fine-grained step-down VCRs [44, 48, 49]. An integer-
cascading-fractional power stage architecture is a widely adopted topology solution
to provide wide-range and fine-grained conversion ratio generation. Such an
approach involves a converter stage that realizes a high integer VCR and a cascaded
SC stage that features fractional ratio conversion to fine-tune the output levels
[38, 39]. Still, this method may suffer from suboptimal conduction losses when
realizing rational boost VCRs in wide range, especially in on-chip conversion
scenarios due to the limited total capacitor area. We can express a general rational
boost VCR as below:

VCR=
VOUT

V IN
=K þ m

n
, ð10Þ

where K, m, and n are all positive integers with m ≤ n and m and n are relatively
prime. In Eq. (10), we can implement the integer part of the ratio (i.e., K ) using a
well-developed classic integer topology, for instance, Dickson SC topology, to
realize optimal on-chip loss reduction [34, 57], while we can implement the frac-
tional ratio m/n by series-parallel (SP) topology, one of the most well-known
solutions for the fractional VCR generation, using relatively modular power cells.
As a designer, we can adopt an m-row-by-n-column power cell array to construct the
SP power stage for implementing a flexible ratio of m/n [43, 58]. Figure 18a illus-
trates such a topology, defined as a two-dimensional SP (2DSP) structure.
Cooperating with an integer conversion stage (e.g., Dickson structure), the 2DSP-
based SC converter features high step-up rational VCR generation. To obtain a
complete on-chip capacitor utilization, we can reallocate part of the Cfly to generate
either the integer or fractional ratios [50, 59], enhancing the charge-sharing loss
reduction (equivalently, lowering the RSSL).

Regarding the discussed RSSL loss metric, as described in Eq. (5), its optimal level
when generating a boost VCR expressed in Eq. (10) under a given total flying
capacitance CTOT is

RSSL,opt =
1

CTOTf S

Knþ m- 1
n

� �2
: ð11Þ

The above equation is valid for the existing SC boost topologies, and it involves
the loss from both the integer and fractional stages. In the following discussion, we
assume the generation of the integer ratio (K ), based on the Dickson topology, for
optimal losses in fully integrated implementation scenarios.

We discuss the issues of using 2DSP topology when generating a fractional ratio
of m/n [52]. Figure 18 demonstrates the two-phase operation for implementing the
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Fig. 18 (a) Generalized 2DSP SC power stage and (b) its two-phase operation states

VCR in Eq. (10) using the 2DSP topology, where the voltage (K-1)VIN is from the
integer ratio stage (Dickson SC). The m × n SC cell array produces the ratio m/n. A
flexible assignment of m and n can ensure high fractional VCR possibilities. Giving
that the integer part exhibits the optimal RSSL property, the corresponding RSSL for a
general 2DSP topology under optimized Cfly charge flow assignment is

RSSL,2DSP =

PNC 2DSP

i= 1
jac,ij þ

PNC int

k= 1
jac,kj

 !2

CTOTf S
=

mþ K - 1ð Þ2
CTOTf S

, ð12Þ

where NC_2DSP and NC_int are the total number of power cell units in the fractional
and integer power stage, respectively. We can compare the RSSL,2DSP in Eq. (12)
with the RSSL,opt in Eq. (11) through the following analysis:

XN
i= 1

jac,ij 2DSPð Þ -
XN
i= 1

jac,ij optð Þ =mþ K- 1-
Knþ m- 1

n
=

1
n

mn- n-mþ 1ð :

ð13Þ

From the above equation, since it defines m/n as a proper fraction with n ≠ 1, a
possible solution for RSSL,2DSP = RSSL,opt is m = 1. Obviously, the 2DSP-based
topology pulls off a suboptimal RSSL with most of the conversion ratios except for
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using a 1 × n array (a special case) to implement a VCR of (K + 1/n). Such a special
case can only realize a limited set of fractional part of VCR between 0 and 1/2, which
can degrade its application flexibility.

3.3 Algebraic Series-Parallel (ASP)-Based SC Topology
Development

From the above discussion, even though the 2DSP-based topology can reach a good
VCR flexibility by anm × n capacitor array, it in fact suffers from suboptimal RSSL in
most of the VCR cases due to using extra Cfly. Besides, the 2DSP topology also
exhibits relatively larger Cfly bottom plate voltage swing (|ΔVCB|), resulting in
increased Cfly parasitic loss. Those limitations affect the achievable conversion
efficiency of the 2DSP-based wide-range fine-grained converter, especially for
on-chip implementations. To resolve the suboptimal RSSL and increased parasitic
loss limitations in the conventional 2DSP, we introduced an algebraic SP (ASP)
topology technique, which can theoretically deliver optimal RSSL and improved
parasitic loss, simultaneously, retaining the fractional VCR generation flexibility.
The topology development exploits the basic power cell operations of the 2DSP
followed by elaborating the VOUT expression using ASP-based topology operations
algebraically. By systematically assigning the terminal voltages of the SC power
cells in different switching phases according to a simple algorithm, a designer can
realize arbitrary rational boost VCRs using the ASP-based method (Dickson + ASP)
without using extra Cfly. We also limited well the |ΔVCB| in each cell to reduce the
parasitic loss.

According to Fig. 18, we can represent the integer part generation by the voltage
(K-1)VIN for simplicity. Then, we can express the realization of the VCR in Eq. (10)
by the 2DSP-based topology as

VOUT,2DSP =V IN þ m×
V IN

n

� �
þ K- 1ð ÞV IN, ð14Þ

with the second and third terms implemented using the 2DSP and the integer
conversion stage, respectively. By stacking both parts over the converter input, we
can obtain the final output. One limitation with the 2DSP is that the fractional part
during the topology reconfiguration highly relies on m and n, resulting in an
excessive number of Cfly and leading to a suboptimal RSSL. Furthermore, the limited
capacitor voltage of (1/n)VIN also results in a higher bottom plate switching voltage
|ΔVCB|, which contributes to significant parasitic loss.

Tackling the issues in the 2DSP structure, Fig. 19 represents the two-phase
ASP-based implementation for realizing the VCR in Eq. (10), featuring a uniform
charge flow amount through each capacitor. The corresponding algebraic VOUT

expression becomes
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Fig. 19 Operation states for the ASP-based rational VCR boost topology with the integer-level
generation by Dickson SC structure

VOUT,ASP =KV IN þ n-m- 1ð Þ K- 1ð ÞV IN þ mKV IN þ n- 1ð Þ
� V IN -VOUTð Þ 15Þ

As observed above, we construct the VOUT expression with the summation of
different items. The included (VIN – VOUT) term enables flexible m/n generation
without dividing VIN as the operation in 2DSP. Figure 19 shows the corresponding
two-phase operations. DuringΦ2, all the (2n – 2) SC cells connect between KVIN and
VOUT, featuring the SP-like operations. The increased Cfly voltages help to lower the
bottom plate switching voltage and hence reducing the parasitic loss. Similarly with
the previously discussed 2DSP case, we can generate the KVIN and (K – 1)VIN using
Dickson SC stages for optimal conduction and parasitic losses. As illustrated in
Fig. 19, the Dickson SC stages operate in parallel. It corresponds to a total of
NC_Dks = (Kn – 2n + m + 1) capacitors in the Dickson stages with a uniform
conducted charge amount of |(1/n)QOUT|. In the ASP-based topology, there are a
total of (Kn + m – 1) power cells (including the Dickson cells) with each cell
conducting a uniform charge flow of |(1/n)QOUT|. Hence, it can theoretically reach
the optimal RSSL according to Eq. (11).
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3.4 ASP Topology Generation and Analysis

Based on the above-discussed ASP operation concept, Fig. 20 shows a generalized
two-phase model for an ASP-based topology framework. It requires a total number
of NF = 2n – 2 cells for generating a fractional of m/n for an overall VCR of n:
(Kn + m). From Eq. (15), there are (n – 1) Cfly connected to the (VIN – VOUT) level,
and the other (n – m – 1) and m cells are charged by (K – 1)VIN and KVIN,
respectively. Also in Fig. 20, the odd cells are with (K – p)VIN and the even cells
are with (VIN – VOUT). This cell arrangement ensures a pair-wise operation that can
reduce |ΔVCB|. We can define a configuration factor ( p) to determine whether we
should connect a particular odd cell to (K – 1)VIN or KVIN. The value of p can be
either 0 or 1 to generate (K – pi)VIN, where i denotes the cell sequence index.
Furthermore, the defined p is not applicable to even cells. Referring to Eq. (15),
the sum of all pi is equal to (n – m – 1) to obtain power stage voltage balance. For the
framework in Fig. 20, the steady-state voltage balancing equation is

K - p1ð ÞV IN þ V IN -VOUTð Þ þ K - p3ð ÞV IN þ V IN -VOUTð Þ þ . . .
þ K- pNF - 1

� �
V IN þ V IN -VOUTð Þ=VOUT -KV IN: ð16Þ

Reorganizing Eq. (16), we have the VCR expression as

VCRASP =K þ
NF - 2

PNF=2

k= 1
p2k- 1

NF þ 2
: ð17Þ

By substituting Σpk = n – m – 1 and NF = 2n – 2 into Eq. (17), we can have the
same VCR expression as in Eq. (10).
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Fig. 20 Operation states for a general ASP-based boost topology (the integer-level generation by
Dickson SC structure)
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Observed in Eq. (17), the result of pk is not unique, indicating that there are
multiple sets of p to deliver the same VCR with optimal RSSL. Yet, it may introduce
suboptimal parasitic loss depending on the specific pk determination. The algorithm
presented below ensures a systematic p selection together with parasitic loss
reduction:

pi i is oddð Þ=
1,

iþ 1
2

� �
1-

m
n

� �
> 1þ Pi- 1ð Þ=2

k= 0
p2k- 1

0,
iþ 1
2

� �
1-

m
n

� �
< 1þ Pi- 1ð Þ=2

k= 0
p2k- 1

8>>><
>>>:

ð18Þ

From Eq. (18), we can find that pi is dependent on m/n and the specific config-
urations of its previous cells. Figure 21 describes illustratively well the procedure for
pi determination. By applying the above cell determination rules, the ASP power cell
ordering (Fig. 20) ensures that we can well bind the |ΔVCB| below VIN for reduced
parasitic loss with a specific m/n.

According to the aforementioned loss analysis for a generic SC power stage,
Fig. 22a exhibits the RSSL comparison between the ASP-based and the 2DSP-based
topologies when generating rational VCRs between 1:1 and 1:6 under a constraint
condition of the same total capacitance. In the comparison, we set the fractional part
of the VCR asm/n= {1/5, 1/4, 1/3, 2/5, 1/2, 3/5, 2/3, 3/4, 4/5}. We used the Dickson
SC stages in both ASP and 2DSP cases to realize integer ratios, including also the
corresponding loss contributions for fair comparisons. Regarding the integer gain
generation, the corresponding required number of “unit” power cell in the 2DSP-
based topology is typically more than that of the ASP-based topology. Hence, it
leads to a higher RSSL under the same Cfly area. From Fig. 22a, the ASP-based
topology achieves evidently lower RSSL for the whole range in contrast to the 2DSP-
based topology, except for the cases of m= 1, which exhibits the same RSSL for both
implementations.

Fig. 21 Flowchart of pi
determination process for
the ASP topology
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Fig. 22 Theoretical comparison between the ASP-based and the 2DSP-based topologies with the
fractional VCRs from 1:1 to 1:6 on (a) the RSSL (normalized to CTOTfS), (b) the parasitic loss
(normalized to βCTOTfSVIN) under fixed-VIN, and (c) the parasitic loss (normalized to the same
βCTOTfSVOUT) under fixed-VOUT

Figure 22b, c show the parasitic loss comparison between the ASP-based and the
2DSP-based topologies. The power loss takes the integer and fractional parts into
account in both cases. Furthermore, we can observe that the ASP-based technique
effectively reduces the parasitic loss in all the modeled VCRs when compared with
the 2DSP-based technique. In Fig. 22c, because of the parasitic loss at higher
frequency, we did not scale any of the VCRs by decreasing VIN; the loss difference
between the two topologies becomes smaller when VCR increases.

3.5 ASP-Based SC Boost Converter Implementation

This part introduces an ASP-based fully integrated SC boost converter with seven
rational VCRs to support a wide input voltage range. Each SC power cell can be
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reconfigured to generate either the integer or fractional ratios. Thus, the whole design
achieves full capacitance utilization for optimizing the RSSL. Figure 23a displays the
SC converter overview. The power stage operates consists of dual interleaved
branches operating with a 180-degree phase difference. Each branch consists of
four SC cells (C1 ~ 4) with the top and bottom plate terminals connected to VIN,
VOUT, or VSS for implementing different ratio configurations. A four-phase
nonoverlapping (NOV) clock generator is employed with an externally injected
master clock to reduce the shoot-through loss due to the short circuit conduction
state. This design adopts an adaptive bootstrapping (ABS) gate driving technique for
robust power switch control over a wide voltage dynamic range. The configuration
control of all the seven VCRs is through receiving a three-bit binary code (DVIN),
which determines the specific topology demand according to practical conditions.

The designed ASP-based SC boost converter was implemented in a 65 nm bulk
CMOS process. The total flying capacitance is about 3 nF. The on-chip filtering
capacitance contains 1 nF for VOUT and 0.3 nF for VIN. All the on-chip SC cell
implementations employ parallel-connected MIM and MOS capacitors, stacking
longitudinally to save the on-chip area. This design features using low-voltage
power switches to improve the switch on-resistance (RON) and reduce the switching
loss. The implemented converter can boost a VIN between 0.25 V and 1 V to a VOUT

of 1 V. Figure 23b exhibits the converter die micrograph with building block
annotations, with the power switches, drivers, NOV clock generators, and buffers
placed between the dual branch power cells. The chip occupies an active area of
0.54 mm2.
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The SC boost converter shown in Fig. 23 covers a wide VCR range from 1:1.25 to
1:5, including 4:5, 2:3, 3:5, 1:2, 2:5, 1:3, and 1:5, specifically. By the property of
uniform Cfly charge flow, the corresponding required SC cell number are 4, 2, 4, 1,
4, 2, and 4, respectively, implying that all seven VCR cases can be realized using
C1 ~ 4 with full capacitance utilization. Figure 24 gives a power cell operation and
partitioning mode summary. For the implemented VCRs, C1 ~ 4 can be configured to
serve as either the Dickson or the ASP power cell. The designed converter generates
the rational VCRs of 4:5, 2:3, 3:5, and 2:5 based on the ASP topology. A typical
voltage doubler implements the 1:2 ratio, and the conventional Dickson topology
generates the VCRs of 1:3 and 1:5 for optimal parasitic loss. In the converter design,
C1 ~ 4 can be identical as they have the same charge flow amount under all the seven
VCRs, which also include all the possible VCR cases using four Cfly.

The converter load regulation control is through pulse-frequency modulation
(PFM). We apply a three-bit digital control to achieve the VCR reconfiguration
together with a resistive ladder-based input voltage detector. To resolve the startup
issue at low input voltage, we can use on-chip charge-pump techniques.

Figure 25 plots the measured power conversion efficiency (PCE) using a variable
resistive load RL over the targeted input voltage range and a fixed VOUT at 1 V. The
resistive loading changes from 85Ω to 800Ω, except for VCR= 1:5 with RL limited
to 200 Ω due to the higher RSSL. The measured peak PCE (ηpeak) is ~80% with RL

between 85 Ω and 100 Ω at VCR = 2:3. From Fig. 22c, the 2:3 ratio with the
ASP-based topology shows a lower parasitic loss than that with the ratio 4:5, which
is in turn lower than the 1:2 ratio case. Consequently, the measured PCE for 1:2, 4:5,
and 2:3 increases progressively, as displayed in Fig. 25. Regarding the ratio 3:5,
even though the parasitic loss is slightly less than that of the ratio 2:3, its property of
relatively higher RSSL loss (Fig. 22a) eventually affects the achievable PCE,
corresponding to the measured results exhibited in Fig. 25.
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Fig. 25 Measured PCE over the targeted VIN range under different resistive loads when generating
a VOUT of 1 V

Figure 26 exhibits the measured PCE over an output power range for each
implemented VCR under a fixed VOUT = 1 V. The output power ranges from
1.2 mW to 20.4 mW, with a maximum power delivered at VCR = 1:2. Moreover,
due to the specific VIN selection, the results in the plot do not include the overall peak
PCE point for the converter.

Table 3 summarizes the measured performance and presents a comparison of the
ASP-based converter with other state-of-the-art designs. In the table, the design
presented in [38] based on SP topology adopts high-density MIM capacitors to
implement the Cfly, hence, featuring low bottom plate parasitic capacitance. As the
ASP-based converter exhibits a property of lower RSSL and parasitic losses, it
demonstrates a comparable peak efficiency (ηpeak) as [38], but with an estimated
1300 times power density improvement by employing higher density capacitance
(MIM+MOS) as the on-chip Cfly. In contrast, with the customized design using the
fully depleted silicon-on-insulator (FD-SOI) process in [59], which realizes a higher
ηpeak, the ASP-based converter design attains more than 4.6× power density
enhancement in bulk CMOS with finer-grained VCRs. The discussed ASP-based
converter also demonstrates higher peak efficiency and higher power density than
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Fig. 26 Measured PCE over different output power range under fixed VOUT of 1 V (DC) for all the
seven VCRs

Table 3 State-of-the-art SC converter performance summary and comparison

Technology 65 nm CMOS 180 nm CMOS 28 nm FD-SOI 180 nm CMOS 180 nm CMOS 65 nm CMOS
0.35 μm 

HVCMOS

Conversion type Boost Boost Boost Boost Boost Buck-Boost Buck-boost

Topology type ASP-based SP-based Customized Customized Moving-sum AVFI Binary recursive

VCR type Rational Rational Rational Integer Integer Rational Rational 

Number of VCR 7 14 3 2
a
22

a
88

13 (boost) 9 (boost)

VCR range 1.25 ~ 5 1.33 ~ 8 1.5 ~ 2.5 4 ~ 6 10 ~ 31 1.1 ~ 7 (boost) 1.14 ~ 4 (boost)

Integrated Cfly MOS + MIM HD-MIM MOS + MOM MOS + MIM N/R MOS + MIM MIM

VIN Range [V] 0.25 ~ 1 0.45 ~ 3 1 1 0.25 ~ 0.65
0.26 ~ 1.3 

(boost)
2 ~ 6 (boost)

VOUT [V] 1 3.3 1.2 ~ 2.4 3 ~ 6 4 1.2 5

IOUT_MAX [mA] 20.1 0.015 1 0.24
a
0.001 21.7 (boost) 1.4 (boost)

ηpeak [%] a80 81 58 60 83.2 (boost) 70.9 (boost)

P-density @ηpeak 

[mW/mm2]
a22.7 a

0.0174 a
4.9

a
2.4

a
~0.0001 10.8 (boost)

a
0.15 (boost)

Fully integrated Yes Yes Yes Yes Yes Yes Yes

JSSC'17 [39] ISSCC'16 [47]ASP design JSSC'16 [39] JSSC'15 [59] JSSC'15 [60] JSSC'18 [50]

aEstimated from the corresponding literature
bRegulation control executed externally

[47, 60] in boost conversion modes. In contrast to the boost mode reported in [50],
the achieved power density by the ASP-based design is 2.1× higher through reduc-
ing the power stage control redundancy. Figure 27 benchmarks the state-of-the-art
fully integrated SC boost converters, including the discussed ASP-based design, in
both bulk CMOS and special processes. We can observe that the ASP-based
converter results in a higher power density while attaining a high number of VCR
when compared with the existing designs in bulk CMOS.
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Fig. 27 Performance benchmarking with state-of-the-art fully integrated SC boost converters

4 Conclusions

In this chapter, we introduced different energy harvesting interface designs using
switched-capacitor (SC) power converters suitable for miniaturized IoT systems. In
terms of vibration (AC-type) sources, we discussed both the FCR and SPFCR
interfaces, which can significantly increase the PEH energy extraction efficiency
without using external bulky high-Q inductors to obtain a compact system imple-
mentation. We can further employ the reusing of the capacitors in the SPFCR to
achieve multi-VCR DC-DC conversion for wide input-power range adaptation in a
component efficient manner. In terms of solar/thermal (DC-type) sources, we studied
the ASP topology, which can attain an optimal conduction loss and reduced parasitic
loss in the power stage. The employment of MIM+MOS as flying capacitors can
significantly improve the power density over prior arts, while featuring a peak
efficiency of up to 80% without using any external components. The proposed
techniques can be especially useful for the next-generation low-cost miniaturized
IoT systems with an extreme level of integration.
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Fully Integrated Switched-Capacitor Power
Converters

Junmin Jiang, Yan Lu, Wing-Hung Ki, and Rui P. Martins

1 Introduction

In recent years, monolithic and highly integrated DC-DC power converters are in
great demand for various low-power devices, like implantable, wearable, and por-
table devices [1]. Integrating a DC-DC power converter fully on-chip is always
favorable, as it potentially results in a simpler system design and smaller PCB
footprint, and it also lowers the cost by eliminating or integrating the most costly
power converter component: the power inductor.
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Fig. 1 A typical SoC power delivery network

In typical system-on-chip (SoC) designs (Fig. 1), there are many different logic
and functional blocks that need multiple individual voltage domains, enabled by
multiple power converters and voltage regulators [2]. Meanwhile, if power con-
verters can have zero external components that can significantly reduce the number
of I/O pins of the SoC chip, the converters can deliver much better transient
performances by allocating the power converters closer to the point of load.

Among linear voltage regulators, switching-mode power converters, and
switched-capacitor (SC) power converters, SC converters are good for full integra-
tion with only capacitors used easily built on-chip with a nanometer process
[3]. Although the efficiency of an SC converter drops linearly when the output
voltage deviates from its ideal output voltage, we can still obtain good efficiencies
with multiple voltage conversion ratios (VCRs). Therefore, SC converters attracted
great interest from both the industry and the academia and are a promising alterna-
tive for the next-generation SoC power delivery. Several practical products emerged
from the application of techniques presented in prior research works.

However, designing a high-performance on-chip SC power converter can be very
challenging [3, 4]: First, the power efficiency of an SC converter with only a few
VCRs is not high over wide input and output voltage ranges. Second, an SC
converter has limited output impedance, and its maximum power density is a
function of the on-chip capacitance density and the switching frequency; thus, an
increase in power density will always sacrifice power efficiency. Hence, in a
standard CMOS process of which the capacitance density is relatively low, there is
a fundamental trade-off between power density and efficiency, and optimizing this
trade-off can be challenging. Third, the output voltage ripples due to hard-charging
currents affect the performances of noise-sensitive devices, and lowering the output
voltage ripple requires higher switching frequency and larger capacitance. There-
fore, minimizing the voltage ripple using minimum system resources and cost is also
a stringent problem to solve.

To tackle the abovementioned design challenges, many circuit- and system-level
techniques came out. Researchers and circuit designers try to optimize the SC design
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with better trade-offs among power density, conversion efficiency, system cost, and
design complexity. In this chapter, we will provide a systematic summary and design
guidelines of recent SC converter design techniques. We will also review the
advantages and drawbacks of these design techniques, in the aspects of topology
generation, loss analysis and optimization, voltage ripple reduction, and closed-loop
regulation.

The remaining of this chapter will have the following organization: Section 2
discusses the topology generation and selection, as well as the topology-level
efficiency considerations. Section 3 analyzes the power conversion losses of SC
converters and introduces techniques that reduce gate-drive switching loss and
parasitic loss. Section 4 compares the centralized and distributive clock generation
methods for multiphase SC converters. Then, we will describe two design examples:
an SC converter-ring and a multi-output SC converter in Sects. 4 and 5, respectively.
Finally, Sect. 6 draws the conclusions.

2 Topology Generation

2.1 Efficiency and Power Density Trade-Off

Topology generation or selection is the first step of consideration in most of the
designs. With the input and output voltage ranges specified, we can determine the
required VCRs first. For an SC converter, the theoretical efficiency is

η=
VOUT

M ×V IN
, ð1Þ

where M is the ideal VCR of the selected topology. With only one VCR, the power
conversion efficiency decreases monotonically when the output voltage drops from
the ideally converted voltage (M × VIN). For applications that require a wide input or
output voltage range, it is important to reconfigure the power conversion cells for
several VCRs to cater for a changing input voltage. The SC converter can then
operate at a proper VCR that delivers the maximum efficiency.

Figure 2 shows the theoretical efficiency of an SC converter and a low-dropout
regulator (LDO) with respect to the output voltage VO [5]. For example, if VO needs
to be 1/2 VIN, the efficiency is η = 50% when using an LDO. With the SC converter
configured asM= 2/3, then we get η= 0.5/0.667= 75%; on the other hand, with the
SC converter reconfigured as M = 1/2, then the ideal efficiency can be 100%.
Obviously, with more VCRs, the converter will have a higher averaged efficiency
across the whole VO and VIN ranges. However, more VCRs need more flying
capacitors and power switches; thus, combining multiple topologies in one power
stage increases circuit complexity and the equivalent output resistance, reducing the
output power capability and power density. Clearly, there is a trade-off between
power efficiency and power density, and then, the target is to obtain an optimum
high efficiency range with a reasonable design complexity.
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Fig. 2 Theoretical efficiency comparison of an SC converter with four VCRs and six VCRs versus
an ideal low-dropout regulator [5]

2.2 Two-Phase Limitation and Three-Phase Operation

Most switched-capacitor converters use only two operational clock phases, with the
number of VCRs limited by the number of flying capacitors [6]. For example, with
two flying capacitors, the realizable step-down VCRs are 1×, 2/3×, 1/2×, and 1/3×
only. If more VCRs such as 3/4× and 1/4× are necessary, the converter requires one
more flying capacitors.

An alternative method to realize more VCRs while keeping the number of flying
capacitors unchanged is to use a multiple clock phase operation [7–10]. A three-
phase operation [7] and two- or three-phase operation [8] used in step-up SC
converters boost the output voltage to 6×/7× of the input voltage for LED/LCD
driver applications. Similarly, when applied to step-down SC converter in [9], it
generates a very low output voltage (1/4×) for wireless biomedical implants. Exper-
imental results show an efficiency of 70% obtained for VO = 0.5 V. Figure 3 shows
the three-phase topologies (3/4× and 1/4×) using only two flying capacitors and
achieving up to 20% efficiency improvements together with a higher average
efficiency over wide VO and VIN ranges [10].

In a short summary, multiple-phase operation uses fewer capacitors and switches;
furthermore, it realizes a better trade-off between power efficiency and density,
covering wider input and output voltage ranges.
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Fig. 3 Operation states of two topologies that use three-phase configuration realizing (a) 1/4×
mode and (b) 3/4× mode [10]

2.3 Review of Other Topologies

To cover a wider voltage range with high efficiencies, some reconfigurable SC
converters have a large number of VCRs, for example, the successive approximation
(SAR)-based SC converter that has 117 VCRs [11]. By reconfiguring cascaded
power cells that have M = 1/2, each power cell can be the top or the bottom voltage
domain for the next stage, such that the output voltage has seven-bit resolution
[12]. The topology is further improved by using recursive SC converters [13, 14]. In
[15], a gear train topology emerged using five off-chip capacitors constructed four
stacked power stages that realized 24 VCRs. We can find similar works in [16], and
algebraic series-parallel topologies appeared to generate more VCRs to cover wide-
voltage ranges [16, 17]. However, these converters have a common drawback; the
output impedance is high due to the stacking of too many power switches in series
that limit the load current capability and power density. But, we may use them in
low-power applications with stringent requirements on system integration.

As mentioned above, a SoC requires multiple voltage domains for individual
functional blocks, and then, single-input multiple-output SC converters, with capac-
itors and transistors potentially shared to save silicon area overhead and improved
overall power efficiency, can serve the purpose well. Reference [18] proposed a
dynamic power cell allocation scheme for multicore application processors. The
dynamic allocation of power cells according to load demands can improve the
efficiency by 4.8% when compared with the case without it. The peak efficiency
was 83.3% and the maximum load was 100 mA, meanwhile, minimizing the cross
regulation. Reference [19] presented a specific application that requires two outputs
with different loads and used an on-demand strategy to compensate the current
shortage, thus saving on-chip capacitor area. In [20], VCR of 2× and 3× shared
one transistor and reduced silicon area and improved the efficiency.
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3 Efficiency Optimization

3.1 Unified Models for Losses in the SC Converter

When designing fully integrated switched-capacitor (SC) converters, optimizing
efficiency is one of the most important procedures to ensure the maximum power
density under peak efficiency. However, the loss contribution of SC converters may
arise from multiple factors and may vary with different topologies, leading to
complexity in analysis and optimization. In this subsection, we present a methodol-
ogy to predict the overall efficiency and find the optimized peak efficiency.

Switched-capacitor converters can have an ideal 100% efficiency under close-to-
no-load condition, besides, the power efficiency starts to drop when the charge
transfer on the flying capacitors happens, due to the well-known charge redistribu-
tion loss. In general, the output voltage drops proportionally with the loading
current, forming an equivalent output resistor (ROUT) at the output node. Such
that, Eq. (1) above is the expression of the theoretical efficiency for a certain
VCR. We can observe that there is a relationship between the efficiency and the
proximity of the real output voltage (VOUT) to the ideal output voltage (MVIN). The
charge redistribution loss, also known as hard-charging loss, is the integrated
conduction energy loss from the resistive loss on the switches. M. Seeman proposed
a unified model to calculate ROUT (Fig. 4) [21, 22].

We can model an SC converter as an ideal DC voltage source with an ideal
transformer representing the voltage conversion and also with a finite output resis-
tance ROUT [21, 22], composed by RSSL (slow switching limit resistance related to
the charge redistribution loss) and RFSL (fast switching limit resistance due to the
finite conductance of switches), expressed by

RSSL =KC
1

CFf SW
ð2Þ

RFSL =KSRON 3

where KC and KS are topological factors determined by the charging scenario, CF is
the capacitance of the flying capacitor, fSW is the switching frequency, and RON is the
on-resistance of the switches.

The overall output resistance becomes

Fig. 4 Transformer-based
SC converter model
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Table 1 Summary of the
equivalent output impedances
of three VCRs

VCRs KC RSSL KS RFSL

2× 1 1
CFf SW

RON

3/2× 1
2

1
2CFf SW

7
2

7
2RON

4/3× 1
3

1
3CFf SW

20
9

20
9 RON

RO ≈
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RSSL

2 þ RFSL
2

p
: ð4Þ

This model assumes that the output voltage is an ideal DC voltage with neglected
voltage ripple. Reference [23] pointed out that Eq. (4) may be inaccurate when the
output ripple voltage is very large and presented an improved solution. Deviation
from Eq. (4) may also occur if RSSL is close to RFSL. Otherwise, this model is
accurate enough in the estimation of the RO and in predicting the output voltage VO;
thus, it became a widely used practical model [24, 25].

Here, we present examples to calculate RO for three topologies: the 2×, 3/2×, and
4/3× topologies that use two-phase clock. We design all RON as equal, as they
conduct the same amount of charge. Table 1 summarizes KC and KS for the three
VCRs. The major loss is due to the equivalent IR drop of ROUT, and from Eqs. (2)
and (3), it is necessary to reduce ROUT loss, high fSW, and large transistor widthWSW.

3.2 Switching and Parasitic Losses

In addition to conduction losses, the gate-drive switching loss PSW and parasitic loss
PPARA are also significant, especially for fully integrated SC converters. They are
actually determining the peak efficiency of the regulated SC converters, due to the
adjustment of the output resistor RO to obtain a regulated VO under different loads.
At certain VO, the theoretical efficiency would be identical. Le et al. analyzed in [26]
these two losses in addition to Seeman’s model. We can calculate the gate-drive
switching loss PSW by knowing the switching frequency fSW, the gate capacitance
CGATE, and the driving voltage VSW. Regarding the parasitic loss, it is still complex
and may vary a lot over different topologies [27, 28].

In 2020, Jiang et al. [29] presented a unified method to simplify the parasitic loss
calculation by observing the voltage swing of individual parasitic capacitors. We use
1/3× mode SC converters as examples to analyze the parasitic loss reduction. We
assume that the additional charge introduced by the parasitic capacitors will not
affect the flying capacitor voltages, as the parasitic capacitors are much smaller
(usually below 5%) than the main capacitors. We also suppose a no-load condition
such that the capacitor voltages would not change among the operational phases.

Let us consider the 1/3× SC converter from Fig. 5, with the positive- and
negative-plate parasitic capacitors C1p+, C1p-, C2p+, and C2p-, where we labeled
their voltage swings in both phases. For the summation-mode converter, when Ф1
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Fig. 5 Parasitic capacitors on the top and bottom plates of the 1/3× mode

changes toФ2, C1p+ charges from VO to VIN with a charge Q1P+. The energy sourced
from VIN is

E1Pþ,CH =V INQ1Pþ =V IN V IN -VOð ÞC1Pþ =
2
3
V2
INC1Pþ ð5Þ

WhenФ2 changes toФ1, C1p+ discharges from VIN to VO, and the energy returned
to VO becomes

E1Pþ,DIS =VOQ1Pþ =VO V IN -VOð ÞC1Pþ =
2
9
V2
INC1Pþ ð6Þ

The energy loss due to C1P+ is the difference of Eqs. (5) and (6), and we can write
it as

E1Pþ,LOSS =E1Pþ,CH -E1Pþ,DIS =
4
9
V2
INC1Pþ ð7Þ

For C1p-, it charges from 0 to 2/3 VIN in Ф2:

E1P- ,CH = V IN -VOð Þ 2
3
V INC1P- =

4
9
V2
INC1P- ð8Þ

In Ф1, with all the charges dumped back to ground by C1p-, the loss is
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E1P- ,LOSS =E1P- ,CH =
4
9
V2
INC1P- ð9Þ

In general, considering the parasitic capacitor CP, charged and discharged
between two voltages VL and VH, in the charging phase, the energy sourced from
the system is

EP,CH =VH VH -VLð ÞCP ð10Þ

In the discharging phase, the energy returned to the system is

EP,DIS =VL VH -VLð ÞCP: ð11Þ

Hence, the energy of the parasitic loss is the following:

EP,LOSS =EP,CH -EP,DIS = VH -VLð Þ2CP =ΔV2CP ð12Þ

The dominant factor of the parasitic loss is the voltage swing ΔV that is (VH -
VL), where the parasitic capacitor CP charges and discharges between these two
voltages VL and VH. Then, we derive the parasitic loss of one parasitic capacitor CP

as

PPARA,CP =CP VH -VLð Þ2f SW =ΔV2CPf SW ð13Þ

By using Eq. (13), we can calculate the parasitic loss PPARA of all parasitic
capacitors Cip+ and Cip- (i = 1. . .N ) by finding out the voltage swings of the
positive and negative plates.

3.3 Gate Switching Loss and Parasitic Loss Reduction

The concept of reducing the gate-drive switching loss implies the use of low-voltage
(thin-oxide) transistors [25]. The method places in cascode several thin-oxide
transistors to withstand a higher breakdown voltage. Because the feature size of
the thin-oxide transistor is less than that of the thick-oxide transistors, the gate
parasitic capacitance is much lower.

Figure 6 shows the operating principle of the NMOS stacking transistors. The
turn-on resistance RON of a MOS transistor is

RON =
LMIN

KVODWSW
ð14Þ

where K is a process-related parameter, VOD is the overdrive voltage of the transistor,
and LMIN is the minimum channel length. We can implement a power switch using
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Fig. 6 Operating principle of the NMOS (N-type metal-oxide semiconductor) stacking transistors

one thick-oxide high-voltage transistor or two stacking thin-oxide low-voltage
transistors. If the two implementations have the same RON, then for each type of
transistors,

RON L =
1
2
RON H ð15Þ

Considering Eqs. (14) and (15) together, the size ratio of the thick-oxide transistor
to thin-oxide transistor is

WSW H

WSW L
=

LH
2LL

KLVOD L

KHVOD H
: ð16Þ

Now, the switching loss becomes

PSW =V2
SWf SWCGATEWSW: ð17Þ

Then, the ratio of their switching losses is

PSWH

PSWL

=
V2

SWH
CGATEHWSWH

2V2
SWL

CGATELWSWL

: ð18Þ

In a typical 0.18 μmCMOS process, we have 1.8 V thin-oxide transistors and 5 V
thick-oxide transistors. Then, the lengths are LH = 0.5 μm for NMOS, LH = 0.7 μm
for PMOS (p-channel metal-oxide semiconductor), and LL= 0.18 μm. The overdrive
voltages are VOD_H = 3 V and VOD_L = 1.2 V. We extract other parameters from the
process design kit and list them in Table 2. The results show that using low-voltage
transistors, we can obtain a 2.615× and 1.778× switching loss reduction for the
NMOS and PMOS switches, respectively. This helps the converter to achieve 82%
peak efficiency in 0.18 μm CMOS. In [30], six thin-oxide transistors used in a
cascode arrangement allow the SC converter in 65 nm CMOS to switch faster.
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Table 2 Switching loss
calculations

NMOS PMOS

Low-V High-V Low-V High-V

LMIN (μm) 0.18 0.7 0.18 0.5

K (1 m/ΩV) 0.147 0.138 0.048 0.03

CGATE (fF/LMIN) 0.52 0.82 0.62 0.62

WH/WL 0.829× 0.889×

PSW_H/PSW_L 2.615× 1.778×

It is even more necessary to use cascoded devices in high-voltage applications,
since the QgRON product of the thin-oxide transistor is much smaller than that of the
high-voltage DMOS (deep diffusion metal oxide semiconductor) transistors
[31, 32]. In [32], two 3.3 V transistors cascoded in an 11/1× topology convert a
high voltage (35–40 V) to 3.3 V with 94.7% peak efficiency. In [8], 3.3 V and 5 V
transistors cascoded in a 6× step-up SC converter with a 15 V output voltage exhibit
reduced gate switching loss.

Parasitic loss is also proportional to the switching frequency. It becomes signif-
icant on a fully integrated SC converter, especially when MOS capacitors utilize
flying capacitors. Multiple works [33–39] reported reduced parasitic losses, by using
low parasitic ferroelectric capacitor [33], deep trench capacitor [34, 35], parasitic
loss recycle techniques [36, 37], and dynamic voltage biasing techniques
[38, 39]. All these methods reduce the loss caused by parasitic capacitance and
can increase the efficiency.

3.4 Efficiency Optimization

We can obtain the overall efficiency as

η f SW, WSWð Þ= PO

PO þ PLOSS
ð19Þ

PLOSS =PC PR PSW PPARA 20

Obviously, the gate switching loss PSW and the parasitic loss PPARA are propor-
tional to the switching frequency fSW and the transistor size WSW, while the charge
redistribution loss PC and the conduction loss PR are inversely proportional to fSW
and WSW. Then, we can find the optimum efficiency point by sweeping fSW and
WSW.

Figure 7 illustrates an example of efficiency curves with the optimum point at the
maximum load condition (ILOAD = 600 uA) [25]. We conducted the efficiency
calculation and simulation using MATLAB, and to obtain the peak efficiency of
each VCR, we swept fSW and WSW from 10 MHz to 30 MHz and from 10 μm to
40 μm, respectively. Figure 7 shows the results in three-dimensional curves. For the
4/3×mode, the peak efficiency is 82.5% when fSW is 11.3 MHz andWSW is 27.5 μm.
For the 3/2× mode, the peak efficiency is 80.5% when fSW is 15.7 MHz and WSW is
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Fig. 7 Simulated efficiency with respect to the switching frequency fSW and the width of the power
transistor width WSW

33.94 μm. The optimal fSW for the 3/2× mode is higher than the optimal fSW of the
4/3× mode because we used fewer transistors; as the switching loss is lower, we can
employ larger transistors. For the 2× mode, the peak efficiency is 80% when
fSW = 19 MHz and WSW = 40 μm. This mode uses the smallest number of
transistors; thus, switching and parasitic losses are significantly lower than the
other two modes; however, both fSW and WSW can be larger. In conclusion, by
using this model, we can obtain optimized efficiency for certain topologies.

4 Clock Generation and Distribution: 123-Phase
Converter Ring

4.1 General Concept of Multiphase Interleaving

We can consider output voltage ripple as power loss, because a larger ripple means
that we should reserve a larger supply voltage for the load. To reduce the ripple, we
can easily apply a multiphase interleaving scheme in fully integrated SC power
converters [26, 40–47]. Figure 8 presents the concept and system diagram, where we
implement multiphase interleaving by partitioning the SC power stage into multiple
small cells, with these power cells driven by different clocks (ck1 to ckn). Adjacent
clocks have a 360°/n phase shift and T/n delay where T is the switching clock period,
such that the output voltage has a higher equivalent frequency; thus, we can reduce
the output voltage ripple. An n-phase voltage-controlled oscillator (VCO) can easily
generate multiphase interleaving clock signals. To effectively regulate VOUT,
frequency modulation scheme is favorable, as it saves unnecessary switching losses
as well. After the error amplifier senses VOUT and generates the control signal VC, it
will adjust the switching frequency according to the load condition. Besides reduc-
ing the output voltage ripple, we can also significantly reduce the input current (IIN)
ripple as the discontinuous inrush input current of a single-phase converter would be
evenly distributed among interleaving phases for a multiphase converter. Conse-
quently, we can use smaller input and output capacitances. As such, more interleav-
ing phases are beneficial and preferable in recent fully on-chip SC converter works
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Fig. 8 System diagram and waveforms of multiphase interleaving SC converter [27]

[40–47]. However, distributing a large number of interleaving clock phases across a
large converter chip area can be challenging.

4.2 Clock Generation: Centralized Versus Distributive

Figure 9 presents two schemes of interleaving clock generation and distribution.
Figure 9a shows the H-tree structure with centralized clock generation and then
distribution, commonly used in large digital circuits and systems. For a multiphase
SC converter, each power cell needs one clock signal from the central VCO, and
N phases will need an N-bit clock bus running over the whole converter, complicat-
ing the design. Moreover, in order to obtain good phase matching, the power stage
layout has to be symmetrical, thus restricting the layout shape of the power man-
agement unit to rectangular. To distribute the interleaving clock phases by each of
the power cells, we need to route them from the central VCO to the power cells.
Then, we will get a parasitic capacitor CP_1_CELL = log2N × L × CPAR0, where N is
the phase number and CPAR0 is the unit parasitic capacitance in fF/μm. The total
parasitic capacitance of all the clock wires driven by the VCO is
CP_TOTC = N × log2N × L × CPAR0. Therefore, the power consumption for the
clock distribution is large. Consequently, the number of clock phases in most of the
works is under 50 [26, 41–43].

On the other hand, Fig. 9b presents the distributed scheme [44–47], where we
design the power cells to be identical, and the adjacent power cells generate clock
phases with a fixed delay from the preceding. When connecting N such cells (N is an
odd number) in a ring, we can form a ring oscillator along with the power converter.
Each power cell supplies power to the power rails that run through the whole
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Fig. 9 Comparison between clock generation and distribution, as well as parasitic capacitance on
the routing wires of (a) centralized scheme and (b) distributive scheme

converter. When compared to the H-tree scheme, the distributed clock paths are
shorter, and then the parasitic capacitance along the clock wire is only
CP_TOTD = N × L × CPAR0 which is much smaller. Subsequently, the power
consumption of the VCO is also much lower. Meanwhile, it is not necessary to
locate the power cells on the periphery of the chip; actually they can run through the
loading blocks that require power, as long as the connected power cells form a
closed-loop ring. One possible drawback for this scheme is that the total parasitic
capacitance along the clock routing paths will affect the switching frequency of the
power ring. To tackle this issue, we should size the inverters in the ring oscillator
accordingly.

For fully on-chip SC converters dealing with fast load transients, even the input
and output decoupling capacitors, or at least part of them, need full integration
on-chip. They would occupy a large die area, and we can reduce their values only by
decreasing both the input rush current and the output-voltage ripple. We can
effectively diminish these ripples by using multiphase interleaving. Two recent
works with a large numbers of phases emerged, 101 phases in [47] for driving
LEDs and 123 phases in [45, 46] for microprocessors, thus achieving very low
output voltage ripple without using external capacitors.
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To summarize, the distributed scheme has the advantages of layout flexibility and
lower power consumption when compared with the centralized scheme. We should
draw a special attention to the buffer capability of the distributed ring oscillator.

4.3 123-Phase SC Converter Ring

Figure 10 illustrates a ring-shaped SC converter surrounding the load, to take full
advantage of the multiphase interleaving technique [45]. In addition, the converter
ring achieved a unity-gain frequency (UGF) higher than its switching frequency by
setting its dominant pole on the output node. The designed converter ring consists of
many time-interleaved power cells and only one controller. For a Lego-like layout,
the size of the controller layout is exactly the same as that of one power cell. We
planned the input and GND pins of the converter ring on every corner of the chip,
without affecting the pads of the load. Similar to a standard pad ring, the converter
ring surrounds the load in the square, with minimum changes (if not zero change)
necessary for the existing layout of the load. One of the advantages of the power cell
approach is its simplicity: we only need to design one power cell and the complete
power ring. The converter ring layout and bumping diagram are also compatible
with flip chip packaging. One advantage of integrating a step-down DC-DC con-
verter on chip is that the input current is much smaller than the load current, thus
reducing the input bump/pad current stress.

The regulation of the SC converter can use LDO-assisted loop [48], hysteresis
control [49], pulse skipping modulation [50], and frequency modulation [51]. For a
multiphase SC converter, frequency modulation is the most appropriate method
since using LDO and using hysteresis control are both not feasible.

Fig. 10 A ring-shaped
multiphase SC power
converter [45]
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Fig. 11 Small-signal
analysis of the multiphase
SC converter

Figure 11 exhibits the small-signal analysis of the multiphase SC converter. One
key feature of this circuit is the fact that the UGF of the designed multiphase
converter is a few times higher than its switching frequency. The following features
allow that to happen: (1) to consider the time-interleaved multiphase SC converter as
a pseudo-continuous-time power converter, (2) to set the dominant pole at the output
node, (3) to employ a high-speed error amplifier (EA), and (4) to tune the oscillator
frequency through its supply to change the switching frequency of all phases
instantly and simultaneously.

A switched-capacitor circuit is basically equivalent to a discrete-time resistor.
Therefore, it only provides a first-order filtering in the power stage. Meanwhile,
multiphase operation empowers the SC converters with more attractive features, for
example, smaller input and output ripples, and faster transient responses, that allow
the converter to respond within a small fraction of the switching period, acting more
like a continuous-time power converter. On the other hand, the LC filter of a buck
converter operating in continuous conduction mode (CCM) is a second-order filter,
which can provide better filtering but limits the loop bandwidth and slows down the
transient response. Also, it is necessary to change the inductor current before the
regulation of the output voltage during load/line transients.

For the control loop design, there are several benefits of designing the dominant
pole at the output node, as discussed in [46]. If the output pole pO is a nondominant
pole, the loop needs to have an internal dominant pole with a frequency that is a
couple of decades lower than pO, which will limit the UGF. To set pO as the
dominant pole, the converter can drive a large capacitive load without affecting
the loop stability. Higher capacitive load is always better for the loop stability.

Following a conventional design methodology, the AC signals that are higher
than fSW/2 cannot pass through a discrete-time power stage, as imposed by the
Nyquist theorem. On the other hand, multiple time-interleaving phase switched-
capacitor power cells (SCPCs) act as a pseudo-continuous-time stage [46], which
means that the AC signal higher than fSW can also pass through the multiphase
discrete-time power stage. In the VCO-based pulse frequency modulation (PFM) of
SC converters, after the conversion of the voltage information VDDC to the frequency
domain by the VCO, there is another conversion back to the voltage domain through
the multiphase SC power stage. Therefore, with a high-speed error amplifier
(EA) design, we can obtain an UGF that is a few times higher than the fSW.



Fully Integrated Switched-Capacitor Power Converters 269

Although the buck converter can also enjoy the bandwidth extension benefit of
multiphase interleaving, the abovementioned pseudo-continuous-time condition
does not apply to buck converters because they can use PFM control as well,
including hysteretic control and constant on-/off-time control. However, in fact,
the constant on-time control belongs to both categories of PWM and PFM, because
the inductor-based converter always requires the duty ratio information for output
voltage regulation. Besides, during the load transient period, the duty ratio should be
optimally 100% for light-to-heavy load transient and 0% for heavy-to-light load
transient. The PWM sampling effect still exists in the constant-on-time controller,
limiting the bandwidth extension. Therefore, we can only apply to SC converters
[44, 45] a fixed duty ratio PFM, considered as a pseudo-continuous-time operation.

Figure 12 presents the chip micrograph of the first version of the converter ring
design [44] implemented in 65 nm CMOS, for microprocessor applications. It has
30 power cells and 1 controller on the top edge plus 31 power cells on the other
3 edges, forming a ring around the whole chip. The number of power cells can be an
arbitrary large number, depending on the layout and power cell shape and sizes. But
the number of power cells will also decide the number of inverters in the ring
oscillator, which determines the maximum switching frequency and consequently
the maximum output power.

Figure 13 displays the measured load transient response, reference tracking, and
output voltage ripple waveforms of the first converter ring design. We place one load
of 25 mA on each corner of the chip to emulate the load transient events. For the load
transients between 10 mA and 110 mA, the output voltage variations are within
58 mV with VIN = 2 V, VOUT = 1.1 VCM = 2/3, benefiting from the designed high
UGF. To accommodate the dynamic voltage scaling (DVS) function, we demon-
strated a reference tracking speed of 2.5 V/μs. The measured output ripples range
from 2.2 mV to 30 mV, in a variety of loads and VOUT/VIN conditions. The phase

Fig. 12 Chip micrograph of
the DC-DC converter ring
[43]
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Fig. 13 Measured load transient response, reference tracking, and output voltage ripple waveforms
of the converter ring [43]

mismatch on the chip corners and PVT variations dominate the nonideal output
ripples. In summary, this SC converter ring exhibits low voltage ripple and fast
transient response.

5 Multi-Output Switched-Capacitor Converter

For multicore application processors in the smartphone and the smart watch, power-
saving techniques such as dynamic voltage and frequency scaling (DVFS) that
extend the battery charging cycle are highly favorable. Yet, each core may need a
different supply voltage [52, 53]. High-efficiency fully integrated SC power con-
verters with no external component are promising candidates. Figure 14 shows the
strategy of dynamic power cell allocation proposed in [18]. Typically, SC converters
with different specifications have independent designs, leading to a large area
overhead as each converter has to handle its peak output power. Recently, multi-
output SC converters emerged to tackle this issue. Reference [19] uses the
on-demand strategy to control the two outputs, each with a different loading range,
with the outputs not interchangeable. Reference [20] fixes the two output voltages
with voltage conversion ratios (VCRs) of 2× and 3× only. Reference [54] integrates
the controller, but the three output voltages are still from three individual SC
converters. Without reallocating the capacitors in the power stages, capacitor utili-
zation is low as it is necessary to reserve margins to cater for each peak output power.
Finally, [55] proposed a dual-output SC converter with one flying capacitor crossing
technique to improve the power efficiency.
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Fig. 14 Strategy of dynamic power cell allocation and system architecture of the dual-output SC
converter [18]

In this subsection, we introduce a fully integrated dual-output SC converter with
dynamic power cell allocation for application into processors. We can dynamically
allocate the shared power cells according to load demands. A dual-path VCO that
works independently of power cell allocation achieves a fast and stable regulation
loop. The converter can deliver a maximum current of 100 mA: we can adjust one
output to deliver 100 mA, while the other handles a very light load, or adjust both
outputs to deliver 50 mA each with over 80% efficiency.

The converter consists of two channels (CH1 and CH2) with output voltages VO1

and VO2, respectively, with each output regulated through frequency modulation by
dual VCOs. The switching frequencies of the two channels are f1 and f2. The strategy
of dynamic load allocations adjusts the switching frequencies to be equal in order
that both channels have the same power density, and the whole converter obtains the
best overall efficiency.

The SC converters that consist of multiple power cells can operate in a multiphase
interleaving mode, with each power cell as the unit cell allocated between two
channels. From Fig. 14, we assume that the two channels start with the same number
of power cells, but the load of CH1 is larger than that of CH2. To regulate the outputs
properly, we should initially have f1 > f2, with more power cells eventually assigned
to CH1. This means that the physical boundary should move to the right, until f1 and
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f2 are approximately equal. By balancing the power densities of the two channels
with an optimal switching frequency, we balanced both switching and parasitic
losses leading to their final reduction. By dynamically adjusting both the numbers
of power cells and the optimal switching frequencies, we ensure that the channels
provide sufficient power to the loads and maximize the utilization of capacitors.

The channel selection switches connect the power cells to either CH1 or CH2. The
boundary of the two channels are controlled by the outputs of the bidirectional shift
register (SR) sel[1:m + n] control the boundary of the two channels. We determine the
direction of boundary shifting with the frequency comparator. After each compari-
son, the boundary will only shift along adjacent power cells as sel[1:m + n] will only
shift by one bit. As such, we minimize the potential glitches due to reconnecting the
power cell. There are a total of 82 power cells, and they work with interleaved phases
to reduce the output ripple voltage. The ratio selector that senses VREF/VIN deter-
mines the VCRs of the two outputs (R1 and R2).

Figure 15 presents a dual-path voltage-controlled oscillator (VCO) to enable the
allocation while minimizing cross regulation. The VCO consists of 82 delay cells,
generating the clock phases for each power cell. One delay cell in CH1 (DC1[n]) has a
complementary delay cell in CH2 (DC2[n]). We choose the phases φ1[n] and φ2[n]

through the MUX (multiplexer), subsequently distributed to the power cell. If
sel[n] = 1, it enables DC1[n] of VCO (CH1). Simultaneously, the MUX will short
DC2[n] with the clock phase redirected to the next cell. In this way, the number of
delay cells in each VCO is equal to the number of its power cells, and multiphase
interleaving takes effect to reduce the output ripple voltage. The error amplifier
controls the frequency of the VCO, with the two outputs regulated separately,
regardless of the power cell arrangement. As the speed of the regulation loop is
much faster than that of the power cell allocation, we ensure stability. Each power
cell consists of two flying capacitors and eight power transistors with the VCR as
2/3× or 1/2×. We optimize the configuration of each power cell to minimize the
parasitic loss. The channel selection switches, controlled by sel[n], connect the local
output VOL to VO1 or VO2.

Figure 16 illustrates the control logic composed by the frequency comparator and
the power cell shift register. First, the one-shot signals (ck1os and ck2os) control P1

and P2 to charge CC1 and CC2 for one clock period only. The activation of the ready
signals (ready1 and ready2) happens after charging finishes, triggering the compar-
ison between VF1 and VF2. After a short delay, there is the reset of CC1 and CC2. For
the comparison, if VF1 < VF2, it means that f1 > f2, setting the direction signal of the
shift register as direct = 0, and the selection signals will shift left by one bit. This
frequency adjustment repeats until f1 and f2 are very close to each other. The
frequency comparator will then issue stop = 1, and the shift register stops shifting.
To ensure accurate charging, we need to well match the current sources and
capacitors (CC1 and CC2). For robust control, we added offsets to the comparators
to form the hysteresis window. The clocks ck1 and ck2 drive the whole process,
without an additional system clock.

Figure 17 presents the chip micrograph of the symmetrical dual-output SC
converter, fabricated in 28 nm CMOS, with and active area of 1.2 × 0.5 mm2.



Fig. 15 Circuit implementation of the dual-path VCO, including its delay cell and power stage [18]

Fig. 16 Circuit implementation of the frequency comparator, the bidirectional shift register, and
the timing diagram of the frequency comparison [18]
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Fig. 17 Chip micrograph of
the symmetrical dual-output
SC converter

Figure 18 plots the measured waveforms of the steady-state outputs, reference
tracking, and load transient. The measured results verified the independent regula-
tion of the two output voltages with the adjustment of the two switching frequencies
to be very close. The measured reference up- and down-tracking speeds were
500 mV/μs and 334 mV/μs, respectively. We did not observe any obvious cross
regulation at VO2 while VO1 was undergoing reference tracking. With the load at VO1

switched from 4 mA to 40 mA, the settling time was within 500 ns. The cross
regulation at VO2 was less than 10 mV at the rising edge and negligible at the falling
edge, confirming that the dual-path VCO control can realize minimized cross
regulation.

Figure 19 displays the measured efficiencies versus the load currents IO1 and IO2.
The peak efficiency was 83.3% and the split load currents were 50 mA for both
channels. Due to dynamic power cell allocation, the converter reached over 80%
efficiency, and it was quite constant when IO1 and IO2 were larger than 15 mA. The
efficiency with allocation improves by 4.8% when compared with the circuit with-
out. Table 3 addresses the performance comparison. We can conclude that by using
dynamic power cell allocation, the proposed dual-output SC converter exhibited
high efficiency over a broad load range for the two outputs with minimized cross
regulation.

As a conclusion of this subsection, we presented a fully integrated dual-output SC
converter with dynamic power cell allocation for application processors. We dynam-
ically allocate the power cells according to load demands, improving the efficiency
by 4.8% when compared with the structure without allocation. The circuit contains a
dual-path voltage-controlled oscillator (VCO) that works independently of the
power cell allocation to implement a fast and stable regulation loop. The converter
achieved 83.3% peak efficiency and a maximum 100 mA while maintaining mini-
mized cross regulation.



Fig. 18 Measured waveforms of the steady-state output voltages, reference tracking, and loading
transient response

Fig. 19 Measured
efficiency versus loading
currents with and without
dynamic power allocation
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Table 3 Performance comparison with the state of the art

[19]
ISSCC`16

[20]
JSSC`15

This work
ISSCC`17

Technology 65 nm 0.35 μm 180 nm 28 nm

Topology Step-up/
down

Step-up Step-down Step-down

Number of outputs 3 2

Passive type On-chip
Off-chip

Off-chip On-chip
(MIM + MOS)

On-chip
(MOM + MOS)

VIN 0.85–3.6 V 1.1–1.8 V 0.9–4 V 1.3–1.6 V

VOUT 0.1–1.9 V 2 V and
3 V

0.6 V, 1.2 V, and
3.3 V

0.4–0.9 V

IO, MAX 10 mA 24 mA 100 uAa 100 mA

Total CFLY 1 μF 9.4 μ 3 nF 8.1 nF

ηpeak 95.8% 89.5% 81% 83.3%

Power density N/A N/A 250 μW/mm2 150 mW/mm2

Maximum load per
output

VO1: 1 mA
VO2: 10 mA

VO1:
12 mA
VO2:
12 mA

VO1: 33 μA
VO2: 33 μA
VO3: 33 μAa

VO1: 0–100 mA
VO2: 100–0 mA

Symmetrical outputs No No No Yes
aExtracted from the measurement results

6 Conclusions

In this chapter, we discussed state-of-the-art circuit design techniques addressing the
challenges of fully integrated switched-capacitor power converters, which is one of
the important ingredients of power management circuits in recent SoC designs. We
discussed the design considerations including topology generation, loss analysis,
ripple reduction, and closed-loop feedback control. We also presented two design
examples in nanometer CMOS to demonstrate the SC converter performances. Last
but not least, we exposed practical design guidelines and suggestions for future
works.
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Hybrid Architectures and Controllers
for Low-Dropout Regulators

Xiangyu Mao, Mo Huang, Yan Lu, and Rui P. Martins

1 Introduction

For higher system power efficiency of a system-on-a-chip (SoC) or multicore
microprocessors, fine-grained supply voltage management with multiple divided
and adaptive voltage domains appeared in state-of-the-art computing systems,
which allows the optimization of each supply voltage domain dynamically and
independently. In general, advanced nanoscale CMOS devices cannot directly
withstand the high voltage levels provided by a lithium-ion battery or by a board-
level power supply bus, mandating off-chip and/or on-chip integrated voltage
regulator(s). While off-chip switching regulators can offer one-step conversion
from the sources with ~90% efficiencies, they require bulky power inductors and a
large number of filtering capacitors. In addition, when delivering power with a
stepped-down low voltage from the board onto the chip, the high current stress
demands many package bumps. Furthermore, since the package bump pitches scale
at a much slower rate than that of the CMOS devices, therefore, there are restrictions
for the total number of the voltage domains provided by off-chip regulators [1]. To
fulfill the fine-grained power supply management, a hierarchical power delivery
network with two-step conversion/regulation is favorable (Fig. 1), with the battery
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Fig. 1 Hierarchical power delivery network solution of a digital system
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Fig. 2 Per-core DVFS with integrated LDOs and a shared power supply VIN

voltage converted into an intermediate voltage using a high-efficiency DC-DC
converter and then multiple fully integrated low-dropout regulators (LDOs)
employed to power the function units (FUs).

Taking the multicore processor application as an example, an LDO can provide a
compact and cost-effective way to realize per-core fast dynamic voltage and fre-
quency scaling (DVFS), as presented in Fig. 2.

To analyze how much power the DVFS can save, we can calculate the power
consumption PA of the digital system with a fixed VIN as its supply:

PA =CdynA ×V2
IN ×F þ ILEAK VIN ×V IN ð1Þ
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Then, we calculate the system power consumption PB with LDOs that make each
core operate at their corresponding optimum supply voltage VOUT:

PB =
CdynA ×V2

OUT ×F þ ILEAK VOUT ×VOUT

ηLDO
ð2Þ

where ƞLDO ≈ VOUT/VIN. The saved power consumption is

PSAVE =PA -PB =CdynA ×V IN × V IN -VOUTð Þ×F þ V IN

× ILEAK VIN - ILEAK VOUT ð3Þ

According to Eq. (3), we can deduce that although the LDO power efficiency can
be very low in a large dropout voltage condition (e.g., VIN = 1 V, VOUT = 0.5 V), it
can still save a lot of power from a system perspective.

On the other hand, an analog LDO (A-LDO) is suitable for noise-sensitive analog
and RF circuits, as it has fast transient response with low quiescent current and good
power supply rejection [2–5]. However, it faces several challenges when powering
the digital circuit in advanced nanoscale CMOS. One of the major design challenges
of an A-LDO is the relatively small load capability. To deliver a large load current
with low-dropout voltage (<100 mV), the size of the power transistor becomes quite
large; thus, the associated gate pole, the load-dependent transconductance gm, and
the output pole pOUT may cause instability. Most of the prior fully integrated
A-LDOs are only capable of delivering a load current of <250 mA, which is
insufficient to supply a high-performance processor. In [6] a dual function LDO/
power-gating design with 4A output capability requires a 4μF capacitor in package
and a 50 nF on-die compensation capacitor that increases the size and cost.

Another challenge is the performance degradation at a low input voltage. The
downscaling of the fabrication process favors low VIN to reduce the dynamic and
leakage currents of the load circuits. The Internet of Things (IoT) and the wearable
devices advanced significantly benefiting from low-power circuit technologies such
as near-threshold voltage computing [7, 8]. In an advanced process, microprocessors
can work in the near-threshold voltage (NTV) and even the sub-threshold voltage
regions to save power [9]. When the input supply voltage goes down to the NTV or
sub-threshold level, LDOs are still necessary for fine-grained voltage domain and
individual performance power optimization. Nevertheless, we may not have suffi-
cient voltage headroom for the analog error amplifier (EA) to drive the power
transistor in an A-LDO. Thus, a large power transistor is necessary; besides, it
would be hard to obtain a high loop gain with a low supply voltage.

Recently, the digital LDO (D-LDO), the switching LDO (S-LDO), and the hybrid
architecture received significant attention, as they are more suitable for such appli-
cations. The organization of this chapter is the following: Section 2 introduces the
classic LDO control methods and power stage selection. Section 3 details examples
of analog-assisted and hybrid control digital LDOs. Section 4 presents the
ampere-level switching LDO for high-performance multicore processors. Finally,
Sect. 5 draws the conclusions.
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2 Control Method and Power Stage Selection

2.1 Power Stage Comparison

According to the different regulation methods of the power stage, we can categorize
the LDO into three types, as presented in Fig. 3.

An A-LDO regulates the output voltage VOUT by controlling the gate voltage VG

of the power transistor, while a D-LDO regulates VOUT by controlling the number n
of on/off power switches. Besides, the S-LDO regulates its VOUT by modulating the
duty cycle D of the power transistor. We can easily get the expressions for the output
current IOUT and the regulating factors: VG, n, and D.

For the A-LDO,

IOUT =VG × gm ð4Þ

For the D-LDO,

IOUT ≈ n× IUNIT ð5Þ

For the S-LDO,

IOUT =D × ISW ð6Þ

where gm is the transconductance of the analog power transistors related to its load
current, IUNIT is the unit current conducted through a single digital power switch cell
in a D-LDO, and ISW is the current conducted through the whole switching power
transistor in an S-LDO.

In terms of output regulation continuity, analog control and switching control are
continuous, while the digital control is of course discrete. In order to ensure the
charge balance in the output, the control code of the D-LDO usually varies between

Regulate
“Vgs”

VIN

VOUT

CL RL

Analog Control

Regulate
“number”

VIN

…

VOUT

CL RL

Digital Control Switching Control

VIN

VOUT

CL RL

Regulate
“Dutycycle”

ON
OFFVG

gm

IOUT=VG×gm

IUNIT

IOUT≈n×IUNIT IOUT=D×ISW

ISW

Fig. 3 LDO power stages with analog, digital, and switching control schemes
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one and more adjacent codes. This is the limit cycle oscillation (LCO) in the D-LDO
[10]. For a smaller LCO ripple, the simplest method uses a lower-resolution quan-
tizer or dead-zone control but sacrificing the output accuracy. Unlike the digital
control, the analog control and switching control can continuously regulate the
output current, making it much easier to achieve high output accuracy. Besides, it
is also easier to obtain a wide load range for the analog and switching control.

As discussed before, in the low VIN condition, for the analog power stage, the gate
voltage VG needs to maintain a certain voltage (>100 mV) in order that the output of
the error amplifier can be in a normal operation range for a sufficient loop gain.
Nevertheless, the gate voltage of the digital power transistor or the switching power
transistor can be 0 V. The switch-like power transistor can conduct more current than
the analog power transistor, thus saving silicon area. Additionally, the digital power
and the switching power stages are friendly to process scaling.

The frequency compensation is the key part of an LDO design. It is necessary to
ensure that the LDO can remain stable over a wide load range. We can derive the
transfer function of the three power stages; in the case of the analog power stage, it is

AVA =
gmRO

1þ sROCL
ð7Þ

where CL is the output capacitor. Considering the output impedance RP of the power
transistors, we can obtain the output impedance RO. Generally, RO and RL have a
roughly linear relationship, simply as

RO =RP==RL ≈K ×RL: ð8Þ

Assuming that the power transistors are in the saturation region, then

gm =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2μpCOX

W
L
ID

r
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2μpCOX

W
L

×
jVOUTj
RL

r
ð9Þ

where μp is the mobility of the charge carriers and COX is the gate-oxide capacitance
per unit area. |VOUT| represents the DC value of the output voltage. W and L are the
width and length of the power transistor, respectively. Combining Eqs. (7)–(9), we
have

AVA =K ×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2μpCOX

W
L

× jVOUTj×RL

r
= 1þ sROCLð Þ: ð10Þ

assuming that the output pole is always within the bandwidth. With two orders of
reduction of RO, the output pole also moves to two orders of higher frequency, but
the gain of the output stage reduces only ten times, resulting in a significant increase
in the bandwidth of the analog LDO under a heavy load condition. Then, the
parasitic gate pole pG of the power transistors may be within the bandwidth, resulting
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in a sharp deterioration of the phase margin. The variations of bandwidth and pOUT
greatly affect the loop stability.

Therefore, the gate pole pG, the load-dependent gm, and the output pole pOUT are
the main factors leading to LDO compensation difficulties. Besides, it is necessary to
consider the process, voltage, and temperature (PVT) variations, which complicate
the compensation. Prior analog LDOs usually require a complicated compensation
using pole-zero tracking to achieve good stability over the full load range [11, 12].

In the steady state, the input and output voltages are constant; thus, the digital
power stage and the switching power stage can be equivalent to a constant current
source. For the digital power stage, the transfer function is

AVD =
IUNITRO

1þ sROCL
ð11Þ

For the switching power stage, the transfer function is

AVS =
ISWRO

1þ sROCL
ð12Þ

where IUNIT is the unit current conducted through a single power switch cell and ISW
is the current conducted through the whole switching power transistor. Since they are
all fixed values when VIN and VOUT are constant, the digital output stage has a
constant gain bandwidth product. With the output pole placed within the loop
bandwidth, we can easily get a constant bandwidth that does not change with the
load current, which is very useful for improving the stability and simplifying the
compensation. Therefore, the digital power stage and the switching power stage are
more suitable for high-current applications.

In addition, for the high-current large area applications, we should pay attention
to the integration scheme of the LDO. This has great influence on the choice of the
LDO’s control methods. With the LDO placed on the side of the load with a
centralized power stage, due to the small area of the LDO, the contact surface
between the power transistor and the digital load is quite small. Then, the limited
metal width would have difficulties in allowing a large load current to pass, which
may result in electromigration (EM) issues and a large IR drop (Fig. 4).

The distributed power stage can increase the top metal resource and reduce the IR
drop. For the long-distance signal transmission, digital signals have certain advan-
tages over the analog signals, and we can add digital buffers on the signal path.
Therefore, this is another important reason why we chose the digital/switching
power stages for high current applications.

In addition to the advantages described above, the digital/switching power stages
also have some disadvantages. The first is the output ripple, especially for the
switching power stage. In order to reduce the output ripple, the switching LDO
usually needs a large output capacitor and high switching frequency. The large
output capacitor restricts its on-die applications and the high switching frequency
leads a large quiescent current.
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Fig. 5 Reliability issue comparison for the analog, digital, and switching LDOs

For the digital power stage, we should pay attention to reliability issues. As we
know, for the analog/switching power stages, the load current and heat spread across
all the power transistors. However, for the digital power stage, the load current and
heat concentrate at the “on” power transistors (Fig. 5). In a large dropout voltage
condition, the unit current through each power transistor significantly increases,
making the load current and heat even more concentrated, which may cause serious
EM and self-heating problems. We cannot solve easily these reliability issues with
the layout. Reference [13] used a code roaming algorithm, and Refs. [14, 15]
mitigated the EM and self-heating issues by limiting the current through the power
transistor. According to the above analyses, Table 1 summarizes the specifications of
the three power stage types.

We can choose the appropriate power stage according to the application require-
ments. It is also possible to combine two different power stages or control methods
for better performance. For example, Ref. [16] adopts a digital/analog power stage
for power supply rejection (PSR) improvement and LCO reduction; Ref. [17]
obtains 5.6 mV/mA load regulation and a 20,000× dynamic load range by adding
a sub-LSB switching power transistor to the original digital power stage; the power
stage in Ref. [18] combines digital control and switching control, achieving 1 mA–
6.4 A wide load range, when comparing it with a pure switching control, and then
leading to a driving current significant reduction.
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Table 1 Power stage comparison

LDO

Analog Digital Switching

Continuous
(voltage)

Discrete
(number)

Continuous (duty
cycle)

Output accuracy √ × -
Large load capability × √
Wide load range √ × √
Low input power stage × √
Distributed power
transistors

× √

Self-heating and EM √ × √
Output ripple √ ××

EA

VIN

VREF

A-LDO

VG CMP

VIN

VREF ON
OFF

S-LDO

VOUT VOUT

VIN

Quantizer Ctrl.
VREF

D-LDO

VOUT

Fig. 6 Three controller types for LDOs

2.2 LDO Controller

Figure 6 shows the simple schematics of the three LDOs: A-LDO, D-LDO, and
S-LDO. The A-LDO contains an error amplifier and RC compensation network, the
D-LDO controller consists of a quantizer and control logic, while the switching LDO
requires a high-speed comparator. Table 2 summarizes the characteristics of the three
controller types. We will discuss the three controllers in terms of output voltage
accuracy, transient response, and design complexity.

The output voltage accuracy is a very important indicator for the LDO, usually
affected by two aspects: one is the load/line regulation; the other is the manufactur-
ing offset error. Due to the high-gain error amplifier (EA), the A-LDO can usually
obtain a good load/line regulation, and the amplifier can easily achieve small offset
through common centroid-matched transistors. However, in a low VIN condition, the
limited voltage headroom increases the difficulty of designing a high-gain EA. To
solve this problem, we can use a heterogeneous power supply: the power supplies of
the LDO controller and the power stage are different. For example, in many SoCs,
there is a 1.8 V supply commonly used for I/O blocks and analog circuits, such as the
bandgap reference, temperature sensors, and oscillators. We can use the 1.8 V supply



Topology

√ √

þ þ

Hybrid Architectures and Controllers for Low-Dropout Regulators 289

Table 2 Controller comparison

LDO

Analog Digital Switching

High output
accuracy

√ × √

Ultra-low quies-
cent current

×

Transient
response time

≈ 1
BW TSR ≈ 1

BW TS ≈ 1
BW

Design
challenges

Compensation and energy-
efficient driver

Control logic, reliability
consideration

Driver loss and
output ripple

as the controller supply and the 1 V supply as the power stage supply. Of course, we
could use a charge pump to generate a higher voltage for the controller.

The D-LDO quantifies the error between the output voltage VOUT and the
reference voltage VREF and then transmits the digital error information to the control
logic [19]. The output accuracy depends on the quantization error. A shift register-
based D-LDO [20] consists of a clocked comparator acting as a one-bit analog-to-
digital converter (ADC), and a bidirectional shift register (SR) serving as an inte-
grator, which can obtain high output accuracy but slow transient response. A multi-
bit ADC-based D-LDO can obtain a much faster transient response. However, the
quantizer resolution limits the output accuracy. Both [14, 21] adopt a six-bit ADC, of
which the quantization resolution is approximately 5–7 mV. Further increasing the
ADC resolution will exponentially complicate the digital proportional-integral-
derivative (PID) controller design, which may require higher power consumption
and area. So far, there is no D-LDO achieving a load regulation of <5 mV/A.

Figure 7 shows commonly used quantizers that we can divide into voltage
domain [22, 23] and time domain [24]. The voltage domain quantizer utilizes
multiple comparators and voltage references to detect VOUT changes ([13, 22] have
6 comparators, [23] has 13 comparators). Still, the input offset voltage of the
comparators may reduce the detection window or even cause sub-window
overlapping. In order to obtain high output accuracy and maintain robust operation,
the comparator offsets require calibration to guarantee a monotonic detection. An
event-driven D-LDO [18] obtained fine regulation by using an analog amplifier and a
two-bit only current mirror-based flash analog-to-digital converter (ADC), but it
requires a 1μF output capacitor to filter the output ripple to less than the minimum
detection window of the ADC, limiting its fully integrated application.

The time-domain quantizers using time-to-digital converters (TDCs) and voltage-
controlled oscillators (VCOs) are friendly to process scaling and can work well at
low VIN voltages, but they are sensitive to PVT variations. References [14, 24]
utilized a pair of VCOs to resist PVT variations, which generate additional one cycle
latency to the loop and still have local mismatches between the two VCOs. For high
output accuracy, a piecewise multipoint calibration is usually necessary. Reference
[21] only uses one six-bit TDC, but it requires a complex active calibration for the
target code. Calibration is necessary for digital LDOs to obtain high output accuracy
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Fig. 7 Voltage domain quantizer and time-domain quantizer in DLDOs

and robust operation but increases the cost and design complexity. In contrast, by
using an error amplifier, the analog LDOs can easily achieve high output accuracy
for its continuous regulation and high gain, without any calibration.

For the switching LDO, with the duty cycle continuously regulated, it can obtain
high output accuracy by using a high-speed and high-accuracy comparator or
combining it with the analog error amplifier. The S-LDO in Ref. [25] achieved
1.5 mV/A load regulation, and Ref. [26] also obtained an excellent load regulation of
1 mV/A.

The transient response is also another important indicator of the LDO. We
evaluate the transient speed of an LDO by the response time TR, defined as in [27]:

TR =COUT ×
ΔVOUT

IL
×
IQ
IL

, ð13Þ

where ΔVOUT is the resultant output voltage spike, IL is the maximum load current,
and IQ is the quiescent current. We can approximate TR as

TR ≈
1

BW
þ TSR þ TS, ð14Þ

where BW is the loop bandwidth of the LDO, TSR is the delay from a limited slew
rate, and TS is the delay from the voltage error sampling.

Frequency compensation is also a key part of an analog LDO design, especially
for high current wide bandwidth applications. The A-LDO can detect the VOUT

variation in real time and almost TS≈ 0. The loop bandwidth and the gate-drive slew
rate limit the transient response of an A-LDO. Then, flipped voltage follower
(FVF)-based LDO is the most common in fast transient applications. For example,
Ref. [4] obtained a sub-ns transient response due to >400 MHz loop bandwidth and
an enhanced super source follower. In general, for a fast transient response, a high
slew rate requires a large current. Designing an energy-efficient driver is another



Hybrid Architectures and Controllers for Low-Dropout Regulators 291

challenge. The common methods include adaptive biasing [28], class-AB driver
[29], and supper source follower [4].

To implement feedback control, D-LDOs adopted a range of control schemes,
including integral feedback [20], dead-zone control [30], linear PID control [21],
feedforward control [31], and nonlinear control [13, 32]. I-control can achieve
relatively high output accuracy but with slow transient response. Dead-zone control
sets a dead-zone around VREF and can remove the output voltage ripple, but the size
of the dead-zone requires a cautious setting to avoid window overlapping. The PID
control is a comprehensive feedback control scheme. The P-control can improve the
transient response by providing an output current proportional to the VOUT variation.
The D-control helps to reduce the sharp VOUT spikes. Similar to D-control, the
feedforward scheme measures the VOUT slope at the beginning of a droop event
and then estimates the necessary amount of charge, which can further improve the
load transient performance. For nonlinear control, when VOUT drops to a certain
threshold, it will suddenly turn on parts of the power transistors. Nevertheless, it can
constitute an alternative way to minimize voltage droop during large load transients.
Yet, this nonlinear trend may easily produce overshoot spikes on VOUT. In addition,
according to the analysis from Sect. 2.1, for wide input/output voltage range
applications, D-LDOs need to add some control methods to solve the reliability
issues of the power transistors in large dropout conditions.

The D-LDO has no slew rate limitation, but it requires several clock cycles to
sample the output error and process the error information. For the shift register-based
D-LDO in [20], the response time of the linear search control is N. The successive
approximation D-LDO [17] achieves a faster response time of N/2N. By using a flash
ADC [13] or an inverter-chain TDC [21], we can reduce the response time to 1–-
2 cycles. The higher operation frequency can improve the transient performance, but
increasing power consumption, and also we have to consider the impact on stability.

A simple switching LDO operates in a hysteretic mode. It uses a high-speed
comparator to amplify the error between VREF and VOUT into binary levels, with the
comparator output signal applied to the switching power transistor. The propagation
delay of the comparator and gate driver determines the transient response time,
which is usually in sub-nanosecond or even in tens of picoseconds. In principle,
since an error of a few mV is sufficient to drive the comparator output into a binary
level, the DC load regulation error can be very small but related to the loop delay.
The main drawback of an S-LDO is its coherent output ripple. It usually needs a
large load capacitor and high switching frequency to reduce the output ripple. Since
all the power transistors are in a switching state, there will be a large driving current.
Therefore, we can only find the S-LDO in high-current application scenarios.
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3 Analog-Digital Hybrid LDO

Recently, hybrid LDOs (H-LDOs) gained much research and development interest
for combining the advantages of both analog and digital architectures [33]. According
to the hybrid methods, we can divide the analog/digital hybrid LDOs into three
categories.

The first is the D-LDOwith an analog-assisted loop in the digital feedback control
[34, 35]. From Fig. 8, the RC and CC form a high-pass filter to improve the load
transient response. A favorable feature of this structure is that the baseline digital
loop can work normally with a slow clock frequency, even if there is no analog loop.
Also, since the analog and digital loops have largely different bandwidth, basically,
they will not affect each other, maintaining low design complexity.

The second is the H-LDO with individual digital and analog loops in Fig. 9. The
power stage consists of a digital power stage in parallel with an analog power stage
[16], or it can have a power transistor with two different operation states [36]. This
structure can support the two loops working simultaneously or utilizes a finite-state

Fig. 8 A D-LDO with the
analog-assisted loop in the
digital feedback control

CMP SR
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CL ILOAD

VIN

AA Loop

Digital Loop
CLK

RC CC

Fig. 9 A hybrid LDO with
the individual digital and
analog loops

Analog

VIN

CL ILOAD

VIN

Analog Loop Digital Loop

Digital
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Fig. 10 An H-LDO with
hybrid signal processing in a
single feedback loop

VIN
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VOUT
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Fig. 11 Overall architecture of the analog-assisted tri-loop DLDO proposed in [34]

machine (FSM) to control the operation of the two loops to obtain the best steady-
state or dynamic performance. An obvious feature of this structure is that either loop
can work independently [37, 38].

The third refers to the hybrid signal processing in a single loop, where the analog
control and the digital control belong to the same feedback loop. Figure 10 presents a
hybrid control architecture [39]. This structure combines an analog error amplifier, a
digital voltage sensor (TDC), and a digital power stage, mainly to meet the high-
current application requirements with high output accuracy. Next, we will introduce
hybrid LDO design examples for each of the three categories.

3.1 Analog-Assisted Digital LDOs

Figure 11 presents an analog-assisted (AA) tri-loop D-LDO [34]. Different from a
conventional D-LDO, the VSSB node of the gate driver of the power transistors does
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Fig. 12 Equivalent circuits of the (a) baseline D-LDO, (b) AA-loop D-LDO, and (c) simulated unit
current comparison [34]

not connect to GND but is DC-biased to GND with a relatively large resistor RC and
AC coupled with VOUT through a coupling capacitor CC.

When a load transient occurs, the VOUT droop coupled with the gate of the “on”
power transistors can generate a larger instantaneous VGS change and result in larger
unit current IUNIT. A factor K investigated in [34] evaluates the maximum unit
current variations at the transient instant in the AA and the baseline schemes.
Figure 12 shows the equivalent power stage circuit of the baseline and the AA
schemes. When VOUT changes from VOUT_NORM to VOUT_TEMP, only the VDS of the
power transistors changes in the baseline, while both the VGS and VDS change in the
AA-Loop. Figure 12c displays the simulated results, demonstrating the effectiveness
of the AA scheme. With VOUT swept from 0.5 V to 0.4 V, we can observe 5 × IUNIT
in the AA scheme and only obtained 1.4 × IUNIT in the conventional structure.
Obviously, a larger instantaneous unit current can significantly reduce the VOUT

droop. A similar phenomenon can happen during the load current down transient.
Figure 13 exhibits the working principle of the tri-loop controlled D-LDO. Once

the load transient occurs and the VOUT exceeds the dead zone, coarse tuning
activates, with a “C_EN” signal generated. When C_EN = 1, the power transistors
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Fig. 13 Working principle of the trip-loop LDO

shift by L counts in each cycle, rapidly increasing the output current and decreasing
the recovery time. When VOUT is within the dead zone, the coarse control terminates,
and the fine-tuning shifts by one count per cycle. At this moment, C_EN = 0 and
F_EN= 1. After several cycles of fine-tuning, the LDO will enter a freeze mode and
stop all the SRs for saving steady-state quiescent current, and then we can eliminate
the LCO.

For the above PMOS power stage, there are only a small number of power
transistors turned-on in light load; thus, the AA-loop only works on these very few
power transistors which is insufficient to compensate a large load transient. Refer-
ence [35] utilizes a NMOS power stage with an AA scheme to improve the load
transient performance. Figure 14 shows the NMOS power stage with a NAND-based
AA loop (NAP). When VOUT drops, the NMOS source follower naturally provides
more current than the PMOS power stage. VCP is one of the input signals of the
NAND, DC biased to 2 × VDD by a resistor R1 and AC coupled with the output
voltage. When VOUT has an undershoot voltage, the PMOS M1 with relatively large
size can amplify the coupled AC signal to the gate of the NMOS power transistor.
With a 20 mA load step with 3 ns edge time, the undershoot of the PMOS AA
D-LDO is close to 426 mV, while the NMOS AA D-LDO has a smaller undershoot
of 244 mV due to the NMOS intrinsic response. The NMOS D-LDO with a NAP
loop obtains a superior transient response of only 96 mV undershoot.

3.2 An Analog-Proportional Digital Integral Multiloop
Digital LDO

The AA-loop is a passive scheme to improve the transient response by increasing
instantaneous current. Another scheme has directly in parallel a fast analog
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Fig. 14 NMOS power stage with NAND-based AA loop [35]

Fig. 15 The D-LDO with analog-proportional and digital integral control [16]

proportional loop with the digital integral loop. Figure 15 reveals a digital LDO with
analog-proportional (AP) and digital integral (DI) control [16].

The traditional SR-based D-LDO is essentially an integral control, which can
offer a high DC accuracy with low power consumption but also with slow response.
The proportional control can respond fast but has a large DC error in the steady state.
By combining these two controls, we can simultaneously obtain a fast transient
response and high DC accuracy. We can implement the proportional control in an
analog way.

The FVF-based LDO is a good choice for energy-efficient proportional control
[2]. The analog power transistor MPA and the common-gate PMOS M2 compose the
fast Loop-1, to handle the fast transient. The FVF circuit can still operate normally in
a low VIN voltage. However, the AP part may take over all the current at a very light
load condition; thus, we add Loop-2 for the load current-sharing regulation. Loop-2
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Fig. 16 The timing diagram of the AP-DI LDO proposed in [16]

consists of MPA, M2, and a two-stage error amplifier. We set the gate voltage of M2

based on the difference between VOUT and VREF. Although the gain of Loop-2 may
not be high, it can help to improve the PSR and output accuracy under light load
conditions.

The digital integral part consists of three shift register-controlled power transistor
arrays. Loop-4 is a coarse tuning, composed of M and H subsections. When VOUT

exceeds the preset boundaries (VREF- to VREF+), the outputs of CMP2 and CMP3
trigger a fast regulation, in which the active number of power switches changes by
16 units every cycle. When VOUT is within the (VREF- to VREF+) boundary, Loop-5
starts work, which is a fine-tuning with a high DC gain. The active number changes
according to the output of CMP1. Figure 16 presents the timing diagram of the
AP-DI LDO proposed in [16].

Figure 17 shows the simulated load transient waveforms for load steps of
0–10 mA within a 5 ns edge time, where VIN = 0.6 V, VREF = 0.55 V, and
CLK = 5 MHz. With an AP-only LDO, the undershoot is 70 mV but with a large
DC error. The DI-only LDO obtains good DC accuracy but a large undershoot of
550 mV, as well as a large LCO. The proposed AP-DI LDO not only delivers a fast
transient response and good output accuracy but also eliminates the LCO in light
load.

Figure 18 presents the PSR improvement of the AP-DI LDO work in [16], where
VIN = 0.75 V, VOUT = 0.7 V, and ILOAD = 10 mA. It is clear that the AP loop can
significantly improve the PSR and Loop-2 is very effective.
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Fig. 17 Simulated load transient waveforms with AP-DI, DI-only, and AP-only conditions

Fig. 18 Simulated PSR
comparison for DI only and
DI-AP with or without
Loop-2

3.3 A 1.2A Calibration-Free Hybrid LDO with in-Loop
Quantization

The hybrid LDOs in Sects. 3.1 and 3.2 are all for low-current applications.
According to the discussions in Sect. 2.1, the digital power stage is appropriate for
high-current and wide bandwidth applications. However, for high output accuracy
and robust operation, calibration is necessary but increases the cost and design
complexity. In contrast, analog LDOs utilize an analog amplifier that can easily
achieve high output accuracy for its continuous regulation and high gain, without
any calibration. Thus, we can try to combine an analog error amplifier and digital
power stages to achieve large load capability and high output accuracy.

Figure 19 presents the overall architecture of the hybrid LDO with in-loop
quantization proposed in [26]. Its composition includes an analog EA with RC
compensation, a five-bit TDC, digital power stage, and an auxiliary constant current
(ACC) circuit. Unlike the conventional DLDO which directly quantizes the output
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voltage, the proposed LDO utilizes an analog EA to pre-amplify the error between
VOUT and VREF. Then, a five-bit TDC quantizes the buffered EA signal VEAB and
outputs a thermometer code directly to control the digital power transistors.

Figure 20 illustrates the LDO structure comparison. When compared with the
traditional analog LDO, this hybrid LDO replaces the analog driver with a digital
TDC and replaces the power stage with a digital power stage. The inverter chain-
based TDC is in the middle of the control loop; although it is sensitive to PVT
variations, it will not affect the output accuracy benefitting from the closed-loop
control because the error amplifier output can automatically track the PVT
variations.

Since the current IUNIT through a unit power transistor varies a lot in a large
dropout condition, it may cause reliability and stability issues [13, 14]. We
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Fig. 21 Small-signal analysis of the LDO proposed in [26]

implement an auxiliary constant current (ACC) circuit to keep IUNIT constant. The
ACC circuit consists of two loops, and its output voltage VL has sink capability using
the adaptive “GND” from the pre-driver. The control signals of the power transistors
are actually in the [VIN - VL] domain. The VL voltage tracks PVT variations to
ensure that the unit current through the power transistor is equal to the defined value.

The traditional D-LDOs generally utilize the PID controller for loop stability. In
the proposed hybrid LDO, we used an RC compensation to replace the digital PID
controller and simplify the design by eliminating the analog-to-digital converter.
Figure 21 displays the small-signal model of the hybrid LDO proposed in [26]. The
RC compensation consists of the resistors R1 and R2 and capacitors C1 and C2. Since
the TDC’s frequency far exceeds the loop bandwidth, we can simplify the five-bit
TDC to a continuous voltage-to-digital model. Then, the transfer function of the loop
is

H sð Þ=
N × IUNIT
VRANG

A0RO 1þ sR2C2ð Þ 1þ sR1C1ð Þ× 1- e- TS

sT

1þ s A0 þ 1ð ÞR1C2½ � 1þ s R2C1
1þA0

� �
1þ s CTDC

gmn

� �
1þ sROCLð Þ

ð15Þ

There are three effective poles and two zeros in the whole loop.

4 Multiphase Switching LDO

4.1 Ripple Analysis

The switching LDO can drive power transistors fast and accurately. However, it
usually needs high switching frequency and a large capacitor to mitigate its output
ripple, which restricts their application in low-power and low-cost scenarios. A
traditional switching LDO with hysteretic control utilizes a high-speed comparator



Hybrid Architectures and Controllers for Low-Dropout Regulators 301

VG

VOUT

T

VREF

VIN

VOUT

CL IL

ON
OFF

VREF

CMP
VG

M0

ISW

VIN

VOUT

IL
CL

ICHG

VG T

VREF

ON

OFF

Charge Discharge

TON

ICHG 0A
ISW-IL

-IL

VOUT
Ripple

ΔVESR

ΔVESR
ΔVCR

ΔVCR

RESR

Fig. 22 The charge-discharge model of a traditional hysteretic switching LDO

to amplify the errors between VREF and VOUT into binary levels. The comparator
output controls the power transistor for turning it on and off, regulating the output
current. Figure 22 shows the charge-discharge model of a hysteretic switching LDO.

ISW is the current through the power transistor when turned on, and IL is the load
current. In steady state, according to the charge-balance principle,

ISW × TON = IL × T ð16Þ

The duty cycle D is

D=
TON

T
=

IL
ISW

: ð17Þ

The output ripple consists of two parts: the capacitor charging-discharging
component ΔVCR and the contribution of its ESR that is ΔVESR:

ΔV =ΔVCR þ ΔVESR = 1-Dð ÞD× ISW= CL ×Fð Þ þ ISW ×RESR ð18Þ

where F = 1/T is the switching frequency. In Eq. (18), the amplitude of the output
ripple is related to the transistor current strength ISW, switching frequency F, load
capacitor CL, and load current IL. Assuming that D = 50%, ISW = 1A, F = 1GHz,
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Table 3 The K ratio
comparison

[40 25 41]

Output capacitor CL (nF) 750 481 2.7

Load capability IL (A) 11.9 12 0.17

K = CL/IMAX (nF/A) 63.02 40.08 15.88
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RAMP
2

ON

OFF

RAMP

VRAMP
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CL IL

ON
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CMP
VG

VREF
VRAMP

MP
VGN

Fig. 23 The PWM control switching LDO with a triangle input signal

and RESR = 5mΩ, the output capacitor CL needs to be larger than 25 nF for a 15 mV
output ripple. Considering the PVT variations of ISW, the output capacitor should be
even larger. Higher switching frequency can reduce the output ripple, but it increases
the driver loss.

Table 3 presents the load capability and the output capacitor comparison of the
prior hysteretic switching LDOs. References [25, 40] have large load capability and
correspondingly need large output capacitors (481 nF in [25] and 750 nF in [40]),
which require a special SOI process or a deep-trench process. Reference [41]
fabricated in 16 nm CMOS with a 2.7 nF load capacitor can only drive a load current
of 170 mA. We consider the ratio of output capacitance over the maximum load
current K= CL/IMAX as the key performance index of switching LDOs. The K values
in Table 3 are 63.02 nF/A, 40.08 nF/A, and 15.88 nF/A, respectively. Such large
K values restrict the application of hysteretic switching LDOs.

4.2 RAMP-Based PWM Control

A hysteretic switching LDO does not fix the switching frequency, only determined
by the loop propagation delay. In order to fix the switching frequency, we use a
triangle wave to replace the DC reference voltage, as presented in Fig. 23.

When VRAMP > VOUT, the comparator output will turn on the power switch and
VOUT rises. When VRAMP < VOUT, the comparator output will turn off the power
switch and VOUT drops. The switching frequency is equal to the triangle wave
frequency. The VRAMP amplitude is usually much larger than the output ripple.
Ignoring the impact of the output ripple, we can express the duty cycle D as
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D=
RAMP

2
þ VREF -VOUT

� �
=RAMP=

1
2
þ VREF -VOUT

RAMP
=

IL
ISW

ð19Þ

Equation (19) reveals the linear relationships between IL, VOUT, D, and RAMP.

4.3 Four-Phase PWM Control

With the frequency of the PMW (pulse width modulation) control fixed, we can
utilize a four-phase triangle wave and split the total current ISW into four small
currents (Fig. 24), with charging interleaved. When compared with the single-phase
PWM control, the four-phase PWM control can reduce the maximum output ripple
by 16 times.

4.4 Current Balancing

The current-sharing can be a serious issue in multiphase control, which determines
the ripple cancellation effect. For the four-phase switching LDO,

IL =
ISW
4

×D0

� �
þ ISW

4
×D1

� �
þ ISW

4
×D2

� �
þ ISW

4
×D3

� �
ð20Þ

The unbalanced current is

ΔI= ISW
4

×ΔD ð21Þ

The input offset voltage of the comparator will cause a duty cycle error. Since a
small error in D only causes small unbalanced current, we recommend calibrating
the comparators for a good load sharing.

Proposed 4-Phase
PWM-Based Control
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PWM0-3
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VRAMP
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VOUT

0.25ISW0.25ISW0.25ISW

Interleaving

IL
CL

ICHG

ΔVESR

ΔVCR

RESR

Fig. 24 The four-phase PWM control charging/discharging mode
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4.5 Dual-Loop Four-Phase PWM Control Switching LDO

Since the reference input of the comparator becomes a triangle wave, the VOUT

voltage cannot obtain high DC accuracy. We add a high-gain error amplifier before
the PWM controller to improve the output accuracy. Figure 25 shows the overall
architecture of the dual-loop four-phase PWM switching LDO [26]. The resistor R1

and capacitor C1 constitute the loop compensation circuit, and we used RF to realize
the active voltage positioning (AVP) function. We can adjust RF to obtain different
AVP effects. In addition to the four-phase PMW control, we introduced two other
ripple reduction techniques: (1) current-limited power cells acting as constant current
source for resisting PVT variations and (2) hybrid fast-slow power transistors, with a
ratio of 4:1.

Distinctive from conventional LDO designs that consider the controller and the
power transistor as a whole, we can design such switching LDO like a Lego set. Each
power cell has a load capability of 220 mA; after we design the controller, the
switching LDO can scale to different load applications by increasing or decreasing
the number of power cells, even without redesigning the main circuits and layouts,
which is very flexible and convenient.
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Fig. 25 Overall architecture of the dual-loop four-phase switching LDO in [26]
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5 Conclusions

This chapter discussed the characteristics and design considerations of each of the
three LDO types (analog, digital, switching) in terms of the power stage and the
control methods, for integration in nanoscale processes. The conventional analog,
digital, and switching LDOs all have some inherent shortcomings or limitations.
Many recent research works obtained better performances by using a hybrid archi-
tecture that combined the advantages of different control schemes. Design example-
1 adopts a high-pass analog-assisted loop to improve the transient response of a
digital LDO. Design example-2 utilizes the analog-proportional and digital integral
control for enhancing the PSR and improves the load transient response. In addition,
by combining the analog error amplifier and the distributed digital power stage
(example-3), or switching power stage (example-4), the two LDOs obtained
ampere-level load current capability, as well as high output accuracy and fast
transient response. In brief, there is no perfect architecture for all applications but
only the most suitable architecture for a specific application. We need to choose the
LDO structure based on the application requirements, not limited to specific control
loop and power stage types.
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