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Preface

The 10th Iberoamerican Conference on Applications and Usability of Interactive TV
(jAUTI 2021) was organized by the Department of Electrical, Electronics and Telecom-
munications and the Smart SystemsResearchGroupWiCOM-Energy of theUniversidad
de las Fuerzas Armadas ESPE (Ecuador) in conjunction with RedAUTI (The Thematic
Network on Applications and Usability of Interactive Digital Television), which con-
sists of 32 research groups from universities in 13 Iberoamerican countries (Argentina,
Brazil, Colombia, Costa Rica, Cuba, Chile, Ecuador, España, Guatemala, Perú, Portugal,
Uruguay, and Venezuela).

The 10th edition was held during December 2–3, 2021, in an online meeting format
due to the context of the COVID-19 pandemic, which did not prevent the gathering of
researchers from various universities, specifically from Europe and America, to share
their research work.

These proceedings contain nine papers referring to the design, development, and user
experience of applications for interactive digital television and related technologies. They
were selected from 25 papers received at the event after a XX blind peer-review process;
they were later extended and underwent a second peer-review process in which each
paper received at least XX reviews.

December 2021 María J. Abásolo
Gonzalo F. Olmedo Cifuentes
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The Importance of Personalization
and Household Dynamics for Notifications

in the TV Ecosystem

Ana Velhinho1(B) , Juliana Camargo1 , Telmo Silva1 , and Rita Santos2

1 Digimedia, Department of Communication and Arts, University of Aveiro, 3810-193 Aveiro,
Portugal

{ana.velhinho,julianacamargo,tsilva}@ua.pt
2 Digimedia, Águeda School of Technology and Management, University of Aveiro, 3754-909

Aveiro, Portugal
rita.santos@ua.pt

Abstract. Notifications are frequently used in mobile devices and smart environ-
ments as a mechanism to deliver personalized messages. However, in the context
of the TV ecosystem, notifications are not yet widely used. Hence, this research
aims to explore the potential of that context to disseminate important information,
recommend content and encourage interactions between individuals. The article
presents the results from a survey of studies using notifications, which led to the
design of relevant use scenarios focused on the TV. Six thematic scenarios were
discussed in a focus group with potential users: 1) CONTENT (TV and over-the-
top), 2) SOCIAL (telecommunications and socialmedia), 3) SERVICES (shopping
apps and coupons), 4) HEALTH (monitoring and well-being recommendations),
5) CALENDAR (appointments and events), 6) INFO (useful information). The
studies from the survey highlighted healthcare alerts, smart home experiences and
target advertising as contexts of research. The aim of socialization was addressed
in fewer studies but was well received and shown potential. Therefore, one of the
scenarios discussed in the focus group included the social dimension. The results
shown that focus group participants responded well to general notifications on the
TV (e.g. weather, content recommendation and services), whereas shown appre-
hension regarding personal notifications (e.g. calendar appointments, social media
or health alerts), mainly for privacy issues. Nevertheless, they pointed out the sce-
narios with personal notifications as the most useful for the elderly, which led to a
second focus group with this target audience. The insights from this research will
allow the development and testing of prototypes in field trials with the support of
a Portuguese Pay-TV provider.

Keywords: Notifications · iTV · Focus group · Use scenarios

1 Introduction

Notifications are amechanism that captures users’ attentionwith the potential to increase
the use of digital applications and provide primary and personalized information [1–4].

© Springer Nature Switzerland AG 2022
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Therefore, notifications are widely adopted in personal mobile devices, however within
the TV ecosystem [5] is not as common, probably because the TV is still a device often
used collectively. Nevertheless, recent studies have evaluated notification systems in
smart environments, including second-screen devices, as means to encourage engage-
ment and connect people [6–8]. To map these contributions, a survey of studies was
conducted to identify strategies, critical points and relevant usage scenarios to explore
the potential of notifications in the TV ecosystem. Afterwards, one focus group was
carried out to discuss about relevant use scenarios to be implemented by a Portuguese
Pay-TV provider. Hence, the main goal of this article is to understand, through the analy-
sis of recent studies and feedback from potential users, the receptiveness of notifications
in the television ecosystem, namely to content discovery, but also to connect people,
delivery useful information, promote local events and foster health and well-being. The
document is divided into five sections: Sect. 1, the introduction that presents the scope
and objectives of the study; Sect. 2, the contextualization of notifications’ mechanism
applications; Sect. 3, the methodology that includes the data collection procedures and
the sample, respectively of the literature review and of the focus group; Sect. 4, that
presents the results and discussion of the two stages of the research aiming to prepare
the development and field trials of a prototype; and Sect. 5, the final considerations
and future work which point out the insights and challenges on user’s preferences and
personalization.

2 Paving the Potential of Notifications in the TV Ecosystem

Notifications can facilitate access to priority and updated information by capturing and
managing the user’s attention about a given subject or content [9]. For this reason,
notifications can be a pivotal feature in communication systems, with the potential to
be applied to several connected devices, with emphasis on personal mobile devices,
such as smartphones [10]. Contexts of use range from personal day-to-day information
management to business applications around targeted marketing campaigns. Given the
ubiquity and quantity of digital stimuli, it is necessary to assess the most appropriate
formats for these notification mechanisms and the receptivity of their use for different
contexts, objectives and devices.

Currently, notifications are frequently adopted by smart devices, such as tablets,
mobile phones and wearables (e.g., smartwatches and smart glasses). Major industry
companies have been investing in the development of Voice User Interfaces (VUIs),
which allow using spoken commands to control digital devices [12]. This trend has
generalised to using voice assistants to control personal devices and smart environments
(e.g., Smart Home). The assistants Alexa, Siri and Google Home, respectively launched
by the dominant companies Amazon, Apple and Google, are successful examples of
conversational interfaces that explore natural interactions with different devices and
include notification mechanisms, namely in the TV context. Nevertheless, notifications
are still a relatively rare mechanism and it raises some privacy issues, as TV continues to
be used collectively [11]. Despite that, the proliferation of Smart TVs has encouraged a
more recurrent use of notifications to alert about new releases as well asmeasuring users’
consumption, mostly focused on over-the-top content delivered by connected media
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players (e.g. Roku; Apple TV; Android TV, Amazon Fire TV, etc.) and subscription
video-on-demand platforms (e.g. Netflix, HBO, Amazon Prime Video, Hulu, etc.).

3 Methodology

3.1 Literature Review

Protocol and Sample Characterization. For the data collection of recent studies
assessing contexts, target audiences and guidelines about how notifications can be used
in the TV ecosystem, a query1 on the Scopus and the Web of Science databases was
carried out, considering a timeframe from 2015 to the present. Boolean operators AND
(to associate the notifications with “TV”) andOR (to include similar words in the search)
were applied to the following combination of keywords: “notifications”, “push notifica-
tions”, “iTV”, “television”, “interactive television” and “Smart TV”. Because most of
the studies about notifications were not oriented to the TV ecosystem, and due to the
relevance of older adults regarding the use of the TV at home, the keywords “senior” and
“elderly” were adjunct to the search. The results in the Scopus database returned a total
of 45 articles, from which 22 were excluded for not fitting into the topic of the study.
The query with the same criteria performed in the Web of Science database obtained
14 results, but only 2 were considered for analysis because the others were repeated.
Tables 1 and 2 present the sample of 25 articles mapped from both databases. After
the analysis of the articles, they were divided into two embracing subject matters iden-
tified in the collected studies: notifications for senior audiences regarding remote care
and health (Table 1) and notifications’ guidelines for the TV ecosystem (Table 2), both
detailed in the Results.

Table 1. Notifications for senior audiences regarding remote care and health

Year Authors of the article Topic of the study

2020 Macls et al. [13] Multi-device telecare framework

2019 Corcella et al. [14] Personalization of remote assistance

2018 Santana-Mancilla and Anido-Rifón [15] Care system through iTV with health
reminders

2018 Silva et al. [16] Comparative usability study for iTV
interface for seniors

2018 Watanapa et al. [17] Intelligent system to provide assistance
when detecting falls

2017 Coelho et al. [6] Fighting social isolation of older adults with
TV, Facebook and multimodality

(continued)

1 The search on the databases was carried out in April 14, 2021.
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Table 1. (continued)

Year Authors of the article Topic of the study

2017 Hong et al. [8] Connect hearing-impaired elderly with
family to improve social life

2017 Ramljak [18] Medication reminder and monitoring system

2017 Voit et al. [7] Smart calendar to encourage healthy aging
activities

2016 Mainetti et al. [19] IoT system for health reminders

2016 Kotevski et al. [20] E-health monitoring and reminder system

2015 Hammer et al. [21] Lifestyle recommender system

2015 Ribeiro et al. [22] Health care application

Table 2. Notifications’ guidelines for the TV ecosystem

Year Authors of the article Topic of the study

2021 Gavrila et al. [5] HbbTV Smart Home unified experience

2020 Porcu et al. [23] HbbTV Smart Home system eye gaze
analysis

2020 Silva et al. [24] TV Companion App to Deliver Discount
Coupons

2019 Silva et al. [3] Managing privacy in multiple devices

2018 Anyfantis et al. [25] TV role in Smart Home environments

2018 Schnauber-Stockmann et al. [26] Media selection and attention in
second-screens

2018 Voit et al. [2] Multi-device notifications

2018 Yoong et al. [1] Smart-devices notifications

2017 Guebli and Belkhir [27] Smart Home with IoT-based TV-box

2016 Abreu et al. [28] Notifications in second-screens

2016 Weber et al. [11] Guidelines for notifications on SmartTVs

2015 Almeida et al. [4] Notifications in second-screens

Results. As the sample wasmapped based on two dominant subject matters identified in
the articles, for clarity the results are also presented according to those groups, followed
by the main insights that supported the design of the use scenarios.

Notifications for Senior Audiences Regarding Remote Care and Health. The provision
of useful information and means of communication with family and caregivers, allow-
ing healthmonitoring and alerts, were themain topics of research in 13 of the 25 analysed
studies targeting older adults’ audiences (Table 1). This result demonstrates that telecare
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services are a prolific domain of e-health for the elderly. The assessment of prototypes
that integrate the TV with other devices demonstrated the relevance and practicality of
sending health reminders, which can be programmed by family, caregivers and health
professionals [7, 13–16, 19–22]. In the sample, systems were also evaluated for spe-
cific situations, namely the detection of falls aimed at people who live alone, by using
sensors and sending notifications to family members through the TV [7]. Other authors
[8] present a system that aims to improve the social life of hearing-impaired elderly,
by sending notifications to the TV whenever they receive a call, with features like tran-
scribing the conversation and sending images to the screen so they can feel closer to
their relatives and friends. Another study tested the integration of a family calendar for
sending reminders of events to promote active ageing [7]. A prototypewas also evaluated
to display Facebook notifications and messages on the TV to connect senior audiences
to their families [6], which has advantages in terms of accessibility regarding the size of
the screen as well as the visual and textual elements in the interface, as outlined in the
study of a system for SmartTVs concerning alerts for medication administration [15].

Notification Guidelines for the TV Ecosystem. The second segment of the sample
(Table 2), including 12 studies, is dedicated to relevant aspects for designing notifi-
cations aimed at the television ecosystem. The work of [11] presents guidelines for
notifications on SmartTVs, with some highlights on how to improve their usability: dis-
play only priority information for the user; consider the privacy of each user when the
television is shared; present notifications between programs and in a subtle way and;
allow easy customization of presentation settings (size, intrusion type and frequency).
Privacy was a prominent topic in studies [3] and [25]. In the latter, the evaluated proto-
type enabled the configuration of how to display notifications on TV in the presence of
other people [25]. In the study [3], notifications were addressed through an IoT system
using sensors, with proactive reminders sent to different devices (including SmartTV)
using several formats (e.g. visual, audio or vibration/touch). Besides health information,
this study also tested alerts for controlling home devices (e.g. notification of closing the
windows when the weather predicts rain).

Within the scope of content discovery and the synergy between TV and smartphone
as a second-screen, the studies [4, 26–28] addressed user preferences for sending person-
alized notifications to recommend specific content. In the study [24] a companion app
was used to provide discount coupons associated with the content being viewed on TV.
The studies [5, 23] focused on the use of IoT Hybrid Broadcast Broadband TV (HbbTV)
with the integration of other devices based on an IoT system to create an intelligent
home environment, including the testing of users’ receptiveness to notifications about
domestic activities (e.g. warning that the washing cycle was over; showing the video
of the entrance door when someone rings the bell, etc.) [23]. In general, participants
appreciated notifications, although those accompanied by sounds had lower acceptance.
On the other hand, this type of format was the one that most caught the users’ attention.

In addition to thementioned advantages (pros), the negative aspects (cons) regard the
excess of notifications and the typology of the format that can become less readable or
more disruptive to the tasks at hand. According to [5], some guidelines for formats and
notificationdisplay should be considered: textmessages are less intrusivewhile audio and
videonotifications had slightly lower acceptance; the advisedposition is in the upper right
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corner of the screen; the ideal average display time is 9 s, as very short intervals hinder
the comprehension of the messages. In the study [2], participants complained about the
excess of notifications on other devices expressing concern about the proliferation of
notifications on the TV. A negative perception of a high number of notifications was
also confirmed in the study [1]. Therefore, similarly to other personal devices, it is also
necessary in the context of TV to balance the amount of information in each message
and the number of notifications to avoid causing anxiety and disturbing the viewing
experience. The study [28] also mentions the cognitive disruption that notifications
may cause to the TV experience, despite their effectiveness in alerting users to new
information and personalized recommendations.

The data considered more relevant from the literature to design the notifications
scenarios oriented to the TV ecosystem were: useful location-based information (e.g.
weather, traffic, news, etc.); info related to the content being viewed and the users’
preferences; social communications; calendar appointments and local events; as well
as recommendation of services and apps; recommendation of health and well-being
behaviours and medication alerts. In terms of formats, textual and sound notifications
were considered for the TV remote control interactions and the tablet and smartphone
as companion second-screens. Voice interaction was also considered relevant to be pre-
sented to the participants of the focus group since VUIs have proven to be the direction
of the industry [29].

3.2 Focus Group

Protocol and Sample Characterization. With the goal of developing a prototype for
a field trial in collaboration with a Portuguese Pay-TV provider, the next step after
gathering information from the literature reviewwas to systematize six thematic domains
to design use scenarios (Table 3) which were presented in one focus group with potential
users2.

Table 3. Use scenarios presented in the focus group

Scenario Thematic domain Objective

1 CONTENT (TV and over-the-top) To recommend content based on users
habits and provide access to
content-related features;

2 SOCIAL (telecommunications and
social media)

To inform that the user has received a
message with the aim of promoting
socialization;

3 SERVICES (apps, online shopping and
coupons)

To inform the schedule of a TV live
content and suggest a food delivery
service;

(continued)

2 The focus group was carried out in January 17, 2022.
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Table 3. (continued)

Scenario Thematic domain Objective

4 HEALTH (monitoring and well-being
recommendations)

To alert about health monitoring
information and encourage socialization
and well-being behaviors, namely
outdoors;

5 CALENDAR (personal, shared and local
appointments and events)

To alert about the date of a school
assignment and recommend YouTube
content, as well as a local event related to
the subject of the test;

6 INFO (useful information) To provide information about the local
weather and give practical and security
advice

The focus group aimed to gather information about the relevance of those scenarios
and to identify other use cases regarding the TV ecosystem at home. Thus, by adopting
a TV-first approach, attention was given to diversified household dynamics among par-
ticipants and recruiting a manageable group of participants so the interventions could be
lengthier and less contaminated [30]. With this in mind, participants living with room-
mates, children, elderly and couples were included so they could bring different viewing
experiences.

The six scenarios associated to each thematic domain were presented sequentially
during a 60 min session in a setup with a living room configuration (see Fig. 1). The
session was recorded with the consent of the participants for content analysis. Before
the beginning of the session, each participant responded to a brief characterization ques-
tionnaire about audiovisual content consumption and use of devices and features (e.g.
intelligent assistants; smart devices; voice commands; smart home devices; media play-
ers connected to the TV; health monitoring devices; smartwatches, etc.). After each
video with the scenarios, participants manifested their opinion and gave suggestions
of other possible uses. During the final part of the session were also discussed issues
about privacy, the number of notifications on multiple devices, the use of voice com-
mands and which specific situations, formats and devices they would find more relevant
to receive notifications. The participants were encouraged to express themselves freely
during the sessions and present suggestions and opinions also about their relatives’ uses
(e.g., parents, offspring, grandparents, mates, etc.).

The sample consisted of six participants, four female and twomale, aged between 17
and 47 years, two with a PhD, three with a master’s degree and one with basic education
attending secondary education. Each element of the sample represented different types
of households so the dynamics with the shared TV at home would be reflected in their
opinions and suggestions. Thus, three participants had a household with children and
adults, another participant shared a house with family members and adult friends, one
of whom was over 65 years old, another participant lived with his girlfriend, and the
youngest participant who, despite living with both parents and siblings, indicated that
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Fig. 1. Living room setup (left) and focus group session (right).

watched TV alone. Only one of the participants did not subscribe to a Pay-TV provider,
but used the Chromecast device to watch other content on TV in addition to the nine
channels of the Digital TV service in Portugal. All participants subscribed to Netflix (but
one of the participants used only one profile for the whole family, including children)
and, themselves or someone in their household (e.g. children), watched YouTube videos
through SmartTV or connecting the tablet or mobile phone to the TV set. One of the
participants used a game console connected to the TV, and two of the participants use
Smart Home devices (one uses Alexa and the other uses Google Home). Five out of six
participants watched TV at least once a day. Only the youngest participant mentioned
less regularity, watching TV only a few times a week. In terms of features and devices,
half of the sample never used Smart Home devices. Regarding the use of smart assistants
on mobile devices, two participants always use them, three use them on certain apps and
devices and only one participant never used it at all.

Results. To facilitate the presentation of the results, a synthesis of the feedback about
each scenario is presented individually followed by the discussion in the next section.
All the animations suggested a TV-first approach being the notification announced by a
sound alert and delivered by a voice message during a TV commercial, to indicate that
there would not be an intrusion of a content being viewed. Nevertheless, the participants
were informed that this was merely an example and the notifications could be received
in other devices and in other media formats according to their preferences, because that
was exactly the kind of feedback we intended to collect during the session. The textual
messages in the figures bellow are illustrative of the notification content and were also
shown as a static frame during the discussion after the end of each video animation to
remind the participants of the voice notification.

Scenario 1 - CONTENT. In this scenario (see Fig. 2) a couple is watching TV and a
notification indicates that a series of the same genre the user usually watches will pre-
miere within three days on a specific channel. Then, another notification asks if the user
wants to program the recording of the season, which is one of the features of the TV
set-top box.

One of the participants suggested that the information could be more precise, by
displaying the day of the week and the schedule of the show for the user to decide
whether to record or watch live. Furthermore, participants suggested that the notification
made more sense for a collective profile of the couple due to being presented on a shared
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Fig. 2. Excerpt from animation of use scenario 1 presented in the focus group.

TV, in addition to having the advantage of not contaminating the recommendations of
the individual profile. Another suggestion, when using individual profiles of users that
watch the same series, was the possibility of having one functionality that could inform
the user if the other profile has already seen a specific episode to wait or notify him to
watch together.

Participants considered appealing to encourage the discovery of content related to
their interests and the discovery of new channels, because their Pay-TV services often
include a wide range of channels but they frequently end up using always the same. On
the other hand, some participants mentioned that the recommendations by interests are
restrictive because there is much content they don’t know if they like and never saw
anything similar, but because of the way the recommender systems work may never be
recommended to them. In this case, one participantmanifestedmore interest and curiosity
in social recommendations, even though it is not the type of content she usually watches,
because she values the taste of her friends and colleagues. In addition, this type of social
recommendation would also encourage conversation and possibly collective viewing
sessions, bringing people together and promoting conviviality and socialization.

Scenario 2 - SOCIAL. In this scenario (see Fig. 3), a girl is watching TV alone, because
when designing the scenario some reservations have already been anticipated regarding
the display of social messages in a shared screen. Nevertheless, throughout the session
we reminded the participants that they should express their preferences about how and
on which devices they would like to receive and reply to notifications. The notification of
the SOCIAL scenario refers to a message from a group chat, regarding a series that they
are following. The subsequent notification asks if the user wants to see the message.
In this case, the objective was to open the discussion about the devices in which the
participants preferred to continue the interactions potentially driven by the notification.

Participants were unanimous in their preference for receiving social messages on
personal devices, in particular the mobile phone. Notifications on the TV would only be
well received if that device is for personal use or is located in a private space such as
an office or bedroom. However, children who are used to connecting devices to the TV,
such as tablets and game consoles, would have fewer problems receiving notifications
in a shared space or device. In the case of the elderly it would be advantageous to
receive messages on the TV given the screen size being larger. Participants mentioned
examples of their parents and grandparents who have difficulties not only switching
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Fig. 3. Excerpt from animation of use scenario 2 presented in the focus group.

between devices but specifically typing text messages. In this case, voice messages and
video calls were suggested as useful alternatives, although it was warned that they would
probably need help.

Scenario 3 - SERVICES. In this scenario (see Fig. 4) several people are watching TV
and the notification message suggests a collective profile (‘PartyPeople’) that indicates a
shared household dynamic, possibly with student housemates. The notification informs
that a live football match will start shortly. The second notification asks if they want to
order food, indicating a georeferenced service.

Fig. 4. Excerpt from animation of use scenario 3 presented in the focus group.

Participants found this contextual suggestion close to mealtime very useful. They
evenmentioned the advantage of browsing the app on the TV to choose the food together.
Nonetheless, they preferred to finish the transaction more privately through the mobile
phone. They also mentioned the request for a transportation service (e.g. Uber) through
the same system in the case of late dinners when there is no longer public transport or
when some friends have had too much to drink or are tired and prefer not to drive. An
example mentioned as an undesirable suggestion of services and products was recom-
mending a book that exists from amovie they are watching. In this sense, the participants
were unanimous about the value of a configuration feature for which apps and services
they wanted to receive notifications.
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Scenario 4 - HEALTH. This scenario (see Fig. 5) suggests the articulation between the
TV and the smartwatch to monitor the heartbeat. As in the SOCIAL scenario, the ani-
mation presents a person watching TV alone because some reservations were also antic-
ipated regarding HEALTH notifications in a shared device. The scenario comprises the
display of a sequence of three notifications: the first informs that the heart rate is a little
high; the second gives a suggestion, to invite friends for a walk and; the third notification
suggests a podcast.

Fig. 5. Excerpt from animation of use scenario 4 presented in the focus group.

The participants considered this scenario the most invasive, mainly because the
information is very personal and causes stress, even when received on the mobile phone,
despite that being the preferred device for receiving this type of information. None of the
participant would like to receive these notifications on the TV, even if they lived alone,
because it would disturb the state of relaxation and immersion, which is usual when
watching TV. However, in the context of HEALTH, some participants mentioned that
theyuse screen timemanaging systemswith their younger children for schedulingbreaks.
Thus, a similar approach was suggested towards the elderly for recommending pauses
for stretching exercises when facing sedentary lifestyles and long periods of inactivity
in front of the TV, and even to remind of regular fluid intake. Another recurrent aspect
mentioned for this audience are the notifications to remind of regular medication intake.
In short, this scenario was totally discarded by the participants for their own use, but
was considered very useful for senior audiences depending on the type of information
and how is communicated to avoid alarming them.

Regarding the other displayed notifications, namely inviting friends for a walk and
suggesting a podcast, the participants did not express much feedback, mentioning that
they could be interesting although they needed to understand better how the system
would actually work to perform those tasks.

Scenario 5 - CALENDAR. This scenario (see Fig. 6) presents a family watching TV
and the notification addresses one of the children to alert about the approaching date of
a school test. A second notification informs about a local event related to the subject
matter of the test. And the following notification asks if he wants to add suggestions of
YouTube channels related to the topic to his list of favourites.

All the participants mentioned that CALENDAR notifications on the TV – a device
they mostly use at night after school and after work as a break moment when they want
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Fig. 6. Excerpt from animation of use scenario 5 presented in the focus group.

to disconnect and relax – would cause them anxiety and the feeling of always having to
be productive. In this sense, they made a clear distinction between devices for receiving
notifications related to appointments and work (the computer and the mobile phone) and
devices for leisure (which included the TV). In the case of the suggestions to attend local
outdoor events, the participants referred that it seemed to make them feel guilty for just
being at home watching TV.

In the specific case of the recommendation of YouTube content related to the subject
of a school test, it was mentioned that it could cause misinformation given the amount
of material that is available online and the specifics of the test.

However, the CALENDAR thematic domain was considered useful for the elderly
that frequently forget tasks and appointments. Hence, the participants suggested some
examples of notifications, like reminders of medical consultations, bill payments and
municipal services deadlines and even maintenance services such as car inspection.

Scenario 6 - INFO. This scenario (see Fig. 7) suggests that the user is getting ready to
leave and the notification informs him of the forecast of heavy rain for his location. A
subsequent notification advises him to drive with caution and carry an umbrella.

Fig. 7. Excerpt from animation of use scenario 6 presented in the focus group.

This scenario was the one that had the most positive reaction from the participants,
given the practical use it would have in their daily lives. As it is not a notification with
personal information, the reception in the shared TV was well-received, namely when
the family gathers in the morning, before leaving for work and school, and at night for
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those who prefer to prepare clothes and accessories according to the forecast for the next
day.

One participant mentioned that he schedules a morning routine on his Alexa device
to receive voice notifications in the morning with all his appointments for the day, sug-
gesting that this new system could aggregate several types of information in the daily
routine. This participant showed interest in receiving notifications on the TV in audio
format so that he could listen to them while getting ready to go out. In addition to the
weather forecast, the participants suggested other types of information for thesemorning
and end-of-day notification routines, namely: the on-duty pharmacies; transport timeta-
bles; warnings about interruptions or strikes in transport, schools and public services;
changes in fuel prices; changes in the opening hours of establishments and services due
to holidays, etc.

4 Discussion of the Results

The insights from the literature, regarding target audiences, types of information, appli-
cation contexts, and guidelines for the notifications, confirmed its potential towards the
TV ecosystem, by highlighting some possible use scenarios, namely: sending personal-
ized recommendations and promoting interactions about the content being viewed; for
targeted advertising; for location-based information and events; for promoting social
communication based on content or events; for calendar alerts and; for health alerts and
monitoring.

After the systematization of the insights obtained in the literature review, the six
use scenarios were designed with an emphasis on the use of the TV at home and were
presented in one focus group to discuss their relevance and collect suggestions. The
qualitative analysis of the focus group data provided additional significant inputs for the
prototyping phase, namely about the relevance given to the personalization of formats,
preferred input/output devices and the intrusion moments for the reception of notifica-
tions. It also highlighted the differences between user profiles that seem to be related to
age groups, viewing habits, use of connected devices and gamming behaviours, as well
as the household routines.

Overall, the most-well received scenarios by the participants were: 1) INFO, com-
prising notifications integrated in amorning routine with the information for the day and,
in the evening with the information for the next day); 2) CONTENT, namely the dis-
covery of unexplored TV channels and, social suggestions from friends regarding what
they are currently watching and what they enjoyed watching; 3) SERVICES, although
only allowing specific apps selected by the user.

The CALENDAR, HEALTH and SOCIAL scenarios were the less appealing and
usable for the participants. Being the HEALTH and SOCIAL scenarios considered very
intrusive and disruptive, raising privacy issues due to the fact that the sharedTVpresented
on the videos in the living room suggested that was the main device for the notifications
(since we were probing a TV-first approach although not exclusive). All the participants
preferred to receive the notifications of those scenarios on their smartphones. However,
in the SOCIAL scenario, it was mentioned that there would be no restraint by the elderly
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(parents and grandparents) to communicate with family members and by their younger
children who watch online videos and forums connected to the TV. Another participant,
who is a gamer, mentioned he would not bother either. In the case of the HEALTH
scenario, it was also considered useful for seniors to remember regular medication intake
and the CALENDAR notification to remember medical appointments and bill payments.

In theHEALTHandCALENDAR scenarios, respectively the example ofmentioning
the accelerated heartbeat and remembering a school exam, the participants referred
that caused stress and anxiety when being presented on TV that should be a moment
of relaxation. Also, the suggestion to do physical activities and attend to local events
outdoors seemed discouraging of that moment when they just want to watch TV and
stay at home. Hence, the group of participants made a clear distinction between devices
associated with work (computer and mobile phone) and associated with leisure (TV).

However, some scenarios that were discarded by this group aged 17–47 were men-
tioned as advantageous for their older relatives, namely HEALTH scenarios (because
they frequently forget daily tasks) and SOCIAL (because they do not have such a close
relationship with the mobile phone and the screen is smaller). The INFO and CALEN-
DAR scenarios were also considered useful for elderly to remember appointments and
outdoor activities, since some of them are already retired and there is no longer that
distinction between work and leisure time. In addition, they usually spend more time
at home with the TV that becomes a companion instead of a device to watch a specific
content. Therefore, in view of these hypotheses/assumptions put forward by the partic-
ipants about their older family members, another focus group was held with seniors, to
validate the interest in health monitoring scenarios and social scenarios, as well as useful
information and local events, to promote sociability and active aging.

Regarding the formats for the notifications, the participants were not consensual.
Some preferred more discrete visual alerts like small icons. Others preferred sound
notifications, mentioning that they would otherwise pass unnoticed, especially for the
elderly like their grandparents that are more distracted by all the visual elements on the
screen.

In what concerns the devices, because this was a group with higher academic edu-
cation (only a participant was a seventeen-year-old student attending secondary school)
they mentioned the computer and the mobile phone as work-related devices in which
they preferred to receive SOCIAL and HEALTH notification privately. But they stated
that their parents and grandparents would prefer to receive those notifications in the
bigger TV screen, that is often connected all the time at home and because most of the
time those relatives do not carry or cannot easily find their mobile phone. On the other
hand, TV was mentioned as the preferred device to relax, watching movies, series, and
online videos, as well as for receiving CONTENT notifications for collective profiles
and INFO notifications directed to all the family, such as the weather, fuel rates, trans-
portation strikes, local news, etc. The CALENDAR notifications, such as appointments,
were also mentioned to be relevant in morning or evening alerts.

When discussing the reply to SOCIAL notifications, the participants prefer texting
on the mobile phone, whereas older people (their parents or grandparents) would prefer
voice messages and, if possible, video calls on the TV, despite some literacy difficulties
that probably would require help. So, we can affirm that personalization of what the user
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wants to receive – what, how and when – is the key to notifications, including in the TV
ecosystem that has a great potential dealing with different household dynamics, which
generate many use scenarios that can be explored. Therefore, some of the next steps are
testing prototypes with different age groups to grasp a personalization solution that can
tackle the needs of different user profiles.

5 Conclusions and Future Work

Based on the analysed studies from the literature review, notifications were confirmed
as a relevant mechanism with potential towards the TV ecosystem for sending person-
alized content and promoting interactions about the content being viewed. This strategy
is also used with marketing purposes, such as targeted advertising with benefits for the
user. In some of the reviewed studies, notifications were tested for providing location-
based information and useful reminders about daily activities, with particular emphasis
on health alerts and medication monitoring for the elderly. The promotion of commu-
nication and connecting individuals was addressed in fewer studies, being a topic that
needed further exploration. From these insights, six thematic domains focused on a TV-
first approach were systematized: CONTENT; SOCIAL, SERVICES; HEALTH; CAL-
ENDAR; INFO. For each domain a use scenario was designed having in consideration
group dynamics from different households (e.g. families with children, couples, younger
housemates, senior couples and people living alone). The scenarios were presented in
one focus group to assess their relevance, collect suggestions of other scenarios, and
probe the potential of notifications for the TV ecosystem. The focus group session was
very prolific because of the feedback provided by the participants about their household
routines, which are crucial to the scenarios of notifications to be displayed specially at
home in the shared TV screen.

The overall results affirmed the personalization of what the user wants to receive,
when and on which device as key to notifications also in the TV ecosystem. Based
on the feedback of the participants, who evoked their household routines in the focus
group discussion, the next step is to carry out laboratory tests with a prototype to validate
interface options, presentation formats, intrusionmoments, dimensions and other visual,
textual and audio elements before moving on to field trials.

Because of the opinions put forward by the participants about their older family
members, a second focus group with elderly people has already been carried out and
the preliminary analysis of the results partially corroborates some of the anticipated
assumptions. Meanwhile, an intermediate laboratory test phase is being prepared to
fine-tune the interface of notifications on the TV. In a third step, field trials will be
carried out to evaluate the User Experience (UX) over time. For each user, a set of
personalized notifications will be identified through previous questionnaires and will be
scheduled using a management platform developed within this research, and delivered
though the IPTV partners’ infrastructure.

Hence, the data gathered though the literature review and the focus groups supported
the preparation of the UX testing of a notifications’ prototype in collaboration with a
Portuguese Pay-TV provider, to possibly introduce some features in their service. In
short, from this study we can anticipate that the television ecosystem has a promising
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potential in synergy with connected devices (such as the mobile phone, tablet and smart-
watch) and within the dynamics of individual and group viewing associated to different
households.
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Abstract. Television is among the preferred technological devices of the elderly
due to their familiarity with its simple interface and because it acts as a sort of com-
panion, being this especially relevant for those living alone. This phenomenonwas
particularly observed during the social isolation resulting from the Covid-19 pan-
demic. In themost critical period of the health crisis, the consumption of television
content among older people and the adoption of other digital solutions aimed at
entertainment or social interaction increased significantly. At the same time, tech-
nological advances in the television ecosystem have made it possible to include
resources capable of making the gadget increasingly interactive and friendly. An
example is the use of notifications, a mechanism that consists in displaying mes-
sages on the device’s screen, engaging users to a specific topic. TV notifications
can act as an information-focused tool with the potential to promote the connection
of seniors with their family or friends. In the aforementioned context, the objec-
tive of this paper is to identify how TV notifications can contribute to reduce the
rates of social isolation among the elderly, offering new forms of interaction with
society. For, initially, a literature review was carried out to allow contextualizing
the problem. Studies conducted in this field were evaluated to identify whether the
television ecosystem would be able to enhance human relationship. These studies
supported the construction of a questionnaire focused on identifying the habits of
the elderly in relation to the adoption of technological devices, the consumption
of television content and the acceptance of notifications in this context. Therefore,
this study provides evidence that notifications can connect generations, being an
important mechanism to reduce the rates of loneliness among older individuals.

Keywords: Elderly · Seniors · notifications · Social isolation · TV · iTV

1 Introduction

Television is a device often used by the elderly, especiallywhen they feel alone [1]. Social
isolation is recurrent among these individuals being the main reasons that keep them
from social life are physical disabilities and low education [2]. This situation intensified
during the Covid-19 disease pandemic, which significantly increased the consumption
of television content among older people, as well as the adoption of other technological
resources aimed at entertainment and social interaction [3]. Since family members were
further away due to the health crisis, videoconferences and social networks helped to
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reduce social isolation [3]. However, while they help, digital resources can represent a
barrier, mainly because skepticism about using new technological resources tends to be
higher among the elderly [4].

In contrast, advances inArtificial Intelligence (AI) andBigData have alloweddevices
to anticipate users’ needs, rather than just reacting to them [5, 6]. One example is noti-
fications, a mechanism that directly impacts the public and contributes to stimulate the
use of digital resources [30, 31].

Based on this perspective, the objective is to identify if such messages (used in the
television ecosystem) can increase the elderly contact with other people, thus reducing
social isolation rates. For that, this article was divided into four parts. The first brings
data on the rates of isolation among the elderly. Next, it is based on the detailing of the
methodology used in the selection of articles and for the characterization of the identified
sample. Such studies served as a basis for structuring a questionnaire about preferences
in relation to TV and the use of technologies that help to keep in touch with other people.
This process is detailed in Sect. 3, which also contains the characterization of the sample
of 20 senior citizens who were interviewed for the present study.

Section 4 presents the main results, organized into two parts: literature review and
interviews. Finally, there are the final considerations, which pointed the benefits of the
study to the television ecosystem and the senior audience. Still in this section there is
also a brief explanation of future work in this area.

2 Technology to Promote Interactions

During the COVID-19 pandemic, which started in March 2020, the need for social
isolation forced people to stay in their homes and use digital platforms to minimize the
effects of confinement [7]. In the case of the elderly, this imposition was even more
significant because of the higher risks involved– the deaths of individuals over 65 years
of age correspond to 80% in the United States and 95% in Europe [8]. This scenario
enhanced the levels of loneliness of the senior public, who historically suffered from
problems related to lack of contact [2].

In Portugal, it is estimated that 42,434 elderly people are isolated, in a situation of
vulnerability due to their physical and psychological conditions [9]. The pandemic, in
turn, contributed to amplify the problem, evidencing the need to provide means for this
public to maintain healthy relationships and actively participate in communities.

One way to minimize social isolation rates is using mobile devices and resources
such as videoconferencing and gaming, for example [10]. However, incorporating them
into everyday life can still represent a barrier for older people due to several factors –
and one of the main factors is its difficulty of use [2]. Not always the senior possesses
sufficient skills or familiarity with technological resources [3]. And this is the result of
several factors, such as skepticism about innovative technologies and rapid renounce-
ment when facing difficulties related to usage [4]. Since there is a barrier, mechanisms
that require less cognitive effort, such as notifications, are a way to facilitate the usage
of technological resources [11]. By being proactively sent to seniors, these messages
enable access to information and to other people, stimulating the connection between
individuals [12]. In addition, notifications facilitate access to newly available informa-
tion, making the user’s attention turn to the content in question [13]. It is an element
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considered important in the communication ecosystem because it directly impacts the
public without intermediaries, inducing the user to view specific information and be
received from different devices, such as the TV set [14]. Such messages can have dif-
ferent formats (visual, auditory or vibration/touch alerts), increasing accessibility [15].
In addition, especially in the case of the elderly, notifications usually send reminders of
important activities, for instance medication schedules or appointments on the agenda
(Fig. 1). Health-monitoring applications can also send frequent bulletins to the family
or caregivers [24], reaffirming the multiplicity of functions and possibilities of this type
of mechanism.

Fig. 1. Example of how notifications can be displayed on TV to send health alerts.

3 Methodology

3.1 Literature Review Protocol and Sample Characterization

A survey was carried out to identify the potential of notifications to reduce the rates of
social isolation among seniors. Therefore, the methodology of a systematic review of the
PRISMA model was chosen [16] to carry out the work. A review protocol was defined
based on a research protocol with three groups of keywords on the SCOPUS and Web
of Science platforms. The first survey was conducted at SCOPUS, between July 12 and
15, 2021, with “elderly AND notification AND social AND isolation AND television
OR TV”. 18 results were found, and after reading all abstracts, it was identified that
only 3 were pertinent. Studies that do not address the use of notifications directly on
the television screen were excluded. Then, a second search with the following terms
“notification AND television OR tv OR iTV AND elderly” had 76 results. All abstracts
were re-evaluated and only three were considered relevant.

Both searches were also performed on the Web of Science platform, and the results
considered relevant were repeated. To verify that the keywords chosen were the most
appropriate, we chose to search theWeb of Science more widely with the words “elderly
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AND TV OR television”. A total of 111 results were found, which had their abstracts
evaluated.Only 9 of themwere related to the use of notifications onTV. In total, therefore,
15 studies were evaluated. All the texts in the sample are in English and present the noti-
fications displayed on television as possible mechanisms to make relevant information
more easily reach users.

In the SCOPUS sample, 67% (4) studies are about social contacts, 17% (1) about
health and 17% (1) refer to the format of display on the screen. In the Web of Science
sample, 22% (2) refer to the format/design, 44% (4) contribute to promoting health, 22%
(2) integrate Smart Home circuits and 11% (1) are about education.

3.2 Interviews Protocol and Sample Characterization

As mentioned, the scientific mapping performed in the initial phase of this study served
as the basis for the creation of a questionnaire that was later applied to a group of
20 elderly. The interviews had three specific objectives: i) to characterize the public; ii)
identify the relationship of the elderly with technological resources and the consumption
of television content; and iii) understand the perception of this public concerning the
usage of notifications in the television ecosystem.

In total, there were 30 fixed questions, divided into three sections, created according
to the above-mentioned objectives. Additional questions were made during the con-
versations, as participants said something related to their experiences using electronic
devices.

Each interview lasted, on average, 40 min and were conducted from December 2021
to March 2022. In total, 20 elderly people ages between 60 and 95 years participated,
14 Portuguese and six Brazilians (the last six interviews were made by telephone, since
the interviewees live in Brazil). Some examples of the questions that were asked with
the participants:

• Do you think television is a companion?
• How many hours a day do you watch TV?
• What would you think if messages sent by your family members were displayed on
the television screen?

• Do you believe that this kind of message would hinder or add value to your experience
of consuming television content?

The average age of the participants was 76.9 years. Regarding gender, 70% (14)
are women and 30% (6) men. Of the total number of interviewees, 45% (9) live alone
and 55% (11) live with their partner or with their children. When asked about possible
physical limitations, 10% (2) said they have hearing loss, although they still listen,
and another 10% (2) pointed out that they have difficulty seeing very small letters on
television or other electronic devices.

Regarding the use of technological devices to communicate, only 15% (3) stated that
they do not have a cell phone and that they communicate with their relatives or caregivers
essentially by landline phone. These participants are in the group of respondents over
85 years of age (two people are 87 and one 88 years old). The others stated that they use
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their cell phones daily. The main activities carried out by senior citizens are described
in Fig. 2.

Fig. 2. Reasons why the elderly use the mobile phone (separated by volume of mentions).

Among the participants who have amobile phone, only 10% (2) stated that the device
is not a smartphone. That is, it is a device that only makes calls and sends text messages.
“Although I don’t have this more advanced phone, I really like making video calls to
my grandchildren who live in another country. My daughter comes here every weekend
to make the calls. Seeing them is something else, it helps kill the longing and brings us
closer. I would adopt knowing how to use this type of resource, but I have difficulties”,
commented one of the participants, 87 years old.

When asked about the use of notifications on the mobile phone, only two of the 17
individuals who own the device stated that they did not know the meaning of the word
“notification”. After a brief explanation, they understood its definition and stated that
they receive this type of warning daily.

Among the other participants who said they had a mobile phone, all pointed out that
they receive daily notifications, especially from banking apps, social media and messag-
ing applications. None of the participants were bothered by this type of functionality.
Overall, they said it’s “a positive thing and helps inform them about news and updates
to the device.”

In addition to the mobile phone, 45% (9) of respondents said they have other elec-
tronic devices, such as tablets and notebooks, but use them less frequently compared to
the phone. According to the interviewees, the main activities performed on these elec-
tronic devices are “watching series”, “play electronic games” and “accessing websites
belonging to local governments”. “I prefer to watch movies and series on the tablet
because the screen is bigger,” said a 77-year-old participant.



Connect Elderly to Other Generations Through iTV 25

Only one participant (90 years old) stated that she has a virtual assistant (Alexa,
Amazon) and uses it daily, especially to schedule reminders related to everyday tasks.
Finally, two participants (both 64 years old) said they have smartwatches to control
health-related aspects and can access messages received on their mobile phones more
easily.

All participants were also asked if they have difficulties in the use of technological
devices. Only 10% (2) stated that they do not have any type of problem or impediment –
these participants are 60 and 77 years old. The other 90% (18) said they have difficulties
to use them on a day-to-day life, and 88.8% (16) turn to close relatives to ask questions
and 11.2% seek information in tutorials available on the Internet. “My generation has a
hard time dealing with technology. I try to learn to the fullest, but there are aspects where
I need explanations from the younger ones. Unfortunately, I think there is a barrier to
teaching older people, because young people do not always have patience or didactics,”
commented a 63-year-old participant.

4 Results and Discussion

4.1 Literature Review

The studies [17, 18] and [19] focused on reducing social isolation and have identified
that notifications are important mechanisms to attract the attention of the elderly to
messages sent by their families or friends. The feature was used to disclose reminders
of family commitments [17], send alerts for calls on mobile phones [18] and encourage
participation in gamification dynamics [19]. In this last study, the interactions took place
by voice, and the intelligent assistant was considered by the elderly a sensitive, sociable
and friendly company, able to contribute by itself to reduce the rates of loneliness. Also
in this context, [1] focused on creating a prototype of Facebook adapted for television.
Seniors positively evaluated the feature in terms of usability and the potential to increase
online and offline interactions.

Regarding studies focused on health promotion, the notifications were used in [20–
22] to remind seniors about medication schedules, medical care or information related
to their well-being. In these cases, in addition to facilitating access to important data, the
messages connected the elderly to external issues, which also contributes to the reduction
of social isolation. This conclusion was also present in [23], the only article related to
education. By analyzing the behavior of older people in the face of messages coming
from e-learning applications, television is detected as an important device to promote
access to learning. In [24], the authors chose the opposite way: notify the families via
television and other devices if the elderly suffered a fall. The multitude of devices helped
reduce the waiting time for help.

Of the total articles, three were about the design and messages format. In [25],
the use of icons related to messages content facilitated understanding. In [26], it was
detected that the use of a virtual assistant, which combines textual and audio messages,
can facilitate interactions.

Finally, although not focused on the senior audience, the study [27] presented guide-
lines for the design of messages based on focus group, interviews, and tests. The analysis
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results showed that users are receptive only to crucial messages, presented subtly, espe-
cially in the intervals of the schedules. Finally, in [28] and [29] television integrates
Smart Home projects, which favor the access of the elderly to content and health-related
care and assist in homework. Table 1 presents the sample of 15 articles mapped from
databases, summing up the relevance that the notifications had within the studies found.

Table 1. Use of notifications to reduce the elderly’s social isolation.

Ref Goal Strategy Relevance

17 Connect people Family reminders High potential to stimulate
interactions

18 Connect people Phone calls alerts High potential to connect
generations

19 Connect people Chatbot/gamification High potential to connect
people

1 Connect people Facebook app adapted for
television

High potential to promote
online and offline interactions

20 Promoting health Medical reminders High potential to provide
relevant information

21 Promoting health Medical reminders High potential to provide
relevant information and
improve health

22 Promoting health Well-being reminders Relevant to provide relevant
information

24 Promoting health Notifications to the family,
reporting falls

TV was an important means
of notifying families with
agility

23 Promote learning T-learning apps High potential to promote
learning

25 Evaluate the format/design Study of relevant icons Icons related to themes make
it easy to understand
messages

26 Evaluate the format/design Testing a virtual assistant Textual and verbal messages
facilitated the understanding
of the information

27 Evaluate the format/design Study of the formats with
better acceptance

Notifications are well
accepted if they do not
abruptly interrupt the
contents

28 Smart Home system Evaluation of TV in this
context

Relevant to disclose the
important reminders and
assist in household chores

(continued)
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Table 1. (continued)

Ref Goal Strategy Relevance

29 Smart Home system Evaluation of TV in this
context

Relevant to disclose the
important reminders and
assist in household chores

4.2 Interviews with the Elderly

Consumption Habits of Television Content
Regarding the consumption of television content, all participants stated that they watch
television every day. The daily TV watching average time is 6 h, reaching peaks of 17 h
a day in some cases. “Turning on the tv is a habit. No matter what type of content, it’s
always on at home, whether it’s to watch interesting programs or simply to make noise,
disguising loneliness,” said a 64-year-old participant.

About consumption habits and preferences, Fig. 3 shows the types of content that
are most frequently consumed by respondents.

Fig. 3. Diversity of content consumed by the elderly.

Among all respondents, only 10% (2) stated that they have a Smart TV at home.
However, one of the individuals said that he doesn’t know how to use the resources. “I
tend to use only themost traditional channels,” said the 68-year-old. The other participant
who claimed to own the device highlighted that he uses it daily to watch content available
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on YouTube. “I really like music videos and old songs. So, I decided to buy the device
to watch what I’m interested in,” commented the 69-year-old.

When asked if they consider television a kind of companion, especially in moments
of solitude, only 20% (4) said they do not see the device in this way. The average age of
these respondents is lower than the whole group average: 68.5. The other interviewees
stated that they believe that television is a true companion and all seniors over 85 years
of age stressed that “it would be very difficult to live without TV”.

The relationship with the device is even more affective when it comes to the elderly
who live alone, away from their families. “Time wouldn’t pass if I didn’t have television
to watch. I don’t know what I would do in my days,” said a 90-year-old participant.
“I’m alone all day. TV is a great companion for me. I wouldn’t live without it,” said
an 87-year-old participant. “I watch all the shows and so my day goes faster,” said a
95-year-old participant.

Notifications Built into iTV
The third part of the questionnaire sought to understand the group’s perception of a pos-
sible display of notifications on the television screen. To contextualize the participants,
especially those who are not so familiar with technology, a short-animated video was

Fig. 4. Example of message exchange with TV as an intermediary.
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displayed (Fig. 4) giving an example of the use of notifications in a television context.
In the animation created, a granddaughter sends a message (by mobile phone) to her
grandmother, who is in front of the television. When notified, the older woman has the
possibility to interact by pressing the “ok” button or reacting by voice. A heart emoji
is automatically sent to the granddaughter, connecting the two generations in a more
streamlined way.

Among the respondents, 25% (5) were resistant to the use of television notifications –
these participants are 60, 66, 68, 77 and 87 years old. The 87-year-old approved the idea
but was concerned about the data privacy displayed on TV. “Can more people see it?
I’m afraid to expose my data”, she said.

In general, participants aged 60, 66 and 68whowere resistant to the TV notifications,
stated that it is because they already use the cell phone to send and receive messages and
access social media apps. Therefore, they do not believe that the display of notifications
on television would be a benefit. “On the contrary, it would hinder my experience. When
I have the TV on, I want to disconnect from everything, enjoy that moment without
interference”, said the participant of 60 years. “I believe it’s a good idea for older people
with greater difficulty using electronic devices. But for me, it wouldn’t make that much
difference. Besides, I think the messages are very personal. I wouldn’t want to share
them with my daughter” said the 68-year-old.

Another participant (66 years old) who was opposed to the feature said that the
feature could invadeher privacy, since shewouldnot like to see hermessages displayedon
televisionwhile youwerewithmore people in the room. “You should have a possibility to
configure the type ofmessage youwant to receive. Example: I didn’t want myWhatsApp
notifications to appear there,” said.

For the individuals who approve messages on television (75% or 15 people in total),
therewas a consensus that this type of functionality iswelcomebecause it is awell-known
device to the elderly. That is, older people would easily send and receive messages. “I’m
already used to television, and it would be very interesting to be able to receivemessages,
see photographs or inform myself through TV. Also, as I suffer from sight loss, it would
be easier to read the messages on a larger screen,” said a 95-year-old participant. In
addition to this user, the screen size was mentioned by another participant, 90 years old.
“On the phone everything is too small to read, I can hardly see the messages. On TV
it would be a lot easier,” she said. “I find it very interesting to receive messages on TV
especially for elderly people who do not have access to technology and have difficulties.
This kind of resource would add a lot to the lives of older people. They would feel
welcomed,” said a 63-year-old participant.

When asked about the type of content they would like to receive, among the 15
individuals who were receptive to notifications, all stated that they would like to have
access to messages related to their family and friends. “What I would be most interested
in receiving on television are pictures of my son to know what he has done and if he
is well,” said a 90-year-old participant. “I have a daughter who lives in another country
and a son who works from Sunday to Sunday. I think it would be an easy way to be in
touch with them,” said an 87-year-old participant.

Still in the context of bringing people together, two participants (one of 69 and
another of 81 years) said that it would be interesting to have the possibility of making
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video calls via television. “So, I could talk to my children and grandchildren more easily,
besides being a bigger screen than the phone. I’d love to,” said the 81-year-old.

Another feature well received by respondents was sending notifications to alert when
the cell phone is ringing. Of the total number of people who approved the notifications,
80% (12) said they would like to be warned on television whenever a family member
is calling on their mobile phone. “Often, I don’t have my phone in my hands or don’t
listen it. It would be an asset,” said an 81-year-old participant.

In addition, this same group of interviewees stated that it would be interesting to have
an explanatory tutorial on the use of notifications on TV. “If it were in video format, I’d
be easier to learn,” commented an 88-year-old participant.

All participants were asked if they preferred to receive and respond to notifications
using voice commands instead of typing responses. Among participants over 80 years
of age (40% or 8 in total), the possibility was seen as an added facility. “I have difficulty
typing, it takes me a long time to complete a sentence. I believe that talking, just by
pressing a remote-control button, would be a good idea,” said an 87-year-old participant.
“I cannot type on the phone; the buttons are too small. The control ones are bigger, but
I still think I’d have difficulties. So, I think talking instead of writing could be a good
alternative,” said a 90-year-old participant. Among participants under 80 years of age
(60% or 12 in total), the possibility did not arouse much interest. “I’d rather type to talk.
I’m not used to send voice messages through my cell phone and I think I wouldn’t do
the same on TV,” commented a 69-year-old respondent.

In general, therefore, it can be verified that older interviewees were more receptive
to the use of notifications in the television ecosystem. The highest rejection rate in the
comparison between groups can be seen among participants aged 60 to 75 years (34%).
It was possible to notice that, as age increases, the rate of rejection of notifications drops
and, consequently, the acceptance rate grows (Fig. 5).

Fig. 5. Acceptance percentages by groups of interviewees.
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Themain reasons for the greater acceptance among older individualswere familiarity
with the device, the size of messages that will be displayed on the screen (larger than on
the mobile phone, which facilitates understanding) and the possibility of having easier
access to content produced by their family members.

For respondents living alone, acceptance was the highest in the comparison between
groups: 100%. For individuals living with other people (family members or partners),
there was 27% rejection and 73% acceptance. These indicators show that respondents
living alone are more receptive to the use of notifications in the television ecosystem.
As we have seen before, these were also the ones that were most dependent on the
device. Table 2 presents a compilation of some phrases separated by themes to facilitate
understanding of user perception.

Table 2. Most significant phrases mentioned by users.

Main themes Phrases mentioned by users

Acceptance 1. “It is an interesting resource, especially for older people.
They would feel welcomed” (63-year-old participant)
2. “I don’t think it’s interesting because I see my notifications
on my cell phone and when I go to watch TV I want to rest”
(60-year-old participant)
3. “I really like the idea because television is something I’ve
been using for many years. I think it would be easier”
(90-year-old participant)

Proximity to family members 1. “It would be a way to be closer to my family, especially my
grandchildren who live in another country” (87-year-old
participant)
2. “I would love to be able to receive video calls also on
television. I think it would be an interesting resource”
(81-year-old participant)

Privacy 1. “I wouldn’t want my messages to appear on the TV screen. I
may be watching shows with other people and that would be a
problem for me” (66-year-old participant)
2. “I don’t think it would be interesting to see messages on TV.
It’s a kind of invasion of our privacy” (68-year-old participant)
3. “I would be afraid about privacy issues. Will more people
have access to messages? It would have to be something well
explained so that we can accept it or not” (87-year-old
participant)

(continued)
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Table 2. (continued)

Main themes Phrases mentioned by users

Voice features 1. “I think it would be easier to say than to type. The buttons
are small and could take longer to respond” (90-year-old
participant)

Accessibility 1. “It would be a feature that would allow me to see the
messages, since I have sight loss and cannot see text on the
mobile” (95-year-old participant)
2. “I would like to see photos and messages on television
because the TV screen is bigger than that of the mobile phone”
(90-year-old participant)

In short, there is a variation in the perception of the elderly in relation to the use of
notifications, greatly impacted by age and experiences.

5 Conclusions and Future Work

The analyzed studies pointed out the relevance of notifications in promoting interaction
with other people, universes and themes, stimulating the search for information, the use
of technological resources and health-related care. In addition, the prototypes presented
contributed significantly to facilitating interactions with family and friends among the
studies focusing on social isolation.

Articles focused essentially on health also contributed in a certain way to social inte-
gration since they present information that goes beyond that the elderly are accustomed
to receiving, favoring the feeling of belonging to communities. Regarding the design of
the messages, [19] and [26] showed that diversifying formats can contribute to the good
acceptance of this audience. Voice interactions, for example, facilitated access to infor-
mation sent by notifications and were still seen by the elderly as a companion, especially
in studies involving the use of personal assistants. Notifications were also considered
relevant when inserted in Smart Home systems, reminding the elderly about tasks to be
done.

Therefore, this analysis has demonstrated the existence of relevant studies in this
context. This survey also identified suitablemethodological designs to discuss the theme,
with analyses that suggested good practices and preferences of the elderly. Some of
the studies presented here specifically addressed the contribution of TV in reducing
social isolation, showing that the device can stimulate the contact of the elderly with
other people, especially from different generations in the family. For this reason, it is
understood the topic requires further studies, primarily involving tests done with real
users in real contexts of usage. This mapping, therefore, was the first stage of this study,
being crucial to identify aspects that were included in a questionnaire that a group of
elderly has answered.
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These interviews were conducted with elderly people between 60 and 95 years old
to identify the following aspects considered relevant to the study: familiarity with tech-
nological resources, television consumption habits and perceptions regarding the usage
of notifications in this ecosystem.

In general, a more positive reception was identified by the elderly who are over
80years old or thosewho livewith people of this age group.Notificationswerementioned
as a mechanism capable of stimulating the exchange of messages between people of
different generations. That is, since TV is already a known device of this audience, using
it as an intermediary is an efficient way to promote interactions, especially among people
who have difficulty using technological resources. Moreover, in general, television was
pointed out by most users interviewed as a companion. Those over the age of 80, for
example, said they “wouldn’t knowwhat their liveswould be likewithoutTV.”Therefore,
integrating new features into the device, such as notifications, proved to be a consistent
way to reduce loneliness rates, especially among those who are older and live alone.

In addition to the results of the literature review, the data from the interviews con-
ducted with the group of elderly also contributed to the identification of relevant fac-
tors that will support the creation of scenarios to be tested, throughout the work, with
the elderly. These scenarios aim to evaluate the User Experience (UX) related to the
use of notifications in the television ecosystem and show their potential to personalize
information and promote interactions between individuals.

The results of these tests will be presented in future works and support the develop-
ment of a prototype to be evaluated by the senior public and their relatives or caregivers.
The prototype mentioned here aims to test the use of notifications, with real users, within
the television ecosystem.

In a way, this study identifies that the television ecosystem has great potential to
connect generations and promote exchanges between individuals of different ages, which
is a gain for the elderly, since historically they have more difficulties related to the use
of electronic devices. That is, TV, besides being considered a companion can contribute
effectively to reduce the rates of loneliness.
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Abstract. The Covid-19 pandemic changed the course of activities, both work
and education in the world, migrating to the requirement of virtual platforms and
videoconferencing tools, such as Zoom, Google Meet, Jitsi Meet, among others.
This generated a globalized and digital culture of learning, activities in congresses,
and even business meetings using videoconferences. This new scenario creates
uncertainty, especially in educators, due to the level of attention they are receiving
from students through virtual classes and other scenarios where they want to
evaluate the emotions created in the people who receive them information virtual
written description intended to provide factual informationally. For this reason, to
support different video conferencing platforms or other audiovisualmedia, a tool is
presented that captures video in real-time. It automatically recognizes the emotions
expressed by people using deep learning tools, happiness, sadness, surprise, anger,
fear, disgust, and neutral emotions. The initial training and validation system is
based on the CK+ Dataset that contains images distributed by emotions. This
tool was developed for the WEB in Python Flask, which in addition to automatic
recognition in real-time, generates statistics of the emotions of the people evaluated
with 75% accuracy. To validate the tool, videoconferencing programs were used,
the emotions of a group of students were evaluated, and open videoswere available
online on YouTube. With this study, it was possible to re-know the emotions of
the people who attended the class, which allows the teacher to take measures if
the students do not carry out the planned activities.

Keywords: Emotions · Videoconferences · Deep learning · Python · Flask

1 Introduction

Currently, virtual environments have become the means through which many people
carry out their daily activities; this has deepened since the end of 2019 with the arrival
of the COVID-19 pandemic, which forced us to change our work environments, educa-
tional, recreational activities, etc. by virtual environments managed in the vast majority
through videoconferences, teleworking, tele education, etc.
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Within this context, emotions have played a fundamental role in coping with the
changes those human beings have suffered in the last two years; their ability to adapt to
new and unknown circumstances has put them to the test, for which it is necessary to
analyze howpeople have adapted to this and how they interact in these newenvironments;
emotions being a door to understand these processes of everyone.

Daily activity is education, in which teachers must have the ability to identify the
facial expressions shown by their students as a source of feedback within the teaching-
learning process, considering that the face allows us to identify various emotional aspects
of the person.This proposal proposes the implementation of algorithmsbasedon artificial
intelligence, which identifies emotions in any situation through virtual environments.

This proposal presents in point 2 a compilation of works related to the recognition of
emotions studied from the psychological point of view and using artificial intelligence;
in point 3, it shows the methodology applied for the tool’s implementation; in point 4,
the results are presented; and finally, in point 5, a perspective of new research based on
this presented work.

2 Related Work

The analysis of emotions in real-time in virtual environments is a current problem,
which has been approached from different aspects; several of these detection meth-
ods are linked to physiological changes in people [1, 2] for example, there are several
applications with real-time face detection for emotion recognition based on artificial
intelligence [3], mainly used to measure the degree of user satisfaction. Some stud-
ies develop web applications to recognize emotions in neuromarketing, managing to
develop open systems, using the webcam when accessing the content, constituting a
starting point to personalize internet marketing services in real-time [4]; in many of
these studies, electroencephalograms have been used on magnetic resonance imaging-
based on video advertisements, eye-tracking techniques, skin conductance recording,
heart rate monitoring, facial mapping have also been used [5].

Other studies have allowed space for virtual characters to become popular, which
is why facial expression recognition plays an important role in virtual assistants, online
video games, security systems, video conferencing, virtual reality, and online classes.
Lines based on a multi-block deep convolutional neural network (DCNN) model to
recognize the facial emotions of stylized virtual characters [6].

In education, due to the COVID 19 pandemic, all countries had to change the modal-
ity of face-to-face studies to virtual, specifically in Ecuador; a plan was established,
which had guidelines for the prioritized curriculum, but an educational program was
also designed, available on television and rural community radios [7], oriented espe-
cially to schools in remote areas, but in urban areas priority was given to interactive
virtual classes with the teacher. However, in this case, social inequality was verified
where most low-income students did not have a secure internet connection [8].

The situations that have arisen due to the pandemic force educators to analyze the
emotional aspect of students; this has represented a great challenge, especially in syn-
chronous classes, since the identification of the emotional part constitutes feedback for
teachers to make improvements on the fly, that is, in real-time, so as not to lose the
attention of the students [9].
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Emotions play an essential role in student learning and performance. They control
the student’s attention, affect their motivation to learn, and influence their self-regulation
of learning [10]. Mega mentions that self-regulated learning and motivation mediate the
effects of emotions on academic performance [11].

Positive emotions affect academic performance when they are mediated by self-
regulation of learning and motivation. In recent years, deep learning algorithms have
dominated the field of facial recognition through convolutional neural networks, which
are deep learning architectures [10].

Studies have been carried out to understand the emotions involved in online learning
and the emotional states that these processes generate from a perspective that allows
exploring ways to understand the relationships between emotions, learning, and social
values in resources, educational content, and environment ambient. Goetz (2005) points
out the scant attention that emotions have received in educational processes during the
20th century, with two notable exceptions: the study of anxiety related to evaluation and
performance (exams, tests, etc.) and the study of the relationship between emotion and
motivation related to academic success and failure (guilt, pride, etc.). In his analysis,
Pekrun acknowledges how little knowledgewe still have about the occurrence, frequency,
and phenomenology of emotions in different learning environments, especially in online
learning [12].

In 2016, a face identification system was proposed for e-learning students applying
Viola-Jones, dynamically capturing the emotions shown in response to the conference
[13].

In 2019, a system made with convolution networks was presented, training the FER
2013 dataset and using a transfer technique based on the VGG16 architecture, allowing
the recognition accuracy to be improved to 85% [14]. In the year 2020, studies based
on artificial intelligence methods for online learning allowed to be a door to analyze
the well-being of attendees based on ATT-LSTM (Attention-based - Long Short-Term
Memory) [15] andA-CNN (Annularly Convolutional Neural Networks) with an accuracy
of 88.62% and 71.12% respectively, also used as a real-time feedback system to obtain
facial expressions from students and judge the didactic effect through the changes in
your face [16].

3 Methodology

In general, the designed system presents a structure with the interface associated with
a WEB page of the HTML type that presents the options of video detection through a
WEB camera for the cases that the classes are in person or video detection of video-
conferences in the case that they are virtual classes. In order to capture the video of any
videoconferencing tool, a mirror-type capture of the region of the screen that contains
the information of any video being played was made. The selected region is processed
through specific libraries for Python, which will be described later, which will allow to
detection of the edges of the face and then discrimination its parts and detect emotions
through a deep learning process. For online classes, the teacher can pin the video they
want to assess from the student’s camera. By detecting any video, the system can work
with any multimedia element, such as streaming or television content, considering that
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both the software and hardware of current televisions already have built-in streaming
systems.

A web application was implemented through the Flask Framework developed in
Python [17], which uses the WSGI server (Web Server Gateway Interface). The Web
application, being developed in Python, allows the direct incorporation of image pro-
cessing and facial recognition tools through OpenCV and Deep Learning tools using
Keras and Tensorflow libraries. Table 1 describes the elements used for the design of the
Web application.

Table 1. Web application design elements.

Elements Archive Description

Flask methods app.py It processes all the routes of the
WEB application

capture.py Processes the emotion
recognition system of faces
captured in Video Conferences
and videos in general

webcam.py Processes the emotion
recognition system of faces
captured by the WEB camera

Templates Index.html Main HTML page that is
associated with app.py

Capture.html HTML page that starts
capturing faces in videos and
displays the emotion
recognition result in real-time

Webcam.html HTML page that starts
capturing faces from the WEB
camera and displays the
emotion recognition result in
real-time

Contacto.hmtl HTML page with contact
information for the project
developers

Static resources style.css CSS file to define styles

Images Images of the web application

Resources for emotion
recognition

haarcascade_frontalface_
default.xml

Pre-trained classifiers for face
recognition based on
Viola-Jones algorithm included
in OpenCV

(continued)
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Table 1. (continued)

Elements Archive Description

Trained.hdf5 Deep Learning architecture
trained to classify emotions
using Keras and Tensorflow

Statistical registration of data
and images

XLS file with the record of
detected emotions

Registered data of emotions
detected during the evaluation
time, based on the openpyxl
library for Python

Captured images Images of captured faces

Images with emotions
detected

Images of faces captured with
emotion framed

Resources for Emotion Recognition
Initially, the OpenCV library was used, which contains the pre-trained classifier for
face recognition, which includes the Viola-Jones algorithm, based on the extraction of
features from what is known as integral images through masks of Haar and cascade of
Boosting classifiers [18, 19]. Figure 1 shows an example of a face, eye, nose, and mouth
recognition using the Viola-Jones algorithm.

Fig. 1. Viola-Jones, recognition of face, eyes, nose, and mouth.
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In [20, 21], the authors propose a model based on convolutional neural networks
to classify emotions in real-time. The architecture used is presented in Fig. 2, which is
structured in an mini-Xception architecture, which combines separate modules of 2D
convolutional networks. The architecture was trained with an ADAM-type optimizer
and a Global Average Pooling stage that completely removes the connected layers.

In [20, 21], the architecture was trained and validated with the FER2013 DataSet
[22], which contains 35887 images classified by anger, disgust, fear, happiness, sadness,
surprise, and neutral expressions. In previous research, this database was analyzed,
obtaining 66% accuracy [23]. In our case, we additionally validate the architecture with
the CK+ DataSet [24], with 45 images of expressions of anger, 49 of disgust, 25 of fear,
69 of joy, 28 of sadness, 83 of surprise, and 93 of neutrality. In Fig. 3, you can see an
example of the images of faces in this dataset.

The trained model was saved in a file in “hdf5” format to be used in Python through
Keras in the images of the faces captured in the videos.

Fig. 2. Model-based on convolutional neural networks for emotion recognition.
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Fig. 3. Example of CK+ DataSet.

Statistical Registration of Data and Images
For each video session, anXLS file was created that records every 0.25 s the probabilities
obtained by the classification model and the detected emotion that presents the highest
probability (Fig. 4), for which the openpyxl library was used for Python. The sum of the
probabilities gives the value of one, and the detected emotion’s decision will be the one
with the highest probability.

Fig. 4. Example of record in XLS file.
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Additionally, the images of the original faces are saved (Fig. 5a), andwith the emotion
detected (Fig. 5b) with their respective date, time, and sequence, using OpenCV tools to
evaluate the model and create new DataSets for future system training. The registered
images are named with the name of the XLS file and the time of registration in the file.

For this application to be integrated into a television, the emotion recognition system
will be embedded in a mini PC that would work as a decoder, obtaining the signals
through the camera while transmitting the audio and video signal. The processed data
will be based on each transmitted frame to evaluate the respective emotion. The emotion
that gets the highest probability will be the one that is displayed on the screen as the
identified emotion.

(a) Example of saved images from video captures. 

(b) Example of images saved with face and emotion recognition. 

Fig. 5. Statistical registration of data and images.

User Interface
The user interface was designed so that its use is intuitive, and in the same way, it allows
obtaining information that will be constantly stored, as shown in Fig. 6.

The tool is automatically enabled through WEB design programming built on the
Flask Framework, which directly loads Python libraries.

The configuration tools allow you to configure the internal or external webcam or set
the screen capture mode, dividing it into two regions, one where the videoconference or
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streaming to be evaluated is observed and the second with a mirror of the video, where
the recognition is processed face and emotions.

The data captured and processed are saved in images, both the original and the
processed ones, where the emotion shown is recognized. A statistic is also kept by time,
which is saved in Excel format, which records the name of the processed image with
all the possible probabilities of each emotion. Although it is most likely tagged with
emotion, all of this information is useful for further training to improve the precision
and accuracy of the tool designed for deep learning. The captures are associated in
folders and recorded with the date, time, and sequence number of the processed frame,
which generates a new data set.

The sample of results is done graphically, presenting in the video a box on the face
of the person evaluated and labeling the emotion, which allows the end user to observe
the emotions detected in the video in real-time.

To be integrated into a television, the emotion recognition system will be embedded
in a mini PC that would function as a decoder, obtaining the signals through the camera
while transmitting the audio and video signal. The processed data will be based on each
transmitted frame to assess the respective emotion. The emotion that gets the highest
probability will be the one that is displayed on the screen as the identified emotion.

Fig. 6. User interface

4 Results

The deep learning training system shows us the accuracy results presented in the con-
fusion matrix of Fig. 7, where a total accuracy of 75% was achieved, with happiness at
97.1%, surprise at 83.1%, and neutral at 82.8%. In contrast, sadness, anger, and disgust
max out at 60%, and fear has less than 44% accuracy.
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C
lassifier output  

Disgust 27       
6.9% 

0       
0.0% 

0            
0.0% 

0       
0.0% 

0         
0.0% 

0         
0.0% 

0          
0.0% 

100%     
0.0% 

Anger 14       
3.6% 

27      
6.9% 

0            
0.0% 

4       
1.0% 

0         
0.0% 

5         
1.3% 

4          
1.0% 

51.9 %    
48.15% 

Happiness 1        
0.3% 

3       
0.8% 

67           
17.1% 

1       
0.3% 

0         
0.0% 

0         
0.0% 

0          
0.0% 

93.1 %    
6.9% 

Fear 2        
0.5% 

5       
1.3% 

0            
0.0% 

11      
2.8% 

12        
3.1% 

6         
1.5% 

5          
1.3% 

26.8%     
73.2% 

Neutral 1        
0.3% 

2       
0.5% 

2            
0.5% 

2       
0.5% 

77        
19.6% 

5         
1.3% 

3          
0.8% 

83.7 %    
16.3% 

Surprise 1        
0.3% 

2       
0.5% 

0            
0.0% 

2       
0.5% 

1         
0.3% 

69        
17.6% 

0          
0.0% 

92.0%     
8.0% 

Sadness 1        
0.3% 

6       
1.5% 

0            
0.0% 

5       
1.3% 

3         
0.8% 

0         
0.0% 

16         
4.1% 

48.5%     
51.5% 

55.1%    
44.9% 

60.0%   
40.0% 

97.1%       
2.9% 

44.0%   
56.0% 

82.8%    
17.2% 

83.1%     
16.9% 

57.1%      
42.9% 

75.0%     
25.0% 

Disgust Anger Happiness Fear Neutral Surprise Sadness 

Fig. 7. Confusion matrix for CK+ dataset

Fig. 8. An emotion detection system in virtual classrooms - neutral.

Tovalidate the tool, 12university students collaborated, and experimentswere carried
out in a virtual educational environment to capture in real time the emotions they show
in a synchronous class. Figure 8 shows the screen of the videoconferencing system used
for that class with the attending students. First, the system detects the face of the student
to be analyzed and places it in a box, and immediately begins to detect the emotion
shown by that person who attends the virtual classroom. This process can be carried out
with each of the videoconference attendees who have your webcam; Fig. 9 shows that
when you want to lock the screen on a particular student to analyze only that person, the
sequence of emotions shown in the synchronous session is recognized. These emotions
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represent an input to define a strategy that allows the teacher to detect if interest is lost
or the student shows negative emotions such as anger, sadness, etc. In these situations,
the teacher must apply strategies that capture the interest and attention of the students
attending the class to obtain the expected learning results.

Another way to validate was through videos found on the network; as shown in
Fig. 10, a YouTube video captured in real-time.

When working with television content, the emotion recognition system works in the
sameway aswith any content that arrives via streaming, from the capture and recognition
of the video.

On the other hand, there is an additional proposal to recognize the emotions of the
user who watches television programming, which would work with the same application
proposed in this article, supported by the cameras that televisions already have integrated
for intelligent interactive applications or also the project can be configured on a mini
PC with a WEB camera and directly use the Python libraries for emotion recognition,
proposed and implemented in this article.

Fig. 9. Recognition of emotions in virtual classrooms of a specific person – Happiness (Feliz in
spanhish).
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Fig. 10. Detection of emotions through YouTube video.

5 Discussion and Conclusions

In this proposal, an emotion recognition tool was presented in virtual environments,
through any platform used for videoconferences or other audiovisual media, fulfilling
the objective of supporting activities where the interaction of two or more people can
be improved through recognition and interpretation of the emotions of the interlocutors.
This experience allowsyou to contribute to the results of the activities carried out virtually
to capture the attention of the people with whom you interact to achieve the expected
result in the proposed activity.

The average accuracy of 75% was obtained from the validation of the deep learning
training system, where the emotion of happiness was the emotion with the highest
accuracy at 97.5%.

This work constitutes a starting point to carry out in future research an in-depth study
of interactive systems in the classroom, the recognition of emotions in videos of televi-
sion productions, such as newscasts, or the contribution to neuromarketing evaluations,
among others. The interface developed in Python can be included in specialized hardware
to operate with videos, such as TV-Box, cell phones, SDR, micro-PC, or development
boards such as Raspberry Pi. The classifier used in this work also constitutes a starting
point for new research in other areas of human activities to improve communication and
appropriate assistance from an analysis based on the understanding of their emotions.

The Python language allowed the trained system to be processed on multiple
platforms, including hardware, mobile phones, or television applications.

The images captured from the video frames were recorded at the same time, where
the detection of the face with the label of the detected emotion is found, which will allow
an additional validation of the recognition algorithm and, at the same time, allows to have
more samples of the set of data from people who show emotions in real situations, that
is, in uncontrolled environments, which can be used for new training with deep learning
and improve the accuracy in the evaluation of emotions. In this case, it is essential to
mention that the training was carried out only with the data from the CK+ DataSet.

If we have control of the WEB camera, the brightness and contrast play an essential
role since the light should not be exceeded, and the image should not be dark either. In
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both cases, the information is not readable, and when going through the filtering stage,
important features could not be extracted. That is why it must be in a neutral place,
where it is recommended that the light intensity is, on average, 300 lx.
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Abstract. Publishing and using videos in educational activities, both formal and
informal contexts, is becoming more frequent. This requires metadata that allows
both computer systems and users to manage this particular type of educational
resource. In previous research by the authors, a growing interest in the use of
emotions to enrich the possibilities of e-learning systems was discussed, and a
lack of standards for the emotional meta-annotation of educational videos was
identified. This set the grounds for further investigation. In this article, a first anal-
ysis of a group of databases that host emotionally tagged videos is presented. The
research focuses on reviewing how the characterization of these databases is car-
ried out in search of identifying meta-annotated elements, specifically concerning
emotions. Based on this review, a set of fields extracted from the previous analysis
are proposed that could be part of a meta-annotation process to emotionally tag
educational videos stored in repositories.

Keywords: Emotions · Educational videos · Meta-annotation

1 Introduction

The growing popularity of social networks, as well as the possibilities offered by mobile
phones to easily create digital media resources, have generated a rapidly growing vol-
ume of media resources (images, music and videos), which has driven a great demand
to manage, retrieve and understand these resources [1, 2]. This phenomenon has also
reached the educational field [3, 4].

Within the range ofmultimediamaterials, the ease for creating and publishing videos
offered by web tools and social networks has turned these into resources that are used
both in formal and informal education. Reference is made here to those videos that fulfill
a previously formulated didactic objective [5].

Therefore, being able to manage and organize educational videos is a necessity [6].
To do so, metadata that allow system storage, recommendation, and interoperability,
among others, are required.
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Metadata is information that is created to describe digital or physical objects. Accord-
ing to [7], “Metadata are defined as information that describes, identifies, explains, or
defines a resource for the purpose of facilitating its retrieval, use, or management.”
Metadata act as a guide that allows defining how to tag a resource. This guide, in most
cases, includes a vocabulary. “A vocabulary is a recommended list of appropriate values
to have the maximum degree of semantic interoperability and maximize the probability
that other users or systems understands the metadata” [8].

From the set of metadata that can be used to tag an educational video, this article
focuses on the emotions that they evoke, particularly in students, given their importance
in the learning process. Emotion “is the organism’s reaction to any disturbance in the
perceptual environment” [9, 10] states that “emotion and learning are closely related:
on the one hand, emotion is an important means for promoting learning and, on the
other, the activities carried out in the learning environment have a decisive influence
on the development of affect in each student; therefore, modern cognitive approaches
to learning have considered emotion as one of the constructs to take into account to
understand learning processes”.

A previous research [11] allowed showing the effort to meta-annotate videos and
educational materials, and logging user emotions, in search of improving the response
of e-learning systems. It was also possible to identify several research works that focus
on educational video meta-annotation, with LOM1 and MPEG-72 being the standards
chosen for this purpose. Likewise, when meta-annotating videos with emotions in a
standardized way, the emphasis is on the use of the EmotionML language.3 However,
in that research, little evidence was found that focused on the affective meta-annotation
of educational videos.

The foregoing allows accounting for a lack of specificity when emotionally meta-
annotating educational videos, which motivates the present research.

Since metadata standards (for video, educational and emotional) did not offer a
definitive answer, it was decided to carry out further research to answer this question:
What are the elements that could be included when annotating emotional educational
videos? A review of the Emotional Databases (EDBs) that store videos was carried out
to identify how these repositories characterize or tag the videos hosted there.

EDBs can be defined as a repository of emotionally tagged multimedia documents.
That is, a collection of images, videos and sounds related to a wide range of emotions
[12]. In short, in addition to digital objects, these databases contain high-level semantic
metadata and a statistical estimate of the emotion that a subject is expected to have when
exposed to each multimedia document [13].

1 LOM is published in the IEEE 1484.12.1 and 1484.12.3 standards. The framework defines the
data model and the vocabularies used as domains. It stands out from this standard in that it
allows storing educational information.

2 MPEG-7 allows describing multimedia content, storage formats and copyrights, as well as
semantic information, including emotion logging.

3 W3C EmotionML is a markup language that allows annotating digital objects with emotional
states.
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This article is organized as follows: Sect. 2 describes the methodology used to select
the articles that were part of the review carried out. In Sect. 3, results are detailed. Then,
results are discussed in Sect. 4. Finally, the conclusions and future work are presented.

2 Methodology

This study conducts a systematic literature review. To select bibliographic material, the
methodology proposed by Kitchenham et al. [14], is used, which details the follow-
ing procedure: (a) define research questions, (b) outline a search strategy (where to
search, which keywords to use), (c) establish inclusion and exclusion criteria, which
will be applied both for initial and final selection. The article selection process would
allow answering the research question:What elements are used by researchers who have
created EDBs to characterize them?

2.1 Search Strategy

For the selection of EDBs, a search was carried out to identify articles dealing with
aspects related to EDB creation. This search was carried out on three bibliographic
databases: ACMDigital Library, IEEE Xplore and Springer. The review was carried out
over the last five years (2017–2021).

A set of keywords (in English) was used for the search: emotion, dataset, database,
and video. Although the words used are somewhat generic, this allowed a significant
amount of BDE to be included for analysis. Note that keywords such as “education” or
“learning” were initially used, but the number of papers for analysis was not enough.
The search strings (expressed in the syntax of each repository) and filters used, as well
as the number of results obtained, are shown in Table 1.

Table 1. Search strings, filters, and results

Database Search string Filter #Paper

ACM
Digital Library

[[[Abstract: emotion] AND
[Abstract: dataset]] OR
[[Abstract: emotion] AND
[Abstract: database]]] AND
[Abstract: video] AND
[Publication Date: (01/01/2017
TO 12/31/2021)]

Not applicable 143

IEEE Xplore ("Abstract":emotion dataset OR
"Abstract":emotion database)
AND ("Abstract":video)

emotion recognition, 2017–2021 213

Springer ((emotion AND dataset) OR
(emotion AND database)) AND
(video)

English, Computer Science, User
Interfaces and Human Computer
Interaction, 2017–2021

698

(continued)
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Table 1. (continued)

Database Search string Filter #Paper

Total 1054

2.2 Inclusion and Exclusion Criteria

Once located, the articles were screened according to inclusion and exclusion criteria.
The articles were evaluated by title, abstract, and, if necessary, by full text. That proce-
dure allowed obtain a set of primary studies that was analyzed to answer each research
question.

The following inclusion criteria were used:

• [CIx1]: Articles focusing on the creation of EDBs that store emotionally tagged videos
and that describe or characterize the content of such databases.

• [CIx2]: Articles written in English.
• [CIx3]: Articles published between 2017–2021.

The following exclusion criteria were used:

• [CEx1]: Articles written in a language other than English.
• [CEx2]: Articles whose full text could not be accessed.
• [CEx3]: Articles in non-reviewed journals or informal literature.

2.3 Preliminary and Final Process

Out of the 1054 articles that were obtained from the search carried out, those where
the title or abstract indicated the creation of an EDB were selected. Thus, 28 articles
were obtained: 10 from ACM, 6 from Springer and 12 from IEEE Xplore (Fig. 1).
After fully reading all of them, seven additional articles from other repositories were
included, found in the bibliographic references of the articles read (snowball technique4

[15]). These were considered of interest for this research because they dealt with creating
EDBs, thus expanding the documentary base used for the identification of elements that
could be used to emotionally meta-annotate educational videos. After the entire process,
a total of 35 articles were selected. Two articles [16, 17] that do not fit the CIx3 criterion
were included because both are of interest to our research. The first article describes a
prestigious BD, which is cited by several authors addressed in this work. In the second
case, the paper is a survey that refers to a significant amount of BD.

4 Review of the set of references of the studies included by using the defined protocol or by
expert suggestion.
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Fig. 1. Amount of selected papers sort by source

These 35 selected articleswere reviewed in search of the elements used by the authors
to characterize the emotional databases. Based on this first analysis, seven articles that
did not allow answering the research question were excluded. Therefore, the final review
was carried out over 28 articles (Table 2 and Fig. 2) to identify the elements that could
meta-annotate the educational videos stored in emotional databases (see Fig. 3).

Table 2. List of articles for the final review (sort by Code).

Code Year Source

Abtahi18 [18] 2018 IEEE Xplore

Barros18 [19] 2018 IEEE Xplore

Baveye15 [16] 2015 IEEE Xplore

Boccignone17 [20] 2017 ACM

Conneau17 [21] 2017 IEEE Xplore

Doyran21 [22] 2021 Springer

González-Meneses19 [12] 2019 Springer

Gupta18 [23] 2018 arXiv.org

Haamer18 [24] 2018 intechopen.com

Happy17 [25] 2017 ACM

Kaixin19 [26] 2019 ACM

Kollias21 [27] 2021 arXiv.org

Kossaifi17 [28] 2017 ACM

Liliana18 [29] 2018 ACM

(continued)
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Table 2. (continued)

Code Year Source

Livingstone18 [30] 2018 PLOS

Nazareth19 [31] 2019 IEEE Xplore

Nguyen19 [32] 2019 IEEE Xplore

Nonis21 [33] 2021 Springer

Sapiński19 [34] 2019 Springer

Seuss19 [35] 2019 IEEE Xplore

Shen20 [36] 2020 ACM

Soleymani17 [37] 2017 iBUG web page

Song19 [38] 2019 IEEE Xplore

Vidal20 [39] 2020 ACM

Wang15 [17] 2015 IEEE Xplore

Xiaotian20 [40] 2020 IEEE Xplore

Ya17 [41] 2017 Springer

Zhalehpour17 [42] 2017 IEEE Xplore

Fig. 2. Amount of selected papers sort by year
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Fig. 3. Methodology summary (own production)

3 Results

This section presents the results achieved based on the review carried out over the
28 selected articles. The articles describe the creation of EDBs that store emotionally
tagged videos; they also analyze related works and offer comparative tables that allow
contrasting the various EDBs. In this article, this information is used as a basis to propose
a set of elements that could be considered to meta-annotate educational videos published
in a repository.

Figure 4 shows a diagram that summarizes themain aspects considered in the selected
works. As it can be seen, the main elements that allow describing an emotionally tagged
video focus mainly on how emotions are expressed, how annotations are made, and the
emotional model.
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Fig. 4. This figure shows the framework for the review carried out (own production)

3.1 Emotion Expression Mode

When the authors consider the mode in which emotions are expressed when charac-
terizing EDBs, they focus on how the video was generated. That is, what were the
characteristics of the process used to obtain the emotions? The following three subcate-
gories were obtained as a result of what was found in the articles: posed, spontaneous and
in-the-wild. In the first case, participants (these can be actors or volunteers) are asked to
show different emotional expressions. The second subcategory corresponds to emotions
that are obtained from spontaneous reactions, while the third one includes emotions that
are recorded in a natural context (or ecologically valid).

Most of the articles that were reviewed (17, or 60% of the total), make use of this
characterization element (see Table 2). Only three of them make use of all three sub-
categories [12, 18, 28]. The majority (15) include posed, and three use this subcategory
exclusively [20, 34, 42]. It is followed by the in-the-wild (10) and spontaneous (7)
subcategories. Only [19] uses the in-the-wild subcategory only, and the spontaneous
subcategory always appears combined with another subcategory.

3.2 Annotations

There are two ways to emotionally tag videos: implicit and explicit [37]. In the implicit
method, emotional tagging is inferred from one of the automatic recognition techniques
[43] (physiological, facial recognition, voice analysis, and so forth), whereas in the
explicit method, the user/participant can be asked for a tag directly, using affective
self-assessment forms, or using experts or scorers (quantity is important here).

More than 78% (22) of the articles reviewed here makes use of this category (Anno-
tations) to characterize EDBs (see Table 3). In contrast, eight authors consider both
subcategories to characterize EDBs, while the rest use one or the other.
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Table 3. Authors that discuss emotion expression modes

Author Posed Spontaneous In-the-wild

Abtahi et al. [18]
√ √ √

Barros et al. [19]
√

Boccignone et al. [20]
√

González-Meneses et al. [12]
√ √ √

Gupta et al. [23]
√ √

Haamer et al. [24]
√ √

Li Xiaotian et al. [40]
√ √

Kollias and Zafeiriou [27]
√ √

Kossaifi et al. [28]
√ √ √

Liliana et al. [29]
√ √

Livingstone and Russo [30]
√

Nguyen et al. [32]
√ √

Sapiński et al. [34]
√

Seuss et al. [35]
√ √

Vidal et al. [39]
√ √

Li Ya et al. [41]
√ √

Zhalehpour et al. [42]
√

Table 4. Authors that log how EDBs implement annotations

Implicit Explicit Both

Abtahi et al. [18] Happy et al. [25] Baveye et al. [16]

Haamer et al. [24] Kossaifi et al. [28] Boccignone et al. [20]

Li Xiaotian et al. [40] Livingstone and Russo [30] Conneau et al. [21]

Liliana et al. [29] Nguyen et al. [32] Doyran et al. [22]

Sapiński et al. [34] Nonis et al. [33] Kollias and Zafeiriou [27]

Seuss et al. [35] Nazareth et al. [31]

Song et al. [38] Soleymani and Pantic [37]

Wang et al. [17]

3.3 Emotional Model

For emotional scoring, two models are generally used – categorical and dimensional
[44]. In the former, emotions can be described by discrete values, while in the latter,
a continuous and n-dimensional space is used. The categorical model uses six basic
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emotions mainly: anger, disgust, fear, happiness, sadness and surprise [45], to which the
“neutral” category is usually added (which indicates an initial state or neutral expression
used as a starting point for the measurement). Also, depending on the intention of the
research, ad-hoc categories can be used, such as for educational videos. If the dimen-
sional approach is used, values are typically registered in two or three dimensions. Thus
it is possible to register valence and activation (VA), or Pleasure-Arousal-Dominance
(PAD) [46] (Table 5).

Table 5. Authors that use the emotional model

Categorical Dimensional Both

Abtahi et al. [18]
González-Meneses et al. [12]
Happy et al. [25]
Kaixin Ma et al. [26]
Liliana et al. [29]
Nguyen et al. [32]
Shen et al. [36]
Li Ya et al. [41]
Zhalehpour et al. [42]

Kossaifi et al. [28]
Nazareth et al. [31]
Li Xiaotian et al. [40]

Barros et al. [19]
Baveye et al. [16]
Boccignone et al. [20]
Doyran et al. [22]
Gupta et al. [23]
Haamer et al. [24]
Kollias and Zafeiriou [27]
Livingstone and Russo [30]
Nonis et al. [33]
Song et al. [38]
Wang et al. [17]

As regards this third category, there is also a high percentage (82%) of articles
that uses the emotional model to characterize EDBs (see Table 4). Eleven articles use
both models (categorical/dimensional) for characterization, although a preference for
categorical models (20) over dimensional ones (14) is noted.

4 Discussion

The analysis carried out in this section allows identifying some of the elements that
could be part of a standardized meta-annotation proposal. The section is organized based
on the main categories. Also, the topic of academic emotions in educational videos is
addressed. It is aimed at proposing meta-annotated elements that consider emotions in
the educational context.

4.1 Emotion Expression Mode

For each emotion expression model (posed, spontaneous and in-the-wild) it would be
desirable to have a set of elements that define the corresponding description, depending
on the method used. For example, in the case of posed expression, indicating whether
it is professional actors or volunteers who express the emotion (and possibly their age
and sex) as is done in [28, 30, 34, 35]; in the case of spontaneous expression, indicating
what was the stimulus that caused the emotion is, as done in [18, 29, 32, 40]; and in
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the case of in-the-wild expression, describing the characteristics of the environment in
which the expression took place, as done in [23], or the source from where videos were
extracted, as done in [27, 28, 39]. Defining these aspects that characterize each mode
will require further research.

4.2 Annotations

Within the set of elements that can be used to characterize implicit annotations, it would
be desirable to indicate which data collection technique(s) were used and are stored
in the database with the videos. Figure 1 only shows the names used to group these
techniques, but the specific techniques used should also be indicated, as in [8, 18, 36,
40].

Similarly, when explicitly using the evaluation (external scorers or affective self-
evaluation) this information should be registered. Particularly, when using external
annotators, the number of annotators should be indicated (see #annotators in Fig. 1).
The importance of registering this value is because, on the one hand, the number of
annotators can range from a few experts [22, 23] to crowdsourcing [17, 25, 37], among
others; and, on the other hand, this number could account for the statistical significance
and reliability of the emotion associated with the video. When it comes to affective
self-assessment, the instrument or form used could be mentioned; for example, [18, 25,
40], among others, mention that Self-Assessment Manikin [47] was used. This data is
relevant because it allows knowing the strengths and weaknesses associated with the
instrument used to obtain the emotional tag.

4.3 Emotional Model

When characterizing the emotional model, it should be considered that, since there are
different theoretical models for representing emotions, it would be desirable that most
of these could be used when tagging a video. The EmotionML [48] language could be
used as reference, since its vocabulary includes a significant number of such emotional
models.

Most of the articles analyzed (26) do not refer to educational videos, so they do
not address aspects related to the meta-annotation of this type of videos. When tagging
educational videos, the emotions or the emotional model that should be used have to
be taken into account. As stated by [49], defining the emotional state of a user is not a
simple task, and it becomes even more complex in an educational setting.

One of the aspects that adds complexity is being able to answer the question “What
are themost relevant emotions in the educational process?”. Authors such as [50] answer
this question by proposing hope, pride, anger, anxiety, shame, hopelessness and boredom
as academic emotions for students. In [51], in contrast, the authors propose confusion,
frustration, shame and pride. For [49], someof the emotions that appear in the educational
context are boredom, surprise, confusion and loss ofmotivation.Meanwhile, [52] studied
whether negative emotions such as confusion can be beneficial for learning. In the
same sense, [9] finds that negative emotions or moods, such as puzzlement, frustration,
confusion, uncertainty, worry or anger, could lead students to resume or redirect their
learning process. In 2021, [53] introduces an affective model that measures student
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engagement based on their emotions and defines five levels of engagement: strong,
high, medium, low, and disengaged.

In the bibliographic review, two articles were identified where learning-centered
EDBs are created [12, 23]. Both use the categorical emotional model, [12] chooses to
tag educational videos with emotions such as interested, boredom, frustrated, confusion,
surprised, pleased, curious, happy, and neutral; while [23] uses engagement, frustration,
confusion, and boredom.

It would be necessary, therefore, to take this set of emotions into account in order
to characterize emotionally meta-annotated educational videos. More precisely, these
emotions should be part of the controlled vocabulary of the meta-annotation proposal.

As a summary, the set of categories, subcategories and proposed vocabulary is
presented in the following table (Table 6).

Table 6. Categories, subcategories, and proposed vocabulary

Category Subcategory Aspects to consider for vocabulary*

Emotion Expression Mode Spontaneous Stimulus

Posed Professional actors, volunteers, age and sex

In-the-wild Environmental characteristics, source

Annotations Implicit EEG, ECG, EDA, BVP, EMG, temperature,
breathing rate, action units, body posture, eye
tracking, voice analysis, and so forth

Explicit External: #annotators
Self-evaluation: SAM, FeelTrace, etc.

Emotional Model Categorical 6 basic/universal emotions: anger, disgust, fear, joy,
sadness and surprise
Neutral
Other ad-hoc categories
Using EmotionML vocabulary
For educational videos: confusion, frustration,
shame, pride, enjoyment, hope, relief, anxiety,
anger, boredom, hopelessness, surprise, motivation,
etc.

Dimensional 2D: Valence, Activation
3D: Pleasure, Excitement, Domination

EEG: electroencephalogram, ECG: electrocardiogram, EDA: electrodermal activity, BVP: blood
volume pulse, EMG: electromyogram, * Defining the specific vocabulary will require further
research.

5 Conclusions and Future Work

In this work, 28 articles describing the creation of EDBs were reviewed. Based on this
review, some descriptors of interest are proposed for the emotional meta-annotation of
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educational videos. This proposal includes the categories Emotion Expression Mode,
Annotations, and Emotional Model, each with subcategories, and possible values that
could be part of a controlled vocabulary proposal.

The proposed categories seem to appropriately characterize videos that are included
in EDBs, and this information would be of interest both to the creators of EDBs and
to those who use them to train emotional systems. The former could characterize the
videos included in the EDBs in a standardized way, facilitating their use by researchers
and promoting interoperability. The latter could make a selection from the set of videos
that are best suited to train the emotional system.

It was observed that, in the specific case of educational videos, the focus is on the
definition of the set of emotions that allow appropriately representing what happens in
the learning process. Emotions such as confusion, frustration, shame, pride, enjoyment,
hope, anxiety, anger, boredom, hopelessness, surprise, and motivation seem to have a
certain level of consensus among the authors, but there is no unanimous agreement.
The most widely accepted emotions among authors would have to be identified before
defining a controlled vocabulary.

Therefore, further investigation is required to define the set of elements that are part
of each subcategory, as well as their values. These elements should be associated with
a controlled vocabulary, if possible.
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Abstract. Population ageing has become a general issue due to technological and
scientific progress that has increased citizens’ life expectancy. Because of this, it
is essential to develop strategies to promote senior people’s physical and mental
well-being. Local events (such as popular festivals in the residential area and other
types of gatherings), which allow seniors to interact with other people socially,
are a potential contribution to improving their quality of life. The dissemination
of those events is, therefore, essential. Furthermore, to ensure that older people
have a good quality of life, it is inevitable to provide them with tools that allow
them to frequently self-monitor their health and medication intake status easily
since it is in the third have that we observe a more considerable prevalence of
physical and cognitive diseases. However, transmitting this information to older
adults, who may have limitations in digital skills, requires efficient approaches.
Since the television is widely used among seniors, it may be an adequate device
for implementing an advanced information system integrated with a customis-
able proactive personal assistant like the ProSeniorTV system addressed in this
paper. This article presents the results generated by a focus group session with
the collaboration of 6 older adults to evaluate a set of usage scenarios idealised
for ProSeniorTV. The feedback from the focus group participants showed that
such a system would be beneficial in promoting seniors’ participation in social
activities held in their area of residence and helping them remember to take their
medication.

Keywords: Health monitoring · Interactive television · Local community ·
Medication intake monitoring · Personal information assistant · Proactivity and
senior population

1 Introduction

The improvement of the population’s living conditions allied to technological develop-
ment has led to the growth of the number of older people [1]. Globally it is expected that
by 2050 the elderly population will double [2].
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In Portugal, according to INE [3], the current value of 159 older adults per 100 young
people is also expected to double by 2080. These data reveal that, gradually, there will
be a greater need to create and adopt strategies aimed at the well-being of the elderly [1,
2].

By participating in regular activities that trigger social interactions, seniors can
develop the feeling of belonging to the community where they live, an essential fac-
tor that promotes healthy ageing [1, 4]. Thus, this age group needs access to information
media that inform them about social activities (promoting interactions with other people)
that can be autonomously used by them [5]. The same authors [5] refer that television
(TV) may be usefully employed for this purpose since it is a medium highly used by
seniors. For that reason, integrating new technologies in such a medium may reduce the
reluctance of this age group to adopt them.

According to Silva [1], the elderly’s characteristics justify that information must
be proactively provided to them without requiring a research process by the seniors.
Hence, a personal assistant (an automated software that helps human users through
natural language [6]) integrated on TV and able to act proactively could be decisive
in allowing senior people to benefit from local and personalised information. This will
help people play a more active role within their community, resulting in greater levels
of social engagement and life quality. The examples exposed by Silva [1] and Abreu [7]
justify the relevance of this perspective. In the first case [1], interactive television (iTV)
proved to be an effective way to present information about public and social services to
seniors. The second case [7] proved to be a good promoter of seniors’ social interactions
and health care.

It is also important to mention that, in this sense, the creation of smartphones embed-
ded with gradually more sophisticated sensors and the design of new technological
devices, such as smartwatches that also have sensors to monitor the vital signs of their
users, further enhances the character of the TV as a robust health care device. That hap-
pens due to the emergence of iTV, once it becomes possible to integrate these devices
into TV apps by creating multi-device systems in which the TV is the central element
[8].

Structurally, in the second section of this article, a description of senior people is
made, namely, their physical, cognitive and social characteristics. The third section
presents the proposal of an informative personal assistant for TV (ProSeniorTV ),
intending to promote the quality of life of the elderly.

In Sect. 4, we present the methodology adopted for this study, which was based
on a focus group session with the collaboration of senior citizens. This focus group
evaluated a set of usage scenarios idealised for the TV assistant. Section 5 presents the
results/discussion regarding the focus group.

Next, the sixth section reflects on the issue of adopting strategies that allow seniors
to integrate into society actively and resumes the results of the focus group session.
Finally, in the seventh section, we present the work we want to focus on in the future.
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2 Seniors

Asmentioned above, we currently witness a generalised ageing process in the population
[1]. Combined with the specificities of senior citizens (in physical, cognitive, and social
terms), this ageing process intensifies the concern about the well-being of this age group
[1, 2].

According to Boldy [9], most seniors prefer to live in their homes for as long as
possible rather than under the care of professionals. Unconsciously, this decision may
place seniors in an environment of loneliness [10] since they are generally disadvantaged
because they do not know how to access public services and social activities [1]. This
arises due to the high levels of info exclusion and technological illiteracy that are typical
among the majority of the elderly [5, 11]. However, this generalised ageing process
ends up giving rise to a paradigm shift where, gradually, the elderly seek to spend their
time in the company of family and friends [12]. Consequently, this paradigm shift is
a turning point in the fight against loneliness among the elderly since, according to
[10], promoting social contacts is a fundamental factor in preventing loneliness. At the
same time, and despite the paradigm shift mentioned above, the ageing process causes
biological changes in physical and cognitive terms. Physically, seniors are more affected
by a higher prevalence of disabilities and diseases when compared to younger age groups
[13]. Cognitively, as people age, they lose capacities. For example, it becomes harder to
recover short-term memories and to direct their attention to specific tasks [13, 14].

Even though the elderly’s biological characteristics represent a significant obstacle
to adopting an active and healthy ageing process, these characteristics can be overcome.
According to [15] and [16], involvement in outdoor activities is related to better mental
health and quality of life among seniors. Participating in social contexts also results
in beneficial effects, specifically regarding seniors’ mental health [17]. That happens
because by feeling socially engaged in their community, seniors can experience an active
and healthy ageing process [18].

As shown, the elderly tend to socially isolate themselves [10], which degrades their
quality of life. Therefore, it is essential to implement measures to promote active and
healthy ageing.

At the same time, given the potentialities of new technologies, it is now possible
to implement ambient assisted living (AAL) contexts in which the safety and security
of seniors are highly increased [19]. According to the same authors [19], this context
allows older adults to use technologies that improve self-longevity, for example, by
using personal assistants (PAs) to remember medication intake through natural language
notifications. As mentioned above, since older adults have a more significant probability
of developing physical and cognitive diseases requiring regular medication intake, using
such technologies may be a valuable resource for the daily life of this age group.

3 Proposal for a Proactive Personal Information Assistant
for Television

This article describes a potential solution that may be at the origin of creating a context
in which the elderly can autonomously access relevant information and notifications to
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remain active and healthy during their lifetime.AsBuccoliero andBellio [20]mentioned,
nowadays’ seniors were not born in the digital age, so they struggle to adapt to emerging
technologies. These difficulties are exponentially increased if we consider their physical
and cognitive characteristics [11, 12], which often affect their daily lives (including
the interaction with technologies). Information and Communication Technologies have
great potential to disseminate activities that promote healthy ageing and a better quality
of life. Also, nowadays’ technologies can evenmonitor users’ vital signs and notify them
when it detects body malfunctions which may be very useful for the quality of life of
older adults. However, it must be recognised that they must be adapted to the elderly,
given that most current technological solutions are developed for a young audience [5].

Typically, seniors prefer access to information without the need to research it [1], so
the proactive nature of most PAs [18] may transform these assistants into essential tools
for adapting technology to seniors. Furthermore, proactive PAs can anticipate the needs
of seniors, directing them to adequate, personalised, and valuable information [21].

Television (TV), a medium that allows simple access to information [22], is a tech-
nological device widely adopted in family contexts, which highlights the societal impor-
tance of this medium [23]. Technological developments have also allowed the trans-
formation of TV into an interactive medium, making it possible to: i) interact with TV
content [24]; ii) have access to content from several sources [25]; and iii) access new
features beyond the typical content visualisation (e.g., telecare services) [26]. It is also
important to mention that TV is a technology largely present in the daily lives of Por-
tuguese seniors, who spend more than 21 h a week watching TV [27]. Moreover, most of
the senior population has access to leisure activities through TV (e.g., watching movies,
soap operas, and live-streamed parties) [1].

Considering the great familiarity between seniors and TV, the potential of PAs and
the scant work carried out in this area, we propose the creation of an informative per-
sonal assistant for the TV. The aim is to create an assistant that must be able to direct
seniors to personalised information about local events and about their vital signs moni-
torisation (e.g., heart rate) through the TV. By implementing this solution, information
about events such as popular parties at the user’s area of residence and other types of
gatherings will then be transmitted to the elderly to enhance their participation in those
events. Factors such as involvement in the local community and regular social interac-
tions are fundamental to promoting active ageing [8, 26]. Therefore, we think it makes
sense to focus on the dissemination/suggestion of events promoted by the seniors’ local
community because we believe it is this kind of event that presents the most significant
potential for the promotion of an active ageing process.

Furthermore, the highest levels of prevalence of diseases among the elderly require
higher care to preserve these citizens’ quality of life [13]. In this regard, if the proposed
PA detects that the elder’s vital signs are altered, which might indicate, for example,
that he forgot to take his regular medication, then the assistant must question the user
on whether he has taken his medication or not. Thus, the proactivity of the PA to read
and interpret these vital signs variations will help avoid possible severe consequences
on the health of the elder user.

It is intended that the proposed solution (named ProSeniorTV and represented in
Fig. 1) must work as an aggregator of information regarding the dissemination of events
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promoted by local organisations, such asMunicipal Councils, Parish Councils, or volun-
tary organisations. After collecting information about the events (date, time, place, and
typology) by consulting local organisations’ websites or local newspapers, the solution
will then present the results through TV in the form of notifications to seniors. These
notifications will show the descriptive text of the event and the corresponding narra-
tion of it (to ease the interpretation). The user will be questioned about their interest in
participating in the event and will have the opportunity to confirm their participation
using the keys on the remote control. The system must be capable of notifying the user
whenever it verifies the existence of a new event and shall do it in opportune moments
that do not affect the content viewing experience, such as when turning on the TV, during
advertising viewing, or when zapping.

Fig. 1. Representation of the working process of the ProSeniorTV system.

For example, when the City Council of the senior’s area of residence publishes a new
event on its website, the ProSeniorTV system will automatically collect the event infor-
mation and notify the user through the TV, asking him about his interest in participating.
The user will be able to respond with – yes, no, and perhaps. When the user’s answer is
‘perhaps’, then the system will re-notify him in the future to ensure whether he wants
to participate in a specific event. When the user confirms participation, the system will
regularly remind him about the event, ensuring he does not forget it.



Active and Healthy Aging 75

Still, considering the user’s choices about the events referred being the ones he has
an interest in, the ProSeniorTV assistant will suggest the invitation of his friends for
those events through the TV. We hope that with this feature, seniors can share more with
each other, thus, giving them a sense of being part of a community and feeling integrated
into society.

Following the same logic and also as it is represented in Fig. 1, concerning the mon-
itorisation of regular medication intake by the elderly, we want the system to analyse
information collected through the user’s smartwatch, namely his heart rate or other rel-
evant data that might indicate that the senior did not take his daily medication. Hence, if
it is detected, for example, that the user’s heart rate is very high and knowing previously
that the user takes, regularly, medication to control his blood pressure, then the ProS-
eniorTV assistant will present the senior with a notification through the TV, informing
him about his heart rate and question the user on whether he has taken his medication
or not.

4 Methodology

The primary purpose of this paper is to understand whether or not senior audiences
perceive a set of usage scenarios for the ProSeniorTV service as applicable. Two specific
scenarioswere studied. In the first scenario, the service informs the user of the occurrence
of a particular event and allows him to confirm his participation through an iTV system.
In the second scenario, given the events the user is subscribed to, the service enables the
user to invite/suggest those events to family and friends through the iTV system. These
usage scenarios are outlined in Fig. 2.

As observed through the figure, the first scenario is represented by an agenda icon
since it notifies the user of a specific event to be held at a certain date and time. The
second scenario is represented by a friends icon since, in this case, it highlights the fact
that the user has the possibility of sharing a specific event with other people.

Considering the objective mentioned above, students from the Universidade Sénior
deCacia (USIDEC), located in the district ofAveiro, were invited to participate in a focus
group session. This session was crucial for this study because it allowed us to understand
the senior public’s opinion about the ProSeniorTV service through the presentation
and discussion of the usage scenarios. This way, it will be easier to elaborate a list of
functional requirements for the service, considering the received seniors’ feedback.

It is also important tomention that tomeet the concern of having a focus group session
that would be as fruitful as possible, the research team previously created three videos1 to
represent each of the usage scenarios. The videos have a narration with simple language
so that it was easy for the senior participants to understand what was being presented.
As shown in Fig. 3, each participant answered a short characterisation questionnaire at
the beginning of the session. Then the usage scenarios of the ProSeniorTV service were
presented (using the videos) and discussed.

1 https://youtube.com/playlist?list=PLEXdi7Vbvn7IEXHZ37-wsu7u0tqPqcaWT.

https://youtube.com/playlist?list=PLEXdi7Vbvn7IEXHZ37-wsu7u0tqPqcaWT
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Fig. 2. Features presented during the focus group session.

Fig. 3. Representative study design scheme.

The focus group session comprised six (n = 6) USIDEC students. It took place in
March 2022, at the UX Lab of the Social iTV group (http://socialitv.web.ua.pt) of the
University of Aveiro, for approximately 90 min. As seen in Fig. 4, this session was

http://socialitv.web.ua.pt
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purposely held in this UX evaluation laboratory since it faithfully simulates a typical
living room environment.

Fig. 4. Focus group session photo.

5 Results and Discussion

Two of the six individuals who participated in this study were male (n = 33.3%), and
the remaining 4 were female (n= 66.7%). The age of the participants ranged from 64 to
80 years old and corresponded to a mean age of 74 years and a median of 75 years. As
expected, all participants used TV assiduously to access, among others, informational,
sports, and entertainment content. In addition, all users owned a smartphone, a tablet,
or a computer and were used to using these devices to make video or voice calls, send
messages, or search for information. Considering this scenario, it can be regarded that
the members of this sample were already quite well acquainted with new technologies.
However, the participants said they are closely related to other seniors less digitally
literate and that they know their limitations regarding access to information. For that
reason, the opinions presented by the participants represent a holistic view. It also should
be noted that they are socially busy individuals since they reported attending several
cultural and sports activities. They emphasised the activities organised by the Senior
University to which they belonged.

Most participants did not suffer from serious health problems. However, P3 reported
hearing difficulties, P5mentioned that their vision problems affected the viewing of tele-
vision contents, namely the reading of subtitles, and P2 and P3 showed some difficulties
moving around. P4 said that he needs to take daily medication due to health problems.
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When faced with the first usage scenario, where the user is notified through the TV
about a specific event and can confirm their participation through the same device, all
people found this feature quite interesting (P1 - “To alert people, I think it’s good. I think
it’s a good idea”; P4 - “(…) this is interesting!”).

Throughout the discussion, it was easily understood that one of the reasons for
the participants to be interested in a feature of this kind results from the fact that the
dissemination of events/activities held in the participants’ area of residence (Aveiro) does
not reach this audience or is not done in a very efficient way by local organisations. P2
refers, for example, that many times he only gets to know about the activities organised
in his city after they have taken place, so he considers that in his town, a feature of
this kind would be very welcome (P2 - “I think that for Aveiro it would be fascinating
because they publish things after they have already happened. In Aveiro it would be
essential”). P5 corroborates this idea by stating that he goes to several events with very
little or no affluence and considers that most people don’t know about these events due
to a lack of advertisement. Moreover, P5 even mentions that the registration period for
certain events extends beyond the date of the event itself, which in his opinion, misleads
people (P5 - “(…) registrations open until the 9th, for example, and it (the event) was
already on the 7th”).

The usefulness perceived by the focus group participants regarding the first usage
scenario also derives from the fact that they use TV quite assiduously (P2 - “If this (the
events) are advertised like this, it reaches a lot more people”; P1 - “Yes, yes, because
TV is everywhere”; P4 - “Exactly, so everyone sees it”). For this reason, the possibility
of confirming participation in a particular event through TV was also well received.

The fact that some people have mobility impairments that prevent them from walk-
ing down the street and reading the billboards that local organisations typically use to
disseminate their events also raised interest in this scenario (P2 - “(…) because we no
longer walk down the street looking at advertisements.”). In this context, P5 also men-
tions that the events are often publicised through the local newspaper. However, he notes
that although it is a paid medium of information, it does not transmit many details about
the events in his residence.

Regarding suggestions, several participants mentioned that frequent times the events
are postponed or cancelled. Still, this information is not disclosed, which ends up affect-
ing several people (P5 - “Many times the city councils publish the information about
the events and people go to the places to attend the event, but then when they get to the
place, that particular activity was cancelled, and nobody told anyone”). In this sense,
participants suggested that the service should be able to notify about the realisation of a
particular activity and its possible postponement or cancellation.

When asked about the usefulness of the second usage scenario, in which the users
can invite their friends/family to a specific event in which they are registered, through
the TV, the participants were also interested and thought that it would be helpful (P2
- “Yes, yes, I agree”; P4 - “(…) one is not together every day so that one could invite
family and friends”; P1 - “(…) to invite to a walk, for example, it would be good”).

Still, in this scenario, regarding the interaction model with the service, some people
admitted that depending on the person, it might be easier to invite other people using
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voice commands instead of using the remote control (P2 - “You could use one or the
other, right?! By voice you could invite more people”; P1 - “Maybe it’s easier by voice”).

Participants showed that if they received an invitation of this kind from their
friends/family, they would possibly be more interested in participating in a given event
(P2 - “For USIDEC activities, for example, this feature would be great, because this way,
people already knew who was going to participate and would then be more interested
in participating”). Therefore, they considered this an exciting way to know about the
events held in their area of residence.

In general terms, all participants attributed a substantial degree of usefulness to the
two proposed usage scenarios (P2 - “Useful (…)”; P1 - “It’s useful and pleasant”; P5
- “(…) everything you are presenting is useful, a public utility”). This is because the
presented usage scenarios seem to be closely related to the needs and characteristics of
this kind of public.

In the last stage of the focus group, the participants were confronted by a third
and last usage scenario, in which the iTV system was integrated with the collected
information through the smartwatch of the user, namely information about their vital
signs (for example, blood pressure and heart rate), notifies the user on this exact data.
Specifically, in this scenario, the system detects when the user’s heart rate is accelerated,
possibly indicating a non-intake of the meds. Therefore, the system alerts the user of
that eventuality through the TV.

Unanimously the focus groupparticipants considered that this scenariowould be very
beneficial to them (P1 – Very important this scenario! Very very important”; P3 – “(…) I
also think it is something useful”; P6 – “I think it’s something good and I believe it will be
important”). By discussing with the focus group participants, we understood that, firstly,
the high interest in this type of scenario resulted from the fact that most participants
needed to take daily medication. For that reason, they regularly monitor their daily
medication intake (P6 – “Everyone here already needs to take drugs. Because of this, I
believe that this functionality is essential”). Furthermore, the participants considered that
this type of functionality might be even more relevant in cases where people need to take
a significant quantity of dailymedication (P1 – “(…) often, people need to takemore than
one pill a day, making it harder to remember to take the regular medication accurately.”).
P2 even referred that in a specific period of his life, he had to take medication twice a day
(in themorning and at night) and considered that at the time, it was not easy remembering
to take night medication. In the case of P4, he mentioned that he takes 18 pills a day (P4 –
“(…) today I already took 9 pills, and later I need to take the same amount”). Considering
this, P4 revealed that in his daily routine, it is essential to use reminder alarms to prevent
him from forgetting to take his regular medication (P4 – “I, for example, have a reminder
on my smartwatch and smartphone at 22h30 to remind me to take my medication. It is a
specific pill, the most dangerous of them all, the chemotherapy pill. Otherwise, I would
often forget to take it”). As a result of his experience in the nursing field, P2 reaffirms that
it is common for people who need to take several types of medication to get confused and
intake the wrong drugs at inappropriate moments (P2 – “(…) people who take several
medications sometimes get confused. For example, they have to take pills for their blood
pressure (…), and they take another kind of pill, and then their blood pressure abruptly
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goes down because they didn’t take the proper medication. (…) this happens more often
than you might think”). P2 then places great value on this type of scenario.

Secondly, the strong interest shown by the participants in this scenario is mainly
since they consider that with age, it becomes more difficult to memorise information,
so they think this could be an excellent way to prevent seniors from forgetting to take
their regular medication, which could result in severe consequences to their health (P2 –
“(…) with our age, people already start to forget to take their medication, and so it is a
suitable warning”; P3 – “This is an essential scenario for the ones (…) who forget their
commitments”).

At this point, the participants were also aware that they would have to wear a smart-
watch to access this functionality, so they were asked if this would be a problem. As
mentioned earlier, all the participants were already familiar with using new technologies,
so they said this would not be a problem.

In the end, although they consider this scenario quite useful and (P1 AND P2) agree
that this type of notification results from a specific context in which the information
provided by the smartwatch may indicate that the user has not taken his medication, P5
mentioned that the simple fact of asking the user about taking his drug is something
that can have perverse effects (P5 - “I may have already taken the medication and
not remember, and because they are asking me, I may be misled and take the same
medication twice. I think this functionality needs some adjustments”). P6 agreed that
some adjustmentsmight be needed, but hewas very interested and considered this feature
very important. To prevent the elderly from taking the same medication twice, P2 then
suggested that this type of scenario should be complemented with the efficient use of
pill boxes that allow users, in case of doubt, to confirm whether or not they have taken
their medication (P2 – “(…) by combining these means (pillboxes), in which the person
places the specific medicine they have to take in each phase of the day, this type of
alert prevents the elderly from taking the same medication twice. This way, the system
alerts, and the person can go to the pillbox to check whether or not they have taken their
medication.”).

Considering that, for this study to be carried out, we relied heavily on the collabora-
tion of the senior participants, the most critical limitation occurred during the recruiting
phase. Although the sample studied was composed of only six individuals, reaching this
number was challenging. This was only possible with the help of USIDEC, an institution
we would like to thank in advance.

6 Final Remarks

The need to ensure that the elderly can age with quality of life has given rise to numerous
research projects. Examples include projects such as + TV4E [1] and iNeighbour TV
[7], which seek to respond to this through technologies.

It is also through these examples that we understood that the solution for something
as complex as ensuring the active ageing of populations could be born from a hybrid
perspective, in this case, by creating synergies between means of communication that
have existed for a long time (e.g., TV) and new technologies (such as PAs).

Assuming that the elderly do not have high digital literacy and represent an age group
highly familiarised with TV, it makes sense to create proactive assistance solutions for
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the elderly and integrate them into TV. As a result, it will be possible to ensure the
well-being of senior people through a technological solution that is not strange to the
elderly (since it will be integrated into TV) to bypass seniors’ limitations.

Since these assistance solutions seek to guarantee an active ageing process, they
should promote participation in activities that promote regular social interactions to
involve seniors in their community. Following this perspective, this article suggests
creating a proactive personal information assistant for TV whose primary goal is to help
senior people.

In this sense, a focus group session was held with the collaboration of 6 students
from a senior university to understand whether or not it makes sense for the elderly to
have an assistant of this kind integrated into an iTV system, to inform them of the events
that take place in their area of residence and about the eventuality of them had forgotten
to take their regular medication.

More specifically, three usage scenarios were tested. The first one is in which the
user is notified about an event through the TV, having the possibility to confirm his
participation using the same device (the TV). In the second usage scenario, the user
can invite friends/family to participate in the events he had previously registered for. In
this case, the invitations would also be made through the TV. In the third scenario, the
system notifies the user, through TV, of the eventuality that they had forgotten to take
their meds, avoiding more severe consequences.

Through the focus group session, it was understood that the sample of participants
used television and new technologies assiduously and that they had a regular need to
participate in social activities. In this sense, their assessment of the usage scenarios we
aimed to test showed that the events/activities in their residence area are often poorly
advertised. The participants then highlighted that it is recurrent that they do not know
about these events or activities on time, so they cannot integrate them. Faced with this
frustration, the focus group participantsmentioned that a system likeProSeniorTV would
be beneficial for their daily lives, as they would have easier access to local information
and because they are already very familiar with the use of TV, they mentioned that the
interaction with this type of service would be easy for them, facilitating the process of
registration for events/activities.

It is also important to highlight that, according to the participants, certain events are
often postponed or cancelled.Often this postponement/cancellation information does not
reach the elderly, which causes them to go several times to certain events on incorrect
dates. In this sense, several participants suggested that, besides the ProSeniorTV service
being able to notify the user when an event is organised, it should also inform the user
when an event is postponed or cancelled.

As to the alerts presented on the TV regarding themedication intake, each participant
has considered it very useful since each of them takes medication daily.

Accordingly, to the participants, the utility of this type of scenario dues to the fact
that many seniors take a high quantity of medication daily, which makes it harder to
manage their intake, leading, most of the time, to their oblivion or intake at the wrong
moment of the day.

Moreover, the participants also referred that with ageing, it became more difficult to
remember information, and it is most likely they had forgotten to take their medication
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or to happen again in the future, clearly revealing a frequent problem and subsequently
essential to address. Thus, the participants perceived the third suggested scenario well
and considered it helpful to close fill out this issue.

It is essential to mention that according to the participants, the third scenario should
be adjusted to the eventuality of themnot rememberingwhether they had already taken or
not their pills, so avoid wrong dosage intake. Regarding this matter, they have suggested
that the third scenario must be reinforced by an efficient usage of pillboxes that would
allow the user to quickly and effectively verify whether the dose has already been taken.

In chronological terms, in the next stage of the research, the list of functional require-
ments for the ProSeniorTV service will be drawn up, taking into account the feedback
presented by the seniors when the focus group took place.

7 Future Work

Since this is an introductory work, it is expected that we can prototype and validate a
proactive personal information assistant embedded in the TV ecosystem in the subse-
quent research stages.Wemust also ensure that this solution is personalised and adequate
for seniors. In this regard, initially, we will begin by defining a list of functional require-
ments for the service considering feedback from senior participants regarding the usage
scenarios presented in the focus group session. Using that information, the solution will
then be prototyped. Using its prototype, it will also be determined the importance of
events held locally for the quality of life of the target audience (the elderly) and if the
conceptualised solution effectively can lead to a significant improvement in seniors’
participation.

Afterwards, the solution will be conceptualised by characterising the service’s con-
cept, components, and requirements. In the final stage of the investigation, as mentioned
above, the prototyping and validation of the solution will be carried out.

We must mention that seniors’ collaboration will be crucial during the investigation
process. Hence, elderly participation will be needed in stages like defining interface
elements and validating the prototype in terms of usability and user experience (UX).
Considering this, it will be necessary the organisation of new focus group sessions with
senior participants to guarantee that the idealised system meets the needs of this type of
public.
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Abstract. Currently, although there are several developments that allow digital
inclusion and accessibility of people with hearing or visual impairments to audio
and video content through TVor any audiovisual streaming platform. These devel-
opments have not been sufficient and have not had the distribution and implemen-
tation that they should have. For example, there is still a latent problem with blind
people who cannot follow a soccer game autonomously; they need an announcer
to narrate the game with more details than an announcer for blind people. The
objective of this work was to create a solution that by means of a semi-automatic
supervised system, registers the position and route of the ball in a soccer field,
using a design tablet that encodes its location in the form of vectors. These location
vectors were generated by a remote server running a Python script and triggered
by a Hybrid broadcast broadband TV server. The HbbTV server interacts with
the TV user and when it receives an activation or activity start message from the
user, the Python server sends the data to an Internet of Things (IoT) platform in
the cloud, which in turn is connected to the haptic glove that uses haptic engines
to generate vibrations that can be interpreted by the visually impaired with touch,
thus making it possible to become an accessible and inclusive TV device for these
vulnerable groups.

Keywords: Haptic Glove · HbbTV · IoT · Accessible TV · Inclusive TV

1 Introduction

Accessibility in TV is still one of the weak points in spite of the constant development
of this telecommunications sector. TV broadcasting stations have evolved from analog
broadcasts in black and white, through color broadcasts, and nowwith digital broadcasts
with great capacity for transmission of audio, video and data content, including video
with Ultra High Definition UHD 4K capabilities. Although on issues of accessibility for
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people with some physical impairment, such as hearing or visual, there are some works
that have promoted their digital inclusion on TV. For example, for people with hearing
impairment, it supports closed captioning and subtitling, in some cases automatically
generated by speech to text tools [1, 2]. It also favors the sign language used by some
programs or news programs, including some initiatives to generate sign language auto-
matically [3]. For blind people there is audio description, which is a complementary
audio where there is an explicit description of what is happening in the scene [4]. Other
initiatives, such as the European projects EasyTV [5] orHBB4ALL [6], present solutions
focused on accessibility and, although some of these have already been implemented,
they have not yet been deployed as a true integral solution, and in most cases they have
remained as isolated developments without their implementation being mandatory and
available in all video platforms to provide true inclusion to these people.

In the study of existing previous works [7], it has been determined that there are
no immersive and interactive solutions that allow blind or visually impaired people to
access in some way to follow or interpret the scenes that are occurring in a sequence of
images or video. Although this has been partially solved with audio description, but it is
not a solution that is always present in all audiovisual content, whether it is broadcast by
traditional broadcast media or streaming broadband platforms. And inmany cases, audio
description could even end up being annoying for sighted people who are watching the
content together with a non-sighted person.

In a previous work we presented the development of a haptic glove that receives
certain information from TV scenes [7], encodes it into vectors and presents this infor-
mation through vibrations of haptic motors that have the ability to generate different
effects. For the case study, the applied solution was proposed to track the location of the
soccer ball when a sports match is taking place. But, in this work, the tracking of the
location of the ball and the generation of the location vectors was developed manually,
that is to say, a video of a sports match was chosen and the sampling was done, previ-
ously, with an observer who took the data every 500 ms, then this information was used
to generate the vibrations of this sports match.

Nowadays, the development of object recognition or positioning systems is a topic
that is in constant progress [8]. Their implementation brings benefits to different areas,
mainly to vulnerable sectors. In general, the systems already developed are limited
to offer assistance of past events because they generate their vectors manually. The
development of an assisted system for positioning a ball on a soccer field can open the
door to several applications aimed at recording statistical data and providing accessibility
services to visually impaired people, and even more so if the data generated are available
on web servers.

HbbTV (Hybrid Broadcast Broadband TV), is the European hybrid television stan-
dard that aims to combine television broadcasts with broadband services [12]. It will be
the technology that will allow us to integrate the data generated with television, and thus
offer immersive and interactive services to visually impaired people.

For this reason, the objective of this projectwas to create a semi-automatic supervised
system, which by means of an operator who is watching a soccer sporting event, either
live or pre-recorded, tracks the position of the ball by means of a graphic tablet design,
This can generate positioning vectors of the ball with the help of a graphic interface
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designed in a development platform that stores the data in a web server with HBBTV
technology, which in turn connects to any IoT (Internet of Things) platform that sends
the information in real time to the haptic glove.

The development of this system in the future expects to obtain reliable metrics of
QoS (Quality of Services) to be able to interpret the events in real time; it can open
the field towards different applications and services that can be implemented, either by
automating it or developing new applications that can be used through digital television.
With this, it is expected to improve the lifestyle of this vulnerable sector.

2 Materials and Methods

2.1 Accessible Haptic TV Glove

This section will briefly explain the methodology of operation of the haptic glove for
Accessible TV, presented in a previous work [7]. The court was subdivided into 45 equal
parts, as shown in Fig. 1. On the X axis (length) there are 5 sections, on the Y axis
(width) there are 3 sections, and on the Z axis (height) there are also 3 sections. If the
ball only moved at ground level there would only be a two-dimensional XY plane, and
there would be 15 sections in the court. But as the ball is not always at ground level, the
Z vector was created with 3 sections, which represent the height of the ball in this way
having a three-dimensional plane, Z1 when the ball is at ground level, Z2 when the ball
rises to the height of the players’ head and Z3 when the ball exceeds the height of the
players’ head.

Fig. 1. Sectors of the soccer field that will be represented for ball tracking [7].

The 45 sectors or areas of the court are represented by 6 haptic motors with the ability
to generate different vibration effects. Figure 2 shows the distribution of the motors on
the right hand, where each motor is located on the fingertips and represents the 5 X
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sections of the court. Table 1 details the level of vibration generated by each of the
motors to denote the location of the ball on the Y-axis. Finally, the location of the sixth
motor on the back of the right hand with 2 vibration levels is observed to denote the
height of the ball while a soccer match is taking place. It has already been mentioned
that the sampling of the ball location was performed every 500 ms, but it is important to
indicate that the vibrations are only generated when the ball or the play changes sector
on the field.

Fig. 2. Motors location on the right hand side [7].

Table 1. Detail of motor vibration [7].

Right hand Vibration level

Y1 Y2 Y3

Thumb X1 Low Medium High

Index finger X2 Low Medium High

Middle finger X3 Low Medium High

Ring finger X4 Low Medium High

Little finger X5 Low Medium High

Back of hand Z Z1
Null

Z2
Medium

Z3
High

Figure 3 shows evidence of the usability tests performed in [7]. The tests were
conducted with 15 people with severe visual impairment who used and evaluated the
haptic glove by means of surveys, using the Likert scale. The evaluation was subdivided
into 4 stages: the first was to know their expectations and to give an explanation of
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its operation and previous training; the second stage was based on the usability, user
experience and usefulness of the glove; the third stage of evaluation was focused on
the ergonomics and comfort provided by the glove; and the last stage was to know the
improvements that could be made and the future uses that could be given to the glove.
The results of the study determined that the glove did meet the expectations it generated,
that it did help to improve the understanding of a sporting encounter and that it was very
well accepted by the users, most of whom would be happy to use it again. With this
motivation, after these results, new challenges were posed, among them the generation
of the vectors, at least in a first stage in a semi-automatic way.

Fig. 3. Usability evaluation tests of the haptic glove with blind people.

2.2 Ball Positioning Assist System

An Object Positioning System (OPS) has natural applications for tagging the environ-
ment. OPS could potentially be used to improve GPS, particularly when GPS errors
are large or erratic. For this reason, an assisted system is sought in order to achieve the
elimination of these errors and to obtain the relevant information for different uses of
interactivity accessibility applications [8].

Currently, there are developed object recognition systems that are intended to be
used in different applications, but in the field of sports, there is still little research on
the subject. The analysis of the complexity of performance in soccer is, to this day, still
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a pending subject. The fluctuation of behaviors that occur during the game is a reality
difficult to explain and predict [9].

The players and the ball are the most important objects in soccer videos. Their
detection and tracking are motivated by various applications, such as event detection,
tactics analysis, automatic summarization, and object-based compression. The methods
for locating the ball and players in soccer videos can be divided into two groups: the first
group uses fixed cameras (usually calibrated in advance) in a controlled environment;
the second group uses only regular broadcast videos [10].

There are several systems, including artificial vision. Vision, both for a human being
and for a computer, consists of two phases, which are acquisition and interpretation of
an image. Thus, it is intended to simplify the system so that the acquisition is given by
an operator and the interpretation of the data is given by the program [11].

In order to move forward with the development of the prototype of the haptic glove
for accessible TV, as a first milestone we plan to make it semi-automatic, and it is the
main objective of this work, as already mentioned. To achieve this milestone, the most
feasible was to use a graphic tablet design that gives a great facility to track the ball on
a soccer field and that adapts to our need, because with the buttons that has its digital
sphere allows us to emulate the position in height Z1, Z2 and Z3, as shown in Fig. 4.

Z1 
Z2 

Z3 

X 
Y 

Fig. 4. Graphic tablet used to indicate the movement of the ball on the soccer field.

In order to reflect this movement and encode it automatically, a Python script was
created. This code identifies or interprets the location of the pointer in pixels of the
screen being used, and these pixels are transformed into the vectors we need to send
them and then be reflected in the vibrations of the haptic engines. The code is made in a
generic way to interpret the location of the pointer, so it is not essential to have a graphic
design tablet like the one in Fig. 4. It could be replaced by the mouse or the pad of the
PC being used, although due to the ease and precision provided by the device it would
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be optimal to use a tablet like the one in Fig. 4 to track the ball. The device used was a
Wacom Intuos Creative Pen & Touch Tablet.

Figure 5 shows the graphic interface that generates the vectors according to the
tracking of the location of the ball on the court. Figure 5 also shows that the pointer is in
the location X3, Y2, Z1. It also provides information of the pixels in X & Y, the point or
sector it represents according to the distribution that was in Fig. 1, and finally shows the
time elapsed since the start of the tracking. The results of this implementation allow us
to meet the objective of generating these vectors semi-automatically and without delays,
since it practically does it in real time, and that was an important factor to integrate with
the haptic glove, which will be detailed in the next section of results.

Fig. 5. Graphical interface for tracking ball location on the soccer field.

2.3 HbbTV Server

Another challenge facing the development of the glove is the means of dissemination
or transmission of the vectors. Among the proposals is to send them encrypted in the
Transport Stream (TS) of the TV transmission data stream [7], but the challenge is that
all receivers should have the ability to interpret these metadata and be able to integrate
with the glove. In the future, this would be an optimal solution since the data would travel
together with the audio and video packets and could be easily synchronized, although it
would require that the TV receiver had an integrated system capable of interpreting this
information and generating the relevant output signal for the glove.

Another proposal was to choose an interactivity platform that could send this infor-
mation or, in turn, alert that the video of the soccer match that is being attended has
immersive content to synchronize with the haptic glove.
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Hybrid Broadcast Broadband TV (HbbTV) is an industry standard that provides
an open, technology-neutral platform that combines services delivered via broadcast
with broadband Internet access services [12]. We chose to work with an HbbTV server
because it is a standard that has become established and is gaining ground, even outside
Europe. HbbTV in our case will be used as a gateway to the application. It sends the
necessary information to announce that there is the possibility of accessing immersive
content for the visually impaired through the haptic glove, and provides the steps that
must be followed to link to this content. Once the end user’s assistant, which would be
the blind person who has the glove, accepts the start of the vibration reception, the glove
will start receiving the vibration information reflecting the location of the ball on the
soccer field. To have this graphical interface displaying the information to the HbbTV
user, HTML5 is used to display it on the TV. Additionally, the HbbTV server is the one
that stores the location of the ball, through a Python script and the use of websockets,
which allow to receive the information from the vectors of our semi-automatic system,
detailed in the previous section. When the HbbTV server receives the service activation
order from the end user, it also acts as a gateway or bridge to the IoT server, which is
directly connected to the IoT receiving device of the glove.

2.4 IoT Server or Platform

When something is connected to the internet it means it can send or receive information,
and that ability to send or receive information makes things intelligent. That is what the
so-called Internet of Things IoT is all about, extending access to the Internet beyond
computers and smartphones to a wide range of devices or microcontrollers that can be
in any appliance or device in the home or in our daily lives. And although we may
not know it, more and more devices in our homes already have an Internet connection.
For example, if you have a Smart TV at home, that device is already connected to the
network and the same goes for our smart watch or any wearable device we now carry,
video game consoles, refrigerator, kitchen, robot vacuum cleaner, even switches, lights
or smart sockets with a microcontroller that allows WiFi connection and access to the
network.

With the rise of the Internet of Things, there is also a variety of IoT platforms [13],
including some of free access, which allow access to various resources, to control one
or more devices with different access technologies, to collect information and display
it on a dashboard for data analytics, etc. For the development of the glove we worked
with the low-cost microcontroller containing a WiFi module ESP8266, which allows us
to easily connect to the Internet through the development of Arduino or Python scripts.
From a variety of platforms analyzed, we tested Thinger.io and Adafruit.io because both
provide the necessary libraries to work with the ESP8266 quickly and easily, the service
is in the cloud and is ideal for reading sensor data or control motors in real time, although
with certain restrictions, for example, with the number of data sent per minute limited in
its free version. But for our purposes it can be adapted without any problem. Of course,
you can always switch to a paid version or to another platform with better features.
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3 Results

3.1 System Integration

For the integration of the solution, we analyzed which would be the most viable and
easy way for the end user to access the content through the HbbTV platform. And the
biggest challengewas undoubtedly to obtain a correct synchronization of the audiovisual
content with the vibrations generated by the glove. In HbbTV it is feasible to have two
devices that synchronize their audio and video content [14], through the Disco-very and
Launch Protocol (DIAL), which is also used by Netflix and Google’s Chromecast to
broadcast their content from a main device to a second device. The same happens in
HbbTV: there is a first device or main screen that discovers a second companion device
or second screen, and launches its content to it. In our case, analogously to the second
screen, we wanted the glove to become an IoT companion device or gadget for TV,
obviously with its limitations, since the glove does not reach the resources of a second
screen. And precisely because of this limitation, in the hardware of the glove, it was
decided that the haptic device controlled by the ESP8266 would simply connect to an
IoT server and receive the sequence of vectors that generate the haptic vibrations in the
glove.

In the first tests carried out evenwithout end users, encouraging results were obtained
without noticing a considerable delay that generates a desynchronization between the
audiovisual content and the vibrations received, taking into account that there will be
a delay not only in the reception but also in the generation of the vector, since there
is an operator who is tracking the ball on the court. It should be noted that, from the
experience of previous work [7] in the evaluation of results, the desynchronization or
delay that exists is very difficult to perceive for a blind person, even more so if it is of
small times of one or two seconds.

Figure 6 shows the general scheme of how the integration of the positioning system
explained in the previous sectionwas achieved, with theHbbTV serverwhich, apart from
being the gateway for the application, is transformed or acts as a bridge or gateway to the
IoT server through the use of websockets. In turn, this IoT server is always connected
to the accompanying device or haptic glove that will emit its vibrations according to the
information it receives. It is important to mention that the operator or generator of the
location of the ball can be in a network independent of the network where the end user of
the glove is located. In fact, with a single operator that generates the ball tracking vectors
in an HbbTV server could have the necessary information for hundreds or thousands of
end users to have access to it, since it would depend on the number of blind people who
have the haptic glove accessible for TV, assuming that, if HbbTV is used, the information
goes by DTT (Digital Terrestrial Television), which is a broadcast system that would
have a large audience and high reach. There is also the possibility that any person who
is accompanying a blind person and shares the same network, becomes the operator of
this semi-automatic system, thus allowing his companion to enjoy and share the sports
match in a more immersive way with the tracking of the ball through haptic vibrations
in the glove.

To better detail the diagram of the Integrated Positioning System with HbbTV and
the Haptic Glove for Accessible TV, we will start by describing what the Assisted Ball
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Position Generation System does, this is a program developed in Python that we have
it running on a remote server with a public address which can be accessed from any
browser. When the remote server executes the Python script, a graphical interface is
displayed on the screen as shown in Fig. 5, where the operator can track the movement
of the game within the sporting event, i.e. this script is the one that generates the location
vectors within the court. In a second part of the scheme we can visualize the servers,
although here could also be graphically the remote server that runs the Python script that
we have already detailed in the first part, we have not included it because it is already
included in the assisted system of ball position generation.

Let’s start by detailing the function of the HbbTV server, this is the one that contains
the gateway or the one that triggers the sending of data to the IoT server, ie is responsible
for presenting on the viewer’s screen information indicating that there is interactive or
immersive content for TV accessible to visually impaired people. Then, when the blind

Fig. 6. Diagram of the Integrated Positioning System with HbbTV and the Haptic Glove for
Accessible TV.
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person’s companion or assistant sees this, he/she can inform the blind person that this
service is available and that he/she can put on the haptic glove to receive this information
if he/she wishes. For this, and according to the acceptance and predisposition to receive
this information by the blind person, the assistant or companion must interact with the
TV and accept to receive the interactive content in the glove that the blind person should
have previously put on. When the blind person has accepted to receive the immersive
content through the remote control of the TV, the HbbTV server will send the data being
generated by the remote server through the operator, i.e. at that moment the remote
server will send the data to the IoT server, which in turn was previously configured in
the haptic device to receive such information.

Finally, with the integration achieved with this system, a final testing stage was
carried out in which the main objective was to make an evaluation in a real scenario
with a blind person and an operator in order to have results and metrics that allow us to
know if the system can be used in live or pre-recorded matches, where the generation of
the vector is done attending any sporting event and at that same moment without further
delay the blind person receives the vibrations of the haptic glove with the location of the
ball. The results of this evaluation in a real scenario will be presented in the following
section.

3.2 Evaluation Results in Real Scenario

The methodology to achieve this was as follows. We needed a TV showing any soccer
match, we had an operator that is a person who attends the soccer match and live is
tracking the location of the ball by a graphic tablet design connected to a PC in the case
of not having a graphic tablet, it is also possible to track the ball using the mouse and
keyboard of the PC, this real-time tracking is generating the vectors that are sent to the
IoT server. On the other hand, we had a blind person, he is a 19-year-old boy who is
beginning his university studies, he lost his vision at the age of 12. He was wearing
the haptic glove on and receiving information from the IoT server, this information is
reflected in vibrotactile movements in the haptic glove and also on the table we placed a
court printed on paper with several signals that generated a sense of high relief, basically
with these signals we marked the contour of the court and the 15 sectors of the court in
the XY axes, this helped us so that the blind person could give us feedback on what he
was interpreting from the vibrations he was receiving. In addition, we had a PC with the
IoT server interface that showed us the value of the vector in decimal and with that we
could identify that there were no delays and that it was receiving the correct information.
Figure 7 shows the test scenario with all the details mentioned above.

The greatest difficulty was to propose the necessary metrics to quantify and measure
the synchronization of the system. The first metric was latency, which is nothing more
than the sum of time delays produced by the propagation delay of data or packets in a
physical network, which in turn allows us to measure the average delay generated by the
system in this real scenario. And this latency in general is the only metric that could be
objectively quantified.

And this measurement helped us to determine that the response of the system is
practically in real time. On the other hand, in order to have a global metric of the
correct functioning of the system and of the synchronism, we based ourselves on a more
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Fig. 7. Real evaluation scenario.

subjective and qualitative measure where we evaluated the correct position of the ball
in the court and the interpretation that the blind person had at the moment of receiving
that information, This metric is subjective because it is very dependent on human error,
both from the person who is generating the location of the ball when tracking in real
time and also from the blind person who receives the vibrations and was giving us the
feedback or the interpretation of the location of the ball according to the vibrations he
received in his hand. So overall these metrics helped us to determine if there is a correct
synchronization of the system.

Other metrics or network parameters were not evaluated because the bandwidth
required is very low since the vector that is sent is simply a decimal data that varies only
when there is a change in the location of the ball position on the court.

Next,wewill detail the delays recorded in order to quantify them.Tomeasure latency,
we used the ping test, which measures in milliseconds [ms] the time it takes for your
local connection to communicate with a remote computer on the IP network. The first
delay that could be quantified is the time it took to connect to the remote server that
runs the Python code to display the field with its regions or divisions and that allows
tracking. Figure 8 shows the ping test made from the operator’s PC to the python server
with public IP http://137.184.216.50/. An average of 103 ms was obtained.

http://137.184.216.50/
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Fig. 8. Ping test to the remote python server.

Then a second ping test was recorded, between the remote Python server and the
IoT server, one sends the vectors generated by the operator and the other receives them
and in turn transmits them to the IoT device in our case the haptic glove. Figure 9 shows
the results of the ping test and based on these results we could calculate an average of
0.805 ms, i.e. on average there is not even a millisecond delay, this because the two
servers are in the United States.

Fig. 9. Ping between remote server and IoT server.
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Finally, to complete the partial delays, a ping test was recorded between the local
network of the haptic glove with the address of the IoT server, as shown in Fig. 10 the
average delay is 20 ms, i.e. we also have a super low delay time because this server is
dedicated to IoT and has an adequate processing capacity to provide a low latency in its
connection.

Fig. 10. Ping entre el guante y el servidor IoT.

In order to make a more detailed analysis, Table 2 shows a summary of the ping test
records and shows the summation that would represent the total system latency metric.

Table 2. System latency

Partial delays PING test metrics

Min
[ms]

Max
[ms]

Ave
[ms]

Delay between PC and remote Python Server 81 230 103

Delay between remote server and IoT server 0.656 3.127 0.805

Delay between Glove and IoT Server 9 20 10

Sum or total latency 90.656 253.127 113.805
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That is, we have 113.8 ms of latency or delay on average, this allows us to conclude
that the delay is very low or in turn that the immediacy of communication is very good
so we can say that we have a real-time system that has an adequate synchrony.

For the second part of this evaluation in a real scenario as we can see in Fig. 11, we
propose to evaluate it in different plays or scenes where we were recording the play of
the game, the movement or the generation of the vector location, and at the same time
the feedback that the end user gave us about his interpretation of the vibrations received.
In the image we can see, for example, that the operator is with the tracking cursor in the
area of the arc on the left side, and in the grip on the table with the feedback indicators
we can see the blind user with his finger on the area of the arc on the right side, and this
is correct since the blind person is sitting against the operator, that is, he is located as if
he were his reflection.

In order to have ametric thatmeets this objective,wepropose amore than quantifiable
parameter, a qualitative one, where we can say if the tracking of the play at a certain
instant of time was right or wrong. Although, as mentioned before, this depended a lot
on human errors and on the speed at which the operator made the tracking and, above
all, on the speed at which the blind user interpreted the vibration and showed it to us
inside the court with high relief signs.

Fig. 11. Evaluación final en escenario real.

InTable 3we show the result of the evaluation, an acceptable performance is observed
since there was a 76% of correct answers, which in reality as previously mentioned is
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quite subjective because according to the end user’s statement there is a great difficulty
at the moment of giving us the feedback because he must mentally place himself in the
court and rely only on the signals in high relief.

Table 3. End-user interpretation performance evaluation

Moment of time Play 1 Play 2 Play 3 Play 4 Play 5

t1 Right Right Right Right Right

t2 Right Wrong Wrong Wrong Wrong

t3 Right Right Right Right Wrong

t4 Right Wrong Right Right Right

t5 Right Right Right Right Right

Correctly interpreted movements 19

Wrongly interpreted movements 6

Successes percentage 76%

Error percentage 24%

As a final interpretation of this result it can be stated that, although the percentage of
error that was measured in small samples of several plays of a soccer game is not very
high, this is a very subjective result because for the end user it was very difficult in his
brain to interpret the vibrations that he felt in his right hand and at the same time to be
able to show them with his left hand. But according to his own version, it was very easy
for him to simply interpret the movement and geo-localize in his brain, so surely this
percentage of error is much lower than what we could measure and it will also depend
on the ability and dexterity that the blind user develops in his brain.

4 Conclusions and Future Work

Based on the results obtained, it can be concluded that the solution of this semi-automatic
system that registers the position of the ball on the court was feasible in order to allow
the development of the haptic glove for Accessible TV. It is important the development
of this type of proposals because they allow to provide real and feasible solutions to
problems faced by thousands of people with visual impairment who do not have easy
access to TV content. These initiatives are the ones that should be implemented to bridge
the digital divide that exists for these vulnerable groups.

The solution that was proposed, with a platform or HbbTV server, could also be
applied or replicated on another platform or interactivity standard such as GINGA,
which is the interactivity middleware used in the Latin American ISDB-Tb standard.
The challenges that remain are several, including the search to achieve a correct syn-
chronization and further reduce delays, for which it is essential to know the limitations
that exist and propose future work to propose feasible solutions.
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In the evaluation in a real scenario, it was possible to have metrics that allow us to
conclude that the low latency and the immediacy with which the vectors are generated
with the location of the ball and the results are presented with the vibrations in the glove
gives to validate that the system has no major synchronism problem and that it could
be determined as a real-time and reliable system. In addition, it provides a quality of
service and a pleasant user experience, which was also measured in previous works.
One of the advantages of this assisted or semi-automatic system compared to a fully
automatic system based on TV image analysis, is that it can also be easily adapted to
applications in real soccer matches in any sports field.

In future work, it remains open the possibility of working with some artificial vision
technique that allows to analyze the video in real time and identify the location of the
ball and generate the vectors automatically. Another future work is to find the best way
to transmit and receive these vectors, by encrypting the information as metadata within
the data transport flow of any video standard, and expand the number of samples or users
for evaluation and look for other ways to validate the results and metrics obtained.
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Abstract. The experience of visitors in cultural spaces is not limited to the actual
moments in that space. These institutions, like museums, seek to enrich the vis-
itor’s experience not only during but also after the visit. Creating solutions to
capture memories of the visits can be a way to extend the experience. Therefore,
this paper reports on a proposal of a system that automatically creates person-
alized memory videos of the visit to these spaces that may contribute to enrich
the visitor’s experience. Using simple devices, with NFC technology, the solution
allows to identify the route of visitors in cultural places. For the solution, a bot
was developed to interact with the visitor through a chat implemented in a social
network (Facebook Messenger), allowing the visitor, through this chat, to share
with the system its own content (photos or videos) aiming to be included in the
video of the visit. Finally, a server-side video rendering engine, supported by the
open-source ffmpeg software, and a responsive online video editor were imple-
mented. The characteristics and main technical developments of this solution are
presented in this paper. It also describes the evaluation carried with a functional
prototype with 12 participants and the main results achieved. The solution proved
to be captivating for the participants, with most of them considering having a great
interest in the availability of such a solution in cultural spaces and/or museums.
The evaluation also made it possible to obtain a set of improvement suggestions
to be integrated in a future version aimed to be widely available to the public.

Keywords: Automatic video · Extend Museum Visit · Video editor · Enrich
visitor’s experience

1 Introduction

Cultural spaces such as museums, to best adapt their services to their audiences and
ensure that they are positively affected in their contact with these spaces, need to under-
stand the visitors’ experience and develop solutions that improve that experience during
the visit, but also to extend it after its conclusion. In this context, it is possible to observe
that, “there is a lack of discussion about the museographic experience seen from the
perspective of the visitor’s behaviour” [1]. In fact, despite the concern with the experi-
ence provided by cultural spaces, there is not much investment in solutions to extend the
experience after the visit.
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The research presented in this paper describes a proposal to contribute to this area by
presenting a system to identify the routes of visitors in cultural spaces and automatically
create memory videos of the spaces visited, which allows an extension of the memory
of the visit. This service, the MixMyVisit project, integrates several technologies and
software modules to provide a service that automatically creates, without the need for
visitor intervention, a personalized video of the visit, reflecting the locations where the
visitor has been. If the visitor wants it is possible to get a more personalized video by
sharing with the system, its ow videos or photos of the visit.

This system integrates low-cost devices equipped with NFC technology (bracelets
that can cost less than 1 euro) that allow a simple method of identifying visitors. Addi-
tionally, it integrates three other software modules: i) a bot operated in a chat on a social
network (FacebookMessenger) that allows textual interaction with visitors; ii) a module
that detects the user’s route, based on NFC receivers, and the contents received by the
bot, identifies which contents are relevant to the visitor and to include in the video of
his visit; iii) a module for the automatic creation of the video, its rendering and deliver
to the visitor. These modules are described in detail in Sect. 3. In the following section
a state of the art considering the visitor’s experience is presented.

2 State of the Art

There are not many cultural spaces prepared to offer experiences that provide a complete
visit that extends beyond the time spent in the cultural space. There are some research
projects and prototypes that have already tried to extend the visit, as is the case of the
LOL@ [2] and PEACH [3] projects, however, these projects only explore a limited area,
in a non-interactive way. Kuflik, Wecker, Lanir, & Stock [4] defend this analysis stating
that there are still “very few attempts to suggest a generic technological solution that
goes beyond the isolated, face-to-face visit”.

Despite these limitations, there are still relevant projects that explore concepts corre-
latedwith this proposal. This is the case of the PIL project, whichwas tested in an interior
space and included user tracking methods using mobile devices - the “blinds” - and bea-
cons placed in various areas of the museum. This system is able to generate a summary
video, with customization limited to the visitor’s name, gender and a photograph of
the visitor, which follows the visitor’s visit. The construction of the video is based on
a compilation of pre-established contents associated with each of the exhibitions and
pieces available according to the museum in question [5].

The LEGOHouse project automatically generates a video that evokes thememory of
the visit, showing various LEGO buildings created by the visitor and photographs cap-
tured throughout the experience at specificmuseum locations. The location is guaranteed
by a wristband with RFID technology that can be registered at the capture stations. At
these stations the visitor can also take photographs or videos and add them to the visit
[6]. At the end of the visit, the system considers all the content digitized and associated
with the user, as well as their route in the visit, and generates a unique and personalized
summary video with all the memories of the visit that can be obtained by accessing the
LEGO HOUSE website. However, this system depends on the use of capture stations,
not allowing videos or photos taken by the user to be included on their device.
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3 The MixMyVisit Proposal

The MixMyVisit project is a collaboration between the University of Aveiro and Altice
Labs with funding from Altice Labs@UA aimed at cultural public places such as muse-
ums to enrich the visitor’s experience and memory of the visit. TheMixMyVisit applica-
tion intends to identify the visitor’s paths in a cultural space and create an automatic and
customizable video of the spaces’ memory, allowing the visitor to share it on the social
networks. It also allows the visitor to edit the video created in an online video editor,
where the visitor can include additional content, change the order of video content, or
delete any content from the video.

The system integrates NFC-based identification solutions through a wristband that
tracks the paths of the visitor to identify the visited places and with that information
decide the pre-recorded videos to be included in the video of the visit. In a differentiated
feature regarding the state of the art, the visitor can communicate with the system via
a chat bot, in a popular social network, allowing the visitor to share photos or videos
that were captured during the visit in its own smartphone. At the end of the visit, the
system compiles the pre-recorded video clips with the user generated content to provide
a personalized video of the visit. The workflow of a visit is illustrated in Fig. 1.

Fig. 1. The steps a typical user may do during a visit using the MixMyVisit solution.

The solution also allows for an anonymous use, not needing the visitor to use its own
mobile device and identifying in any matter. In this case the visitor is not able to share
its own videos or photos (since it relies in a chat conversation) and uses the wristband as
an identification device all along the visit. In the end of the visit by presenting wristband
the visitor gests a QR-code that can be scanned to get the URL of the final video.

3.1 Architecture

The solution integrates several modules dedicated to specific features, that architecture
is presented in Fig. 2. Regarding the identification of the visitor, it relies in an NFC
wristband that the visitor uses during the visit and interacts with it in portable devices
(e.g. tablets) with NFC sensors. These devices are placed in specific spots of the cultural
space, allowing visitors to interact with them via the NFC bracelet (no touch needed)
to check in the visitor in that spot of the visit. One server-side module (3) manages
the data received from the mobile devices and updates the visit of the user, which is
stored in a SQL database (3.1), adding new spots or contents to the visit. Additionally,
the service incorporates one chatbot (5) integrated in a social network for the user to
interact with and obtain information practically and rapidly via text commands. The
architecture is also composed of a server-side video engine (4) that, based on data of
the route taken by the user, will gather the contents, videos, or images, of the route in
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question and automatically edit and build one video representing the visit and shares it
with the visitor. Finally, the architecture also includes two modules (1 and 2) dedicated
to the frontend of the solution which represent the website andmobile app to be available
in the portable devices.

Fig. 2. Visual representation of the architecture modules related to the MixMyVisit solution.

3.1.1 MixMyVisit API

The central module of the architecture is a web API which communicates and interacts
with a SQL database that stores all the data from the users, their visits, and its contents.
This API was developed in PHP and Laravel framework. The API can be characterized
being a REST API, following an MVC (model, view, controller) design pattern, which
contains different interactive endpoints that store, update, read and delete data of the
database. It is from these modules that the remaining elements of the architecture, like
the website, mobile App, or video render engine, receive the required data for their
interfaces or for their scripts to work correctly, either data related to the users, visits or
contents.
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3.1.2 Frontend Modules

The modules that compose the frontend interface of the solution are the website and the
mobile application. Focusing on thewebsite, it is developedwith React.js framework and
with a couple of website maintenance libraries (e.g., detecting if the user is authenticated
or enabling the video editor features or for the development of a consistent visual interface
buildwith reusable components).As referred the features available on thewebsite include
a video editor (Fig. 3), allowing a visitor to make changes to the contents (duration and
textual comments) of the visit.

Fig. 3. The video editor on the website.
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Additionally, the user can find a list of all previous visits done in the system (Fig. 4).

Fig. 4. The history of visits page.

Regarding the mobile application, it was built with the Flutter framework, which is
based in the dart language, allowing it to be natively compatiblewith the twomainmobile
operating systems (Android and iOS). Being a native application, it allows to interact
easily with the native APIs of the mobile device (e.g., NFC sensor). This mobile app is
available in the mobile devices (e.g., tablets) placed in specific locations of the cultural
space allowing the user to interact with it by approaching the wristband. After scanning
the wristband, the user is presented with the options to see the registered locations in the
visit, finish or cancel the visit (Fig. 5: middle). In case the user carries a wristband, which
is not yet associated with a visit, a specific screen will be displayed with information
to the user (Fig. 5: left). In some situations, the user is presented with a QR-code to be
scanned, namely, to scan and start interacting with the Facebook Messenger chatbot or
to scan to go to the online video editor (Fig. 5: right).
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Fig. 5. Sample screens of the mobile application (left: initial screen after scanning NFC tag not
associated with any visit, in the middle: the main menu of the visit, right: QR-code presented to
redirect the user to an online video editor).

3.1.3 Video Render Engine

To allow the server-side processing of the video, a backend structure ofNode.js was used,
together with the framework Express and with different libraries for the configuration
of the environment (e.g., fn, fluent-ffmpeg libraries). The solution for the creation of the
videos was conceived based on the open-source component, ffmepg, used for processes
like encoding, decoding of audio files, images, and videos. In addition, ffmpeg also
handles the manipulation of files of different types, editing features and video transitions
(Fig. 2: 5). The procedure of processing a video contains a couple of actions to manage
audios and transitions in the video and provide the complete result to the user (Fig. 6).

The system is structured in two backend endpoints, one to receive the different
requests for the completion of visits, via web-sockets and a simple http request, and
another that receives the requests for completion and oversees executing them, including
queue functionalities for proper handling of the video render tasks. The video processing
architecture is built with a strong emphasis on all the different possible scenarios while
executing this process, especially when it comes to errors with an error handling system
that is simultaneously useful to give feedback for the users and for the developers to
catch possible bugs.
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Fig. 6. Flowchart representing the process of rendering a visit video in the video render engine
module (read from left to right vertically).

3.1.4 Chat Bot

To guarantee wider access to all potential visitors, a chat bot that allows for a simple
text communication with the system in any device was developed and the Facebook
Messenger network was chosen due to its great popularity and adherence to the general
population. To interact with the bot, the users can scan a personalizedQR-code presented
to the visitor at the beginning of the visit that allows for a simple way to start a chat
with MixMyVisit bot, enter a random PIN provided to the visitor and establish the
identification of the Messenger account associated with a unique wristband (Fig. 7:
left). A Facebook module dedicated to the MixMyVisit application was created, where
different functionalities were activated to allow to interpret the content of messages sent
to the chat of that same page, being able to distinguish between simple commands (e.g.
ask for the video render) or the upload of images and videos to be included in the video of
the visit (Fig. 7: right). After this first step, it was necessary to establish a back-end server
to receive the contents of the messages and, subsequently, trigger events according to
the received messages. It also includes notification mechanisms for warning the visitor
of the completion of tasks, via FacebookMessenger API. The bot is managed in a server
module created in Node.js (Fig. 2: 5).

4 Evaluation

To gather preliminary evaluation results regarding the developed solution, an evaluation
was prepared based on 2 fundamental moments. The first moment, in an intermediate
stage of development, was carried out with two experts in the museography area, specif-
ically with expertise in multimedia developments for this field. The experts were able
to try a prototype of the system and understand its features. They considered that the
effectiveness of this system would be directly related to its ease of use, including the
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Fig. 7. Chatbot interaction examples (left: registering the user in the visit, right: the visitor
uploading an image to be added to the visit).

interactions with the wristband, chatting with the chat bot and interacting with an online
video editor, so that all types of visitors can understand and use it quickly. The impor-
tance of personalized videos was also highlighted, since it is a distinctive feature and
an extra motivation, according to the experts, for users to share their videos on social
networks [7].

The second evaluation moment came after the completion of the functional proto-
type and was based on a field evaluation with 12 participants. Due to the limitations
associated with the Covid-19 pandemic, it was not possible to carry out this evalua-
tion in a museum, so, to overcome this adversity, a field study was prepared based on
the visits usually promoted by the University of Aveiro to its buildings and associated
architecture. The evaluation tests were carried out with 12 participants including users
of different age groups (18 to 58 years old) and genders. The participants visited the
university campus interacting with the application, with the chat bot and incorporated
content, photos, or videos, captured by them in their visits. Data collection instruments
included a characterization questionnaire and a post-assessment questionnaire.
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4.1 Results

As referred, the MixMyVisit solution was tested with 12 participants aged between 18
and 58 years old. There were both male and female participants and their technology
literacy and frequency of use of social media was quite diverse, with participants ranging
from being completely experienced technology users to others who aren’t so proficient
in this field.

Firstly, it was attempted to understand the visitors’ evaluation on the way the system
detected the routes through the detection of the wristband. The answers were, in general,
positive,−41,7% (n= 5) said it was “very easy”, 50% (n= 6) considered it was “easy”
and only 8,3% (n = 1) felt it was “very difficult” (Graph 1).
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Graph 1. The easiness of the bracelet’s/wristband’s detection solution.

The post-visit questionnaire was also intended to assess the easiness identified in
various tasks directly related with the interaction with the system throughout the visit
(Graph2). These aspectswere initiating the conversationwith theMessenger bot, sending
content through the conversation with the bot and asking for the final video of the visit,
either through theMessenger bot or through the wristband detection device. The answers
to these questions were mostly very positive, with 6 to 8 participants always identifying
all these aspects as easy or very easy. In all these questions, only 1 participant classified
these tasks as being difficult.

Regarding the online video editor, the users who used it gave positive feedback on
its relevance and ease of use (Graph 3). When it comes to the appeal of the online video
editor, only 2 participants found it “neutral”, while other 3 considered it “appealing” and
there was even one other user who evaluated it as “very appealing”. The other 6 opted for
“non applicable”, since they didn’t choose to use the online video editor during the visit
(it is not mandatory, users may use it if they want to change something on the automatic
created video).
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Graph 2. Ease of interaction with various aspects of the system.

The participants were also questioned specifically about the ease of use of the online
video editor and the results were very similar, with overall positive answers. Even though
3 participants considered this was a “neutral” aspect, the 3 other users thought it was
“easy” or “very easy” to use.
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Graph 3. Evaluation of the online video editor.

When asked about this system’s contribution for the automatic generation of per-
sonalized videos to improve the experience of visiting cultural spaces, 33,3% (n = 4)
considered that this system contributes a lot to this improvement, 50% (n = 6) consid-
ered that it contributes to the improvement and 16,7% (n = 2) felt that this contribution
was neutral (Graph 4).



116 P. Almeida et al.

0
1
2
3
4
5
6
7
8
9

10

It doesn't
contribute

It contributes a
little

Neutral It contributes It contributes a lot

Graph 4. MixMyVisit system’s contribution to improving the visit experience.

At the end of this questionnaire, participants were asked on what would be their level
of interest in a system that would automatically create a personalized video of the visit to
a cultural space based on the visited areas and the responses were entirely positive, with
75% (n = 9) considering being “very interested” and 25% (n = 3) identifying “some
interest” in this solution (Graph 5).
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Graph 5. Participants’ level of interest in a system such as the one proposed throughMixMyVisit
(after the visit).
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5 Conclusions

The development of the MixMyVisit application required the integration of different
technologies and structures to create a simple way to offer visitors to cultural spaces,
such as museums, a personalized video reflecting the visit made. The team managed to
implement a solid prototype that gained positive feedback from expert assessment and a
group of potential end-users in field assessment tests. The experts highlighted the need
for a simple and practical solution and the importance of being able to personalize the
videos. These requirements are met in the developed solution by supporting the upload
of visitor-generated content, via the chat bot, and by the non-intrusivemethod of tracking
used to determine the visitor’s path. On the other hand, the results of the field study with
12 participants, an intentional and non-representative sample, carried during a visit to
the architecture highlights of the University of Aveiro campus, revealed that the majority
considered the concept of creating a memory video, preferably personalized, for a visit
to a cultural space to be interesting and relevant. Some aspects that can be improved
were also highlighted to encourage visitors to share their video on social networks and
edit it in the online video editor on the MixMyVisit website. Although the group of
participants in the evaluation was small, it allowed to gather some indications that can
be validated in future moments of evaluation, namely with a greater number of users.

The process of developing the technological solution and the evidence resulting from
the first evaluation phase allow, on the one hand, to validate the technical implementation
and, on the other hand, to conclude on the relevance of this type of solution for the expe-
rience of visiting a cultural space, encouraging the team in continuing the development
and preparing the next assessment steps. The team is carrying further improvements on
the solution to make it even less intrusive, more practical, and customizable, potentially
providing an even more enriching experience for users. The optimized prototype will
be evaluated in other scenarios with different audiences to further validate the technical
solution, its relevance to the visitor and the user experience provided.

Acknowledgments. This work is part of the MixMyVisit project developed by Digimedia –
University of Aveiro and Altice Labs with funding from Altice Labs @UA.
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Abstract. Advances in information technologies (IT) are achieving
technological convergence in most scenarios of everyday life. However,
these advantages are not fully exploited and each application scenario,
such as digital television and smart rooms, uses different computing
devices that increase dependence on foreign suppliers, increase produc-
tion or marketing costs and cannot be reused in other similar scenarios,
nor to expand their possibilities and lengthen their obsolescence period.
This situation is further aggravated in the context of Cuba as a country
blocked and besieged by the government of the United States of Amer-
ica. The medical equipment and tourism industries are current examples
of these limitations by not being able to buy electronic supplies, see-
ing their commercialization limited or not being able to offer a greater
convenience of infommunication services to their customers. This article
aims to identify a computing module that can be adapted to different
scenarios by modular coupling of expansion interfaces to achieve connec-
tion with different peripherals (such as: USB, RF input, HDMI output,
Ethernet Interface, WiFi and others). The scenarios are presented: digi-
tal terrestrial TV decoder in various models and home automation. As a
result of technological convergence, software components can be reused
to develop human-computer interactivity in various emerging technolog-
ical scenarios in a continuity of the present work.

Keywords: Internet of things · Home automation · Computing
module

1 Introduction

Advances in information technologies (IT) are achieving technological conver-
gence in most scenarios of everyday life [18]. Computing systems from the cloud
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to mobile phones and wearable devices connect with each other to provide
people with interactive content and a wide variety of services that are presented
in different representation formats [22].

However, these advantages are not fully exploited and each application sce-
nario uses different computing devices that increase dependence on foreign sup-
pliers, increase production and marketing costs and cannot be reused in other
similar scenarios or to expand their possibilities so that their obsolescence period
is prolonged. This situation is even more aggravated in countries blockaded and
besieged by foreign powers such as the one suffered by Cuba due to the govern-
ment of the United States of America [27]. The medical equipment and tourism
industries are current examples of these limitations by not being able to buy
electronic supplies, seeing their commercializations limited or not being able to
offer a greater comfort of IT services to the sick or guests.

Based on this situation, this research work aims to identify computer modules
that can be adapted to different scenarios through the modular coupling of
expansion interfaces to achieve connection with different peripherals (such as:
USB, RF input, HDMI output, RJ-45 Ethernet interface, WiFi and others) [14].

The principles that will guide this goal are: maximize technological
sovereignty, minimize the cost of its production and allow technological con-
vergence so that it can be reused in different scenarios [9]. The scenarios are pre-
sented: digital terrestrial TV decoder and home automation. Sovereignty refers
to the design of the electronic components board, the operating system, compo-
nent libraries and reusable softwares such as the web browser where the specific
functionalities of the scenario addressed are implemented. For electronic compo-
nents, different foreign, non-American suppliers would be identified, so as not to
depend on a specific one and, above all, to minimize the effect of the extraterri-
torial laws of foreign powers.

2 Previous Works

A single-board computer (SBC) is a complete computer, built on a single board,
containing microprocessors, memories, input/output devices and others that are
required to complete a functional computer.

SBCs are increasingly being applied due to their low costs, ease of installa-
tion and maintenance, reduced energy consumption and small size, which makes
it possible to reach hard-to-reach places [16,20,28]. The possibilities of these
equipment grow even more by the digital interconnection of everyday objects
what is known as the Internet of Things (IoT). Forecasts state that the IoT
market is one of the fastest growing in the next decade with a 20% annual [2].

In addition to the possibilities as an isolated computer equipment, another
scenario in which SBCs can be applied is in the creation of micro data centers to
reduce costs and latency in responding to real IoT scenarios [1,5,6,21]. Security
is an important aspect in this type of scenario and has been addressed with good
results as is the case of [3]. Even in complex computer vision and digital signal
processing scenarios there are applications with very good results [19]. Some
works demonstrating real-time processing with voice message recognition have
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also been presented [4,10]. In [11] an architecture composed of low-cost Single-
Board-Computer clusters near to data sources, and centralised cloud-computing
data centres is presented. This architecture demonstrated a reduction in energy
consumption and installation and maintenance costs without losing response
time in scenarios where high computing power is not required such as the pre-
sented traffic-system scenario.

The possibilities described above are in line with the Sustainable Develop-
ment Goals of the 2030 Agenda of the United Nations Development Program [25].
Through its extensive application, low-income countries find a way to achieve
the development of society in a friendly and sustainable way in its interaction
with the environment.

As an example, some figures are presented that illustrate the magnitude of
the generalization of these solutions for a low-income country and, with the
particularity that it has been blocked by the government of the United States of
America for more than 60 years [27].

There are 3.5 million households in Cuba with 2.7 million digital terrestrial
TV (DTT) receivers installed [7]. In addition to the above, there are more than
150 thousand rooms in the tourist facilities. On the other hand, it stands as the
telecommunications infrastructure, maintaining a steady increase with a mobile
penetration of 6.6 million services on the internet, of which about 2 million are
on the 4G network [12].

However, these interconnection possibilities are not being exploited to their
full extent in proposed scenarios because both in DTT and home automation
interactivity is null and the smart room capacity is practically nonexistent [24].

Taking into account the situation described above, the scenarios proposed
for this work are as follows: multimedia center with interactive terrestrial digital
television set-top box and smart room control center (home automation), see
Fig. 1. Of course, as a result of technological convergence and the generality of
SBCs, software components will be able to be reused to develop human-computer
interactivity in various emerging technological scenarios such as: vital medical
parameter monitor [15] and precision agriculture [17].

The analysis shown below is supported by the Government management sys-
tem based on science and innovation proposed in [8].

3 Identified Application Scenarios

The identified scenarios are characterized as follows:

Media center, DTT decoder:
– DTMB standard demodulator (GB 20600-2006) 6 MHz;
– Standard definition digital TV set-top box (SDTV) that supports image

formats 720× 480i at 59,94 fps and 720× 480p at 29,97 fps, video com-
pression ISO/IEC 13818-2 (H.262 or MPEG-2 Part 2) MP@ML; ISO/IEC
14496-10 (H.264/AVC or MPEG-4 Part 10) MP@L3; IEEE Std. 1857TM-
2013 (AVS1-P2) Jizhun Profile, Level 4.0.0.08.30, sound compression
ISO/IEC 13818-3 Layer 2 (MPEG-2 Part 3 Layer 2);
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Fig. 1. Some functionalities present in home automation and smart room.

– High definition digital TV set-top box (HDTV) that supports image for-
mats 1280× 720p at 59,94 fps; and 1920× 1080i at 59,94 fps, video com-
pression HP@L4; IEEE Std. 1857TM-2013 (AVS+ or AVS1- P16) Level
6.0.0.08.60, sound compression ISO/IEC 14496-3 (MPEG-4 Part 3 Sub-
part 4 AAC);

– RF input by F type female connector (ANSI/SCTE 02 2006);
– Video output by HDMI interface (version 1,2 or high);
– Infrared reader for remote control.

Control center for home automation and smart room [24]
– Ethernet IEEE 802.3 interface;
– Wifi IEEE 802.11 interface;
– Audio microphone to pick up voice commands;
– (Optional) Video output by HDMI interface (version 1,2 or high);

4 Proposed Solution

The general objective of this work proposes the development of a computing
module of general-purpose type SBC with their software system that can adapt
to different scenarios using the coupling modular interfaces expansion for the
connection with various peripherals; under the premise of maximizing the tech-
nological sovereignty, to minimize the cost of production and allow for techno-
logical convergence so that it can be reused in different scenarios.
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Taking into account the antecedents raised, an analysis of the existing SBCs
was carried out. The study was limited to those with a price of around 50 USD
so that they met the requirement that their cost of generalization had the low-
est possible price. The main characteristics of the analyzed STBs are shown in
Table 1 (see the reference photographs of each one in Figs. 2, 3, 4 5 and 6).

Table 1. Computing modules with an approximate cost of 50 USD (taken from the
SBC Database https://hackerboards.com/).

SBC,
Manufacturer

CPU RAM Interfaces Year Cost (≈ USD
Dec. 2021)

ODROID C4,
Hardkernel Co.
Ltd., KR

4× ARM
Cortex-A55
2.0GHz

4 GB DDR4 4× USB 2.0,
micro-USB OTG,
HDMI 2.0, 25×
GPIO pins pins

2020 50

Raspberry Pi
4, Raspberry
Pi Foundation,
UK

4× ARM
Cortex-A72
1.5GHz

2-4-8 GB
LPDDR4

2× USB 3.0, 2× USB
2.0, 2× HDMI 2.0,
40× GPIO pins, 7×
GPIO pins

2019 55 (4 GB
RAM)

Raspberry Pi
Zero 2W,
Raspberry Pi
Foundation,
UK

4× ARM
Cortex-A53
1.0GHz

512 MB
LPDDR2

1× Mini-HDMI, 1×
Micro-USB 2.0 OTG,
1× Camera Serial
Interface, 40-pin
GPIO Header

2021 15

Orange Pi 4,
XunLong
Software, CN

4× ARM
Cortex-A53
2.0GHz + 2×
Cortex-A72
1.5GHz

4 GB DDR4 2× USB 3.0 + 2×
USB 2.0 + 1× tipo
C, HDMI 2.0, 40×
GPIO pins, 7×
GPIO pins, MIC

2019 50

PocketBeagle,
BeagleBoard,
USA

1× ARM
Cortex-A8
1.0GHz + 1×
Cortex-M3
Coprocessor +
2× PRUs

512 MB
DDR3

1× USB OTG, 2×
36-pins GPI

2018 45

As can be noted, the STBs have similar characteristics, with connectors for
various peripherals via USB and HDMI and all allow extension via general-
purpose input and output connectors (GPIO). However, the decision leans
towards the Orange Pi 4 considering that the manufacturer does not rely directly
on North American components such as its Rockchip RK3399 processor. In addi-
tion, the Orange Pi 4 is the only module that has a built-in microphone so it can

https://hackerboards.com/
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Fig. 2. A single board computer of the brand ODROID model C4.

Fig. 3. A single board computer of the brand Raspberry Pi model 4.

Fig. 4. A single board computer of the brand Raspberry Pi model Zero 2W.
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Fig. 5. A single board computer of the brand Orange Pi model 4.

Fig. 6. A single board computer of the brand PocketBeagle.

respond to home automation applications. The block diagram of the processor
is shown in Fig. 7 where it can be verified that it meets the requirements of the
scenarios raised in this work.
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Fig. 7. Block diagram of the Rockchip RK3399 processor contained in the Orange Pi
4 SBC [13].

The professional version RK3399Pro is a low power, high performance pro-
cessor for computing, personal mobile internet devices and other smart device
applications. Based on Big.Little architecture, it integrates dual-core Cortex-
A72 and quad-core Cortex-A53 with separate NEON coprocessor. Equipped
with one powerful neural network process unit (NPU), it supports mainstream
platforms in the market, such as caffe, tensor flow, and so on. Many embed-
ded powerful hardware engines provide optimized performance for high-end
application. RK3399Pro supports multi-format video decoders and encoders.
Embedded 3D GPU makes RK3399Pro completely compatible with OpenGL
ES1.1/2.0/3.0/3.1, OpenCL and DirectX 11.1. Special 2D hardware engine with
MMU will maximize display performance and provide very smooth operation.

An example of the modular extension can be seen in the incorporation of the
digital TV receiver. Figure 8 shows an SBC with an expansion card connected
to receive the DTT signal modulated in DVB-T/T2.
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Fig. 8. A SBC Raspberry PI 4 model B with an expansion card connected to receive
the DTT signal modulated in DVB-T/T2.

For simpler scenarios the proposed solution can be integrated with low-cost
microcontrollers such as the ESP32-C3 (see Fig. 9). ESP32-C3 series of SoCs
is an ultra-low-power and highly-integrated MCU-based solution that supports
2.4 GHz Wi-Fi and Bluetooth LE. The block diagram of ESP32-C3 is shown in
Fig. 10.

Fig. 9. An ESP32-C3 microcontroller.
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Fig. 10. Block diagram of the Espressif’s ESP32-C3 microcontroller [23].

The ESP32-C3 series has the following highlights:

– A complete WiFi subsystem that complies with IEEE 802.11b/g/n proto-
col and supports Station mode, SoftAP mode, SoftAP + Station mode, and
promiscuous mode

– A Bluetooth LE subsystem that supports features of Bluetooth 5 and Blue-
tooth mesh

– 32bit RISCV singlecore processor with a four-stage pipeline that operates at
up to 160 MHz

– State-of-the-art power and RF performance
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– Storage capacities ensured by 400 KB of SRAM (16 KB for cache) and 384
KB of ROM on the chip, and SPI, Dual SPI, Quad SPI, and QPI interfaces
that allow connection to external flash

– Reliable security features ensured by:
• Cryptographic hardware accelerators that support AES-128/256, Hash,

RSA, HMAC, digital signature and secure boot
• Random number generator
• Permission control on accessing internal memory, external memory, and

peripherals
• External memory encryption and decryption

– Rich set of peripheral interfaces and GPIOs, ideal for various scenarios and
complex applications

Even the lowest-cost connectivity solution needs to provide an appropriate
level of security for common security threats. ESP32-C3 is designed to address
this threat model.

1. Secure Boot: ESP32-C3 implements the standard RSA-3072-based authen-
tication scheme to ensure that only trusted applications can be used on the
platform. This feature protects from executing a malicious application pro-
grammed in the flash. We understand that secure boot needs to be efficient,
so that instant-on devices (such as light bulbs) can take advantage of this fea-
ture. ESP32-C3’s secure boot implementation adds less than 100ms overhead
in the boot process.

2. Flash Encryption: ESP32-C3 uses the AES-128-XTS-based flash encryp-
tion scheme, whereby the application as well as the configuration data can
remain encrypted in the flash. The flash controller supports the execution of
encrypted application firmware. Not only does this provide the necessary pro-
tection for sensitive data stored in the flash, but it also protects from runtime
firmware changes that constitute time-of-check-time-of-use attacks.

3. Digital Signature and HMAC Peripheral: ESP32-C3 has a digital sig-
nature peripheral that can generate digital signatures, using a private-key
that is protected from firmware access. Similarly, the HMAC peripheral can
generate a cryptographic digest with a secret that is protected from firmware
access. Most of the IoT cloud services use the X.509-certificate-based authen-
tication, and the digital signature peripheral protects the device’s private key
that defines the device’s identity. This provides a strong protection for the
device’s identity even in case of software vulnerability exploits.

4. World Controller: ESP32-C3 has a new peripheral called world controller.
This provides two execution environments fully isolated from each other.
Depending on the configuration, this can be used to implement a Trusted
Execution Environment (TEE) or a privilege separation scheme. If the appli-
cation firmware has a task that deals with sensitive security data (such as the
DRM service), it can take advantage of the world controller and isolate the
execution.
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Additionally, the proposed solution can be scaled to more complex scenarios
by using SBC cluster, see an example in the Fig. 11 taken from [21]. The prin-
ciples of the development of cluster computing systems based on single-board
computers are discussed in [26].

Fig. 11. Example of 3 SBC clusters, devices in each cluster (a, b, c) connect to a
Ethernet switch [21].

5 Conclusions and Future Works

The results of this work constitute the foundations for the development of a
computing module that can adapt to various key scenarios of the economy and
society with a minimum of investment and a maximum of sovereignty. These
principles guarantee the sustainability of the main results of this work. The
equipment and computer programs that are obtained follow the paradigms of free
knowledge, so they will allow their continuous improvement, reuse and evolution
towards other scenarios that cannot be addressed by the scope of this work.
The electronics industry and the computerization of society could reproduce
them on a large scale, which would replace imports, reduce production costs,
minimize the impact on the environment and would achieve the linkage with
other interested entities with a view to their commercialization. The key sectors
of the economy and society (tourism, agriculture, education, health, culture, and
others) found in the results of this work a way to achieve their computerization
reducing costs and gaining the sovereignty posed in the Sustainable Development
Goals of the Agenda 2030 of the United Nations Program for Development. For
the continuity of the work it is required to carry out the acquisition of equipment
and components that allow testing and adjusting its final development.
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Abstract. The performance of the natural language understanding (NLU) mod-
ule is a key issue when developing a natural language interaction (NLI) system.
For the NLU to perform in an accurate way, it must be trained to correctly under-
stand a wide scope of users’ intentions and give (correct) answers. The interaction
context must also be considered, meaning that optimizing a NLI system for the TV
domain,with a conversational dynamic close to that of humans, involves a complex
process capable of gathering a relevant set of natural and diverse utterances for the
television specific context. Considering this, the purpose of this paper is to report
a process for gathering utterances, which was later be converted into selected data
to train the NLU module of a NLI system developed to search a huge number
of video content and to control the ever-increasing features of a Smart TV or a
Set-Top Box (STB). The process involved real users’ data, close monitoring, and
active intervention of a support team. The results of the study highlight that inte-
grating easy-to-use feedback mechanisms (WhatsApp and “Flag Failure” buttons
embedded in the mobile app), along with the creation of a continuous dynamic
with the participants to stimulate their interactions, are paramount to improving
the collection of natural and diverse utterances.

Keywords: Natural language understanding · Training data · iTV

1 Introduction

Voice interaction already plays an important role when dealing with the ever-increasing
features of advanced interactive TV (iTV) solutions and with the almost endless offer
of TV and video content [1]. Nowadays there are commercial solutions, such as LG
Voice Mate, Google Assistant, Xfinity, Alexa and Bixby systems, allowing to search
for TV content by voice, without having to resort to a more complex interaction via
the TV remote control [1]. However, unlike command-based voice interaction systems,
where the user interaction is modelled by saying known and limited commands, in a
natural language interaction (NLI) system the training and continuous improvement of
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the natural language understanding (NLU) module are of paramount importance [2].
Tuning this module has the complex challenge of mapping users’ phrases to identify
their intentions and making them noticeable to the system. The training data collection
process, therefore, should be able to gather natural words and phrases, and associate
them to each previously identified intent, allowing the recognition of a huge diversity of
users’ requests [3].

When dealing with the specific iTV domain, a well-trained NLU module should
be able to react to situations such as when a user asks for a type of content, even
though in an indirect way (e.g., “I’m upset! Show me something to laugh at”, “What
did the prime minister say today in the news?”) or wants a reaction from the system to
a statement or a question (e.g., “The sound is too loud!”, “Should I take an umbrella
tomorrow?”). Although it does not have a direct implication in the training data collec-
tion processes, it is worth mentioning that each language has its own syntax, grammar,
semantic and linguistic details [4], which prevent for instance a NLI system trained to
Brazilian Portuguese to work in a satisfactory way for European Portuguese.

There is no single formula for gathering data for training the NLU module, hence
different approaches have been followed by researchers and professionals in the sector.
One of the main issues is the fact that collected data is usually not obtained in real
contexts [5, 6]. In this way, the main purpose of this paper is to describe the process
used under the CHIC project [7], involving the major IPTV provider in Portugal, for the
collection of utterances to train the NLU module of a NLI system for the TV domain.
This process aims to achieve a wide diversity of possible utterances (relevant to the needs
of the users and for their daily interaction with the TV) with the support of users framed
in a real context of use. The process used includes the phases of collecting utterances,
its organization/analysis, and the final enrichment of the NLU data set by converting
the collected utterances into training data. After this introductory section, the paper is
structured as follows: Sect. 2 presents the related work on data collection approaches
for training NLU modules; the process for gathering training data for the TV lexicon is
dealt in Sect. 3; Sect. 4 presents the results and discussion from the process of gathering
training data; and the conclusions are presented in Sect. 5.

2 Background

Methods such as crowdsourcing, andWizard-of-Oz (WoZ) are commonly used to collect
data to trainNLUmodules.Although crowdsourcing has themain advantages of allowing
to reach a high number of participants, individuality of people, and reduced costs [5], the
breadth of data collected can be limited, as the individuals involved in crowdsourcing
generally represent a specific group - typically young people between the ages of 18
and 35 years old with digital knowledge [3]. WoZ, on the other hand, although a useful
method for collecting an initial set of data, requires a greater operationalisation effort,
since it requires substantial support from specialists [6], aswell as some time requirement
to test with a large sample. In addition, data collected from both methods may not reflect
real utterances [5, 6], as the imaginary performance of tasks do not exactly reflect the
real context of using a system.

Training a NLUmodule using data collected from spontaneous use of the system, in
a real context, can be advantageous. Examples of this type of training can be found in
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academic works, reporting to have successful results. Kapoor & Tirkaz [8], for example,
trained the NLU component of a voice assistant in German in two phases. First, the
researchers did a focused training,with activities aimed at a smaller group of participants.
With this first phase, the researchers were able to evaluate themodel developed. Next, the
researchers collected data from spontaneous use of the system. This way, they managed
to obtain a greater variety of phrases.

To increase the participation of users in the creation of the training data, it is still
possible to use additional incentive mechanisms within the gathering process. Such
an approach is usually based on a crowdsourcing contest, which incorporates concepts
based on tournaments and auctions [9]. Generally, participants receive challenges, which
can yield some type of reward [10]. To encourage the participation of crowd workers,
Hettiachchi et al. [11] offered US$20 vouchers to those who have interacted the most
with the proposed challenges. According to the researchers, the stimulus boosted the
number of interactions in the study, which aimed to measure the performance of tasks
using a regular graphical interface versus digital voice assistants. The results of the
study showed that the researchers obtained satisfactory quality data. In this sense, it is
believed that contests can be quick and direct mechanisms to obtain greater involvement
as reported by [12].

In the commercial context, companies exploring conversational artificial intelligence
(AI) are also looking into the best approaches to collect data, and even designing pro-
cesses around that goal, as is the case of Rasa,1 a company dedicated to developing a
standard infrastructure for conversational AI [13]. According to Rasa documentation
[14] the process of gathering training data should have conversation-driven develop-
ment (CDD) in mind. CDD, through a set of activities and principles, allows to guide the
decisions of a development team, in the creation and improvement of the assistant, to
correctly meet the users’ requests. To this end, it envisages collecting real data from user
interactions, namely in an uncontrolled environment as a Field Trial (which enables a
greater naturalness in user interactions), which allows for better performance of the NLU
module. This approach is, thus, different from text generation tools or models which,
despite generating many synthetic training data, do not really represent user interactions
[14], as they do not reflect a real interaction context. CDD comprises six steps: 1) Share
- test the prototype at an early stage of the development process with users not belong-
ing to the development team; 2) Review - analyse the training data of the interaction
between the users and the assistant; 3) Annotate - convert the data into examples for
training; 4) Test - perform tests whenever updates are made to the assistant; 5) Track
- use meaningful metrics (e.g.: frequency of most common assistant actions and most
commonly used terms) to have a greater understanding of what is working correctly and
incorrectly; 6) Fix - continually carry out adjustments (based on the analysis of user
interactions with the assistant) to reduce failures in the long term. This process, besides
being user-centered, is iterative, which allows a continuous improvement of the assistant
and its potentialities. Moreover, the various steps can be carried out simultaneously [15].

There are many specificities inherent to the TV domain, especially when OTT (Over
the Top) content and other devices come into stake. The number of on-demand content
platforms, such as Netflix or Disney+, is growing, a feature that goes against the linear

1 https://rasa.com.

https://rasa.com
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visualization of programs [16]. The TV-set (either a regular TV connected to a STB or
a Smart TV) can even be used as a personal information aggregator, since it can display
useful data for everyday life, such as traffic or weather conditions. In addition, the user
can, for example, browse through a variety of applications like those installed in one’s
smartphone.

Aiming to identify studies related to collecting training data approaches for the NLU
module considering the television lexicon, a thorough research was done on different
platforms (Mendeley, Scopus, Google Scholar, ACMDigital Library and IEEE Xplore).
Search sentences, such as “TV training AND NLU”, “TV training data”, “TV training
AND television” and “television OR data training”, were used (last accessed 2021/9/10).
Unfortunately, no relevant results were found as, probably, NLU training tends to be
developed by major industry players, who do not usually share their strategies on the
topic.

3 Process for Gathering Training Data for NLI System

As part of the CHIC project [7], it was intended to develop a NLI system for both navi-
gation and content search (in the context of an IPTV service) using European Portuguese
semantics. As the performance of the NLI system relies on a continuous improvement
approach, to ensure a good efficiency of the NLU module an iterative process was fol-
lowed, gathering natural and diversified utterances for the different intents of the TV
lexicon, and identifying and solving problems in an agile way.

In this context, the collection of utterances for training the used NLU module (Rasa
NLU module supported by BotSchool proprietary technology, which allows to create
assistants and have a more user-friendly interface to teach the NLU module [17]) was
organised in two phases (Fig. 1). The initial phase of gathering utterances, aimed to
overcome the “cold start” of the system, was based on the provision of different types
of visual stimuli related with frequent users’ actions in the iTV context [18]: Channels
browsing - search for a channel by name; TV content search - search for content by
title/name, thematic and trends (popular TV shows); search for channels by thematic;
Automatic TV-recordings (Catch-up TV service) - access to the latest content of each
channel; Navigation - access to the TV Guide (EPG), Set-Top Box (STB) menus, pro-
gramme information and continue watching list; Video Club - see rented content; Apps

Fig. 1. Phases of gathering training data
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- search for apps by thematic or by their name/title; YouTube - search for content on the
YouTube TV app by name/title or pre-existing category (e.g.: recent videos).

The outputs of this first phase of gathering utterances were fundamental to inform
and provide data to the initial training process of the NLU module of the functional
prototype developed. This prototype relied on a mobile app from which the Natural
Language Interaction is performed2 in association with an iTV app responsible for
displaying the output results to the users (Fig. 2).

Fig. 2. Prototype of the NLI system for iTV

To increase the naturalness of users’ interactions with the system, alternative decoys
were created for textual feedbacks, which expressed amore empathetic and user-friendly
tone, such as: “The virtual command has an OK button which is easier to use!:)”, “Un-
fortunately I can’t do it yet…: ( But soon I will” and “Unfortunately I couldn’t find what
you were looking for: (“ and, eleven copywriting quotes, like “Hello!:) How can I help
you” and “See you next time!:)” to standardise the discourse of the system.

A set of novelty phrases has also been programmed so that the system reacts to user’s
jokes/prompts. For example, if users made requests like “Tell me a joke” or “I’m a little
late. What’s the best route to work?”, the system will give answers like “Okay… Have
you ever heard of the claustrophobic astronaut? He just needed a little bit of space!: D”
and “I thought so…:) Unfortunately, I still can’t do it…”, respectively. These examples

2 Due to technical restrictions of the commercial STB used by the IPTV provider, the integration
of the NLI feature in this already existent app was the best trade-off to support this research.
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do not refer to possible actions specifically related to the TV context, however, have the
potential to lead to a more natural and empathetic use of the system.

In the second phase (Fig. 1), amore complete utterance collection processwas carried
out in a Field Trial (FT), which allowed to test the prototype in real conditions and thus
to collect a greater number of diverse and natural utterances. This paper focuses on this
second phase of gathering training utterances, in which the following aims were defined:
i) collection of more diversified and natural utterances for the different intents related
to the TV context; and ii) identification of the set of intents/utterances that need to be
trained and learned by the NLU module. To achieve these goals, a set of procedures
was established in a FT, following the CDD process previously described, with the
main purpose of collecting natural and diversified utterances, to be later converted into
organized data to train the NLUmodule. As it took place in an uncontrolled environment
(where the conditions under which users interacted with the system, such as in terms
of noise, could not be controlled), a dynamic of proximity with the participants and
close monitoring of the user’s interaction with the system was implemented, allowing a
continuous improvement of the system.

3.1 Field Trial Process for Collecting Training Data

The process of gathering utterances during the FT was held with the support of the
already referred mobile app. Figure 3 illustrates the existing data flow between the user
and the system, from the moment an utterance is picked up by the microphone of the
smartphone, where the mobile app is installed, to the completion of the corresponding
action in the STB. Figure 3 also reflects all the instruments used to obtain feedback from
the participants and the respective training datasets needed to train the NLUmodule (the
infographic here presented is a simplified version of the one available at: https://drive.
google.com/drive/folders/1fnO84rWNU9fTajhgbwJDQ1BGa4d8BC-F?usp=sharing).

User-System Data Flow. The user presses the button of the microphone incorporated
in the mobile app so that the smartphone captures the audio of its request (13). After
capturing the audio, theAutomatic Speech Recognition (ASR) performs a speech-to-text
conversion of the user’s request (2). This conversion generates a text file that is processed
and stored in the cloud. Subsequently, the request converted to text is sent to the mobile
app (3), communicated to the iTV/STB app (4) and displayed on the iTV UI (5). The
utterance processed by the ASR is transmitted as the user interacts in natural language
with the system (in real time).

For the system to perform an action, the mobile app sends the text converted by
the ASR to an API (6), where all the elements, allowing the various components of the
solution to be articulated, are implemented. From there, it goes to the BotSchool, where
the interpretation and conversion of text into commands occurs (7). Once the conversion
is done, the command is returned, via the API (8), to the mobile app (9) that will transmit
it to the App-TV/STB (10). Finally, the interpreted intent and corresponding results are
displayed in the UI (11).

3 Each number represents a stage of the user-system data flow, shown in Fig. 3.

https://drive.google.com/drive/folders/1fnO84rWNU9fTajhgbwJDQ1BGa4d8BC-F?usp=sharing
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Fig. 3. Infographic of the process for gathering training data

If there is a misinterpretation of the utterance by the NLU, two possible actions may
occur, either the system performs an action that is not as expected or issues a decoy, such
as “Sorry, I still can’t help you with what you asked for”.

Managing the Process of the Field Trial. To carry out the FT, a daily dynamic of
gathering, organizing and analysing data was followed. As the gathering of utterances
took place in a real and not controlled context, it was necessary to design a strategy to
record all participants’ interactions and to allow them to give feedback when the system
did not react to something as they wanted. To achieve this, two dedicated buttons were
implemented in the app: a) a red button to flag errors and utterances not correctly inter-
preted (“Flag Failure” button shown in Fig. 3); and b) a green button acting as a shortcut
to a dedicated WhatsApp channel allowing users to text or send an audio/video message
addressing the reported errors and suggestions for improving the system (WhatsApp
button shown in Fig. 3).

Daily, the BotSchool logs (written in.csv files) were downloaded and exported to
a dedicated database. The exported data allowed a daily analysis of the logs of all the
interactions reaching the NLU, namely the NLU outputs of the participants’ interactions
with the system, identification of the STB used, iTV text outputs as responses to user-
system interactions, correspondent triggered actions, and reasons that led the participants
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to press the “Flag Failure” button. The analysis team was able to verify the response
of the system to each request of the user (sentence) by replicating those requests in
the laboratory. As this analysis was carried out, utterances that worked correctly were
separated from those that worked incorrectly. The utterances that triggered an incorrect
action were converted into training data and subsequently trained by the development
team. The situations in which the participants reported a failure was also stored in the
BotSchool logs. This registration, marked by a timestamp, allowed the analysis team
to scan the previous interaction attempts that motivated the participant to report a fault,
allowing them to identify what was the system error.

Based on the data present in the database from the BotSchool’s daily.csv files, a
survey of popular TVcontent (recurring and seasonal TVprogramsof high audience)was
also carried out. These contents were compiled to create a list of popular TV programs
and, for each of them, equivalent utterances were defined allowing the participants to
invoke those contents using different phrases as, for example, saying “Vikings”, “Nordic
themes”, “Ragnar Lothbrok”, “Bjorn Ironside”, “Valhalla”, “Odin” or “Lagertha” to
request the TV series “Vikings”. The analysis team, after creating the list of popular
content, converted it into an organized.csv file so that it could be directly implemented
by the development team in the BotSchool. After that implementation, the analysis
team double-checked each of the utterances that characterized the popular contents and
verified if everything was working correctly. The problems identified from this analysis
were reported to the development team.

To get a clear idea of how the process of gathering training utterances was going
and to make it easier to follow up, an analysis was made per day of the total number of
interactions (number of voice interactions and number of times the participants reported
a failure). Thus, on the days when the number of interactions was reduced, the analysis
team could remember the participants of the importance to use the system to improve it.
An analysis of the number of utterances associated with each intent was also made.

In addition to the analysis of the daily.csv files, feedback obtained from the partici-
pants via WhatsApp was also screened to identify problems/bugs, suggestions for new
features or UX improvements. After that, the analysis team informed the development
team about the issues that should be tackled. To reinforce the importance of the par-
ticipants’ contribution, all improvements/corrections implemented in the system were
informed by e-mail on a regular basis.

As a way of boosting the process of gathering and creating training utterances, a
set of initiatives have been developed to create a closer dynamic with the participants
and thus encourage the continued use of the NLI system. Periodic communications
of the improvements introduced, awarding prizes to the most active participants, and
sending out challenges (2 per week) were the initiatives developed for this purpose.
The challenges were planned to introduce new or improved functionalities, or with the
objective of collecting diverse and natural utterances for the less used commands, such
as asking the participants to search the latest results of the SL Benfica games, using the
Sports TV app. In the case of the challenges two e-mailswere sent: onewith the challenge
and another one with some examples of utterances (trained prior to the challenge) that
could be used to actions related to the challenge.
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3.2 Summary of the Operationalization Process

In summary, Table 1 presents the operationalization of the CDD process used during the
FT for gathering the training data. This operationalization is divided into the six steps
that comprise the CDD process (share, review, annotate, track, fix and test).

Table 1. Operationalization of the CDD process in our work

CDD steps CDD process Operationalization process

Share Test the prototype at an early stage of the
development process with users outside the
development team

Participants external to the analysis and development
team tested the NLI system, in a real context of use (FT)

Review Analyse the training data of the interaction
between user and assistant

Daily analysis of the interaction logs, from the CSVs
provided by the BotSchool

Annotate Convert the data into examples for training Utterances spoken by users that triggered incorrect
actions due to a lack of language comprehension were
converted into training data. This was also the case
in situations where participants flagged a “failure” due
to NLU limitations/faults
Alternative utterances were created for users requesting
popular content were also converted into training data

Track Use meaningful metrics to have a greater
understanding of what is working correctly and
incorrectly

For the analysis team to have a greater understanding
of the performance of the system, an analysis was made
of the:
• daily number of voice interactions;
• daily number of participants who pressed the “Flag
failure“ button;

• number of interactions from the challenges;
• total number of utterances collected per intent and
action;

• number of incorrect actions to participants’ requests
An analysis was also made of the feedbacks given by
the participants via WhatsApp

Fix Continually carry out adjustments to reduce
failures in the long term

The development team used BotSchool technology to
train the NLU module, fix issues/bugs detected by the
participants and analysis team, and implement and
improve features

Test Perform tests whenever updates are made to
the assistant

Testing was carried out throughout the FT period.
When the development team updated the system,
emails were sent to the participants mentioning the
implemented improvements

4 Results

4.1 Participants’ Characterization

29 participants were engaged in the FT, where 22 participants (75.9%) were male and
7 (24.1%) female. Based on a convenience sample, two criteria were used to choose
the participants: their digital literacy and prior knowledge of iTV apps. Regarding age,
there was a great variety, since the youngest user was 22 years old and the oldest 78.
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The average was 43 years. The most representative age ranges were 35–39 years (7) and
42–46 years (7). Regarding the education level, 48.3% had a bachelor’s or undergraduate
degree; 44.8% a master’s degree; and 3.4% PhD, the same number of participants who
indicated that they had secondary education.

Television is a device often used by participants: 82.8% indicated that they watch
some type of program at least once a day. The average daily time devoted to television
consumptionwas 2 h 45min. Concerning virtual assistants (e.g., Google Home, Amazon
Echo), these devices are the least used by participants (51,7% of respondents said they
never had contact with this technology), compared to TVs, smart TVs, smartphones (to
control TV) and media players.

4.2 Collection of Diversified and Natural Utterances

The process of gathering utterances, during the FT, took place between October 2019
and April 2020 (totalling 169 days). The interaction logs showed that a total of 5194
interactions occurred throughout the FT, where 4777 corresponded to voice interactions
and 417 corresponded to the number of times the participants pressed the “Flag failure”
button. For this total number of interactions (coming from all participants), it took, on
average, approximately 4 h of work per day from a member of the analysis team were
required to perform the analysis of the training data gathered.

Despite the high number of interactions in the first few days (243 interactions on
the 1st day of the FT), throughout the FT this number decreased stabilising at a daily
average of 15 interactions. At the beginning of the 2nd stage of the FT, the number
of interactions remained low. So, as of 12 February 2020, challenges were presented
to the participants (2 per week) to increase the daily average of interactions and make
the process of gathering training utterances more dynamic. As a result, the number of
interactions increased significantly. For example, at the launch of the 1st challenge – “Try
content reproduction controls”, 354 interactions were obtained. However, it should be
noted that the interactions arising from the 1st challenge do not exactly reflect the number
of interactions of the remaining challenges, as the average number of interactions arising
from the challenges was 79. The peaks seen in Fig. 4, as of 12 February 2020, resulted
from the days when challenges were sent.

Regarding the number of utterances collected per intent, Table 2 shows that “TV
Content Search/YouTube” (1947) and “Navigation” (1279) represented 67,53% of the
requests made by participants. The “Automatic TV-Recordings” was the intent which
obtained the least utterances (77). When analysing by action name4 and not by intent,
the lowest number of utterances was obtained in searchGambling (search of euromillion
results) (1) and searchLiveContent (2) from the intents Apps/Videoclub and TV Content
Search/YouTube, respectively.

4 Refers to the action triggered by the NLI system. Each intent may have several associated
actions names.
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Fig. 4. Voice interactions counting and error reports

Trained Utterances/Intents. To confirm whether the utterances spoken by the partici-
pants triggered the right actions, the analysis team carried out daily laboratory tests in
which the requests made by the participants were reproduced. From these tests, it was
verified the existence of 423 utterances (8,85%) that did not act in accordance with the
requests made by the participants and, consequently, needed further training. In the 3rd
phase (the last phase of the process), 129 utterances were trained. The remaining utter-
ances represented pending problems (254), not applicable (38) or impossible to perform
(2). The pending problems were related to functionalities that were not available at the
time of the user-system interaction, but were foreseen to be implemented, such as the
utterances that refer to the commands “Restart” and “Maximum/Minimum Volume”.

When testing the utterances which motivated participants to press the “Flag failure”
button (interaction prior to an error), it was perceived that too vague commands (14), non-
existent (16) or foreseen functionalities (88), system down by server updates (61), and
content unavailable in the iTV catalogue (31) were the main reasons that led participants
to report failures.

The daily analysis made to the interaction logs enabled not only greater agility in
the detection of utterances that did not correctly execute the intended actions but also
the quick tracking of the main reasons that led the participants to report a failure. The
main advantage of the “Flag failure” button focuses on the fact that, with just one click,
participants could report the existence of a problem without having to describe it, which
resulted in a less user-system interaction effort.

The feedback given by the participants using the “WhatsApp” button allowed the
identification of 53 errors. Examples of feedback messages were: “The message per-
ceived by the system does not appear on TV” (P.45); “Searching “You on TV” by voice
leads to the action “to turn off"” (P.15); “The utterance “Turn off the box” translates
into the action “to exit” (P.21); and “The utterance “restart program” does not lead to
any action, nor does generate any feedback” (P.1). Of the errors identified, 37 have been

5 “P.4” represents participant #4.
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Table 2. Number of utterances per intent

Intent Action Name Counting
utterances

Total of
utterances per
intent

Relative
frequency per
intent

Channels Browsing changeChannel 853 853 17,86%

TV Content
Search/YouTube

searchByGenre 207 1947 40,76%

searchByName 1688

searchChannel 50

searchLiveContent 2

Automatic TV-
Recordings

openGAs 77 77 1,61%

Navigation continueWatching 79 1279 26,77%

exitToTV 169

Help 20

remoteKey 470

showText 8

tvPause 6

tvPlay 15

tvRestartContent 14

tvShowPit 10

volume 488

Apps/Videoclub changeRadio 75 621 13%

openApp 417

searchApp 81

searchGambling 1

searchSoccer 25

showWifiPassword 22

resolved, whereas 16 were not possible to be solved due to technical constraints such as
lack of metadata information (e.g. year; and casting).

Training Popular Contents. From the analysis made to the daily .csv files from the
BotSchool it was possible to identify 70 popular contents, in which 39were trained using
equivalent utterances that characterize the correspondent trending TV programmes. For
example, for the popular content “Batman” utterances like, “Bruce Wayne”, “Gotham”
and “Dark Knight” have been created as alternatives to request this movie. Due to con-
stant changes in the TV catalogue, contents identified as seasonal (25), which were not
available in the catalogue at the time of the analysis, were not trained. The popular con-
tent identified and the creation of equivalent utterances that characterize these contents
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contributed to participants interacting more naturally with the system and being able to
find the contents, even without knowing their title/name.

5 Conclusions

The development of a NLI system for the television context requires a deep knowledge
of the possible intentions of the user, so that the system is trained to meet their requests,
because while humans can naturally assimilate speech, machines are not capable of
doing that. Only with a good performance of the NLU, a NLI system can process and
understand the meaning of the speech and thus determine the intended action to respond
to the user’s intention. Considering this, for training the NLU module adapted to the
television lexicon, the CDD process was operationalized, in a FT, which allows, in an
iterative way to collect a substantial number of diversified and natural utterances and to
detect and solve problems/bugs more quickly and efficiently.

The process used to collect training data requires the use of two instruments: the feed-
back mechanisms “WhatsApp” and “Flag failure” buttons (integrated in the mobile app
interface where the NLI takes place), and the BotSchool that makes available daily and
automatically.csv files where user interaction records are registered. While the “What-
sApp” button allowed the collection of feedback from participants about problems/bugs
they have identified and suggestions for possible improvements, the “Flag Failure” but-
ton enabled the user to quickly report an error with just one click. Without this feedback
mechanism training would be much more difficult, as it would not be clear whether
the statements referred to actions were correctly or incorrectly interpreted. The.csv files
from the BotSchool, after their treatment and analysis, allowed the collection and train-
ing of diverse and natural utterances for the different intents of the television lexicon.
From it, it was also possible to identify: utterances that do not meet the expectations
of the users and therefore need to be trained; content trends; and main reasons that led
participants to flag failures.

The designed dynamics enabled not only greater efficiency in processing and
analysing data from the used instruments, but also greater proximity between partic-
ipants and the teams involved in the study (analysis and development teams). Sending
the improvements made to the system, providing feedback from the analysis team in
response to what participants reported via WhatsApp, launching challenges, and deliv-
ering awards (extrinsic motivator) to the most active participants contributed to the
streamlining of the dynamics, as well as to give participants a perception that the NLI
system was continuously being improved. In addition, to help make the speech more
cordial, friendly and empathetic between the user and the system, decoys, copywriting
suggestions and novelty phrases were created.

Although the need for an active team to support the process described of gather-
ing data to train the NLU module, the process has made the system more capable of
responding to users’ requests. It also revealed to be very important to respond quickly
and efficiently to the problems detected by the users and to permanently have a good
performance of the NLU. This is especially relevant when the TV catalogue is updated
with new and trending TV programs.

Faced with a need for continuous improvement of the NLI system, namely its func-
tionalities and the NLU module, in the next phase of the project (pilot), it is intended
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to continue gathering data to train the system to make the user experience more natural.
Using contextual information, it is intended to implement some conversational use-cases.
Providing the system with functionalities such as fine content selection, disambiguation
of requests and content suggestion in response to certain conversational user interactions
is a following step in that direction.

In the pilot, using the same NLI system, it is also intended to understand how the
overall user experience will be affected if the voice input is supported via a TV remote
control with an integrated microphone. To achieve this, a dedicated technical setup is
being implemented enabling the analysis team to study the preferences of the users
regarding the voice input device.
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