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Abstract. The lack of acceptability of future autonomous vehicles (AVs) is a
challenge for investing in their design. Driving simulators offer opportunities to
imagine and test possible solutions to achieve acceptability. The solution studied
here is a cognitive interface based on theories of mental representation, under the
assumption that they are the basis of acceptability and trust. A first interface was
designed and then tested by users on board a simulator. The interviews carried
out at the end of the tests allowed characterization of user fears regarding self-
driving vehicles and identification of ways of improving the initial concept. In
particular, there is a need for information on the functioning and decisions of the
AV. This information is essential for the construction of a mental representation
that is sufficiently rich to establish a satisfactory level of confidence. However,
information about AV functioning is not an end in itself, but a necessity to help in
decision making processes according to the situation. For this reason, the second
version of the interface will be connected to an empathic function in order to
inform and reassure the user when his cognitive and emotional states require it.

Keywords: Autonomous vehicle · Acceptability · Trust · Situational awareness ·
Empathetic interface ·Mental representation

1 Theorical Background

1.1 Context of the Study

Most car manufacturers have started to integrate self-driving functions into their vehi-
cles. Some have already reached a fairly high level, where the vehicle is able to drive
autonomously under the active supervision of the driver [1]. Some countries have already
paved the way for this practice. In Europe, road users (motorists, pedestrians, cyclists,
etc.) are increasingly open to autonomous vehicles, but there is still a long way to go to
completely convince the population [2]. European countries are focusing on autonomous
vehicules through various research projects [3, 4] to build a transition adapted to their
territories. These projects focus on the opportunities and impacts of autonomous vehi-
cles and explore different levers to promote their acceptability. The acceptability of a
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technology can be defined by the intention of use by future users [5], in other words,
this is a predictor of its adoption [6]. Solutions to measure and support the acceptability
of autonomous vehicles are being studied in the SUaaVE (SUpporting acceptance of
automated VEhicle) project, which includes the work presented here to expand on an
earlier communication [7]. The 10 partners in this project are looking at new uses and
functionalities that can be offered by a “level 4+ AV”, i.e. 100% autonomous but still
with manual controls. With such a vehicle, the user could rest, watch a film, or telework
instead of driving. However, these on-board activities could generate negative condi-
tions (e.g. anxiety, motion sickness, stress) which could be minimized by considering
e.g., understanding of the driving situation, dynamics, comfort, etc. These 5 study axes
make up the ALFRED concept presented in Fig. 1. Its objective is to optimise vehicle
behaviour and level of information according to user needs. The study axis presented
here, the Smart Cognitive Assistant (SCA), focuses on the user-centred design of a “cog-
nitive” Human Machine Interface (HMI), i.e. capable of helping the user to construct a
mental representation rich enough to understand the driving situation.

Fig. 1. ALFRED, a travel assistant from 5 axes of study. (Ethical Module, Empathetic Module,
Cognitive Assistant, Conduit Comfort, Ambiant and Postural Comfort). ALFRED= Automation
Level Four - Reliable Empathic Driver; EmY = EmpathY unit; ACE = Adaptive, Cognitive,
Emotional [7].

Mental representation (and situational awareness) emerged as key for understanding
both the principle of acceptability assessment and the trust process, but especially for
achieving the supposed goal of a so-called cognitive interface. The theoretical concepts
discussed are illustrated by the case of taxi use, which has notable similarities to the use
of an AV.

1.2 Mental Representation to Situational Awareness in an Autonomous Vehicle

The mental representation of a device (e.g. a taxi) involves the activation in memory of
specific concepts (e.g., car, driver, taximeter, yellow) or concepts related to use (e.g.,
airport, luggage, travel, reserved parking). Implicitly, the bricks that make up this rep-
resentation are derived from previous experiences. Among these bricks, there are also
event schemas [8] (e.g., the way the driver greets the customer and takes care of his
luggage). Such a schema is a structure that encodes an action (goal) in memory and the
intermediate actions (sub-goals, steps) necessary to achieve it [9].

To build or update a representation, an observer can spontaneously adopt the point of
view of an observed actor. This is often referred to as an empathic mechanism, whereby
the observer mentally simulates the actor’s point of view and actions [8]. It is also
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an important process in social interactions: it allows e.g. two interlocutors to activate
a set of shared representations on which dialogue can be based [10]. This empathic
capacity is thought to be based on neural structures called mirror neurons [11, 12] that
use observed behaviour to activate known action patterns in memory. The representation
of the mental states of others helps the observer to understand what the actor perceives,
how he formulates his goals, and how he carries out his actions [13].

These representation theories provide insight into the cognitive mechanisms at work
in assessing, for example, a driver’s abilities. They also show the limitations faced by
the AV’s user: if they cannot observe a virtual driver, how can they project themself in
the driver’s place and understand what they are doing? To go further, these theories are
also applicable in the other direction: the driver is able to simulate the mental states of
their passenger and adapt their driving. This is an avenue that is being explored in the
project to support the user’s situational awareness and correct negative emotions (not
discussed here).

In the field of transport-related HMI, human factor specialists often substitute the
psychological notion ofmental representationwith themore applied notion of situational
awareness. The model proposed by Endsley [14] describes a continuous process of deci-
sion making and action evaluation. This process, represented in Fig. 2, is structured by
three successive stages: (1) perception of the elements of the situation, (2) understand-
ing of the situation, (3) projection of the future state. This model infers the interest of
a cognitive interface to offer the user of an AV the possibility of quickly reintegrating
important information on driving. For example, it is possible to help the user to detect
an element of the situation (level 1), to understand its nature (danger, delay, discomfort
factor, etc.; level 2), and its effects on the behaviour of the vehicle (level 3).

Fig. 2. Simplified model of situational awareness, based on Endsley’s model (from [14]).

In addition to the principles of situational understanding, the notion of mental repre-
sentation also sheds light on the possibility of assessing the acceptability of an AV based
on a simulation.

Acceptance of a product is a quality valued by designers as it is closely linked to
product success. This quality can be pursued using a variety of methods to improve the
user experience of future products [15]. In particular, an iterative design approach can be
applied, alternating design and test phases, to gradually adjust the product.During the test
phases, the product is evaluated by measuring the user’s attitude using questionnaires
such as the TAM3 (Technology Acceptance Model, version 3) [16] or the UTAUT2
(Unified Theory of Acceptance and Use of Technology) [17]. These types of tools are
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designed to obtain a prediction of the acceptance of the future product from a real or
simulated experiment carried out by testers (potential users). The testers are immersed
in a real or simulated situation in order to construct a mental representation of the object
in its context of use as accurately as possible, and then they answer the questionnaire.
Each group of questionnaire items is comparable to a probe that extracts a specific
fragment of the representation. For example, the first group of TAM3 items extracts the
representation of the performance gain offered by the product; another group extracts
the perceived ease of use, etc. The TAM3 thus offers a look at the different dimensions of
product acceptability such as practical aspects (e.g. perceived usefulness and perceived
ease of use), hedonic aspects (e.g. perceived pleasure), or social aspects (e.g. subjective
norms), etc.

However, the acceptability of technologies based on forms of artificial intelligence
(AI), such as AV, seems to be hampered by the issue of trust [18]. Trust is not addressed
head-on in reference models of acceptability such as the TAM [16, 19], UTAUT [17] or
the Nielsen model [5]. Nevertheless, the link between trust and acceptability has been
studied for a long time and the emergence of AI has enriched the models [20]. Some
determinants of trust are close to those of acceptability. Starting with attitude, which is
associated with both acceptability [21] and trust [16, 18].

1.3 A View on the Attribution of Trust

On the same principle as acceptability, trust in a system is determined by various factors,
including the ability to mentally imagine how it works. But first, what exactly is trust?
There are many definitions of trust in a person [22]. A fairly general description would
be to associate trust with “expectations, assumptions, or beliefs about the likelihood that
another person’s future actionswill be beneficial, favourable, or at least not detrimental to
one’s interests” [23]. This prognosis is based on indices of attributes, such as competence
[24, 25] or reliability [26].

These attributes are found in the questionnaire proposed by Jian, Bisantz and Drury
[27] to measure trust in a system. In their model, they differentiate between non-trust
factors (e.g. deceptive, lack of transparency…) and trust factors (e.g. reliable, under-
standable). The determinants of trust in a system [20, 22] are close to those of trust
in a third party, especially for reliability which is fundamental for AVs [26]. Reliabil-
ity can be assessed over the long term, which introduces a notion of familiarity that is
favourable to trust [28]. In this case, it is possible to assign a level of trust to a target
(person, group of people, object or type of object) based on observations made over the
course of experiences with it. However, some situations are not supported by recurrent
experiences. For example, when travelling in a taxi in a foreign country, it is necessary
to quickly obtain information on the driver’s ability to provide the desired result. For
this purpose, it is possible to use action patterns that are based on driving experiences
and that allow the user to check whether the observed actions are consistent. If so, con-
fidence can be established. These patterns are building blocks of mental representation
or situation awareness, which can be offered to the user through a specific interface.
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1.4 Guidelines for an Empathetic and Cognitive Interface

The activities that can be carried out in an AV will divert the user’s attention from the
road. Cognitive user assistance covers two important aspects of the driving situation:
the road situation and autonomous driving [29]. The road situation is composed of a
static infrastructure and dynamic elements constituting a flow of information on the
environment (e.g. traffic, presence of pedestrians, signs, weather, etc.). Autonomous
driving corresponds to the driving actions developed from the information taken by the
AV from the environment. The flow of information associated with the actions allows the
user to understand the vehicle’s behaviour. The processing carried out by the AV is not
very visible to the user due to its speed and complexity. However, it is possible to make
some of the “objectives” visible (e.g. increasing speed, anticipating a traffic jam) and
to share some of the environmental information processed by the AV. This information
is useful for passengers to understand the operation of the AV but also to support their
representation of the situation. It is possible to communicate information symbolically
or verbally through different sensory channels: visual, audio, haptic, etc.

There is a lot of information available about the AV and the road situation. The
design of the HMI must respect a certain minimalism to avoid cognitive overload [17,
30]. The sensory channels (auditory, sensory, etc.) and codes (verbal, symbolic) used by
the system to communicate must be carefully chosen to inform the user without overly
competing with his onboard activities [31]. This is where the empathetic nature of the
interface comes into play. This empathy is ideally bidirectional within a communication
situation: the usermust understand the operation of theAV; theAVmust “understand” the
state of the user to adjust its level of information. According to the principle of iterative
design, the first version of the interface provides a standard level of information. This
information level is optimised in a second phase, based on user feedback and future
measurements of the passenger’s cognitive and emotional states (see Fig. 1: Empathic
module).

Within the framework of an iterative design, a first design phase was initiated based
on the first principles: informing about the situation and informing about the actions of
the AV. An initial interface mock-up was developed, with a view to refining the nature
of the information presented and its mode of presentation on the basis of a user test.

2 Interface Description

To follow the above principles, the design of the interface has been made to highlight
data on the road situation and on the actions or operation of the AV.

2.1 Information on Traffic Situation

For data on the road situation, functions available on recent vehicles, such as a Tesla,
were used i.e. detection of other road users, traffic signs, and weather, and detection of
the road configuration (e.g. presence of an intersection). Information on the type of road
(e.g. town, country, motorway, car park) is provided to infer appropriate behaviour for
the uses and risks of each type of road. A GPS was initially desired, but this function
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involved developments that were too extensive for the project. However, geolocation
information (street name) was added. The implementation of the information presented
in Fig. 2 refers to the following functions:

• The Radar indicates on a grid the presence of other users around “my car” (blue dot).
Other vehicles are shown with a colored dot according to the risk of collision (low =
green; medium = orange; high = red).

Each cell corresponds to a time distance related to safe distances. For example, a
vehicle travelling in the same direction is displayed in green (peripheral cells of the
radar) if safety distances are respected. If this vehicle is too close, it turns orange and
flashes to indicate a risk. If a vehicle follows a different trajectory (perpendicular or
opposite) it is displayed in red. The cells in which pedestrians or bicycles are present
are highlighted (see the cell in the top right corner of the radar).

By comparing the radar to a real situation presented, we can see that a glance
at the radar captures more information on other road users than a glance at the real
environment.

• The contextual flow related for example to the presence of an intersection, the state of
the road, etc. The displays of the type of road (e.g. urban, motorway) and the weather
are permanent, the other information disappears when its becomes obsolete.

• The signage flow that impacts driving only (e.g., speed limit, pedestrian crossing).
Other signs are ignored (e.g. parking entrance, direction, etc.). Each item disappears
when it becomes obsolete.

2.2 Information on the Functioning of the Vehicle

Information about vehicle operationwas further considered in view of project constraints
and limitations on data from the simulator. First of all, information on the situation was
considered as information that the AV is able to process since it is displayed. Secondly,
in the European project, information about the vehicle operation was not only about driv-
ing, but also about comfort services, such as driving dynamics and empathic functions.
Finally, we were not able to recover satisfactory information on actions planned by the
simulator: neither on route, nor on speed variations to negotiate a bend, for example.
For vehicle actions, only speed information was available, from which the interface was
able to calculate accelerations and decelerations. The implementation of this information
presented in Fig. 3 refers to the following functions:

• Traveling (i2 and i3), with information about speed, autonomy (battery) and distance
remaining. Arrows above and below the speed indicate the acceleration or braking
process.

• The AV, with a general status icon (i4: mechanical and computer), and an icon related
to current driving dynamics (i5: calm, normal, sporty).

• The passenger, with an icon for the state of monitoring (i6: operational or not), and an
icon for the activity detected (i7: attentive, rest, daydreaming/reflection, oral commu-
nication, reading/screen). The emotional state is not displayed so as not to accentuate
a possible negative emotion (e.g. fear, sadness, anger).
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Fig. 3. Correspondence of the interface fields: i1 = contextual information; i2 = autonomy and
remaining distance; i3 = speed, acceleration and deceleration; i4 = technical status of the AV; i5
= dynamics; i6 = passenger status detection capability; i7 = passenger status; s1 = radar; s2 =
conditions; s3 = signaling; s4 = location. (Color figure online)

Fig. 4. Visual of the HMI implementation on the ScanerStudio 1.9 simulator. The image (taken
from a video) allows to see on the radar the presence of a pedestrian (yellow square) and a distant
car on the right lane (green circle). (Color figure online)
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3 First Version of the Interface Tested

The first version of the cognitive interface (CI) was connected to a realistic driving
simulator (see Fig. 4) and the first test compared acceptability and confidence levels of
an AV equipped with the interface vs. without the interface. The second test identified
user needs based on an interview.

3.1 Method

After a hands-on phase in manual and autonomous driving, users performed three 100%
autonomous driving scenarios of about 15 min each. A total of 40 experienced drivers
(minimum 3 years of regular experience) participated, 20 were equipped with the CI,
and 20 were not. Of the 40 participants, 4 were excluded from the study after having
been cyber-sickness. Participants completed two questionnaires at the end of the driving
experiment.

The first questionnaire assessed acceptability based on a French adaptation of the
UTAUT [17]. This questionnaire has 9 dimensions (Performance Expectancy; Effort
Expectancy; Social Influence; Facilitating Conditions; HedonicMotivation; Price Value;
Habit; Behavioral Intention; Use), each composed of 3 or 4 items. The Price Value
dimension was of little relevance at this stage of the study and was removed. The Use
dimension predicts the use of different functionalities of a device. This dimension was
ignored in this study as the two devices compared were identical, with the exception of
the presence of the interface, whose effect on acceptability was being assessed. A final
acceptability score was calculated in two steps: a score for each dimension from the
average of the associated items, and then the acceptability score from the average of the
dimension scores.

The second questionnaire assessed trust [27]. It had 10 items, half of which were
negatively valenced. The confidence score was obtained by first inverting the 5 negative
scales and then averaging the 10 items.

Finally, the participants were interviewed orally to collect their impressions of
autonomous driving. The interviews focused on the following 8 themes (1) Opinion
of the experimentation; (2) Opinion of the autonomous vehicles; (3) Opinion of the
simulator; (4) Description of the tablet from a visual; (5) Usefulness of the tablet; (6)
Defects of the tablet; (7) Additional needs for information or functions; (8) Optional or
annoying information on the tablet. The participants were invited to talk freely about the
experience, and then they were directed to the targeted themes if necessary. They were
then invited to discuss the visual interface.

3.2 Results

• Assessment of Acceptability and Trust
First, analysis of the internal consistency of the scales was carried out using a Cronbach’s
Alpha test [32]. The test focuses on each of the 7 dimensions of the UTAUT, for which
the Alpha was between 0.66 and 0.94 (m = 0.80). The full UTAUT Alpha, calculated
from the 7 dimension scores, was 0.85, that is an acceptable consistency. The same
analysis carried out on the Trust questionnaire (12 input items) returned an alphla of
0,91; that is near the top threshold suggesting too much consistency.
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A second analysis focused on the impact of the tablet on the evaluation of the
autonomous vehicle in each dimension. For this, a Friedman ANOVA was carried out
(via SPSS) on the scores given by users in conditions WITH tablet versus WITHOUT
tablet. The results of the analysis are presented in Table 1. No significant effect of the
presence or absence of the HMI appears on the evaluation of the Acceptability (UTAUT)
of the autonomous vehicle. Similarly, no effect of the HMI is observed on the assessment
of Trust (TR) in the autonomous vehicle, nor on any dimension of acceptability (BI, EE,
FC, HM, HT, PE, PV and SI).

A third analysis presents the overall averages per dimension. The objective is to
visually identify the dimensions that have the greatest impact on the final score. The
graph presented in Fig. 5 shows the score for Trust (TR), Acceptability (UTAUT), and
for the 7 dimensions used in the UTAUT. Interestingly, it is possible to distinguish two
groups whose dimensions diverge by more than 1 standard deviation from the UTAUT
score: on the one hand, EE and FC pull the UTAUT up, and on the other hand, HT, PE
and SI pull the UTAUT down.

Table 1. Friedman’s ANOVA per dimension: Trust (TR), Acceptability (UTAUT), Behavioural
Intention (BI), Effort Expectancy, (EE) Facilitating Condition, (FC) Hedonic Motivation (HM),
Habits (HT), Performance Expectancy (PE), Social Influence (SI).

Dimension ANOVA Sum of squares df Average square F Sig.

TR Inter-G 1,556 1 1,556 1,056 0,311

Total 51,66 35

UTAUT Inter-G 0,607 1 0,607 0,531 0,471

Total 39,516 35

BI Inter-G 8,407 1 8,407 2,696 0,11

Total 114,432 35

EE Inter-G 1,182 1 1,182 1,054 0,312

Total 39,311 35

FC Inter-G 1,259 1 1,259 0,854 0,362

Total 51,417 35

HM Inter-G 0,131 1 0,131 0,043 0,837

Total 104,083 35

HT Inter-G 1,382 1 1,382 0,612 0,44

Total 78,172 35

PE Inter-G 4,696 1 4,696 2,749 0,107

Total 62,775 35

SI Inter-G 1,124 1 1,124 0,549 0,464

Total 70,775 35
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Fig. 5. Means scores (and standard deviation) per dimension: Trust (TR),Acceptability (UTAUT),
Behavioural Intention (BI), Effort Expectancy, (EE), Faciliting Condition (FC), Hedonic Motiva-
tion (HM), Habits (HT), Performance Expectancy (PE), Social Influence (SI).

Table 2. Example of coding based on the verbatim interviews in the themeAdditional information
or functions needed. Similar verbatim statements were grouped into counted “ideas” (column n.).
The ideas were then categorised into 3 defined sub-themes, and a sub-theme “Other suggestions”.

Sub-thematic Ideas n.

Navigation information needs Time and duration of journey 6

GPS and journey progress 6

Road anomalies (incidents, risks, traffic…) 7

Touristic information 1

Need for information and functions related
to autonomous driving

Wake up or stop if inattentive/sleepy 7

Audible + visual alarm in case of
emergency recovery

2

Info if VA mode active, for User and road
users

3

Management of the speed and movements
of the VA, to anticipate

6

Decision process, what the VA
understands, how it anticipates

15

Information on the ability to handle the
situation well

10

Information needs to support road situation
awareness

Video monitoring (TNY YOLO,
LIDAR…)

3

Types of vehicles: autonomous, manual,
trucks, motorcycles, etc

2

(continued)
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Table 2. (continued)

Sub-thematic Ideas n.

Trajectory of other Vehicles 1

Road signage 2

Help the user to locate the road users 11

Other suggestions Help for understanding/general tutorial 3

Categorization of information, more
visibility

3

Ejector seat 1

Music 2

Check-up, technical information 4

• Data from the Interviews
In sum, 570 ideas were identified and divided amongst the eight themes. Overall, the
participants were very satisfied with the experience. They were enthusiastic about the
idea of delegating leadership but expressed limited confidence. The main findings are
as follows. Firstly, most of the needs expressed by the participants without an interface
were on the CI. It should be noted that participants who saw the CI in operation had a
good overall understanding of the functions presented, whereas the descriptions were
more hesitant and unclear for the others, especially for the RADAR function and the
accelerometer. Similarly, an excess of information was reported and a lack of meaning of
the icons relating to the status of the passenger and the vehicle. Finally, data on additional
information or function requirements was particularly needed to further develop the
concept. Table 2 shows the coding of the verbatim reports produced on the theme of
maintenance.

4 Discussion

• Discussion on the Assessment of Acceptability and Trust
The analyses did not find any effect of CI on the assessment of acceptability or trust.
These results are surprising because the CI frequently met needs identified by users.
The explanation put forward here is that users paid more attention to the simulation
than to the CI, thus reducing the impact of the CI on the their representation of the
AV. To increase the impact of the CI on user mental representation, 3 possibilities are
proposed: (1) improving the experimental task to induce the stated need for information
in reality; (2) adding sound and visual prompts to draw attention to the CI, (3) adjusting
the presentation and level of information to situational needs.

Regarding the overall analysis of acceptability, it is interesting to note that the facil-
itating conditions (knowledge, information, technical compatibility) and the ease of use
are perceived very positively. The real impacts are observed on the side of performance
and social influence. In other words, the simulation did not convince the users about
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the performance of the AVs. The low performance score could be related to the social
influence score given the lack of acceptability of the population towards AVs [2].
• Interview Data
The interviews highlighted areas for improvement for the next round of the CI. The
design of the new CI will have to meet the challenge of following these improvement
paths while integrating new functions related to the other modules developed in the
project. The technical architecture (IT) and the main functions (radar, accelerometer)
can be preserved and improved. Some examples of improvements are listed below:

• Concerning the radar, the differences in the “with” and “without” interface conditions
indicate a learning process. In other words, the radar is not very intuitive. It had a
“discrete” display, i.e. it displayed elements of the situation in boxes, to situate them
in relation to the vehicle. This display required a recoding of the spatial information
from the simulator, which proved to be technically quite complex. To follow the
suggestions of some users, it would be interesting to explore a more “continuous”
display, for example by presenting the elements of the situation on a dynamic map.
This solution seems more complex, but in reality the situation is easily transposable
thanks to the OpenDrive protocol [33].

• The level of information will have to be adjusted according to needs expressed by the
users. For example, they have indicated that they want to be reassured about the AV’s
ability to identify signage, rather than being informed about the signs themselves.
Currently, 8 items can be displayed simultaneously for 30 s; a solution would be to
display only the last sign for a few seconds and then replace them with the default
speed limit, or a new sign if necessary.

• Finally, regarding visual density, the current interface highlights too many framed,
coloured and juxtaposed elements. More subtle solutions should be explored to give
visual priority to the most important elements in a given situation.

Other elements could have a significant impact on the redesign of the CI. Some
participants mentioned a lack of appeal of the CI because it is positioned too low.
However, raising the CI means hiding the field of vision. One solution would be to place
the CI horizontally. Its attractiveness could also be increased with a sound dimension.
Based on the empathic module, gentle sound cues could be emitted when the user is
not paying attention to the road or the interface. These cues would focus on the location
of other road users and emergency manoeuvres, which are frequently mentioned by the
participants as being of concern.

Finally, the next version of the CI will be connected to the comfort modules men-
tioned in the introduction. The changeswill include a control and information area linked
to these modules. This area will replace elements of the initial CI that were not very
functional or well understood, such as information regarding the vehicle and the user.

5 Conclusion

Often, product developments are driven by integration of new technologies into everyday
objects or professional tools. In otherwords, designers look for use cases for technologies
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designed by their engineers, this is called “techno push” design. This study put into
practice the opposite approach: knowledge about humans and their needs in a given
situation was the starting point for a so-called “user-centred design”. The theoretical
foundations around mental representation outlined a first concept of AV control that
responded, at least theoretically, to the needs formulated by a sample of users. On the
technology side, this approach implies initially using existing software and hardware
solutions, and reworking the developments needed to make them work together. The
first prototype is not fully functional or very reliable, but it is sufficient to allow users to
imagine its use.

In terms of methodology, user interviews proved to be a powerful tool for identifying
areas of improvement for the interface, but also, more broadly, for gathering participant
opinions on the future technology. At this stage of development, quantitative evaluations
did not prove relevant for an object that was not yet fully functional. One explanation
could be that the current interface was not functional enough to qualitatively or quanti-
tatively enrich the mental representation of the IL. The next round of development will
focus on an interface that is sufficiently finalised to observe an acceptability benefit for
the (virtual) autonomous vehicles that are equipped with it.
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