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Abstract. We propose a method to solve ad-hoc document retrieval
tasks using a reading comprehension model. To solve the ad-hoc retrieval
task, the proposed method generates a question for the given query, and
a reading comprehension model is employed to determine whether the
target document contains a corresponding answer to the generated ques-
tion, thereby estimating the relevance of the document. Experimental
results show that a simple application did not improve the performance
in ad-hoc retrieval tasks. Through extensive analysis of the experimental
results, however, we found that the proposed method was effective for
improving the performance when it was applied to queries containing
proper nouns.
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1 Introduction

The ad-hoc retrieval task, which is the central task in information retrieval,
involves ranking documents based on their estimated relevance for a given query.
On the other hand, the machine reading comprehension task attempts to extract
an answer to a given question from a given text.

The ad-hoc retrieval and machine reading comprehension algorithms, which
we refer to as the retriever and reader, respectively, have been developed rapidly
due to recent advances in neural network models and large-scale datasets, e.g., MS
MARCO [1] and SQuAD [18]. State-of-the-arts in those tasks are based on a neural
language model pre-trained using a large text corpus, e.g., bidirectional encoder
representations from transformers (BERT) [7]. In open-domain question answer-
ing tasks, which include the ad-hoc passage retrieval and machine reading com-
prehension tasks, pre-trained models fine-turned on the same question answering
dataset are used as the retriever and reader [6,11,16,22]. Thus, the distinction
between ad-hoc retrieval and machine reading comprehension becomes less clear
due to the universal models that can be used for various NLP tasks.
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However, despite the many similarities between these two tasks, the appli-
cability of employing a model fine-tuned for one task to the other task has not
been investigated extensively. If a fine-tuned reader model could be employed in
ad-hoc retrieval tasks, task efficiency could be improved in various ways:

Zero Training Time. The training time for a retriever model can be elimi-
nated, because we no longer have to fine-tune a model for the ad-hoc retrieval
tasks.

Zero Resource. The preparation of datasets to train retriever models is not
required, which is beneficial to developing multi-lingual retrievers. Various
multi-lingual resources are available for reading comprehension tasks [3,10];
however, only synthetic multi-lingual datasets are available for ad-hoc
retrieval [2].

High Research Efficiency. The performance improvement of reading compre-
hension tasks can be introduced to ad-hoc retrieval tasks, which may lead
to more efficient development of ad-hoc retrieval algorithms.

Thus, in this paper, we propose a method to directly apply a fine-tuned reader
model to ad-hoc retrieval tasks. The proposed method, which we refer to as the
Ad-hoc Information Retrieval model based on machine Reading comprehen-
sion (AIRRead), transforms a keyword query into the latent questions hidden
behind the query. Then, a reader estimates the relevance of each document by
determining whether a corresponding answer is contained in a given document.
Our experimental results demonstrated that selective application of AIRRead
improved the ad-hoc retrieval performance compared to the standard baselines.

2 Related Work

BERT-based ad-hoc retrieval can be divided into two main categories. The first
is where BERT is employed to embed documents and queries separately in order
to obtain embedded representations. Then, the cosine similarity between the
embedded representations of the query and the document is used as the relevance
score [8,24]. In the second category, BERT is employed to encode documents
and queries jointly. We expect BERT to output a relevance score of the input
document for the given query [14,23].

The machine reading comprehension is used in the question answering task,
which involves extracting an answer to a given question from a passage. Otsuka
et al. proposed a method that transforms input questions to questions with
more detailed content prior to inputting them into a reading comprehension
model [15]. In question answering tasks, reading comprehension is responsible
for extracting answers; however, in an open-domain question answering task, it is
necessary to efficiently search for passages to input to the reading comprehension
model. Nishida et al. proposed a method that incorporates multi-task learning in
an open-domain reading comprehension task, where the same model is employed
to retrieve the passages and extract the answers [13].
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Similarly, in AIRRead, we employ a reading comprehension model and input
documents and queries to BERT jointly. However, the task we tackle is an ad-hoc
retrieval task and we directly apply a machine reading model to ad-hoc retrieval
tasks. In addition, AIRRead employs a trained model for the machine reading
task; thus, additional model training is not required.

3 Methodology

Here, we describe the methodology used to generate a question from a query, and
how relevance estimation is performed using a trained reading comprehension
model (or reader).

3.1 Problem Setting

Let D be a document collection. We estimate the relevance score si of documents
di ∈ D for the given qr, and rank documents in descending order of the relevance
score. To estimate the relevance score, we do not train a relevance estimation
model, but employ a trained reader. Thus, a training process is not required for
the relevance estimation.

3.2 Framework

Here, given a query, we first retrieve an initial ranked list of documents D′

from the document set D with a search model that can be retrieved rapidly via
indexing, e.g., BM25. Query qr is transformed to a question qs by the question
generation model g, which is used as input to the reader, and the relevance score
is estimated for each document in D′ by the reader f . A question-document pair
is an input to the reader to obtain the relevance score. Formally, the relevance
score si of the i-th document di in D′ is estimated as follows:

qs = g(qr),

si = f(qs, di).

When translating a query into a question, the information needs must be
shared between query and question to capture the original information needs.
If the information needs of the query are ambiguous or underspecified, multiple
questions may be necessary to represent hidden information needs. In such cases,
the relevance of a document is estimated based on multiple questions, and the
relevance scores for each question are aggregated into a single score. A document
can be highly relevant if it covers major questions behind a query. Thus, when
multiple questions are generated from a query, the maximum value is used as
the relevance score as follows:

Qs = g(qr),

si = max
q∈Qs

f(q, di),

where Qs is the set of questions generated by g(qr).
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Fig. 1. Flow of the proposed method

Algorithm 1. Generating a query from a question
tokens ← Tokenize(question)
length ← get uniformly distributed random number from 1 to 3
length ← max(length,GetLength(question))
query ← {}
for 1 . . . length do

token ← arg max
token∈tokens

idf(token)

query ← query ∪ {token}
end for

return query

3.3 AIRRead

In this section, we describe the proposed method, AIRRead, in detail. Figure 1
shows the flow of the proposed method.

3.4 Question Generation

To generate questions from queries, several methods have been proposed [4,9,20].
In AIRRead, We treat the process of generating a question from a query as a
text-to-text translation process [9]; thus, we employed a machine translation
model to generate the query into a question. We constructed a dataset in which
queries and questions are paired by generating queries from questions to train a
machine translation model.
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Algorithm 1 describes the procedure used to generate a query from a question.
For Generally, queries are shorter than questions, and approximately 76% of
queries include three words or less [21]. Thus, the length of the query to be
generated is determined randomly to be uniformly distributed in the range of
1–3. As stated previously, the query to be generated must share the information
needs of the question; thus, the words used as the query are extracted from
words included in the question. The words to be extracted are determined by
their inverse document frequency (IDF) under the assumption that a word with
a lower occurrence frequency contains more information. Then, as many times
as the query length, one of the tokens in the question with the highest IDF value
is extracted to form a query.

3.5 Relevance Estimation Based on Reading Comprehension

Here, we describe the method used in AIRRead to estimate relevance in ad-hoc
document retrieval using a trained reading comprehension model (or reader).

Typically, a reader is employed for the question answering task, which takes
a passage and a question, and then extracts the answer to the question from the
given passage [5]. Here, the answer is presented as a span in the passage. Thus,
a reader outputs two probabilities for each token. i.e., one is the probability that
the answer span begins with that token, and the other is the probability that
the answer span ends with that token.

We employ BERT as the reader, where a sequence of questions and passages
is input, and the probability of the beginning and end of the answer span for
each input token is output. When inputting a question qs and passage a, we
add [SEP] between the question and the passage and at the end of the input
sequence, and we add [CLS] at the beginning of the input sequence. In this
case, the output is two probability distributions over each token in the input
sequence. As we are especially interested in whether an answer exists in the given
passage, let p(a)

s be the probability that the passage token is the beginning of
the answer span, and p(a)

e be the probability that the passage token is the end
of the answer span. More specifically, the answer beginning probability p(a)

s is
defined as p(a)

s = (p(a)s,1 , p
(a)
s,2 , . . . , p

(a)
s,|a|) where |a| is the length of the passage a.

The answer end probability p(a)
e is defined similarly.

A passage is considered relevant if it contains at least an answer to a gen-
erated question. Thus, the relevance score of the passage a in the document di,
denoted by si,a, is defined as the maximum beginning probability of passage
tokens:

si,a = max
1≤j≤|a|

p
(a)
s,j

We fine-tune BERT on SQuAD 2.0 [17], which is a dataset for reading com-
prehension tasks. Unlike SQuAD 1.0, SQuAD 2.0 includes questions cannot be
answered from the passage. If a question is determined to be unanswerable,
BERT is trained such that the position of the [CLS] token at the beginning of
the input sequence becomes the answer interval. As a result, when the reader
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Table 1. Statistics of the constructed query-question dataset.

Data size Average query length Average question length

727,858 1.99 6.38

finds a passage not able to answer a question, we expect the reader to output low
probabilities for all the passage tokens and, accordingly, a low relevance score
for the given passage.

4 Experiments

In this section, we describe the experimental settings and results.

4.1 Datasets

To train a model that can translate a query to a question, we constructed a
dataset of query-question pairs using the questions in the MS MARCO dataset.
For the constructed dataset, the construction process is as described in Sect. 3.4,
and the statistics are given in Table 1.

To evaluate AIRRead, we employed the English NTCIR WWW-2 [12] and
WWW-3 [19] test collections, which are standard test collections for ad-hoc
document retrieval tasks.

4.2 Experimental Settings

The following methods were used as baselines in our experiments: BM25
(WWW), which is provided as a baseline in NTCIR WWW-2 and WWW-3;
BM25 (Ours), which is BM25 used in our experiment (slightly different from
BM25 (WWW) due to some configuration differences); and Birch [23], which
achieved the best performance in the NTCIR-15 WWW-3 English subtask. Birch
is a BERT-based ad-hoc retrieval model that estimates the document relevance
by aggregating sentence-level evidence. We used three standard evaluation met-
rics for retrieval tasks, i.e., nDCG@10, Q@10, and nERR@10.

For the question generation model, we used an encoder-decoder with
an attention mechanism trained on the constructed query-question dataset
(Sect. 4.1). While we generated multiple questions and performed relevance esti-
mation, we found that this did not contribute to performance improvement.
Thus, we opt to use a single question for each query.

4.3 Initial Results

Table 2 shows the experimental results obtained by the baselines and AIRRead.
As can be seen, on the WWW-3 test collection, AIRRead outperformed BM25
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Table 2. Experimental results of the baselines and AIRRead.

Method WWW-3 WWW-2

nDCG Q nERR nDCG Q nERR

BM25 (WWW) 0.575 0.585 0.676 0.326 0.304 0.478

BM25 (Ours) 0.628 0.639 0.744 0.317 0.291 0.459

Birch 0.694 0.712 0.796 0.334 0.300 0.486

AIRRead 0.627 0.636 0.735 0.303 0.281 0.424

(WWW) in terms of all considered metrics but did not outperform Birch. How-
ever, when we look at the results for BM25 (Ours), we see that BM25 (Ours)
outperformed AIRRead for all metrics. These results suggest that a simple appli-
cation of the reader cannot improve the performance of ad-hoc retrieval baselines.
We then hypothesized that AIRRead is effective for a special type of queries,
and devised a selective application of AIRRead based on extensive analysis of
the experimental results.

4.4 Selective Application of AIRRead

From the document rankings obtained by BM25 (Ours), for each query, we exam-
ined how much reranking by the reader improved the rankings. We define the
improvement rate of reranking by the reader as follows.

Improvement rate =
nDCGRC

nDCGBM25

where nDCGRC is the nDCG of the document rankings obtained by AIRRead,
and nDCGBM25 is the nDCG of the document rankings obtained by BM25
(Ours). When nDCGBM25 is 0, nDCGRC is also 0; thus, the improvement rate is
set to 0. An improvement rate greater than 1 indicates that AIRRead improved
the ranking of BM25 in terms of nDCG.

For the WWW-3 queries, we sorted the rankings obtained by AIRRead (Man-
ual)1 in descending order of improvement rate and examined the percentage of
parts of speech in the top-20 and bottom-20 queries. Table 3 shows the results of
sorting in descending order by the percentage of parts-of-speech in the overall,
top-20, and bottom-20 queries, as well as the difference between the percent-
age of each part-of-speech in the top-20 and bottom-20 queries. As can be seen,
the difference between the top-20 and bottom-20 in terms of the improvement
rate for proper nouns was the largest; thus, we consider that reranking via AIR-
Read is effective for queries containing proper nouns. For nouns, the difference
between the top-20 and bottom-20 was the smallest; however, considering that
the ratio of nouns to all queries is as high as 0.459, more research is required to
conclude that the AIRRead method’s reranking process has a negative effect on
performance improvement for queries containing nouns.
1 Here, we used Manual configuration to isolate the effect of the question generation.
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Table 3. Percentage of POS in the top-20 queries when queries were sorted in descend-
ing order of improvement rate. The difference is the percentage of parts of speech in
the top-20 queries minus the percentage of parts of speech in the bottom-20 queries.
Only the top three and bottom three of POS are shown.

POS All Top-20 Bottom-20 Top-20 − Bottom-20

Proper noun 0.238 0.486 0.245 +0.241

Adverb 0.022 0.057 0.019 +0.038

Other 0.006 0.029 0.000 +0.029

Determiner 0.022 0.000 0.019 −0.019

Adposition 0.050 0.029 0.075 −0.046

Noun 0.459 0.257 0.472 −0.215

Table 4. Experimental results of selective application of AIRRead.

Method WWW-3 WWW-2

nDCG Q nERR nDCG Q nERR

AIRRead 0.627 0.636 0.735 0.303 0.281 0.424

Selective 0.627 0.635 0.745 0.320 0.295 0.474

Manual and Selective 0.629 0.639 0.749 0.319 0.295 0.472

WhatIs and Selective 0.627 0.635 0.737 0.319 0.295 0.469

Since AIRRead was particularly effective for queries containing proper nouns,
we devised Selective approach, which only applies AIRRead to queries that con-
tain at least a proper noun. For the other queries, the documents list ranked
by BM25 was output without reranking. Table 4 compared Selective methods
with following different question generation strategies. WhatIs, which generated
questions by simply adding “What is” to the beginning of the given query. Man-
ual, which manually transformed the queries given in the English subtask of
NTCIR15 WWW-3 and WWW-2 into questions. The transformation was per-
formed by the authors, who read the description field describing the information
needs of the query. From Table 4, we found that AIRRead (Selective) outper-
formed AIRRead for all evaluation metrics, except for Q of the WWW-3 test
collection. While the selective application alone was effective for the WWW-2
test collection, high-quality questions (Manual) were necessary to achieve decent
performance improvements for the WWW-3 test collection. Comparing the best
performances achieved by the selective approaches with the baselines in Table 2,
we can observe some improvements over the BM25 baselines in the WWW-3
test collection. These results indicate that the reading comprehension model
contributed to the performance improvement via selective reranking.
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5 Conclusion

In this paper, we have proposed a method to address the problem of generating
questions from queries and handle ad-hoc document retrieval tasks using trained
machine reading comprehension models. We found that, compared to the BM25
method, the trained reading comprehension model worked well in terms of doc-
ument reranking for queries containing proper nouns. In future, we would like
further investigate the tendency of effective queries.
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