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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical to
the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 24th International Conference on Human-Computer Interaction, HCI
International 2022 (HCII 2022), was planned to be held at the Gothia Towers Hotel
and Swedish Exhibition & Congress Centre, Göteborg, Sweden, during June 26 to
July 1, 2022. Due to the COVID-19 pandemic and with everyone’s health and safety in
mind, HCII 2022 was organized and run as a virtual conference. It incorporated the 21
thematic areas and affiliated conferences listed on the following page.

A total of 5583 individuals from academia, research institutes, industry, and
governmental agencies from 88 countries submitted contributions, and 1276 papers
and 275 posters were included in the proceedings that were published just before the
start of the conference. Additionally, 296 papers and 181 posters are included in the
volumes of the proceedings published after the conference, as “Late Breaking Work”.
The contributions thoroughly cover the entire field of human-computer interaction,
addressing major advances in knowledge and effective use of computers in a variety
of application areas. These papers provide academics, researchers, engineers, scientists,
practitioners, and students with state-of-the-art information on the most recent advances
in HCI. The volumes constituting the full set of the HCII 2022 conference proceedings
are listed in the following pages.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution and
support towards the highest scientific quality and overall success of the HCI
International 2022 conference; they have helped in so many ways, including session
organization, paper reviewing (single-blind review process, with a minimum of two
reviews per submission) and, more generally, acting as good-will ambassadors for the
HCII conference.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, Founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

July 2022 Constantine Stephanidis
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24th International Conference on Human-Computer
Interaction (HCII 2022)

The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences is available online at:

http://www.hci.international/board-members-2022.php



HCI International 2023

The 25th International Conference on Human-Computer Interaction, HCI International
2023, will be held jointly with the affiliated conferences at the AC Bella Sky Hotel
and Bella Center, Copenhagen, Denmark, 23–28 July 2023. It will cover a broad
spectrum of themes related to human-computer interaction, including theoretical
issues, methods, tools, processes, and case studies in HCI design, as well as
novel interaction techniques, interfaces, and applications. The proceedings will
be published by Springer. More information will be available on the conference
website: http://2023.hci.international/.

General Chair
Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2023.org

http://2023.hci.international/ 

http://2023.hci.international/
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Abstract. Virtual reality (VR) and Augmented reality (AR) are emerg-
ing technologies that change how users interact with the world by either
creating a deep sense of immersion in a virtual world or enhancing
the real one. Testing these applications is challenging because of the
almost unlimited possibilities of spacial exploration. This paper intro-
duces Youkai, a framework that facilitates the process of unit testing
Unity-based VR and AR applications. Results show that our method
supports 6 degrees of freedom (DoF) scenarios; is capable of changing
camera position and finding objects on the screen.

Keywords: Virtual reality · Unit testing · Python · Android

1 Introduction

Over the last years, users gained access to several devices with unique capabil-
ities, such as dual-screen phones, handheld video games, smartwatches, virtual
assistants, and augmented and virtual reality headsets. The rise of these plat-
forms means that as the number of applications increases, the industry needs
new tools to ensure software quality and user familiarity across versions and
platforms. One way to guarantee that software works as expected is unit testing.
However, the different development environments make unit testing challenging.
Besides, testing techniques and instruments are not always suited or adapted to
new technologies, such as virtual reality.

Virtual Reality (VR) is the technology that allows users to play, communi-
cate, and learn in a deeply immersive simulated environment with usually 3 or
6 Degrees of Freedom (DoF). By 2024, the expectation is for the VR market to
reach 12.19 billion U.S. dollars across hardware and software sales [1]. It is an
indication that users are increasingly adopting the technology, which means we
can also anticipate growth in the number of applications available.

Software of any nature needs testing. Nevertheless, it is possible to auto-
mate repetitive tasks, such as test case execution. The benefit, besides freeing
human resources, is the instantaneous report and validation of bugs. There are
several studies about how developers test general-purpose software applications
[5]. Automation of software testing has been an area of intense interest in this
c© Springer Nature Switzerland AG 2022
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field. Test cases play a vital role in achieving an effective testing target, but
generating effective test cases is an equally challenging task [11].

In virtual reality development, it is more difficult to write automated test
cases because there is no direct way to test the code inside VR platforms [2].
Therefore, we need alternatives that enable developers to test despite the plat-
forms’ lack of options.

This work proposes a tool to automate tests for VR applications that use
the C# programming language. Our method is based on scripting, where users
can create and execute tasks written in Python. Our preliminary results show
that our method can find objects defined in C# classes, interact with elements
on the screen, and change camera and objects positions.

This paper has the following structure: we discuss related works in Sect. 2
and how AR/VR development differs from traditional 2D applications in Sect. 3.
We then describe the Youkai framework in Sect. 4, followed by our experiments
in Sect. 5. Last, we give our conclusions and prospects for future work in Sect. 6.

2 Related Works

Testing is a fundamental part of software development. It ensures product qual-
ity by finding, as soon as possible, defects that may hinder user experience. To
stay ahead of the competition, development teams have to deliver high-quality
software in a short time. Agile development emerged as an alternative to tra-
ditional methods and now is the dominating development process and project
management approach [6]. Eliminating tests should not be an option, and it is
viable to optimize the process by automating them. Automation helps to reduce
costs [17] with people and time without compromising quality. Other platforms,
such as Android and Windows, have mature automated testing tools [12] that
are not present in Unity.

Unity is a versatile tool that enables developers to create many types of
applications. These applications require testing like any other software program;
thus, developer teams formulated approaches to automate the testing process.
[19] claims it’s mandatory the adoption of a single tool mentality when imple-
menting unit testing.

One team [10] crafted a solution to automate functional testing of Unity
games built for the Android platform. Their main goal was to reveal run-time
errors. They modified the test cases generated by MonkeyRunner to interpret
the collected numeric coordinates into readable text indicating the correspond-
ing Unity components, such as buttons. Their approach illustrates the need for
alternatives that alleviate the demanding mission of testing Unity games using
the existing services. Another work [16] combined several tools to implement
automatic smoke testing for the recurring challenge of validating Unity’s graph-
ical user interface (GUI) functionality. Their solution joined automated unit
tests, functional testing frameworks (Appium), and image recognition (OpenCV)
to test if user interface elements behaved as expected. Neuroevolutionary algo-
rithms are used in [9] to test a game by means of a simulation of player behavior.
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A few works proposed solutions tackling virtual reality (VR). One tool auto-
mated tests of virtual reality user interfaces (UI) in the VR Juggler platform
using unit tests [2]. Another presented a solution to assess the image quality of
360-degree video players, but it does not analyze code quality neither it inter-
acts with the VR platform [8]. Other authors proposed a semi-formal language
to support the requirements specification used as input to perform the func-
tional test [4]. They created the Virtual Reality-Requirements Specification and
Testing (VR-ReST) tool that acts on two fronts. The first is to assist the require-
ments specification through a semi-formal language that defines what the appli-
cation does. And the second automatically generates the structural test criteria
- applied in the specification - and test requirements for VR applications that
employ scene graphs.

The literature for automatic testing of augmented reality (AR) applications
is scarce. While one could consider the approaches described above are valid
in this context, these technologies target distinct usage scenarios. Some of the
challenges involve the fact that the environment of the AR application is the real
world. One solution [13] created the Augmented Reality Computer-Human Inter-
action Evaluator (ARCHIE), a framework for testing augmented reality appli-
cations in everyday situations. The tool helps developers and testers identify
and debug user-experience (UX) pitfalls by signaling performance and usability
issues, recreating and debugging run-time errors, and testing multiple imple-
mentations through logical modules called profiles. Another paper [14] describes
an approach that employs machine learning to automate the classification of
text labels of augmented reality systems as readable or unreadable. They used
texture, contrast, and text features on gray scale images. They obtained a cor-
rect classification rate of over 85%. The current research on test automation for
AR/VR emphasises manual interface and usability testing with little focus to
the automation of unit tests.

3 Automated Tests for VR/AR Apps

Virtual reality (VR) applications aim at providing customers with a strong sense
of presence in the experience [15]. Unlike other platforms, it puts the user at the
center of the 3D environment, allowing them to walk around and interact with
objects using a controller or other sensors. There are several possible types of
VR experiences [15]:

– Social: users share the same virtual reality experience.
– 360-degree media consumption: users sit at the center of a sphere (inverted

sphere) to visualize the projected content.
– Riding on rails: users experience the world moving around them as if they

were on a roller coaster.
– Interactive virtual environment: users can move and interact with objects of

the scenario, which also respond to players’ actions.
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Fig. 1. Usual structure of a VR app

Considering they have an additional dimension, the development approach
used in VR applications differs from the process adopted for 2D programs avail-
able for smartphones, computers, and game consoles. One significant difference
is that VR needs to fill content for 360-degree visualization with 3D assets. Other
relevant distinctions are the simulation of physics and gravity - they add to the
sense of realism and immersion. User interface - it is present in the world and not
attached to the screen. Movement controls - options include controllers, telepor-
tation (which covers blink and dash), room-scale, and motion-based. World-scale
- objects’ accurate approximation of their sizes to their equivalents in the real
world adds to the feeling of presence.

Augmented reality (AR) is a technology similar to VR. It blends the vir-
tual and real worlds by projecting computer-generated imagery (CGI) on top
of real-world objects. The difference is that instead of complete immersion, AR
enhances our reality with digital information. A few development aspects are
similar between the two technologies: physics and gravity, world-based inter-
faces, and object sizes are relevant for both experiences. They differ in how
users interact with them. Virtual reality headsets (or head-mounted displays -
HMD) isolate the user from the real world to transport him to the virtual one.
There are two main categories: desktop VR and mobile VR. On the former,
the HMD is the device responsible for displaying content and collecting user
input while the computer processes data. Devices in the latter group come with
stereographic lenses to create the sense of depth required for VR mobile appli-
cations; examples are the Google Cardboard and Samsung Gear VR. Processing
occurs on the smartphone. There is also a new category of all-in-one standalone
devices that make external hardware (PC) optional, such as the Oculus Quest
2. Users can experience augmented reality through their smartphones or dedi-
cated devices. Headsets like Microsoft Hololens 2 give the state-of-the-art AR
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experience allowing users to customize their environments with virtual tools and
make phone calls using holograms.

Unity is the leading game engine for augmented and virtual reality develop-
ment. It allows developers to build their work to over 25 platforms, including
Hololens (AR), Oculus Rift (VR), and Android smartphones. It has a developer
store with thousands of assets and tools that accelerate project development.

As depicted in Fig. 1, the usual structure of a VR application have the fol-
lowing layers:

– a presentation layer composed by the user interface, e.g., elements using Unity
UI - and visualization components, like custom meshes and shaders.

– a native system that is responsible for main operation of IO, like retrieving
data from user gallery

– a data-based system that stores and retrieves app data structures like favorite
images, user data.

One Unity testing tool obtainable today is AltUnity Tester, an open-source
UI test automation tool available in C#, Python, or Java [3]. It allows developers
to find and modify scene objects and their properties; simulate device input; get
screenshots, and generate test reports. Another tool is the Unity Test Framework
(UTF); it enables developers to test code during development (in Editor and Play
Modes) and on target platforms. It extends the NUnit library, an open-source
unit testing library for .Net languages [18]. Editor tests have access to code in
the game and editor code. Play mode tests (either deployed on the target device
or in the Unity emulator) have access to game code only. Users can create and
manage tests through an editor interface in Unity; they can also extend the
functionalities by customizing the tool.

4 Youkai Framework

We present a python-based testing framework for VR/AR platforms with three
layers: an engine, a communication channel, and a plugin. In this work, we devel-
oped a C# plugin that communicates with our solution using a communication
channel abstraction.

The user interacts with the Youkai engine through a desktop application; it
is the main script. It makes the VR platform transparent and allows writing
tests that fetch and assess the code running directly on the VR/AR platform.
The developer could, for example, verify an object’s position and rotation in the
VR scene and remotely inspect its other properties and functions.

The communication channel’s role is to send messages from the engine to the
plugin. We implemented a solution that connects a C# application running on
a socket-based server to a Python desktop application.

Extending the Youkai framework to new platforms requires developers to
write a new plugin. The plugin is the implementation that receives commands
from the main engine.
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Fig. 2. Proposed architecture for our testing framework

Considering that the test code is a Python script, it is straightforward to run
it alongside the most used Python testing frameworks, e.g., unittest and pytest.
Our python implementation makes it possible to automate tests of different
user interface elements, like buttons and lists on desktop applications or camera
movement in 3D Unity games or VR/AR applications.

5 Experiments

As a testbed, we implemented a basic virtual gallery application that allows
users to watch 360-degree videos. It has an initial menu and a separate scene
with the video player. Our sample application targets GearVR since it is the
most used smartphone-based VR platform [7].

As shown in Fig. 3, we implemented a C# plugin that receives commands
from the Youkai engine and then parses the available objects to give the engine
full control over the Unity instance.

When selected a small group of automation test developers and asked them to
create unit tests using the Youkai framework. We then elicited some comparison
points between our solution, AltUnity Tester, and the Unity Test Framework:

1. AltUnity Tester’s setup is simpler because the developer downloads the plu-
gin from the Unity Asset Store plus an external python package. In Youkai,
the developer needs to paste the source code into the correct folders in the
Unity project. This point could be fixed by setting up a repository using the
recommended Unity package structure that allows to be imported from Unity
Package Manager.
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Fig. 3. A diagram of our plugin implementation in Unity C#

2. AltUnity Tester has a simpler interface. The Youkai Engine seems complex
at first.

3. The Python interface of AltUnity Tester has fewer methods: it does not allow
retrieving an attached component of a given GameObject. Youkai not only
allows to search for a GameObject given its name, but it also has methods
for handling the GameObject’s components.

4. Unity Test Framework only accepts C# scripts; it also runs the tests in the
same process in which the application is running. Our solution uses Python
and runs in a different process; thus, it is easier to collect test results while
the application is running on the VR platform.

5. Unity Test Framework allows direct usage of Unity API. While our solution
make use of reflection to introspect Unity system.

6. Our solution can test directly in the target VR platform and can connect
even with multiple instances at same time.

Below, we listed some examples of unit tests implemented using our solution:

1. Opening the main gallery: this tests loads the main Unity scene and check if
the main GameObjects are present and visible.

2. Load successfully an image: this tests emulates the user gaze and click and
check if textures are loaded successfully

3. Scrolling through a list of content (video or images): emulates the user gazes
and slide gestures

In Fig. 4, there is a suggestion of pipeline implementation using our solution.
In the first step, an application instance should be started in which runs the
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Fig. 4. Test pipeline we implemented for testing our VR app

Unity framework and Youkai plugin. Then docker instance can be started where
is installed python3 and Youkai python lib. Then the test scripts written in
Python are executed and the Youkai engine connects with the instances running
the Youkai plugin. After all tests are finished and final test report is generated
by combining unittest and HtmlTestRunner and results in a HTML report with
all the test results.

6 Conclusions

We proposed an automated testing tool for C# applications using python-based
scripts to automate unit testing of UI elements. Our implementation makes it
possible to automate tests of different user interface elements, like buttons and
lists on desktop applications or camera movement in 3D Unity games or VR/AR
applications.

This work differs from similar approaches because it focuses on the leading
AR/VR development platform, the Unity engine. It also contrasts with current
solutions for the platform, such as Unity Test Framework and AltUnity Tester,
because it is more flexible and allows for the run-time collection of test results
directly in the target VR platform. Adding the Youkai Framework in a git reposi-
tory as an Unity Package would make it more compelling and decrease the initial
setup difficulties.

For future works, one possible approach is to use machine learning to generate
test cases and test scenarios automatically. We could also improve the interface
to decrease the dissonance between Youkai and other solutions.
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Abstract. In a linear narrative, in the planning process, are used illustrations, nor-
mally to study the worlds landscapes, villages, houses, tools as also the characters,
and the Storyboards, that explore the action andmovement, exploring visually how
events are depicted in time and movement, and seen from where (camera behav-
ior). In Games or Gamification, as the player can act and move in the tale’s world
it is difficult to place the camera and plan the composition from its movement and
positioning. Illustrations are here even more important because the fictional world
and characters don’t change with the player’s action.

In Virtual Reality Technology, the way to depict the plot and its several steps
are unknown territory, but their value is felt as being keystone. Without know-
ing how to represent what are the VR narrative plans, and how the storytelling
develops, one fundamental tool is missing: proper use and methodology of the
Storytelling drawings.

The goal of this article is to explore and assemble approaches and methods
that can enable efficient and versatile VR tale and telling development through
Storyboards, Layout, and Concept draw planning.

By the initial approach, we believe that progress can be made in this study,
but, certainly, the layout drawn planning must have multiple approaches not like
in movie planning, but certain aspects in those can be used otherwise, to develop
the intended R.V. plot, space, and interaction planning.

Keywords: Gamification · Storyboarding · V.R. Narratives representation ·
Especially of enterprise applications · Information/knowledge
design/visualization · Visual plot and script planning ·Methodology evaluation

1 Introduction

A world’s space is inevitably related to its people. In a cinematic visual narrative, a
viewer becomes immersed in a storytelling fiction world, following their characters,
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events, and dramas. This viewer will feel bound to those, reacting emotionally and even
physically, even if he just can follow and not also interact with them.

Tale’s storytelling, narrative, and plot handling fromart directors are always related to
anthropometric, biological, physical, psychological, emotional, cultural, and experiential
beacons, rooted in our experience, learning, andmemory. So, all visual tale narrativeswill
consider and portray such relations. In a fiction structured script, the visual storytelling
must use several combined visual telling syntaxes, creating precise cinematic depiction
projects, which must be seen and felt by the viewer/player as experiential. These telling
can be linear or interactive andwill be grouped in steps, using the appropriate approaches,
in scenes, sequences, acts, levels, realms, or other script spaces’ breakdown, which can
sustain a planned dramatic tension along the plot.

In all visual cinematic narratives and experiential storytelling – linear movies or
animation, interactive games, gamification, or virtual reality interactions – the pro-
duction design team creates virtual worlds and their elements; characters, natural and
built objects, lighting, atmospheres, moods, and sound. The camera portrayal, being the
viewer’s eyes, will have its placing, angles, movements, composition, and the plot itself
will be differently approached, depending if it considers being seen on a screen or using
VR glasses, with or without the viewer interaction: “It is up to the storyboard artist to
succinctly convey the emotions of the characters in each (..) scene, and to establish the
mood through each scene.” [1].

The overall multiple visual syntaxes used, optimized for their media supports, must
create a cinematic telling flow, portraying the fictional tale’s worlds that induce the
viewer/user’s percepts of immersion, presence, and feedback.When the user can interact
with the fiction tale, it must be induced percepts of an agency-aware and interactions.
This telling and experiential flow must follow along with the tale’s plot, pursuing its
virtual spaces, environments, objects, characters, actions, events, and goals.

A cinematic interactive fiction tale makes the viewer become a character of the
fiction. The viewer/player will not only see but also act within the tale’s world, events,
characters, challenges, and outcomes. He will collaborate and will have a central role in
the visuals of the tale’s world and storytelling: “This (world) self-interacts with and is
partially defined by others. It gives us agency in the world around us.” [2].

In virtual reality immersion devices, we have a new medium through which we can
create our virtual scenes that will be experienced as physical by the user, commonly
mentioned as V.R. immersion. This means that in a V.R. experience we use less of our
imagination, and we dependmore on the content creator’s worlds, that we can physically
feel as reality. Viewers have been looking into rectangular framed screens, “forgetting”
to look to its edges. With V.R.’s experience, the viewer has that screen removed: no
edges, the mental infinite concepted cinematic space has become a reality that he can
see.

With V.R. the bond between the fictional and virtual space of an immersed viewer
or player is now much amplified, and the story told to him is now a deep-felt immersed
narrative, reality alike. V.R.’s immersion enables in the viewer a reality-like sense of
presence and agency in the telling world that he sees and to which he feels to belong.

Virtual Reality is becoming a mainstream experience and storytelling, and it needs
new adapted storytelling and a new drawn layout and storyboard planning new approach.
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So far no one did find out the best way to tell and experience a V.R. tale nor a rewed
storyboarding to handle its conception and planning:

“A storyboard is the first visual version of the project to be put on film, be in feature-
length animation, live-action film, TV series, advertisement, or computer game. The
Storyboard tells the story in a series of still pictures, usually key drawings.” [2].

2 Storyboard Layout Artist Equipment and Techniques

2.1 Virtual Reality Interactive Experience – Tale Drawing Planning

In the linear or interactive narrative worlds, a narrative of events is seen from the
viewer/player’s point of view about a tale, in which the player is immersed and feels
part of. From the initial concept and script to the final fully detailed screenplay, long
hard planning is needed, and “drawing is a vital expression tool” used along this “plan-
ning process”: “The concept artists assist is very continuous and near to scriptwriters, art
directors, production designers, or directors: It is the job of the concept artist to visualize
the game. The artist must be able to see the game in his mind, and then communicate
his vision in art.” [3].

Experiential interactive telling must be planned in a very complex, detailed, and pre-
cise way, mainly by drawings, being the process very diverse according to the cinematic
type of telling used: linear or interactive, RPG first-person view or Avatar third person
view, mental immersion or V.R. physical immersion. A cinematic tale storytelling can
have the format of a linear film, a game, a real situation placed as a game (gamification),
or an immersive RV interactive tale or experience. In any case, “scripting and drawing
are the planning tools for creation” and communications inside the production team.
Visual storytelling Planning is a “blueprint” for all production. Concept artists produce
a multitude of drawn pieces as part of this planning: “The storyboard is an illustrated
view, like a comic book, of how the producer or director envisions the final edited version
of a production look” [4].

These plans will portray and detail any space, their elements such as characters,
active objects, and the world’s spaces identity and contents, the action description. And
determine step by step, how to get the sought telling and flowing along the plot and
fiction tale. All the telling is always thought as it will be seen, felt, and reacted to by the
viewer/player, being visualized as the flow of the Story. “Storyboarding a game event
can be a complex task, but not as complex as building it in the game. By carefully
storyboarding the event, the designer can better explore the potential options, but also
define them.” [3].

2.2 Tracing Materials and Their Use

Materials and Papers: several kinds of drawings (layouts) are used with distinct goals,
draw time, content, expression, and information portrayed in them. But all of them share
the same set of materials and the correct kind of paper. Themain tracingmaterial used by
layout artists is graphite pencils, in a range from HB, B to 6B. The softness or hardness
of the pencils and the attributes of the paper used as support will give various graphic
expressions.
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Moreover, pencil lines will react in a unique way to different surfaces, so paper
textures are considered when creating draw effects. Other drawmaterials always present
are charcoal sticks, grayscale markers, brush pens and markers of different thicknesses,
inkmarkers chalk, pastels, acrylic, and hard/soft erasers. Being tooth the abrasive quality
of a drawing paper surface, the higher the abrasive quality, the more pigment the pencil
transfers to the paper. Also, the rougher and more textured a paper is, and the harder its
fibers are, the more pencil pigment paper surface pick on its surface. Cotton pulp papers
keep their surface from changing color and deteriorating much more than wood pulp
papers.

By using quick pencil strokes Crosshatching, used in layers, and controlling its
direction, fluidity, flowing, boldness, lightness, flowing, and smoothness, shading can
be quickly added to layout drawings, giving objects volume, light, and shadow, and
enhancing the perception of the space depicted and its depthless: “Crosshatching takes
control. Evenwhen doing it quickly, there needs to be a consistency to it: fluid line quality
and the even direction of the crosshatching.” [2] 48 Pencil strokes can gain expression
in a zigzag, scrubbing motion, smooth gradation, directional strokes (shapes/perspective
aligned), or directional weighted. Crosshatching also givesmood and feeling to drawings
and can highlight action areas over the environment/background, but the texture and
patterns of materials are still missing: “They affect both the look and feel of a drawing.
(…) The drawback of a stroke like this (…) tends to work well for shading flat areas, it
does not express much about the nature of the surface being shaded.” [3].

Motifs can add information about the nature of an object’s materials in a layout
drawing, like steel, rugs, wood, trees, bushes, grass, soil, rocks, stones, bricks, skies,
rope, tires, webs, and so many others. They must be quickly drawn: “Motifs are marks
or symbols on the objects or props in the layout that denote the material which they
are made of. Motif work should be subtle and not done to the point of overkill (the
drawing).” [1].

Pencil Storyboards Layouts can be rough quick sketches given “detail,” with time-
consuming detailed line renderings. Complex art must also have tone, besides line work.
Tone can be grayscale or color, with shaded pencil work, gray-tone markers, and others
mentioned: “Drawing styles range from tight to loose. A tight drawing is very precise,
with every line or gradation in the drawing. A loose drawing is imprecise and more
abstract.” [3].

Several layers are made on a drawing, from loose, imprecise, and light, to ren-
dered, shaded, toned, and detailed: “Perspective, layered, overlapped, textures, patterns,
materials, detail and size features on 3D space depiction.”: [4] 1 – Quick pencil loose
drawing, an imprecise sketch that can transmit the draw main elements and concept;
2 – Crosshatching quickly adds a layer of volume, light, and shadow, revealing the form
of the space and drawn objects; 3 – Motifs – textures and patterns of object’s materials
are added; 4 – Detail, tone, and color: fill areas in grayscale and/or color, and careful
expression gives detail, mood, and ambiance to the drawing.

Two colors are reserved in layouts with special meanings: notation references are
red pencil to portray fire and blue for any other animation or special effect (i.e.: waves
in a lake, movies on a screen). This notation is universal.
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2.3 Perspective in Storyboards

One of the methods more used by a layout artist to correctly portray objects in correct
sizes, positions, and relations in a scene is to use linear perspective: “Perspective is the
representation of objects or characters in a picture so they appear to relate spatially as
they would to the eye in nature.” [3] Perspective is used to preview the camera angle
of a scene, or at least to represent it in the layout, using vanishing points, horizon lines,
and cut-off boxes, and to control the drawing’s perspective depiction. There are several
types of linear perspective considered in drawing, equal to camera angles:

– One Point: In a single point perspective, all objects in the picture recede to a single
vanishing point, which is always inside the visual field (frame), so inside the drawn
cut-out box in a layout.

– Two Points: having two vanishing points in the horizon line, this perspective allows
to draw an object from any angle by moving them along the line. This way, the artist
can control the object’s orientation concerning the viewer. This method also allows to
choose the tilt angle of the viewer: a high horizon line gives a low angle (tilt up shots)
and a low horizon gives a high angle (tilt down shots). There can be several parallel
horizon lines in the drawing, in step tilt angles eventually off-screen.

– Three Point: two vanishing points are on the horizon line, and the third is outside
the cut-off frame, controlling where the object’s height will converge. In this case,
the line of object’s height is no more vertical and parallel, all three cartesian axes
(x,y,z) flow for their separate vanishing points. “Extreme camera angles often call
(…) three-point linear perspective (…) into play. The artist can have the object recede
from view correctly.” [3].

– Forced Perspective: there are three vanishing points, but lines parallel to the horizon
line are curved. This can distort the space as wide and fish eye lenses do. This per-
spective is also be used to represent pan shots A to B. This perspective portrays well
a V.R. viewer having his look from one space to another (A to B), as he turns his
head. This perspective “can be used to establish shots. Cut-off boxes (cut-in shots)
are represented in red pencil, in a layout.” [1].

– Aerial Perspective: emulates depth created on a landscape depiction by the dust and
fog on the air: “Aerial perspective is concerned with how the atmosphere affects the
environment of the layout. (…) The further away they are, the less detail will be and
more (…) soft focus.” [1] With depth objects become desaturated and the patterns
mix.

2.4 Staging and Composition - Camera Space Exploration in the Artwork

In non-linear and V.R. immersed viewer narratives planning, fictional and virtual space,
agents, and characters must be explored and organized also with camera angles, which
can be sequences of the user framed views around him or imbued linear cut-scenes.
In the pre-defined points of view that the space organization and telling script to turn
mandatory for the immersed V.R. user to look through, a frame composition study
(POV Layout) must be made. For their draw creation and representation, some operative
practical guidelines for the layout artist follow:
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– Rule of Thirds: the four lines and key interception points are recursively used in the
space organization and view composition planning studies.

– Levels of Depth: the organization of space content layers in depth is, together with
perspective, the most powerful tool of space depiction in deepness. At least three
levels are considered: foreground, mid-ground, and background, to each space’s main
points of view. It creates in the drawn layout a structure that will shape the way the
tale’s and user’s fictional space will be organized, including action, passive and behind
space and boundary space.

– Positive/Negative Shapes or Areas: characters, interaction agents, triggers, space fea-
tures, and props must be perceived as groups, or as “voids”, background or passive
spaces: “the area taken up by a character or prop in a scene is called positive shape,
while the surrounding area is called a negative area.” [1].

– Drawing Off-Screen Space: action and space exist beyond frames (space outside cut-
offs in layouts). Fictional and synthetic cinematic space is infinite in film, animation,
avatar RGG open world, or in immersive V.R. space. Therefore, all layouts are drawn
beyond what is supposed to be seen by the viewer, beyond the frame cut-off on the
layout.

– Silhouette and Framing: when a view must be considered and a framed composition
is thought, the use of gobo lights or shadows from off-screen (out of the user visual
field) can bring items in off-screen space to the seen on visual framed space. This way
off-screen space is addressed and materializes in the viewer’s mind and is related to
the on-screen space he sees.

– Creating Emphasis in a Layout: the separation of figure-background of characters,
active objects, or main set objects of the telling in opposition with their surroundings
and background will create emphasis on them. A double framing can bemade in space
composition for that angle view, creating more strength in the emphasis.

– Rest Areas (Form/Voids): in scenes, spaces, and point of view framings, areas can
be kept clear: “scenes to rest the eye, after fast-paced action (…), layouts with the
predominant clear area.”

– Light and Shadow, Color, Tone, and Render: the use of fictional space and its depiction
of tinted or colored lighting and controlled light sources, or of light softness,will create
differentiated spaces, volumes, highlighted outlines in forms, mood, and tension, by
the play between light and shadows, hard and diffuse, and warm versus cold light
tones. Light is a primary tool in the telling of space.

– Framing and Staging: the space structure and framed views organization and compo-
sition can control the eye’s gaze of the telling viewers/users. Along with all that was
said above, the main lines of the framed view composition alignment with the frame
edges creates balance, steadiness, dynamics, tension, or stress.

– Perceptual System and Gestalt Theory: the way how we percept and organize space
representation views, and their control, is essential to have the viewer readings actions,
characters, and space, all in it, according to the script’s intents, for each scene or
sequence of the script. One of the perception theories more operative and used in
space and composition manipulation is Gestalt. The main element of this theory to
apply is the “Law of Prägnanz”, the four properties and fourteen or more principles
it stands for.
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– Shot Sizes: related to the POV frame and the amount of space it represents, and to
have characters or objects highlighted in the frame view (or shot). Their size goes
from long establishing shots that emphasize space to close-ups shots that emphasize
character actions and feelings. or near filmed object details.

– Up-shots (Uphill or Low angle) / Down-shots (Downhill or High Angle): the low
angle and high angle are already described in terms of perspective, but not in terms of
their effect on the storytelling or from the point of the viewer’s telling. They are fully
valid from non-linear to interactive third or second/third POV avatar RPG game, or a
physical V.R. user immersed in a telling virtual and interactive space:

– From a high angle, the camera looks at a space or character from up to down. This
makes the viewer understand the depicted space topologically, understanding all that
are in the space, their distances, and relations. He sees the overall space. If the viewer
is near a character (a medium shot or close-up), the viewer will fill that character is
dependent on him, with weakness or powerless.

– From a low angle, the camera looks at a space or character fromdown to up.Hewill not
understand the overall space because the most part can’t be seen. Any object detached
in the frame will be felt as the main one, with power, dominance, and monumental.
A character will be felt by the viewer as dominant; the viewer will feel like his fate is
in the hand of the uphill character.

– Floor Layout Plan (high upper view of all space or territory) is a very important type of
artist layout, fromwhich the artist can represent the overall scene or sequence fictional
space with indications about the space constraints, triggers, action props, and objects,
characters, lighting, eventual users POV views. This layout is for the art director and
their team and has all information about a space/scene in one sight. This Layout is
called God’s View or Floor Plan when the space is a house or a part of it.

In an interactive narrative, the line of action (axis) and its direction must make sense,
be coherent, and be related to the two characters connected by the main action, and
with the surrounding space. However, the rules for placing cameras, reverse shots along
the line of action, and being at the same side of that line are linked to the linear visual
framed narrative. It does make sense for non-linear narratives, therefore interactive, if
the camera uses a third POV showing the two avatars connected or have one avatar in
movement. The camera placement will be very close to that of the non-linear views, with
continuity and coherence. The axis and action description are correct, but the placement
of cameras is incorrect and impossible if consider a V.R. user looking in a first-person
POV, through his eyes, in a subjective shot. In this case, the characters look at each other,
along the line of action, in a neutral shot. But how to show the view from the opponent
side?

3 Storytelling Cinematic Drawing Planning Types

There are main types of drawings and methodology to pursue in these drawn planned
telling scripts:
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3.1 Game Diagram, Features, and Flow

The tale’s main chapters, spaces, actions, and characters, as the structure and features
along with its plot, must be revealed in a concept diagram and charts, with written
synopsis and layouts for the key aspects. The tale/game structure, space, action, narrative
and gameplay approaches, the main chapters, their placement, and interrelation in the
plot must be clearly and fully defined in it. They must be simple-to-follow layouts
showing how the characters or controlled players, interface, fictional world’s elements,
and the several spaces or levels will work and relate.

“The game layout chart is the framework upon which the concept artist will define
the visual elements of the game design (…) and contains detailed descriptions of the
characters, settings, story, gameplay, and technology. It also contains extensive amounts
of art – Game Layout Charts like Storyboards, Level layouts, Environment Concept
illustrations, Character ConceptDesigns,Model sheets, GraphicUser Interface designs.”
[3].

3.2 Thumbnail Sketches

The first step in getting the vision on paper is to create small, quick sketches, often
called thumbnail sketches: “It is a much better idea to work out the overall design in
a thumbnail sketch. Even just a few quick sketches will help the artist define and plan
a good design for a final drawing.” [3] They are quick rough drafts materializing the
game concept, look, mood, characters, motion, direction, and action: “It is a quick, loose
sketch (…) that the artist begins to work out his ideas of how the game should look. The
artist should work out design issues and develop the look of the game.” [3].

First, with very light strokes of the pencil quickly rough out the layout structure,
space, objects, props, and characters: “By using very light strokes, the artist can explore
the drawing without becoming committed to any single line.” [3] Second, straight edges
are used to detach from edges in the drawing; Third: populate the space, people, props,
object features, crosshatching, motifs, and tone inking.

In these Layouts there are cornerstone elements of the drawing making:

1 - The correct line-force perspective grids of 1 to 3 vanishing points, the
uphill/downhill camera look, the frame (POV) tilt.

2 - The vanishing points inside/outside the frame (on-screen or off-screen).
3 - The line of the tracer (pencil, marker) fadedness, strength, thickness, smoothness,

the crosshatching of line shadow and volume, and the motifs that apply materials
to object’s.

4 - Having one or few uniform non-gradation tones/colors, creating light and shadow or
fill and void. These translucid uniform tone colors can be used to signalize elements
in the space portrayed such as vegetation, water, snow, stone, friezes, decorations
in buildings, and differentiated materials.

5 - Layers in the drawing with diverse and lighter draw expression in depth.
6 - Draw construction lines can be apparent on the draw and help the reading of its

spatial or structure information.



Storyboards in VR Narratives Planning 21

Several cut-off framings drawn inside a thumb layout can indicate a camera move-
ment, a transition from shot A to B (to C…), or in the case of interactive tellings, even
muchmore if they are VR immersed, the several POV frames show the emphasized areas
of user/player attention, or of narrative/action value, or players probable attention gaze
areas inside the space/view portrayed. The use of forced perspective (fish-eyed) can add
mood and the feeling that the aimed space, and action of the shot:

“Each thumbnail sketches have different dynamic feels: somewhat static, with little
tension between the foreground character and the background, or having a character’s
pose more animated, adding drama to the scene, that can become bigger with the low
camera angle. in his movement and action.” [3].

The safe area of this frames edges (cut-offs) in a game or VR interaction tale does
indicate not the screen display safe area (that may or not be displayed according to
screen broadcast formats), but one other thing of utmost significance, the area of non-
attention: peripherical, passive, so background or boundary space. Inside the active area
must happen all that matters to the telling or interaction. Some handwritten indications
can complete the drawn explanation of the tale visuals, active agents, and action.

3.3 Level Layouts, Storyboards, and POV Layouts

Light, quick, outlined, and clean draw must be used. Actions and events of players and
characters are what matter in sequential Layout Storyboards: “the characters themselves
don’t have to be fully detailed or rendered. They do however have to be on the model
and should be quite definitive as do their actions and attitudes.” [1].

Of course, in a game, gamification, or VR experience tale, a POV view framed
composition cannot be directly chosen or planned, but all great key composition frames
can be forced by the set, characters, and action placement, being concerned not about
frame composition, but about the fiction space, objects, character depiction, and indirect
control: “Storyboards are series of sketches that indicate how sequences of events should
take place. (…) In games, storyboards are used to show how the game will work.” [3].

Storyboard layouts do show the action’s direction and flow in the framed view (cut-
off in red = shot) and how it flows along the scene. Action axis, continuity, spatial,
storytelling, action, emphasis, interaction, and events coherence and clarity must be
assured. Arrows can show objects or characters’ movements in themselves, as also the
camera’s movement following the scene and action.

In all games, VR interaction tales, and their cut-scenes, previously recorded or real-
time filmed, follow this approach. Players/users’ POVLayout shots are extremely impor-
tant as they show their tale worlds environment, mood, atmosphere, and how the space
they are immersed and acted upon is felt at an emotional and dramatic level: “Video
games are heavily storyboarded to work out the story and continuity. (…) Storyboards
serve an even bigger part of games, they also act as a map or flowchart, to organize the
complex structure of any multimedia production.” [4].

Level Layouts are High angles (God’s view) that describe and show an overall space
and in it the placement of game objects, active agents, characters (protagonist and oppo-
nents), also as interactive objects, and triggers. It also shows paths that the players are
supposed to follow. In the case of interactive tales, V.R. or not, Level Layouts are needed,
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as they show the overall places of action, in all plot step parts of it. They represent play-
ers, paths, active agents, interactive items, triggers, obstacles, all objects of space, props,
boundaries, all that works in that level space to the tale and players’ goals of those
opposing them.

Level Layouts are in an overall view (not the player’s POV) in camera angles called
God’s view, an extremely high angle (up view). They are as long shot “establishing
shots” of all a tale’s sequence (or level, scene, realm) space: “Since many games allow
the viewer to control how and where a character moves, storyboards do not necessarily
dictate specific directions or camera views; rather, the boards show interaction and game
navigation. The action is what’s important, not the angle at which the player sees it.”
[4].

A Level Layout is from the POV view of the art directors, interleaved with POV
layouts, from the user’s point-of-view, made of potential main or critical views of the
tale sequence/realm space: “In this system of game advancement, the play areas became
known as levels or realms, referring to the level of difficulty or identity of each game
area. Today, the term designates any (and each) unique area in a game.” [3].

So, the drawn planning of an interactive tale has two kinds of layouts:

1 - Level Layouts: God’s Eye view Level Layouts showing each level’s overall space
and its features.

2 - POV layouts: they look at the virtual space from the point of view of the
viewer/gamer/user. The player’s view can be third person POV (players looking
at their avatars) or in V.R. 1st person POV (players looking at virtual space through
their own eyes). These layouts can be so detailed and full rendered as concept
layouts, as needed:

“An environment illustration is a detailed picture of an area of the game world.
It is usually taken from the same view that the player will see the game, but it can
also be an overview of the world. An environment illustration is a painting of the
game world as if the concept artist set up an easel and painted the scene.” [3].

3 - Storyboards: are POV layouts of the tale’s fictional space, so from the player’s or
viewer’s point of view, in sequential frame shots along time, from a player’s scene
or action. Storyboard drawings are very well defined, much more detailed than
thumbs, normally they are not renderings.

4 - Concept Drawings – they have separated POV Layout from key main space spots,
one or more views of each, normally fully detailed and rendered. These drawings
have the point of view of the art director upon the fictional tale’s space, to his cre-
ation/depiction process. As they are camera angle views, they are framed drawings.
They show the tale’s space key points, and its mood, atmosphere, feelings, and
tension perceived. Concept Drawings can also be about the characters or avatars’
look, the space key objects like constructions.

Some of these drawings can be detailed and richer in color and light detail, others
will have the approach of a quick storyboarding draft. All layouts must reference the
features, rendering, lighting, and ambiance of the virtual world’s spaces that, in each
step, enable the needed space perception for each desired interaction and telling of the
user.
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But even having great art quality in their drawings, planned draw layouts or concept
drawings “are not concerned with artistic composition. They are working drawings,
so the focus is on clarity and communication.” What is sought is to “determine the
guidelines for the game’s world, not any artistic design.” [3].

All kinds of layouts made must be joined and related, defining all about a tale’s
visuals, narratives, action, characters, and spaces. These, used in a combined way, reveal
each level/realm, how it will be its experiential flow and narrative as stated in the plot,
their virtual spaces, the alternative player paths and actions, objects, paths, backgrounds
areas, boundaries, and flow. They also comprehend the depiction of viewer journeys,
immersion, movements and action, feedback, and the player’s navigation through the
virtual tale’s space: “The process of moving through the game. Navigation is usually
accomplished via a user interface, which includes all the elements used to control the
game, such as input devices and onscreen elements” [3].

3.4 Space and Characters Concept Drawings

Detailed and systematic drawings of characters and objects of a tale and plot of fictional
worlds are needed as “initial story treatment. These would consist of character design
development, location setting, and design. Here too, the look and style of the project are
established.” [1].

This step consists of making Concept Drawings in the form of Illustrations, used
normally to foresee the fictional tale world’s landscapes, villages, characters, houses,
tools, metaphors, lighting, and ambiances: “An important part of a game design is the
environment sketches or illustrations: quick drafts or full-color illustrations of a game
environment as it will be seen in the game” [3].

These concepts are of main importance because they define the character of the
fictional world and its inhabitants. These don’t change with the player’s action, plot, or
storytelling, they must bind to the conceptual world and universe created for the tale.
These Concept Layouts must carefully study lighting and shadow, color-tinted light,
perspective, tone, textured detail, and aerial perspective, in the scope of the concepts
of the 3D virtual space creation, because the player will follow what is emphasized in
that space: “renderings are drawings used to define the elements being drawn in great
detail.” [3] The concept artist must create at least one environment illustration for each
unique area of a Layout Level and for each of these spaces the artist should portray
their appearance in several environments of time and weather: “(They are) larger size
than most production boards, usually in full-color, detailed painting, to enable (…) fully
illustrated in greater detail and color. (…) These larger renderings usually function to
conceptualize a look for a set or special effect.” [4].

In frame composition, one can guide the viewer’s look and attention, as to how he
precepts the portrayed framed view. But in three-dimensional fictional and virtual space
one can also control not only an immersed player/user look, but also where he goes,
what actions he will make, what attracts him to what interactions he has, and what
events he will trigger without knowing it! Moreover, if the viewer/player is immersed
physically through V.R. devices, then: “Environmental storytelling (becomes) a key part
in VR gaming narratives” [2] Concept Characters Layout studies are also central and
must be developed in-depth, creating persuasive, emphasized, and detailed characters,
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with their sets of potential movements and expressions. They must fit into the tale, plot,
action, visual, character role, and personality, and felt as belonging to the fictional tale’s
world. Eventually, one character or object can be studied and shown from all around,
or in foreseen situations and roles: “Character illustrations are works of art that focus
on a single character to define not only the look of the character but his disposition and
nature as well. When creating a character illustration, the artist must take into account
the character’s personality.” [3].

Character Concept Layouts are alike the space and environment ones. Both have not
to be totally accurate, but they must have a higher level of accuracy than the environment
conceptual studies because the character’s concept layouts are more directly used by art
directors and development team, to create the interactive tale’s art and virtual models.
Game characters comprehend all intelligent people or creatures in a game. Intelligent
means that the character is controlled by either the player/user or by in-game AI. These
AI in-game characters are becoming more complex, to the point the player can interact
with AI-controlled characters feeling as if they were real.

Character concept drawings are used as the basis for creating templates and model
sheets for the construction of the 3D model rigged character. Model sheets are ortho-
graphic and detailed drawings of a character (or object) used in that process. These sheets
are like drafting plans, showing multiple views of a character, a prop, or a world object.

3.5 POV Layouts: Player/User Views of the Virtual World

POV Layouts made to several key points of virtual space, from the V.R. user camera
first-person view, are fundamental to be drawn. They must be made from positions near
paths that the user will follow, near spaces and constructions the user will pass through,
and near interactive and action objects like active objects, characters, or triggers. As the
user can look in any direction (POV), some are certain, as the plot and space call the
user to them. So, it is important to cover how the user will view the tale’s spaces, events,
and characters, all around and from these key points. This POV R.V. user survey must
be made to all reams, levels, and plots.

Numbered and sequential layout series along virtual space from key points will be
related to the God’s view Level Layouts, and those POV view sequences can come
together in Storyboards. These related Layouts can give an overall idea of how the
player/user will see, feel, and interact, with virtual spaces created for the telling or/and
user experience.

There are three ways of making POV Layouts, which present what the user/player
first person 360-degree views that he will see around him, immersed in V.R:

1 - User POV Layout environment views, random or in sequence, which can become
a Storyboard, with V.R. user first person POV views around him.

2 - User R.V. POVAnimations (cinematics) in 360-degree: first POVuser views around
him, in forced perspective continuous views are “glued”, creating an animation of
a pan or tilt view by this User V.R, looking at its environment. It is very near the
real viewer’s experience but can be a quick light sketch or a full rendering one. The
layout artist must master perspective and these outputs are very time-consuming:
“Storyboards are also used for cinematics. Cinematics, also known as “cut scenes”
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are mini-movies that play before and during some games and offer no interaction.”
[4].

3 - UnfoldedCubeTechnique: consists of six orthogonal views of the environment from
the viewer’s POV, placed in the center of that cube. It is like the six orthogonal views
of architecture. This method is easy and fast to draw and allows the production team
and art directors to understand what the V.R. viewer sees around but is far distant
from an experience of the real, from how the user will see that environment.

POVVR Storyboards do not intend to follow the linear approach of a viewer-framed
depiction, closed in the “fourth wall”, as it is not sought a screening approach, as in V.R.
there is no screen, no framed views sections of space. V.R. viewers/players experience a
greater sense of the space they are in, by literally “being” in a virtual third-dimensional
space and moving or acting upon it at will: “With a first-person perspective, we see the
action as if we were right there and viewing it through our own eyes. We see the world
around us, but we don’t see ourselves.” [5].

The series of user first-person views will give us the notion of how the user will
perceive the virtual space around him: objects, agents, and characters, along with all
plot steps and spaces, know about the user’s experience in the tale world, all his key
interactions, events, and journeys.

Together with the V.R. user eye POV Layout, Storyboard, and Cinematic views,
along his journeys, spaces, and events, as described in the Level Layouts, also Concept
Drawings of space or characters, fully rendered with tones and colors, must be added.

4 RV Interactive Experience, Worlds, and Storytelling

4.1 Narrative and Gameplay Features in Layout Creation Process

InV.R. Interactive tellings and experiences the user tends to reach higher levels of immer-
sion and enrollment. So, the user/player has much less awareness that the experience
is his living is not real than in another tale interactive immersive tellings. He doesn’t
try to forget reality to accept to live a fictional narrative, he just doesn’t realize that
what we are experiencing is unreal: “VR tends to eliminate the evidence of a mediated
experience. (…) Viewers in virtual experiences often respond as though they are having
the immediacy experienced outside of the virtual world.” [2].

We do not yet have enough knowledge to know what the bests approaches are in
creating content and placing theV.R. gamer inside it to propel storytelling and experience
it in a V.R. tale’s telling. But we know that with drawn layouts and concepts we must
define the tale and its flow along the plot. The designer must: “plan story elements and
create a series of events that will propel the story forward in the game. Clues are placed
in the level layout in such a way that the player must discover each one to solve the
several quests.” [3].

The tools and tale elements are the same as in any game or interactive telling:

– Wemust foresee the Assets a V.R. game/experience will require. Their set is the same:
gameworlds, spaces, characters, objects, vehicles, props, inhabitants, weapons, active
agents, triggers, effects, and audio files. All these assets are linked to the plot, realm’s
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spaces, paths, opponents, quests, goals, and obstacles. All are linked and related to
the tale, player, challenges, actions, events, and outcomes.

– The Events that happen along a tale must be defined in the level layouts: “an event
is something that will happen that affects the game. These events can be added as
symbols in the layout and described. Other events might be environmental changes.”
[3].

– The Paths of players through the game must be defined. They are a possible means
a player can move through a game. The art director and layout artist can set them as
unavoidable, so the player has no choice, or to set them open and flexible, guiding the
player by “suggestions”.

– Plan each action result: “In the interactive portion of games, not only do storyboards
show the animation, but they also describe each interaction and the multiple results
possible. Games may have completely divergent paths from any number of points in
the gameplay.” [5].

4.2 Tale’s Fictional Worlds and Spaces in V.R.

Verisimilitude is having the appearance of truth. “Verisimilitude is the quality of having
the appearance of truth or depicting realism. (…) In general, verisimilitude helps produce
abelievableworld,which enhances a participant’s ability to becomementally immersed.”

Mimesis is the degree to which a tale’s alternative fictional world mimics our
real world. Diegesis is a tale’s worlds, events, or actions that are mentioned, but the
viewer/player never saw. All are presumed to exist or have occurred, never directly
revealed, or seen, but if they exist the tale and its fictional worlds will be consistent.
Mimesis and Diegesis are indispensable tools to make a tale and its worlds, spaces,
events, and characters believable to the viewer/player. The user/player sees aspects of
the tale fiction that are like the existent in our world, other referred that he believes are
also so. These called “anchors” attach the fiction being told to our reality, making the
player accept it as “consistent”, accepting them, and so all the fiction of the tale: “Estab-
lishing diegesis is important for mental immersion. The participant must have faith that
the world is consistent beyond what is immediately presented.” [6].

The Substance of the fictional world is made up of its objects, characters, locations,
and experiences we directly see and interact with in that world, all the stuff we see,
touch, or hear: “This is the place where the actions take place, where the primary actor,
the participant, moves through the space and interacts with the elements of that space.”
[6] The substance of a world can be categorized into four primary categories; 1 – World
Geography, which describes the surfaces upon which the player travels, and all different
locations the player knows of it; 2 – Artifacts are common objects that exist in the world;
the things. Those are objects one can find in the world, like flowers, trees, fences, or
houses; 3 – Agents are virtual world autonomous characters: AI characters or players’
avatars: “They (must) have some sort of intelligence and they seem to be alive, embod-
ied.” [6] 4 – User Interface Elements are the substance that represents the interface the
user can perceive, in the virtual world, including all virtual controls.

Object Behavior: there are several ways and complexity how the world’s individual
objects can behave. They are classified as “static” or having some sort of “dynamism”.
They can be grouped into four types: 1 – Static are those objects that have a fixed,
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unchangeable form. They are rigid. The player can pick them, as they are individual
objects. (i.e.: a stone, a sword); 2 – Rigged are predefined points of articulations allowing
objects to be animated. Objects like this are mostly rigid, being more dynamic as they
have more joints or axis of articulation. (i.e.: doors, wheels, fans); 3 – Dynamic are
objects with their movement simulated by physics, according to sets of mathematical
equations or external input data, also called “algorithmic”. They aremuchmore dynamic,
and life is given to their world than the articulated ones. They are normally linked to
nature and natural phenomena (i.e.: waves of the sea, clouds moving with the wind, trees
or grass under stormy weather, rain, or fire); 4 – Triggers: when a player contacts an
object in some way, and this triggers some event or action, that object is called a trigger.
Normally the reaction doesn’t involve the object itself but a chain of actions on others,
on the plot, on characters. But the trigger object can make part of that reaction, itself.

Rules of the Virtual World:
1 - “Physics” happens when objects in the virtual world can contain descriptions of
how they interact with each other and the environment. These interactions describe
laws of nature, or physics, which are applied to the virtual world; 2 - “Nonpersistent
or Ephemeral Virtual Worlds” is when the player enters the same world’s space again,
it is as if he had ever been there before. All signs of his activity are erased, all in the
space starts as before: “when a participant leaves a virtual-world experience (and) no
record is kept of their actions within the world.” [6] 3 - “Persistent Virtual Worlds”
is when worlds’ spaces have the realistic quality of “permanence” through time. The
independent existence of persistent virtual worlds allows them “evolve over time having
changes continually taking place, even when no one witnesses (…) In a fully persistent
world, the world continues to grow and evolve whether anyone is in the world or not”
[6], taking also into account of all actions and its effects made by any characters in
it; 4 - “World Constraints”: in an interactive tale a virtual world and spaces, objects
have a constrained manipulation by the players. Constraints can improve the ability of
the user in achieving their actions, because they let the experience’s creator control it
closely, according to what he wishes to achieve. Spaces have built-in objects and travel
constraints that are useful in controlling how and to where users/players can travel.

4.3 Virtual Reality Experience and Feedback

Virtual Reality implies the user/player immersion into an alternate reality world and
plot. A virtual world can exist without being displayed in a VR system, and immersion
can be just a user’s mental state, or simultaneously, the user can be in a physical and
sensory immersion: “Being immersed refers to an emotional or mental state—a feeling
of being involved in the experience. In the medium of VR, however, we also refer to
physical immersion as the property of a VR system that replaces or augments the stimuli
to the participant’s senses” [6]. We must consider two kinds of Immersion, Mental and
Physical, being:

Physical Immersion: “accomplished by presenting a virtual world to users based on
their location and orientation and providing synthetic stimuli to one or more of their
senses in response to their position and actions.” [6].
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Mental Immersion – the viewer feels inside the world and fiction of the storytelling,
forgetting his world and having his sense of awareness of his real-world diminished. The
viewer’s level of “engagement”, the emotional and “commitment” interaction with the
tale, gets so high that he will inhabit its virtual world and will “engage” in acting upon
the “challenges” posed by the tale and telling.

When usingV.R. the physical immersionwill reinforce and amplify the user’s mental
immersion and involvement. The VR system presents perspective-dependent images to
each eye, synchronized audio to the ears, and haptic, and vestibular information to the
body. The system acknowledges where the user is: “VR worlds require special hardware
to be perceived. In one of its most common forms, visitors are outfittedwith a helmet-like
head-mounted display (HMD), earphones, and gloves, which give them the ability to
perceive and manipulate the computer-generated representations.” [5]. The effect on the
user is a forceful immersion and surrounding by virtual 3D space and its experiences,
so the user will become deeply engaged in a virtual experience, telling, interaction, tale,
world, challenges, and plot.

Sensory Feedback: a VR user sees a virtual world and has feedback Inputs from it:

– VR User’s World: it is the user’s VR Environment and the context he feels immersed,
the first-person POV views he has on his virtual world and its venues: virtual places
and convincing spaces, with all “substance” bound to “physics and phenomena” of
our world, giving the user a convincing experience of a fictional and virtual world.

– VR user’s Input: for the user to feel immersed physically and not only mentally in
the telling world around him. It also requires that “affordances”, “perception”, and a
“sense of presence” and “embodiment” are triggered in the user.

That is why the “user’s sensory feedback” of the virtual world that surrounds him
is critical to creating “physical immersion”. The V.R. systems provide direct sensory
feedback to users based on their physical placement. In most cases, it is the visual sense
of Head Based systems that receive the main feedback, although VR environments
feedback can also be Aural (sound), Haptic, or Proprioceptive sensory system:

“Humans process external stimuli provided to the visual, auditory, haptic (touch and
force – kinesthetic force and tactile feedback) or proprioceptive sensory system (sense
of movements in the joints – sense of position, speed, and direction movements) and
transform the stimuli into an internal representation (or mental models), which gives
humans the illusion that they are immersed in another space.” [7].

The prevailing V.R. storytelling approach allows the viewer to become a member
of the virtual world, first-person POV looking and interacting with it, having not only a
“sense of presence” but also the one of “agency”.

V.R. is beginning to go mainstream: stories told in V.R. made storytellers discover
that not all interactive telling grammar, nor the ones of non-linear narrative, did apply
to the V.R. format. With the arrival of V.R. to the mainstream, as VPL lab developed the
HMDs like Oculus Quest (purchased by Facebook) and gloves, all incorporating haptics,
the discovery of the best telling grammar for V.R. interactive experiences and tales has
become critical: “With VR, new immersive worlds will open up, including gaming, live
sports, concerts, education, immersive cinema, social experiences.” [2] Moreover, with
the amazing “hand tracking” development (users can use their own hands with just HMD
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glasses, no gloves, or handles), the creation of a rich V.R. ecosystem, and the increasing
amount of games and applications in full V.R., Virtual Reality globalization runs at a
fast pace.

4.4 Presence and Agency in VR Immersive Virtual Worlds

In animations and movies non-linear narrative, with framed camera angle views, a POV
shot is a point of view that allows the viewer to look at the same view and place that a
character is also looking at. This POV always needs to be motivated by first show the
character looking at something off-screen (cut-away). This POV view is not from inside
the character (subjective shot), but from near the character, looking to the same he is.

In V.R.’s interactive storytelling, the point of view (POV) from where we look at
the virtual space, characters, and action can be of several kinds. And they are deeply
involved with the V.R. way of telling and immersion of the user/player:

– V.R. First Person POV: the immersed user/player is looking at virtual a world from
his own point of view, his eyes. It is like our experience of the real world, all our lives.
In V.R.’s experiences, the user/player also looks to the virtual world through himself.
It has some limitations: in this POV, the user cannot see himself, nor his reactions,
and he only knows any experiences or knowledge that he has personally experienced.

– V.R. Second Person POV: the user/player is looking from outside himself, but near
his avatar, from who he sees a little, the back of the head or a shoulder (in movies,
this shot is called “over-the-shoulder”): “the use of second person means that you, as
the user, can see (…) some representation of yourself in the world, a sort of an “out of
body experience.” [6]. To V.R. second person POVmust be given a pretext and it must
be “motivated”, so the player understands who or what is looking from that angle,
because it is not him looking. This perspective has limited use in V.R. narrative-based
immersive experiences.

– V.R. Third Person POV: The point of view is far from the player, and he can see
all space and his own avatar (his character), like also other characters too. Again, a
reasonable, strong, and clear cause about the source of this view must be given to the
immersed V.R. user/player. This view allows us to see all space, objects, and actions,
and the user himself (his avatar), giving a better understanding of the overall action,
space, and characters than the first person POV. A God’s View we discussed in Level
Layout is in third person POV.

Using other POVs than then the first person in a V.R. immersed telling, can lead
to non-sense, to the user stop believing the telling and experience he is seeing. As the
user is physically immersed in virtual space, he cannot just go away from his body and
look outside himself. This physical embodiment happens by “synthetic stimulus of the
body’s senses via the use of technology.” [6].

The player’s “suspension of disbelief”, the notion of belonging to that virtual world,
and the notion that his actions can shape the plot outcome in that world (the “sense of
agency”) are amplified via V.R.’s physical immersion. A “reality effect” takes place,
as the viewer/character finds himself involved and acting upon that world, events, and
dramawhenV.R. glasses (HMD) place the viewer/character immersed in a virtual world.
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This user’s “suspension of disbelief” leads him to a “sense of presence” also known as
the “sense of being there”, which can be defined as: “the degree to which participants
subjectively feel that they are somewhere other than their actual physical location”. [7].

These three concepts, “suspension of disbelief”, “sense of presence” and “sense of
agency” measure how depth the user is immersed in a virtual reality telling the world,
and how much will the user wants to act upon that parallel universe and must be cared
when planning a V.R. immersed telling.

5 Reflections and Conclusions

Webelieve that progress can bemadewith this study, applying in a V.R. environment and
telling the explored and planned by layout, storyboard, and concept drawings. There can
have multiple new approaches, far from the standard methodology for linear storytelling
or from the avatar’s third person view of interactive storytelling, in an approach than can
use most parts of their visual and telling grammars, but with new seek methodologies
towards a match with the user, V.R. worlds physical immersion telling’s.

With V.R. the user bond between the fictional and virtual space of and user/player
turns highly amplified, compared to linear narrative or even with the more near avatar’
users’ interactive storytelling. But, In V.R., the user is not just mentally and physically
immersed in the tale and its virtual space, is not just a question of being more immersed,
feeling a stronger sense of presence in that environment, or feeling a huge upgrade in
his ability and will to interact with it, an improved sense of agency.

Nor is not only the way he sees the virtual world 360° around, in non-framed pans
or tilts, with his eyes turned in first-person POV cameras, so looking to the virtual world
so naturally as it would in real life to his daily real world. All these achievements are
huge developments but there is more: the user is much less aware, somehow forgotten,
that the world he is immersed in is not a true one, a real-world one, an authentic one. He
feels a reality-like sense of presence and agency in the world he is being told to him. The
mediation process has faded, so he feels to be part of that universe, so he is profoundly
engaged in that universe, and founds himself acting upon it to resolve conflicts likemoral
duties, to look at challenges has responsibilities, other players as near friends or hatted
villains. All becomes very personal.

There is no public, as in movies: he is alone and just can count on his mind, tools
he has or finds, the shelters he has, and friends – other avatar-mediated players – to help
him face the challenges. So, he feels alone, and the friends he makes there become true
friends, they help each other, talk about all issues, and they socialize. The irony is that
he can’t reach the friend’s real self, I just can see them through their avatar mask. This
new world where the user can live has become a parallel world for him, so much, or
more importantly, that real world.

So, V.R. tale and telling creators must deal with a brand-new paradigm, and the
drawn telling plans of layouts, storyboard artists must too because, in linear media, a
viewer watching a movie never would take it as another world he could live in. We are
turning to Edison Kinetoscopes, in the measure that the public fades, and there is only
me looking to the fiction: tale, world, telling. But now that kinetoscope users jump into
the film and blend into it.
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Has the Layout artist begun work on this new media and approaches to it, he begins
to note some clues that can find in that process:

– Storytelling in V.R. is more about letting the user discover the tale, and solve conflicts
and challenges, than telling him that directly.

– A Beat-Based structure being much used in V.R. don’t need the formality of three
or five act-based dramatic structures. The user can go from one narrative to the next,
having ideas for new spaces, characters, quests, and events, just by watching them
along the “plot flow”.

– The user id view from framed edges “cut-out” vies, limited in a “fourth wall con-
straints”. He can look 360° of its virtual world, at will, through his eyes, with first
POV views. So, the camera and directing must be a rethink. And has the user is “em-
bodied”, he cannot go out of his body and use second or third POV views, without
being motivated. He always looks at them from his first POV view (i.e.: to a screen
from a camera view).

– As the immersion, sense of presence and sense of agency are so high, all virtual space
must be conceptually drawn an octave higher because the demanding of the world
substance can be more authentic (not equal to photoreal, most times), much more
carefully drawn, giving the user a convincing experience and depiction of the virtual
world.

– Interfaces must be more discreet, more faded, and blended.

Some tools of the layout artist, with new uses, can help to depict plan fitted V.R.
tellings:

– TheGod’sViewOverall Level layout remains fully informational, equal to the interac-
tive tale telling. Besides the normal representation of places of action, players, paths,
active agents, interactive items, triggers, obstacles, all objects of space, props, and
boundaries, key points the user positioning where is looking in first person 360° to
virtual space is probable to happen, from positions near paths, near main spaces, near
interactive and action objects (active objects, characters, or triggers).

– User POV Layout environment views will be drawn for each of those key points,
showing the scene camera angle, our user (only public) looks, and what he sees in his
first point POV. These POV Layouts must be in force perspective or three-point POV
one, must be detailed and fully rendered, as the concept layouts, when needed. There
are three kinds of User POV Layouts:

– Random views from key points, becoming individual rendering layouts, alike the
concept ones.

– Sequence views from key points, resulting in a User VR Storyboard, showing the
sequence of views along a user moving head (i.e.: pan left or tilt up).

– User R.V. POV animations (cinematics) in 360-degree, from consecutive views of
a user look around him, to an interaction agent, or to a character. The views glued
produce the cinematic.

These layouts and storyboards will be precious, with their Level layouts and concept
drawings, to help define the telling of the experience or tale.
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Abstract. In the HMD-based virtual environment, there is a need for an experi-
ence tracking method and tool that can check whether the creator has induced the
user’s experience as intended. This paper intends to propose a method to analyze
the user’s experience by separating the visual information exposed to the user and
the visual information that the user noticed, based on the information processing
theory. In addition, by visualizing the log data collected during the user’s visual
information processing process, it is intended to support qualitative and quanti-
tative analysis. We conducted an experiment to search for a specific object in a
virtual environment using the proposed analysismethod.Objectswith a highor low
degree of attention compared to the degree of exposure were analyzed through the
experiment.Additionally, the effect of the degree of exposure and attention through
the removal, addition, and arrangement of objects was objectively analyzed on the
change in information acquisition difficulty.

Keywords: User experience · Virtual reality · Information processing theory

1 Introduction

In HMD-based virtual reality content, it is necessary to induce the user experience to
match the planning intention of the creator. As the value of the content market grows,
interest in methods for content development has grown. An area that has attracted atten-
tion in recent times is research on user experience throughUXdesign. These studies have
received attention in terms of industrial design such as advertising in content design [1].
An important area in UX design is that the content induces the user’s attention according
to the intentions of the creator. However, unlike general video that only provides a fixed
screen, virtual reality content using HMD requires a different gaze guidance method
than the method used in existing content because the user looks at the desired place.

Therefore, there is a need for an experience tracking method and tool suitable for VR
content that can confirm that the creator has guided the user’s experience as intended.
To effectively apply the content development methodology, F-shape pattern [2], etc.
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provided in the existing monitor format in the VR environment, an experience tracking
method suitable for VR content is required. Therefore, to track and analyze the user
experience in the VR environment, a study on user gaze guidance in VR content was
conducted [3, 4]. However, these studies were conducted on a 360-degree video with a
fixed position. Experiential content such as gamesmove freely around the user’s location,
so new experience tracking methods and tools are needed.

This paper intends to propose a method to analyze the user’s experience based on
information processing theory by separating the visual information exposed to the user
and the visual information attention by the user in the HMD-based virtual environment.
To analyze the user’s experience, we created a tool that can analyze the exposure and
attention in a virtual environment and conducted an experiment to search for a specific
object in the virtual environment. Through the experiment, we analyze the objects with
a high level of attention compared to the exposure level and those that do not receive
attention. Additionally, the effect of exposure and attention is analyzed by comparing
the task execution time before and after the change through the removal, addition, and
arrangement of specific objects.

2 Background

2.1 User Experience

User experience is the direction of HCI (Human-Computer Interaction), a study that
studies the interaction between users and computers [5]. In the traditional HCI (HCI
1.0), researchwas conducted with the goal of making the interaction between a computer
and a human more convenient. The user interface is a medium for interaction between
the user and the computer, and the value of the user interface is evaluated by usability, a
measure based on ‘how easy to use?’ when a tool is used to achieve a specific purpose.

In the traditional HCI, such a usability-oriented research paradigm felt limited. HCI
(HCI 2.0) based on user experience was suggested as an alternative. Whereas HCI 1.0
developed more efficient interactions by focusing on technological interactions, HCI 2.0
aims to provide optimal experiences for individuals or groups of people through various
digital technologies [6]. User experience refers to the rational, emotional, or physical
overall perceptual response that occurs in content. User experience has the characteristics
of Subjectivity, Contextuality, and Holistic [7].

Subjectivity refers to the attitude of acting on an object by one’s own will. Because
experience is a psychological effect that accumulates inside an individual, even if the
same content is used, an individual’s experience may be different. This is because the
use experience is different depending on the personality and cognitive characteristics of
the person and the difference in the use activity itself.

Contextuality means that the use and experience of content or service is not deter-
mined only by the service characteristics of the content but is affected by the user’s
internal situation at the time and the external environment in which the interaction
occurs. As the environment changes, the user’s experience also changes easily.

In Holistic, system components in content can be divided into specific elements such
as object colors and sound effects. However, since experience is the total psychological
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perceptual response that a specific individual feels at a specific point in time, it cannot be
divided into specific elements, and a specific experience cannot be directly manipulated.

User experience design refers to design content to understand the characteristics of
the aforementioned user experience and induce a specific user experience to the user.
However, since the user experience consists of unstructured data, there is a lack of a
method to present the user experience itself or objective indicators for induction [8].

User experience analysis requires both qualitative and quantitative approaches [9].
Qualitative data collection takes a lot of time and has the characteristic that the quality of
collection varies greatly dependingon the capabilities of the researcher, so it is impossible
to collect and analyze data of a certain size or more. Nevertheless, the importance of
qualitative data is high for analyzing contextual and emotional factors that cannot be
inferred from only quantitative data [10]. Accordingly, a method to interpret big data
qualitatively is being studied [11].

2.2 Information Processing Theory

The information processing theory was proposed by George Miller as a theoretical
framework that compared the cognitive process of humans receiving and remembering
information on a computer [12]. Afterwards, Atkinson, RichardC.&RichardM. Shiffrin
explained the human cognitive process into three stages: sensory storage-short-term
memory-long-term memory [13].

Sensory storage is the conversion of stimuli received through various sensory organs
into neural information and is a set of information waiting in the sensory storage. The
sensory stored information differs depending on what kind of sensory information it is,
but in the case of sight, it is maintained for 1/4 s to 1 s, and then it is forgotten and lost.

Selective attention refers to memory through human cognitive resource allocation.
Human cognitive resources are limited, so it is impossible to recognize all information
in the sensory store. The assignment of cognition to specific information among the
information in the sensory storage is called attention, and the information generated by
attention is stored in the long-term memory and becomes the recognized information
only.

3 Visual Experience Analysis Methods

Based on the information processing theory, this paper intends to propose a user expe-
rience analysis method by separating the visual information exposed to the user and
the visual information that the user attention in an HMD-based virtual environment.
By using the proposed user experience analysis through the separation of exposure and
attention, we intend to adjust the user’s acquisition of visual information when designing
content.

Exposure implies that the information is presented to the user. On the other hand,
attention represents information actually recognized by the user among the exposed
information. By separating the information, it is possible to indicate the degree of con-
spicuousness of the corresponding information, and it is possible to find an object that
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is frequently exposed but has relatively low attention, or an object exposed but has
relatively high attention.

Tracking exposure and attention is a process for collecting log data related to the
acquisition of visual information that occurs while users are using content. Exposure
corresponds to visual sensory storage in information processing theory. By tracking the
field of view (FOV) of the camera in the virtual space, the object displayed on the user’s
viewing angle is defined as the exposed information. Attention represents the occurrence
of visual attention in information processing theory. By tracking the user’s gaze through
eye tracking, information in which the user gaze stays for a certain period or more is
defined as attention information.

The degree of exposure and the degree of attention are quantitative forms of the inten-
sity of occurrence of exposure and attention. The degree of exposure is determined by the
relative size of how large the exposure appears to the user when it occurs. Therefore, it
is proportional to the exposure time and the size of the object and inversely proportional
to the distance from the user. The degree of attention was measured through how much
the user’s pupil was dilated when attention occurred. It was defined that the greater the
pupil dilated, the stronger attention occurred.

For visualization of exposure and attention, a line graph is used for quantitative
data analysis and modeling visualization is used for qualitative data analysis. Modeling
visualization of exposure is expressed by changing the color of the object according to
how often the object is exposed, starting with the object. In the modeling visualization
of attention, a virtual sphere is visualized at a point where attention is generated on an
object among points in a virtual space where the attention is generated, and attention is
indicated through the color of the sphere (Fig. 1).

Fig. 1. User experience analysis flow chart through the degree of exposure and the degree of
attention
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4 Implementation of Analysis Environment

4.1 Tracking Implementation

To implement exposure tracking in the virtual environment, similar to visual sensory
storage, objects visible to the user’s eyes and are likely to generate visual attention
are distinguished and tracked. For this purpose, the current camera’s FOV is identified
through the camera movement directly manipulated through the head tracking of the
HMD and the camera movement is indirectly controlled through the avatar movement
operation. It tracks the information in the sensory storage area that can be perceived by
the user only for the object that has entered the FOV and determines that the higher the
ratio of the object appearing in the user’s camera, the higher the exposure level. This
means an object that is frequently exposed to the user’s camera operation movement
and indicates that it is an object with a high chance of recognition. Among the objects
in the camera area, whether objects visually blocked obstacles was excluded through
Occlusion Culling. Occlusion Culling is a technology for optimizing 3D rendering. It is
a function that turns off rendering of objects that do not enter the camera or that obscured
obstacles from the camera.

Objects that are not excluded are judged to be exposed and recorded at 1 s intervals.
This is because the human visual sense storage time is maintained for a maximum of 1 s.
Accordingly, an exposure exceeding 1 s may be defined as a new exposure rather than
an existing exposure. SQLite was used as a DBMS (Database Management System) to
record and manage the data. The exposure data recorded in the database are as follows
(Table 1).

Table 1. Tracking impression data

Designation Explanation

Name Name of exposed target

Size The size of the exposed object

Exposure time The time the subject was exposed

Total exposure time Total time the subject was exposed

Position 3D coordinates of an object in virtual space

Distance from user Distance between user and object

Tag Tags for objects specified by the content
developer

To track the degree of attention, the user should identify a point of interest where
visual attention occurs in the virtual space. For this purpose, HTC’s Vive Pro Eye, an
HMD device capable of eye tracking, was used. The eye tracking error provided by Vive
Pro Eye is between 0.5 and 1.1 degrees, and the trackable eye data include the users gaze
and farsightedness point, the direction of the gaze, the size and position of the pupil, and
the blinking of the eye.
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When information is recognized because visual attention is generated among infor-
mation that is likely to be recognized through the degree of exposure, the user’s eye
movement is tracked to track the recognition point. After that, the user’s gaze is extracted,
cast as a starting point, and the collision point is tracked as a point of interest. At this
time, by tracking the size of the pupil at the time of attention, it is determined how strong
attention has been generated.

Since the visual attention is one object of attention at every moment, it is possible to
record the user’s visual attention movement. To this end, according to the occurrence of
visual attention, it is sequentially recorded along with the attention time. The attention
data are recorded every 0.1 s for the user’s attention point. Unlike the exposure level
recorded for an object, the attention-level recording records the user’s attention point
in a three-dimensional space, so even if the same object is targeted, it is possible to
track which part of the object has lost more visual attention. The full trace data is below
(Table 2).

Table 2. Tracking attention data

Designation Explanation

Name Name of exposed target

Point of interest Point of attention

Pupil size Pupil size at the time of attention

Total attention time Total time you paid attention to the target

Time of attention The time when attention occurred

Distance between the point of attention
and the user

The distance between the user and the
point of attention

Tag Tags for objects specified by the content
developer

4.2 Visualization Environment

We propose two visualization methods to support the analysis of user experience with
the degree of exposure and the degree of attention. Visualize structured data through
graphs and tables for quantitative analysis. For qualitative analysis, atypical data such
as a user’s visual movements are visualized through an object in a virtual space.

Graph visualization visualizes the quantitative figures of the degree of exposure
and the degree of attention through a line graph. Visualize the entire data through the
graph of the two-dimensional array data recorded as log data. In the graph of the degree
of exposure and the degree of attention, the X-axis represents time, and the Y-axis
represents the degree of exposure and attention. The degree of exposure is proportional
to the exposure time and inversely proportional to the distance. The degree of attention
was proportional to the access time and pupil size (Fig. 2).
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Fig. 2. Graph visualization – Degree of exposure

It is difficult to intuitively analyze the configuration of the virtual space only with log
data. Therefore, it is possible to present an intuitive analysis environment by visualizing
the exposure and attention data directly tracked in the virtual space where the user played
the content. Through this, it is possible to present an easy environment for qualitative
analysis.

Modeling visualization of the degree of exposure is visualized by changing the color
of the object by assigning a rainbow color from red to purple according to the grade
by dividing the seven grades in the order of the highest degree of exposure using the
recorded degree of exposure. Classification is assigned in the order of the highest degree
of exposure of the objects recorded in the database (Fig. 3).

Fig. 3. Modeling visualization – Degree of exposure
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Modeling visualization of the degree of attention is visualized by placing the spher-
ical object at the point of attention in the virtual space. By creating a virtual sphere
in the recorded coordinates of the point of attention, data for the point of attention are
visualized. This means that the higher the number of spheres, the higher is the degree of
attention. However, if the number of spheres is too large, it may be difficult to identify
the object. Therefore, when the sphere is created, if the difference in distance from the
previous point of interest is smaller than the size of the sphere, continuous attention is
expressed by changing the color of the existing sphere without creating a new sphere.
Colors are expressed in rainbow colors as to the degree of exposure. Finally, according
to the creation order of the sphere, arrows were connected to realize the user’s visual
movement (Fig. 4).

Fig. 4. Modeling visualization – Degree of attention

Log data has a large number of records, so it is not easy to analyze if all the data
is visualized. Therefore, a function to visualize only a specific moment and a specific
object was added. First, a function to visualize data in a specific time was implemented.
Based on the recorded user’s content start time and content end time, the visualization
start time and end time can be selected using the slide bar UI to select the data of the
moment to be analyzed.

And the function to visualize only the object of the tag specified by the content
developer was implemented. The developer sets tags for related objects, visualizes only
the objects of the set tag, and avoids visualizing objects that are judged to bemeaningless,
so that visual information on objects can be analyzed in units of tag bundles.

5 Experiment

5.1 Experimental Design

Toanalyze the user’s experiencewith the proposedmethod, an experimentwas conducted
to search for a specific object in the virtual environment. A virtual model house was
created as an experimental environment. The experimental goal is to sequentially explore
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a total of 15 book-shaped task objects in a virtual model house. The virtual model house
consists of three rooms bedroom, living room, and a kitchen. Task objects are created
sequentially from No. 1 to No. 15 at predetermined positions, and 5 are created in each
room. When the subject who discovers the object operates the found button, the current
task object is deleted, and the next task object is created. If you find all 5 task objects
in each room, you can move to the next room, and the experiment ends if it is the last
room.

The experiment is divided into the first and second experiments, and the first exper-
iment is conducted in the initially set environment. The second experiment changes the
environment of the object and analyzes the change in the degree of exposure and attention
in the changed environment, and the task execution time resulting therefrom. Based on
the data from the first experiment, the bedroom deletes the object with the highest degree
of attention compared to the degree of exposure and confirms the degree of attention
of other objects and the change in task execution time. The living room confirms the
degree of attention of the task object by increasing the number of exposures per hour
by arranging additional objects around the task object. The kitchen lowers the distance
between objects and reduces the density of objects, lowers the number of exposures per
hour and checks the degree of attention of the task object. Also, check whether the task
execution time has changed due to these changes.

A total of 14 experimenters participated. The average age of the test subjects was
22.5 years old, and by gender, 9 males (64%) and 5 females (36%) were among them,
and 7 experimenters (50%) had experience using VR content (Fig. 5).

Fig. 5. Task object layout.

5.2 Experimental Analysis

In the first experiment, objects with a high degree of attention compared to the degree of
exposure and objects with a degree of attention with a low degree of attention compared
to the degree of exposure were analyzed. As a result of analyzing high-level objects with
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high attention compared to exposure, it was found that all of them consisted of large
objects in each area. It was found that the size of the object and degree of attention were
proportional to the degree of exposure.

And among the objects with a low degree of attention compared to the degree of
exposure, the ‘Chair’ object is a total of 25 chair objects were arranged in the kitchen.
Even though the chairs use the same model, 6 of 25 chairs didn’t get any attention at
all. In addition to numerical factors such as exposure intensity, exposure time, and size
of the object, it is judged that more contextual factors such as the relationship between
the object and the surrounding environment are needed to pay attention to the object
(Table 3).

Table 3. Degree of attention compared to Degree of exposure

Object name Room The degree of attention
compared to the degree of
exposure

Bedroom_Bed1 Bedroom 0.256

Living sofa corner Livingroom 0.202

Hall closet Livingroom 0.151

Bedroom_Nightstand4 Bedroom 0.129

Pre_Fur_Tv_Stand_01 Livingroom 0.127

Fireplace Livingroom 0.107

Table1 Kitchen 0.095

Window1–4 Bedroom 0.095

Fridge Kitchen 0.074

Sink.001 Kitchen 0.069

…

Chair22 Kitchen 0

Chair20 Kitchen 0

Chair19 Kitchen 0

Chair18 Kitchen 0

Chair17 Kitchen 0

Chair16 Kitchen 0

Chair15 Kitchen 0

Chair14 Kitchen 0

In the second experiment, changes in the degree of exposure, attention, and task
execution time were confirmed by changing the object environment. The nonparametric
paired sample test was performed for the task execution time through the Wlicoxon
signed rank test. As a result, there was no change in task execution time between the
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first and second experiments in the bedroom. In the living room, there was an increase
in the time required to perform the task. There was a decrease in the time required to
perform tasks in the kitchen (Table 4).

Table 4. Wlicoxon signed-rank test

Room Experimental
order

N Average Standard
deviation

Minimum Maximum Z Approximate
significance
(Biaxial)

Bedroom 1 14 49.143 19.825 23.2 85.2 −1.224b 0.221

2 14.014 11.191 28.7 65.5

Livingroom 1 45.400 24.080 22.5 109.9 −1.977b 0.048

2 41.992 21.200 21.3 87.9

Kitchen 1 56.664 15.094 38.9 88.1 −1.977c 0.048

2 33.686 12.135 21.4 60.7

In the bedroom, the change was confirmed by removing the object with the highest
level of attention compared with the exposure level. However, there was no change
in the time required to perform the task of the experimental participants. In the first
experiment, ‘Bed1’, the object with the highest degree of attention compared to the
degree of exposure in the bedroom, was removed and changes in the degree of exposure
and attention were measured. The object was removed, resulting in a change in the ratio
of the degree of attention to the degree of exposure to all objects. The greatest difference
was the ‘Office Corner Table1’ object, which showed 10% of the attention compared to
the exposure in the first experiment but increased by 8% in the second experiment to
18%. This object is the second largest object in the bedroom after the bed was removed,
and it has been proven again that the size and degree of attention have a proportional
relationship. Additionally, the degree of attention increased compared to the exposure
level of the ‘Window1–3’ object. The object was a window behind the bed object, so it
could be seen that the place was a place with a high degree of attention.

As a result of observing the change by placing additional objects in the living room,
the time required to perform the task increased. By placing additional objects around
the task object and increasing the number of exposures per hour, the degree of attention
of the task object was confirmed. As a result of comparative analysis of the number of
exposure occurrences and the number of attention occurrences per hour that occurred
while performing the task in the living room, the degree of attention decreased compared
with the degree of exposure.

As a result of reducing the density of objects by adjusting the distance between
objects in the kitchen, the time required to perform the task was reduced. There are a
total of 75 objects placed in the kitchen, which means that more than 50% of all placed
objects are placed in the kitchen. Due to this, the object density in the kitchen was higher
than in other rooms. Therefore, by lowering the density of the object, we confirmed the
change in the degree of exposure and the degree of attention. The position of each object
in the kitchen was adjusted, and the clustering degree of the placed object was evaluated
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through K-mean clustering analysis. As a result of the evaluation, the object density
decreased by 50% compared to the first experiment.

In the kitchen, the time required to perform the task decreased, but the degree of
attention compared to the degree of exposure increased. The increase in task performance
time and the degree of attention compared to the degree of exposure can be seen as
a change in the living room that was lowered and a consistent change. However, if
only the exposure time excluding the exposure intensity affected by the size of the
exposed object and the distance from the user at the time of exposure was analyzed, the
attention compared to the exposure degree increased in the kitchen, whereas the attention
compared to the exposure per second decreased. This means that exposure to the object
occurred more frequently in the second experiment than in the first experiment. It is easy
to think that the number of objects entering the field of view decreases when the density
is lowered, but when the density is high, it can be inferred that there are fewer objects
entering the field of view because the object becomes an obstacle.

Through this experiment and analysis, it was confirmed that the size of the object
talked about in the existing content and the degree of attention compared to the degree of
exposure were proportional. Additionally, it was quantitatively confirmed that the degree
of attention to a specific object was lowered when the objects were densely populated.
Through such a result, when the user should find a specific object, the difficulty of the
task can be modified according to intention by adding, removing, and modifying of
objects around the specific object that the creator must find. And, through the proposed
analysis method and tool, it is possible to check whether the induction of the users gaze
movement is successful according to the intention of the producer, and whether the
difficulty of finding a specific object is appropriate.

6 Conclusion

In this paper,weproposed auser experience trackingmethodusing the degree of exposure
and the degree of attention so that the creator can check whether the user’s experience
is induced as intended in the virtual environment. After implementing the tracking and
analysis environment for this purpose, it was possible to confirm whether the content
induces the user experience as intended by the creator by using the degree of exposure
and attention through the experiment. First, a method for separating and analyzing the
exposure level and the attention level for user experience tracking in the virtual environ-
ment was presented. The degree of exposure is the degree of visual stimulation provided
by the virtual object to the user, and the degree of attention is the degree to which the
virtual object arouses the user’s visual attention. Through the degree of exposure and
attention, it is possible to add, remove, and arrange objects by analyzing whether the
object is appropriate for exposure or attention as intended by the creator. The degree of
exposure was occlusion culling technology, and the degree of attention was tracked and
recorded using the eye tracking technology of Vive Pro Eye. And to facilitate the analy-
sis of the records, graph visualization and modeling visualization tools of the degree of
exposure and the degree of attention were produced.

To confirm the utility of the analysis method and tool, an experiment was conducted
to search for a specific object in the virtual model house. The model house is divided
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into three rooms, and five task objects are placed in each room. The experiment ends
when the user finds all the task objects placed in the room in order. A total of 14
experimenters participated. The experiment was divided into the first experiment and the
second experiment, and the first experimentwas conducted in an initially set environment
to confirm the degree of exposure and attention. Based on the analyzed data, the second
experiment confirmed the degree of exposure and attention of the object after removing,
adding, and repositioning the object, and the change in the task execution time. Through
this experiment and analysis, it was found that the attention level is proportional to the
object size and exposure level discussed in the existing content. Additionally, it was
quantitatively confirmed that the degree of attention to a specific object was lowered
when the objects were densely populated.

Therefore, through the method using the proposed exposure and attention level, the
user’s cognition is defined as a quantitative numerical value, or by analyzing the user’s
specific behavior after recognition, how much information is understood and what kind
of behavior is induced is tracked and visualized. is possible Based on this, it is expected
that this thesis will serve as basic research necessary to design the level of information
delivery according to the intention of VR content production.
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Abstract. Photogrammetry, streaming, virtual reality, and augmented
reality are technologies that are having a great impact in fields such
as education, medicine, video games, and lately in tourism, especially in
recent years due to the COVID19 pandemic; however, the area of tourism
had limitations in terms of face-to-face tourism, but thanks to the use
of the aforementioned technologies, it has been possible to virtualize the
interactions of the users.

In this work, we have carried out a review of applications of pho-
togrammetry, streaming, virtual and augmented reality focused on the
area of tourism. Which were found through a systematic review of the
literature focused on the use of these technologies as tools for the gener-
ation of immersive environments for tourist sites.

The objective of this work is to serve as a basis for future research
focused on virtualizing tourist sites; That is why we focused on the follow-
ing topics (1) the application of these technologies to tourism in related
works, (2) the advantages and disadvantages in the use of these tech-
nologies, (3) the problems that these technologies present and how they
would be solved and (4) future work.

After conducting the research review, we have been able to confirm
that photogrammetry, streaming, virtual reality, and augmented reality
can be used effectively to generate an inmersive interaction between the
tourist and the tourist site in a virtual way, but it is still necessary to
take considerations about its use.
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1 Introduction

Virtual reality, augmented reality, photogrammetry and streaming are technolo-
gies that have a greater impact at the research level in recent years in different
areas such as medicine [12], education [10], architecture [17], video games [11]
and marketing [9]. It should be noted that the first information technology appli-
cations for virtual tourism emerged in 1993 [3].

However, due to the constant evolution of technology and the need to be
able to generate a connection between a tourist site and people who are in a
distant location, virtualization is having a greater impact on tourism. Since it
allows creating an immersive environment of the tourist place and then through
technologies such as virtual reality or augmented reality, users can access it in
an immersive way.

For the development of these immersive virtual environments, various appli-
cations use 3D models generated from [23] photogrammetry. Additionally, we
find technologies such as streaming that allow the user to visualize the real
tourist site and can navigate through it through various commands [8].

In this article, we have carried out a systematic mapping of the state of the
art on the use of information technologies such as virtual reality, augmented
reality, streaming, and photogrammetry in the area of tourism.

This paper aims to (1) collect and analyze the main research on the use of
these technologies in the tourism sector, focusing on their main characteristics
and the available evidence on their effectiveness; (2) inform about the current
state of the technology and its use to those interested in designing applications
to visit tourist sites virtually; and (3) guide designers on the correct use of
mechanics and technologies which can be used in other contexts such as social
problems that share similarities with the creation of immersive environments.

This work is structured as follows: Sect. 2 describes the methodology used
for the systematic review of the literature; Sect. 3 presents the findings obtained
and the discussion; Finally, Sect. 4 presents the conclusions and future works.

2 Methodology

The main objective of this work is to review the applications developed (and
being developed) to create immersive environments for tourist sites and the
degree to which their effectiveness has been demonstrated to serve as a basis for
future work.

Therefore, we have proposed the following main research questions, which we
will review in the selected papers.

– What techniques are being used?
– What problems do they solve?
– What drawbacks have been found?
– What are the future problems to be solved?
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The selection criteria of the articles reviewed in this research are the following:

1. Theme: Articles related to virtual tourism, The article describes the appli-
cation of information technologies in tourism.

2. Year of publication: from 2011 to 2021.
3. Language: The article is in English or Spanish. Considerations: The article is

available digitally and was published as part of a conference, scientific journal,
or workshop. The article is indexed.

4. Type of study: Applied research articles.

Exclusion criteria:

1. Publications where the full text is not available.
2. Publications not found in journals or scientific conferences.
3. The article describes the relationship between virtual tourism and information

technologies but not its application.

After applying the exclusion criteria, 11 articles were chosen for photogram-
metry and 13 for streaming as shown in Table 1 and Table 2.

3 Findings and Discussion

3.1 Photogrammetry

Introduction. Currently, research on photogrammetry in tourism focuses on
3D modeling of tourist areas, this is due to the low cost of time and money
involved in generating models using this technology. Consequently, its applica-
tion has been taking place in various parts of the world, in countries such as
Spain [15], Malaysia [24], Italy [16], etc. It should be noted that in the reviewed
works it is possible to highlight the use of two techniques for photogrammetry,
which are TLS (Terrestrial Laser Scanning) or UAVs (Unmanned Aerial Vehicle)
to capture the images.

According to Moyano [15] TLS is the most widely used data acquisition
technique today, where image capture is done using terrestrial laser scanners,
where images are taken from the same level as the object or place to be modeled,
in this technique the distance between the laser and the object is calculated. On
the other hand, Photogrammetry with UAVs is carried out by taking pictures
with drones from a higher angle or diagonally.

The revised works that use these techniques have the purpose of reconstruct-
ing sanctuaries or tourist areas [16] and creating an immersive environment [24]
to be able to visit these sites without being present in them.

For example, with the use of drones (UAVs), their flight is automated with
programs such as “DronDeploy” and for TLS, the images are processed with
specialized software such as “Agisoft Photo Scan”.

Consequently, the main difference between these 2 techniques is the accuracy
of the generated models.

On the other hand, the oldest articles we review prioritizes the use of pho-
togrammetry to document archaeological sites and related findings, for example,
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Table 1. Selected articles chosen for photogrammetry

Article Date Criteria Number of citations

UAV Photogrammetry and 3D Modelling of
Complex Architecture for Maintenance
Purposes: the Case Study of the Masonry
Bridge on the Sele River, Italy

2021 - The article describes the application of
information technologies in tourism

8

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally

Virtual 3D model of Canseleri building via
close-range photogrammetry
implementation

2019 - The article describes the application of
information technologies in tourism

2

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally.

Validation of close-range photogrammetry
for architectural and archaeological heritage
Analysis of point density and 3D mesh
geometry

2020 - The article describes the application of
information technologies in tourism

7

- Year of publication: from 2011 to 2021.

- Language: The article is in English

- The article is available digitally.

3D survey and virtual reconstruction of
archeological sites

2014 - The article describes the application of
information technologies in tourism

115

- Year of publication: from 2011 to 2021.

- Language: The article is in English

- The article is available digitally.

The Combination of Terrestrial Lidar and
UAV Photogrammetry for Interactive
Architectural Heritage Visualization Using
Unity 3D Game Engine

2019 - The article describes the application of
information technologies in tourism

1

- Year of publication: from 2011 to 2021.

- Language: The article is in English

- The article is available digitally.

From TLS Survey to 3D Solid Modeling for
Documentation of Built Heritage: The Case
Study of Porta Savonarola in Padua

2017 - The article describes the application of
information technologies in tourism

20

- Year of publication: from 2011 to 2021.

- Language: The article is in English

- The article is available digitally.

The Imperial Cathedral in Königslutter
(Germany) as an immersive experience in
virtual reality with integrated 360
panoramic photography

2020 - The article describes the application of
information technologies in tourism

19

- Year of publication: from 2011 to 2021.

- Language: The article is in English

- The article is available digitally.

Initial user-centered design of a virtual
reality heritage system: Applications for
digital tourism

2020 - The article describes the application of
information technologies in tourism

20

- Year of publication: from 2011 to 2021.

- Language: The article is in English

- The article is available digitally.

Three-Dimensional Recording and
Photorealistic Model Reconstruction for
Virtual Museum Application–An
Experience in Malaysia

2019 - The article describes the application of
information technologies in tourism

7

- Year of publication: from 2011 to 2021.

- Language: The article is in English

- The article is available digitally.

3D Reconstruction of Cultural Tourism
Attractions from Indoor to Outdoor Based
on Portable Four-Camera Stereo Vision
System

2015 - The article describes the application of
information technologies in tourism

1

- Year of publication: from 2011 to 2021.

- Language: The article is in English

- The article is available digitally.

3D Documentation of Cultural Heritage:
The Case Study of Banteay Srei Temple in
Angkor, Siem Reap

2020 - The article describes the application of
information technologies in tourism

0

- Year of publication: from 2011 to 2021.

- Language: The article is in English

- The article is available digitally.
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Table 2. Selected articles chosen for streaming

Article Date Criteria Number of
citations

Using drones for virtual tourism 2014 - The article describes the use of drones in virtual tourism 22

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally.

Drones for Live Streaming of Visuals for
People with Limited Mobility

2016 - The article describes the use of drones for streaming in virtual
tourism for people with limited mobility.

9

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally.

Online Synchronous Model of Interpretive
Sustainable Guiding in Heritage Sites: The
Avatar Tourist Visit

2021 - The article describes the use of streaming in virtual tourism for
people with limited mobility.

0

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally.

Research on Panoramic Stereo Live
Streaming Based on the Virtual Reality

2021 - The article describes the use of streaming in virtual tourism
with virtual reality

0

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally.

Will virtual reality be a double-edged
sword? Exploring the moderation effects of
the expected enjoyment of a destination on
travel intention

2019 - The article describes the advantages and disadvantages of
virtual reality in tourism.

42

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally

3D documentation on Chinese Hakka Tulou
and Internet-based virtual experience for
cultural tourism: A case study of Yongding
County, Fujian

2018 - The article describes a case study of a virtual tourism
experience.

13

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally

Examining the usability of an online virtual
tour-guiding platform for cultural tourism
education

2018 - The article describes the application of a platform for virtual
tourism.

70

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally

Educational tourism through a virtual
reality platform

2013 - The article describes the application of a platform for virtual
tourism.

42

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally

Beijing Tourism School of 3D Virtual
Reality Network Transmission

2010 - The article describes the application of a platform for virtual
tourism.

0

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally

Avatar: Enabling Immersive Collaboration
via Live Mobile Video

2018 - The article describes a mobile streaming application for virtual
tourism.

1

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally.

Virtual tourism with drones: experiments
and lag compensation

2015 - The article describes the use of drones for virtual tourism. 24

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally.

Real-Time Location based Augmented
Reality Advertising Platform

2020 - The article describes the use of augmented reality in virtual
tourism.

0

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally.

Simulating a virtual journey on Italian alps
through a multisensory mixed reality
environment

2019 - The article describes the use of augmented, virtual and mixed
reality in virtual tourism.

3

- Year of publication: from 2011 to 2021

- Language: The article is in English

- The article is available digitally.
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the work of [6] who, through a 3D model created with photogrammetry, of zones
with incomplete monuments, adding bibliographic information and the likely
interpretation of missing parts was able to reconstruct the entire building as a
single 3D model of the complete monument. In this type of work, it is more com-
mon to use techniques such as TLS when obtaining the photographs to generate
the models.

Advantages and Problems of Using TLS. Among the articles reviewed,
Guarnieri [5] highlights the creation of 3D models of cultural heritage to preserve
the memory of historic buildings and support economic growth by stimulating
tourism.

To carry out the modeling process of an ancient door (Porta Savonarola),
the researchers first use terrestrial laser scanners, then the data generated is
processed with the Leica Cyclone software and finally, they carry out the solid
modeling with the Autodesk Recap software.

Additionally, 3D models of buildings generated through TLS can also be
used in other applications such as BIM (Building Information Modeling), which
integrates structured, multi-disciplinary data to produce a digital representation
of an asset across its lifecycle, from planning and design to construction and
operations.

On the other hand, Walmsley and Kersten’s research [23] integrated laser
scanning techniques and 360 recording of the Imperial Cathedral of Konigslut-
ter. The project was divided into five main phases of development: (1a) data
acquisition using terrestrial laser scanning with a (1b) segmentation of point
clouds into object mosaics, (2a) 3D solid modeling with AutoCAD using seg-
mented point clouds, (2b) panoramic image generation using PTGui, (3) tex-
ture mapping of polygonal models using Autodesk Maya and Substance Painter,
(4a) mesh placement and scene construction within the UE4 game engine, (4b)
integration of the motion control and interactions in UE4, (4c) integration of
360◦ panoramic images and (5) immersive and interactive visualization of the
cathedral in the HTC Vive Pro virtual reality system using Steam VR 2.0 as
an interface between the game engine and the head-mounted display (HMD).
The investigation concluded with the realization of an immersive virtual reality
environment with the 3D models generated from TLS that is proposed to be
used for the promotion of the museum.

Poux [18] explores new ways of interacting with high-quality 3D reconstruc-
tions in a real-world setting. They proposed a user-centric product design to
create a virtual reality (VR) application designed specifically for multimodal
purposes. Which were applied to the castle of Jehay (Belgium) that is undergo-
ing renovation, with the objective of creating multi-user digital immersive expe-
riences. Finally, they created an immersive environment to be visited through
virtual reality.

Wei [24] used the construction of 3D models for the reconstruction of vir-
tual museums in Malaysia. The problem they address is the characteristics
that 3D laser scanners must have, because these depend largely on the level of
detail and the level of the object, for this reason, medium and short-range laser
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scanners were used to digitally record the heritage objects. The objective of this
research was to develop a methodological framework for digital recording and 3D
reproduction of archaeological artifacts and heritage sites in Malaysia by using
terrestrial laser scanning technology.

On the other hand, Moyano’s research [15] aims to validate the Structure
from Motion (SfM) technique in comparison with the terrestrial laser scanning
(TLS) technique. The authors reconstructed the main facade of the house of
Pilate in Spain. The reason for rebuilding this cultural heritage is to plan its
conservation and restoration. In the work, both techniques (SfM and TLS) were
compared, concluding that with the precision of SfM, cheaper models can be
built with a precision of 2 mm.

Therefore we can conclude that this technique is effective for the design of
prototypes and by integrating with applications such as BIM it can provide a
high-quality 3D representation of historic structures that can then be used for
preservation and documentation.

But one of the problems with the TLS technique is the cost compared to
other techniques, which would not be recommended for use in large places.

Advantages and Problems of Using UAVs. Regarding the works on the
use of UAVs, we found Pepe’s research [16] that focused on identifying a suit-
able methodology to easily and quickly make 3D models of complex structures
such as tourist sites. This was done through algorithms based on structure from
movement (SfM) and using images generated by cameras in UAVs, with this
algorithm the point cloud was obtained, and after using the “Rhinoceros” soft-
ware, the Masonry bridge was rebuilt which is located on the Sele River in Italy,
one of the main advantages described by the authors is the low cost of using this
technique.

Shahrunnizam and Nizam [20] describe the problem of how expensive the TLS
method can be when creating 3D models of large places that is why they propose
the use of Close-range Photogrammetry (CRP) although it does not produce
such exact models it is very cheaper. The research uses UAVs to obtain different
images of the Canseleri building located in Malaysia and uses Agisoft PhotoScan
software to generate the point cloud and the model. Finally, the article compared
the proportionality of the generated model with the real measurements of the
building, concluding that each error found was less than 4cm; consequently, this
technique can be used in the field of construction specifically in large places such
as buildings, monuments, etc.

Combined Use of Techniques. On the combined use of these techniques, we
found the work of Shao [19] who developed an alternative to these 2 techniques,
which is a four-chamber portable stereo photographic measurement system, this
system can provide a professional solution for rapid acquisition, processing, inte-
gration, reconstruction, and visualization of 3D data. The constructed model rep-
resents the Jiuzhaigou Scenic Area which is located on the edge of the Tibetan
Himalayan Plateau in North Sichuan Province. This study mainly focuses on
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the 3D reconstruction of the outer surface and the inner structure of two typ-
ical cultural tourism resources. The results of the experiment show that it is
possible to carry out the interior and exterior reconstruction with the use of
the four-chamber portable stereo photographic measurement system. Compared
to traditional methods, it is a non-contact measurement method and generates
3D models containing detailed descriptions of both its appearance and internal
structure, including architectural components.

Also, Zhang [25] studied 3D reconstruction of cultural relics and historical
sites. They presented the study and 3D modeling of an ancient temple, Banteay
Srei, located in Angkor. To obtain the model, they used ground-based laser scan-
ners, a micro unmanned aerial vehicle (UAV) (DJI Phantom 4 Pro), and a digital
camera (Nikon D90). They used a combination of technologies to document this
cultural heritage and provide information to the Angkor and Siem Reap Region
Protection and Management Authority (APSARA), thus helping them to carry
out the most efficient tasks such as: preserving their archaeological artifacts, nat-
ural resources, and others around the temple area. It was concluded that with
the generated 3D models, it is possible to know the heritage structure in detail
at ground level. Additionally, it can also provide a way to pass on knowledge
about heritage sites to future generations.

Additionally, we review Andaru’s research [1] where they point out that the
TLS technique can generate a denser point cloud than other techniques, but it
presents problems in the ceilings, for which the authors use the cloud points of
TLS and UAV through the use of Iterative Closest Points (ICP) algorithms in
two buildings of the architectural heritage of Yogyakarta, Indonesia, specifically
“the Vredeburg fort museum”. In the investigation, after generating the images
with both TLS and UAV, they used the PhotoScan software, they also created
an interactive visualization of a 3D web model with spatial function using the
WebGL API and Mapbox.

Future Problems to Be Solved. Consequently, the most recent applications
focus on the use of photogrammetry to create models and visualize them virtually
so that some sanctuaries are not affected by in-person visits. Another objective
of these works is the documentation of archaeological zones. Additionally, these
investigations highlight the combined use of different techniques such as TLS
and UAV to obtain better results.

First, we can observe that Fig. 1 shows a heat graph of the countries where
these investigations have been carried out, of which Europe and Asia stand out.

Then Fig. 2 shows the constant growth in research on the use of photogram-
metry applied to virtual tourism, where the last 2 years stand out since the
amount of research has multiplied.

On the other hand, Fig. 3 shows that the technique that predominates in
the applications of photogrammetry to tourism is the use of TLS, although the
use of UAVs is also present, something remarkable in the graph is that there
are investigations that have combined these two techniques to complement each
other.
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Fig. 1. Countries where the photogrammetry articles were published

Fig. 2. Years of publication of the revised photogrammetry articles
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Fig. 3. Techniques used in the revised photogrammetry articles

3.2 Streaming

Streaming is defined as the way to continuously display or transmit digital con-
tent such as audio, video, or multimedia files over the internet in real-time [7].
To have a correct streaming experience, both the transmitter and the user must
have a good internet connection [22]. There are different platforms for broadcast-
ing, the most popular are live streaming platforms such as Twitch, Periscope,
Meerkat, Facebook Live, Youtube Live, etc. and video conferencing software such
as Zoom, Skype, GoToMeeting, among others [21,22]

Streaming with Drones for Virtual Reality and Augmented Reality.
The reason for the use of unmanned aerial vehicles (Drones) in virtual tourism
is to fly between the points where the tour takes place, to project these desti-
nations live to the user. It is also possible to make combined use of the drone’s
camera with a virtual reality viewer (Oculus Rift), where the user makes natural
movements with his head that change the direction that the drone should take
[14], another advantage of the use of drones is to give access to visual information
to people with different abilities [13].

Virtual Reality with Streaming
The use of drones for streaming with VR has gained popularity in recent years
as these tools are the most suitable for virtual tourism in a more efficient and
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friendly way; however, there are still some inconveniences and problems linked to
the speed of connectivity and the little space in the cloud to store information.

Some solutions have been studied, such as the use of multiple lenses that
obtain different views from the same point of the place to be reconstructed. For
this, a tool is required that can unite the images captured by all the lenses simul-
taneously, a virtual reality tool that can transmit videos in real-time, providing a
panoramic view of the place, and a server with sufficient hardware characteristics
to support the amount of information that is received and sent [26].

On the other hand, Vinals [22] considers the problem of having a more vivid
cultural experience where an interpreter guide can participate virtually through
the use of streaming, with this objective they created a model called “Avatar
Tourist Visit”, which allows remote users to visit the city of Valencia (Spain).

In the same way, it must be considered that there are different limitations
such as: the speed and stability of the internet connection, another problem that
is found is communication since it can only take place through audio and not
by video, the guides must be highly trained to make a tour without a camera
operator and lastly, the different time zones of the remote visitors can affect the
availability of the tool [22].

Mirk [14] mentions that some problems that occur when streaming are that
the amount of information to be sent is very large, the high image quality
required to have a more realistic experience, and above all, the speed of the
internet connection that we must have to generate fluid tourist routes. As a
result, all these problems make the computational process very expensive when
streaming in real-time.

Additionally, Zheng [26] proposes the union of a panoramic video in real-time
with a multi-lens camera, a problem they found is that a great computational
demand is generated, for this reason, they developed an algorithm that joins the
panoramic videos and improves its efficiency, GPU performance should also be
considered to reduce latency.

Augmented Reality with Streaming
Regarding the use of augmented reality with streaming, we find the work of
Batuwanthudawa [2] that proposed the realization of a platform with augmented
reality (AR) in real-time to transmit and show objects created with MAYA and
Photoshop that was developed in Unity, using a web server to store both the
system and the geo-coordinates sent by the mobile device and this, will provide
us with the GPS coordinates, the information from the magnetic sensors and
the compatible augmented reality environment, to be able to visualize a place
without the need to access it in person.

The author Carulli [4], proposed a multisensory experience based on aug-
mented, virtual and mixed reality technologies using live streaming and record-
ing tools in the real environment, which are synchronized with a haptic interface
to reproduce a tactile sensation, It also allows to transmit an olfactory sensation
of pine aroma for the tour.
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First, we can see in Fig. 4 a heat map of the countries where research has
been carried out regarding the use of streaming in tourism, of which the Asian
and European areas are the most representative.

Fig. 4. Countries where the streaming articles were published

Additionally, Fig. 5 shows the constant growth in research on the use of
streaming applied to virtual tourism, in the last four years the amount of research
has multiplied, which may have occurred due to the health crisis that we have
experienced in these last years.

Finally, Fig. 6 shows that the techniques that have predominated in streaming
applications focused on tourism are the use of VR and AR, but in recent years

Fig. 5. Years of publication of the revised streaming articles
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Fig. 6. Techniques used in the reviewed streaming articles

there have also been works that combined both techniques creating mixed reality
technique which generates better results.

4 Conclusions and Future Work

4.1 Conclusions

After analyzing the different investigations, we have found that a central theme
in the different articles is to visit tourist places without requiring the physi-
cal presence of the user, which is achieved by combining different technologies
such as photogrammetry and streaming since both technologies try to create an
individual experience for each user.

We have noticed that the use of photogrammetry has become more popular
in recent years for the creation of 3D models of tourist sites, due to its low cost
of money and time, the generated models are used in different topics such as the
creation of immersive sites, reconstruction, and preservation of tourist areas.

On the other hand, the main photogrammetry techniques are the use of TLS
and drones due to their high precision and low cost, although both techniques
indeed have their advantages and disadvantages, that is why in recent years
research has emerged that combines both techniques generating better results.

Currently, streaming has become a technology widely used by people to show
all kinds of information through different platforms such as Twitch. But this
technology is not widely used in the area of tourism, although research has
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already been carried out on its use and has been combined with other tech-
nologies such as virtual and augmented reality, there are very few works that
are developed and in production. However, the results of these works show that
their combined use can become an immersive and fun experience for users since
it improves the usability of virtual tourism.

Additionally, the authors highlight drones as the most used tools for stream-
ing, but a problem they find in these unmanned aerial vehicles is at the hard-
ware level, since they require high characteristics in terms of camera, battery,
and internet connectivity. Similarly, other technologies can also be applied to
improve the user experience such as virtual and augmented reality.

4.2 Recommendations and Future Work

Regarding the creation of 3D models of existing buildings, we recommend first
identifying the size of the building, its characteristics and its level of access, since
all of this would help determine which photogrammetry technique to use TLS,
drones or the combination of both techniques. Another recommendation is to
prioritize what is more important in your research, whether it is the economic
cost of the generated model or the accuracy of the generated model. For example,
if you want to create a more precise model, the use of TLS is recommended,
although it has a higher cost, it generates fewer errors in the models. On the
other hand, if the building is large and cannot be visited directly, the use of
drones is recommended.

Finally, another important topic to investigate is the use of streaming in
virtual tourism, since it allows us to create a real-time tour of the different tourist
sites without the need to create models, but the use of guides is recommended
to improve the interaction of users with the site to visit, but it is important to
take into account the area you want to visit since a good internet connection is
required to generate a clear video broadcast.
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1 Universidad Nacional de San Agustin, Arequipa, Peru
{diquira,osharhorodska,ctacca,jmonroyv,bsumire}@unsa.edu.pe

2 Universidad del Cauca, Popayán, Colombia
ccollazo@unicauca.edu.co

Abstract. Tourism has a substantial impact on the economy of dif-
ferent regions of the world such as Latin America, however due to the
health crisis generated by COVID-19 this sector has been one of the
most affected, for this reason, different investigations have been carried
out focused on solving the problems generated by the pandemic.

Therefore, it has become necessary to implement new technological
alternatives that allow promoting alternative tourism; for example, take
virtual tours of different tourist attractions with the help of virtual or
augmented reality.

In this article we present a proposal for a virtual reality application
focused on promoting tourism in Peru using a user-centered design.

To make this proposal, an analysis of tourism in Peru was carried
out, analyzing the impact of the pandemic in Peru and the most vis-
ited attractions in the city of Arequipa to select the scenarios to be
virtualized. An important aspect of the proposed is the creation of a
user-centered design, for which a set of functions focused on users was
proposed, such as the use of a map to select the tourist attractions to
visit, showing updated information of the tourist attractions, the use
of multiple methods of movement in virtual reality environments and a
camera that allows taking pictures when navigating the virtual scenario.

Keywords: Virtual reality · Virtual tourism · User experience

1 Introduction

The tourism industry has experienced a major crisis in recent years, for which
various safety and health measures have been established to reduce COVID-19
infections, which has affected work activities in different countries.
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At the same time, due to the way the virus is transmitted, different coun-
tries have implemented border closures, resulting in a large reduction in tourism
activities worldwide [1].

For example, the second report of the year 2020 of the UNWTO has deter-
mined that more than 72% of travel agencies have ceased the different interna-
tional flights before the beginning of April 2020, for which more than 80% of
international tourism has been reduced in comparison to previous years [2].

Consequently, this change has motivated various countries to generate strate-
gies on how to modify and reform tourism activities through the use of various tech-
nologies, amongwhich we can find virtual reality, which allows the use of computer-
generated images to simulate realistic experiences through virtual trips [3].

Therefore, this research proposes a user-centered system model focused on
virtual tourism, where virtual reality technology is used to generate greater
immersion in users. To create a realistic virtual experience, we consider that
the interaction with the user must be fluid, adding the ability to manipulate
objects on their way through each scenario.

The virtual scenarios will be set in the various tourist attractions of Peru,
which will narrate their own story and will have a guide who will accompany
the user in a non-intrusive way to help them navigate during their journey, pro-
viding advice and comments. However, this proposal does not focus on replacing
face-to-face tourism, but rather, its objective is to provide an attractive virtual
experience for users that encourages them to visit the country.

This document is divided into four sections: In the first section, we describe
the related works, where we analyze different investigations related to virtual
reality, tourism, and photogrammetry. The second section is focused on the
implications of tourism promotion, we have focused on tourism in Peru, specif-
ically in the Arequipa region. In the third section, we develop the proposal of
our tourism promotion application model, specifying the equipment to be used
and the functions that the proposal will have, and its applicability. Finally, in
the fourth section, the conclusions and future work will be explained, where
the results obtained from the investigation will be shown and we explain what
improvements can be made to the proposal.

2 Related Works

2.1 Virtual Reality and Tourism

For example, in the research Design of virtual tourism system based on char-
acteristics of cultural tourism resource development [4], the author proposes
the design of a system focused on cultural tourism resources based on 3D virtual
reality quantitative tracking fusion technology, where they implemented a model
of the virtual tourism system and analyzed the function module of the virtual
tourism system. For the purpose of improving the VR control performance of
the virtual tourism system.

It should be noted that traditionally digital experiences were used mainly for
marketing purposes, these virtual experiences are now being progressively adopted
in various areas of the tourism sector to improve the visitor experience [5].
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In the work An application of virtual reality with android device for tourism
assistant [6], the author builds interactive applications that display tourist infor-
mation and objects.

Consequently, the system generates greater interest in tourists and moti-
vates them to visit these attractions, demonstrating that virtual reality can help
tourism by creating positive emotions in tourists.

In summary, we have noticed that the use of new technologies such as virtual
reality to promote tourism has obtained positive results because it generates
interest and expectation in users towards tourist places to visit.

2.2 Tourism and Photogrammetry

The use of photogrammetry allows an immersive experience, by creating realistic
objects and environments, which, although with some limitations, provide ease
of use for developers with little experience.

On the other hand, the author Esmaeili [7] in his research explains the lim-
itations of current photogrammetry programs at the level of reflectivity, trans-
parency, capture of small details, among others.

But they also propose various strategies to eliminate these limitations, first
you must generate your models, when adding the models you can choose to only
place an object and allow the user to observe it from different perspectives or
create a densely populated scene with various types of objects.

Consequently, photogrammetry has the potential to be a tool for the promo-
tion and generation of any tourist destination.

2.3 User Oriented Interfaces

First of all, the research Initial user-centered design of a virtual reality heritage
system proposes a workflow for the creation of a comprehensive virtual reality
experience for tourism, where they describe what specifications a virtual reality
application must meet to be considered a quality product [8].

Consequently, the work focused on designing a user-centered virtual reality
application, demonstrating that user feedback is essential for the design of an
application, where interaction modes and rendering techniques must have mul-
tiple levels to avoid limitations.

Additionally, the author Wulandari [9], explains that the game applications
for learning that they reviewed in their research have deficiencies in the design
of the user interface, therefore, to adapt these interfaces to the needs of the user
is essential to model the user interface using the User-Centered Design (UCD)
method.

Where the UCD method models an interface that adjusts to the user’s needs,
thus making it possible for users to better understand the use of the application,
it should be noted that the authors found that users prefer a more colorful
visualization of the game.
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3 Implications of Tourism Promotion

Tourism has become an industry that promotes the improvement of the econ-
omy at an international level, becoming a factor that supports the fight against
poverty through different production activities and services provided to visitors
from various parts of the world [10].

For example, Peru has been carrying out multiple activities focused on the
promotion of tourism, such as the development of the Peru Brand (March 10,
2011), which is a tool that seeks to promote tourism, exports, and attract
investors [11].

As a result, the arrival of 3 million 456 thousand receptive tourists has been
registered, who have spent an average of $3,769 soles, generating a total number
of jobs of 1.3 million, which represents 7.6% of the annually economically active
population of Peru [12].

Additionally, according to the latest reports from the tourism satellite
account carried out by MINCETUR, they show that the tourism gross domestic
product (Tourism GDP) for 2015 amounted to $23.33 billion soles and repre-
sented 3.9% of the total GDP from Peru [13].

However, the years 2020 and 2021 symbolize a severe blow to the tourism
sector according to the statistics provided by the tourist information center of
Peru.

Consequently, the Fig. 1 shows the monthly arrivals of international tourists
to Peru, these figures are well below those obtained during 2019 and generate
large losses to the tourism sector.

Fig. 1. Monthly evolution of tourist arrivals [14]

Therefore, the health crisis in Peru has been the main cause for the creation
of this research, since our proposal is based on the development of a system
that allows the tourism sector to remain active in the international market. By
modeling and creating virtual reality scenes of different tourist areas.

For the selection of the attractions that will be modeled, a review of the
reports provided by PROMPERÚ and MINCETUR on tourist attendance and
visitor satisfaction in the city of Arequipa was carried out, in which the accessi-
bility factor must also be taken into account.
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In addition, the Regional Tourism Report - Arequipa 2019 [15] presented by
PROMPERU was reviewed, which presents the following results:

– Arequipa (94.6%)
– Colca Canyon (62.4%)
– Chivay (58%)
– Cruz del Cóndor (24.3%)
– Santa Catalina Monastery (20.4%)

On the other hand, when reviewing the evaluation of the level of satisfaction
of the national and foreign tourist who visits Arequipa - 2018 [16], we can observe
that the most visited tourist attractions in Arequipa are:

– Plaza de Armas (cathedral, the portals) (72.1%)
– Yanahuara (Mirador) (34.8%)
– Santa Catalina Monastery (23.7%)
– Colca Canyon (Cruz del Cóndor Viewpoint) (20.4%)
– Saband́ıa (Mill) (14.4%)
– Chivay (10.3%)
– The countryside (10.3%)
– District of Characato (2.8%)
– Museum of Andean Sanctuaries (1.9%)
– Yura District (1.8%)

Consequently, the tourist attractions most recommended by tourists and
that will be considered for modeling are: Colca Canyon (75.1%), Santa Catalina
Monastery (73.7%), Plaza de Armas (59.6%) and the Countryside (56.9%).

It must be taken into account that to obtain these statistics, different aspects
were evaluated, such as gastronomy, the hospitality of the people, its condition
as a historic center, the climate, order, and cleanliness, etc. [16].

4 Application Proposal for the Virtual Promotion
of Tourism

The proposal of the virtual reality application consists of different scenes, which
begin in the selection of tourist areas and end in the virtual tour. The approach
of the proposal was based on the different investigations that we have reviewed.
A central point of the proposal is to simulate the face-to-face tour, by creating
different activities that users can carry out during the tour.

4.1 Equipment

The equipment for the use of the proposed system consists of: a virtual reality
headset that shows the virtual scenario, it is important to use a wireless headset
to facilitate the user’s mobility. The interaction with the system will be done
through a wireless controller connected to the headset, depending on the scenario
the user will sit in a chair while using the application. Since all the computational
process is done in the headset, it is necessary to optimize the virtual scenarios
to avoid performance issues.
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4.2 System Requirements

To improve user interaction in a virtual environment, we have proposed the
following functions:

Map Selection System. In this function, users will use a map of the city of
Arequipa to select the places to visit, the user will be able to create their virtual
tour by selecting multiple areas of the map. After the user selects all the areas
to visit, the system will generate an ordered route according to the distance
between the different selected areas, as shown in Fig. 2.

Fig. 2. Map selection interface (Own Elaboration)

Scenario Information Manager. Selecting a tourist area on the map provides
additional information about that area such as its history, legends, and other
additional data, as shown in Fig. 3.

User Management. First, a user must create an account to access the applica-
tion, where a connection to a server will be made and the information generated
by the user will be saved, such as time of use of the application, interaction with
elements on the virtual stage, screens, among other data.

VR Movement System. Two methods of movement will be available, the first
would be a continuous movement, where the user presses a key and will move
according to the orientation of the camera, the second method is a movement
by teleportation where the user will use the control to choose the position to
move, then press a button to confirm the new position, finally, the screen will
turn black and the user will teleport to the new position.
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Fig. 3. Scenario information interface (Own Elaboration)

Scoring System. The system scores each route according to the time it takes
to complete it and the objects with which the user interacts, finally the system
will give the user a score that is saved in the database.

Interaction with Objects. When users approach an object, they will be able
to interact with it; this interaction will be different depending on the type of
object, for example: pressing a button, opening a door, grabbing an object,
inspecting an object, throwing an object, among other interactions.

Photo Mode. In each tourist zone, users can use a camera to take pictures of
the virtual scenarios, which will be saved and displayed at the end of the tour.

Dialog Manager. Users will listen to different voice audios that will guide
them on the virtual tour, these audios contain information about the history of
the site they are visiting, as well as the objectives to complete each scenario; To
improve the accessibility of the application, users will be able to see the subtitles
of each audio.

4.3 Application Summary

In summary, by grouping all the functions of the proposed system, the user must
follow these steps to take a virtual tour:

1. First, the program must be installed in the virtual reality headset, before
starting the application we recommend that the user sit on a chair to avoid
dizziness and have enough space to move.

2. The user then starts the program and must have the virtual reality headset
on.
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Fig. 4. Scenario instructions interface (Own Elaboration)

3. The system shows the user a map of the city of Arequipa with a set of markers
that represent the places that can be visited, the user must select the route
to take, taking into consideration that they must select at least two tourists
sites per route as shown in Fig. 2.

4. Next, a screen will be displayed with a series of instructions on how to navigate
and interact on the virtual stage as shown in Fig. 4.

5. Once the user is in the virtual environment, they must follow the indicated
objectives and interact with the different objects to complete the level.

6. After completing the level, the application shows information related to the
tourist site and the photos taken by the user.

7. The program will take you to the next tourist area to visit, in case you still
have pending areas of your tour.

8. Later, when the user completes the tour, the system displays all the photos
taken, generates a timeline of the tour, and a rating of the interactions in the
virtual tour, as shown in Fig. 5.

9. Finally, the user can take a new virtual tour or exit the application.

5 Proposal Application

According to the research reviewed, the use of information technologies in dif-
ferent fields has become a necessity, which has become much more evident with
the pandemic that has affected different countries; Consequently, different types
of technologies have been used in the tourism sector around the world [17].

However, an important point to determine how to use these technologies is
the type of tourist area that you want to virtualize, since if you want to create
dynamic, interactive, and exciting tourist experiences, both the technological
equipment and the models to be used have an important impact on the proposal.



70 D. A. I. Becerra et al.

Fig. 5. Interface of photos taken from the tourist site (Own Elaboration)

For example, tourism with the use of virtual reality is capable of generat-
ing an emotional connection between tourists and the country to visit, which
generates new ways of promoting tourism in an area, as has been seen in other
research [18]. Using a virtual reality headset generates a sense of immersion
for tourists, which creates better cultural and social experiences, for example,
a tourist can see monuments or historical and cultural events, and the system
provides information on the various Characteristics of tourist areas [19].

Consequently, the starting point for the application of this proposal is to
choose the tourist sites of the city of Arequipa that allow virtual interactivity
and the creation of a realistic model.

Because interactivity plays an important role in virtual reality, different types
of activities should be used where users can learn about and visit tourist areas
freely; therefore, the tours that are carried out in person should be virtualized
by interviewing the tour guides.

However, this software proposal cannot be used with all tourist areas, since
some areas do not allow access to create virtual models, so it is necessary to
generate virtual scenarios of public or open access areas.

Finally, the proposal can be evaluated after carrying out a case study with
different types of users, where both the interaction in the virtual tour and the
opinions of the users are analyzed.
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6 Conclusions and Future Work

6.1 Conclusions

First of all, the main motivation for the creation of this article is the cessation
of activities related to the tourism sector and we also focus on how to promote
tourist areas virtually; since the analysis of statistics related to tourism demon-
strates the importance of this sector in the country’s economy.

Additionally, current technological advances show that it is possible to gen-
erate realistic models of different scenarios.

Certainly, an application that recreates all the steps to visit a tourist attrac-
tion manages to attract a greater number of consumers, since it allows them
to plan their visits more efficiently, considering all the tourist resources in each
location according to user preferences.

On the other hand, regarding the modeling of the tourist attractions, we
propose the use of photogrammetry and virtual reality technologies, since the
combination of these technologies allows the elaboration of models of great pre-
cision, quality, and realism; According to the analyzed documentation, these
factors are important to increase the satisfaction of potential users.

In summary, the proposal presented in this article focuses on the development
of an immersive system that uses virtual reality technology, the system will not
replace face-to-face tourism but will be another form of tourism promotion.

Regarding the development process, the applications generated in the ana-
lyzed articles have been taken into account, since they allowed us to define the
functions that the system must have and how the application design must be
carried out.

6.2 Future Work

The application of virtual reality in tourism is still a vast field to be explored,
although research has been carried out in this field; These investigations present
different limitations or problems, for which we propose the following future
works:

– This proposal involves modeling the most representative tourist places in the
city of Arequipa, however, once these initial models are obtained, it will be
possible to model tourist places of other cities.

– Have the possibility of improving the user experience by adding augmented
reality technology.

– Add the option to show typical food of tourist places according to the chosen
route.

– Attach additional data such as historical information, curious data, and
important information in each of the locations visited during the virtual tours.

– Create personalized virtual tours that can be replicated in reality, thus allow-
ing each visit to focus not on the best-known locations but all existing ones.

– Design routes according to user preferences through a classification based on
their geographical characteristics.
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– Apply advanced photogrammetry techniques in the most attractive tourist
places to provide a better user experience and greater realism in the models.

– Have access to more tourist places that are in other departments of Peru and
even outside the country.

– Preparation of service catalogs according to the locations visited by users.
– Analyze the data provided by users during the use of the system through

metrics based on time spent, effective time, preferences, frequency, etc.; since
these metrics serve as indicators that can be used to improve the experience
of tourists.
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motion of tourism in the city of Arequipa through a virtual tourism system creating
an accessible environment for people with reduced mobility using virtual reality, pho-
togrammetry and streaming” and it was possible due to the funds granted by “Univer-
sidad Nacional de San Agust́ın de Arequipa”.

References

1. Bell, D.N., Blanchflower, D.G.: US and UK labour markets before and during the
Covid-19 crash. Natl. Inst. Econ. Rev. 252, R52–R69 (2020)

2. UNWTO: Covid-19 related travel restrictions: A global review for tourism (2020)
3. Algar Espejo, A.: Realidad virtual aplicada al sector turistico (2018)
4. Juelu, Z., Tingting, W.: Design of virtual tourism system based on characteristics

of cultural tourism resource development. In: 2020 IEEE International Conference
on Power, Intelligent Computing and Systems (ICPICS), pp. 566–569. IEEE (2020)

5. Bec, A., Moyle, B., Schaffer, V., Timms, K.: Virtual reality and mixed reality for
second chance tourism. Tour. Manage. 83, 104256 (2021)

6. Bastian, A., Prasetyo, T.F., Atmaja, N.J.D.: An application of virtual reality with
android device for tourism assistant. In: 2nd International Conference of Computer
and Informatics Engineering (IC2IE), pp. 1–5. IEEE (2019)

7. Esmaeili, H., Thwaites, H., Woods, P.C.: Workflows and challenges involved in cre-
ation of realistic immersive virtual museum, heritage, and tourism experiences: a
comprehensive reference for 3d asset capturing. In: 2017 13th International Confer-
ence on Signal-Image Technology & Internet-Based Systems (SITIS), pp. 465–472.
IEEE (2017)

8. Poux, F., Valembois, Q., Mattes, C., Kobbelt, L., Billen, R.: Initial user-centered
design of a virtual reality heritage system: applications for digital tourism. Remote
Sensing 12(16), 2583 (2020)

9. Wulandari, E., Effendy, V., Wisudiawan, G.A.A.: Modeling user interface of first-
aid application game using user centered design (ucd) method. In: 2018 6th Inter-
national Conference on Information and Communication Technology (ICoICT),
pp. 354–359. IEEE (2018)

10. mincetur, Plan estratégico nacional de turismo 2025 (2016). Accessed 10 Oct 2021
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Abstract. Virtual Reality (VR) enables users to interact with a simu-
lated environment through a head-mounted device (HMD) and two hand
controllers. These help in tracking the user’s head and hand locations
and movements but have no references to the rest of the body. Though
these movements can be tracked using additional equipment like track-
ers and bodysuits, being tightly coupled with hardware would make this
an inconvenient as well as an expensive option. Also, other existing com-
puter vision solutions require calibration and expensive depth-based cam-
eras. In this paper, we present a novel approach of using sensor fusion
techniques integrated with computer vision algorithms as an alternate
solution to position human joints in the virtual environment and sim-
ulate their movements. The human landmark identification and pose
estimation are achieved using ML algorithms for computer vision. These
landmarks are mapped to an avatar in virtual space using geometric
transformations and inverse kinematics. The use of sensor fusion ensures
the correctness of scale and transform operations. The HMD position
helps pivot the estimated pose and set the view for the user. The hand
controller feed is used to control and verify the position of the hand with
respect to the upper body. Through sensor fusion, we can bypass the
complicated setup required by other Computer Vision (CV) approaches.
The solution is built using open source tools and frameworks and the rest
of the paper discussed the related work, design overview, and results in
detail.

Keywords: Virtual reality · Machine learning · Computer vision ·
Pose estimation · Sensor fusion · Temporal convolutional network ·
Unity · Inverse kinematics · Animation rigging · COCO · Human3.6M

1 Introduction

The of concept virtual reality is aimed at providing humans with a simulated
environment where they can interact with simulated entities in an attempt to
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facilitate entertainment, ideation, and communication. There has been a signifi-
cant progress in this field in terms of the user experience but not along the lines
of full body interactions. While the HMD serves as a point of reference for head
and streams the virtual world to the user and the controllers complement hand
movements, there are very limited options to track the movements of the rest
of the body. Currently, there are optional devices like trackers and body suits
that can provide the coordinates and gesture parameters for the limbs and waist.
But these require calibration and are expensive. There are other computer vision
based solutions which primarily focus on simulating the user presence rather than
his actual movements and interactions. This paper presents a distinct approach
to simulate the entire human body in virtual space and enables 3D interactions
through the use of computer vision and sensor fusion. The idea is to use computer
vision to estimate the human pose and use sensor fusion to pivot the estimation
onto the HMD and the controllers serve as the baseline points to adjust the scale
of the torso. The human movements are tracked using a simple 2D RGB camera
and the three dimensional coordinates are estimated through the pre-trained
Temporal Convolutional Network (TCN).

2 Related Work

2.1 Input Modalities

Input modalities refers to the use of additional equipment and tools attached
to the body that are equipped with sensors to track the position, direction,
rotation, and velocity, and network adapters to stream this data to the virtual
environment. These come in all shapes and sizes like VR suits such as Teslasuit
and Holosuit as well as trackers such as HTC Trackers (Fig. 1). Unfortunately,
these are prohibitively expensive in terms of setup time, availability, and cost.
A more cost effective solution is the use of inertial measurement units (IMUs)
which are low cost sensors that capture acceleration and orientation [1,2]. But
on the downside, they are very time consuming when it comes to setup and
extremely noisy despite calibration.

Fig. 1. The image on the left is a bodysuit and on right are HTC trackers
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2.2 Inverse Kinematics

Inverse Kinematic (IK) uses a kinematic skeleton associated with predefined
constraints on the transformation and rotation. It has significant applications in
both VR and Robotics and does a very good job in adapting static animations to
new environments. It uses end effectors like feet, hands, and head for tracking the
position and estimates the rest of the skeleton based on predefined constraints.
The kinematic skeleton can also be associated with physical parameters like
user-defined individualized weight to determine the laws of physics on the body
which in turn supports avatar agnostic motion retargetting ( [3]). Works of Roth
[4], Grochow [5], and Unzueta [6] are few other references for this approach.

Since IK is driven by end-effectors, unnatural movement is one of it’s limita-
tions. The external constraints imposed on the skeleton result in over-restricting
the kinematic and the rotations are not accurately represented.

2.3 Data Driven Pose Prediction

Use of machine learning has been one of the most popular approaches for this
problem statement given it’s flexibility and scope. They typically are data-driven
pre-trained models that use the position of the HMD and the transformation
parameters of the controllers to determine the shape of the rest of the body.
While the nature of data used for training these models can be significantly
different, most of them are primarily based on reinforcement learning. Some
of the popular approaches is the work by Huang [2] who uses a bi-directional
recurrent neural network to estimate pose from IMU readings. Peng [7] proposed
a classification model to overlay predefined actions like running and jumping for
the bottom half of the skeleton based on the upper half. At a corporate level, the
company DeepMotion has been working on reinforcement learning approaches
to integrate laws of physics like weight and balance of the body with a kinematic
skeleton for a more realistic visual.

2.4 Pose Estimation

Pose estimation is another one of the approaches being historically worked upon
but not predominantly [8]. Multi national companies like Facebook, Microsoft,
and Intel have been contributing in this field through the use special depth based
cameras like Kinect and RealSense but this is still a work in progress when it
comes to building a stable yet cost effective solution [9,10]. So far, Human-
MeshRecovery, MediaPipe, tfLite, and OpenPose proved to be very promising
for real-time pose estimation [8].

3 Pose Estimation for Avatar Tracking

The design pipeline for 3D pose estimation constitutes of real-time video capture
and processing, human identification, pose estimation, landmark generation, and



Integrating Sensor Fusion with Pose Estimation 77

landmark to avatar transformation. Figure 2 illustrates a high level flow of the
above mentioned steps. Figure 3 illustrates the sensor fusion integration aspect
of the proposed approach.

Fig. 2. Overview of the ML and sensor fusion pipeline for the proposed solution

Fig. 3. Integrating sensor fusion and computer vision

3.1 Real-Time Motion Capture

Processing video stream depends on the camera properties, the setup, and the
attributes that can be inferred from the captured data. There are a multitude of
cameras and setups that can be used in the context of motion capture. Following
are some of the key combinations considered for this project.

RGB Camera and Zoom for Depth: This approach uses a conventional
RGB camera for video capture while the depth data is obtained by scaling the
image by zoom. Though this is one of the most accessible solutions, the downside
of this approach is it cannot capture in-place movements accurately and also, is
heavily dependent on the camera angle and room space.
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Dual RGB Camera Setup: Using multiple cameras to transform 〈X, Y, Z〉 by
the camera orientation is another approaches. In this method, one camera is used
as 2D camera while the second perpendicular camera interprets z-coordinate as
x-coordinate making it a depth camera. But the downside of this approach is
the code complexity surpasses the accessibility and feasibility.

RGB-D Camera: An RGB-D is an embedded sensor based camera that func-
tions as a conventional RGB camera with additional depth sensors that cap-
ture the z-coordinate from an input stream. This is one of the most accurate
approachs for 3D motion capture but the camera is expensive and needs custom
SDKs to interface with. RealSense, Kinect, and Zed are some of the popular
choices for RGB-D cameras.

RGB Camera and RNN for Depth: This approach uses a conventional
RGB camera and the depth attribute is generated through the CNN model used
for pose estimation. This is the preferred method for motion capture and more
details will be discussed in the next section.

3.2 Computer Vision for 3D Pose Estimation

In order to implement pose estimation, we use the OpenPose open-source library
which is a pre-trained model that has individual components for detecting body,
and other effector estimates [11]. OpenPose under the hood uses TfLite which
is a TensorFlow-based package for pose estimation. The functional use of this
library is to identify the human landmarks in the input feed and streams them to
the CNN model. For this model, a custom implementation of TensorFlow called
the tf-pose-estimation is used to extract the essential landmarks.

The algorithm is 2-part split as classification and neural-network model and
these are trained and compared using the COCO [15] and Human3.6M [16]
datasets.

ResNet Model for Landmarks: The landmarks identified by TensorFlow
(TF) constitute a static pose. A series of static poses are identified as behavioural
action. To identify the static poses that constitute a behavioural action, we use
a ResNet model. The model is trained using COCO data set which is a series of
labeled images marked with essential landmarks. The model has an input size
of 15 node each processing a 224× 224 image. The network has 3 hidden layers
and uses ReLU activation function. The limitation of the ResNet model is given
the dimensionality of data, the model failed to encode temporal information effi-
ciently. To resolve this issue, the autoencoder of the model is updated to use
conditional variational autoencoder for combining motion and residual estima-
tions with KL divergence for loss function. With this enhancement, the model
could achieve 15 fps with an accuracy of 91.62%
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Temporal Convolutional Networks (TCN): While the classification model
generates the landmarks from static images, they need to be sequentially ana-
lyzed to get more insights into social context. The standard convention for this
process is to use Convolutional Neural Network (CNN) for data in the spatial
form with Euclidean structure and Recurrent Neural Network (RNN) for time
series data. For pose estimation, given N pose combinations, we can get N!
permutations processed as a series of encoded images making it a memory and
compute intensive task for the conventional approach. To address this problem,
we are processing sequential images for pose estimation using a Temporal Convo-
lutional Network (TCN) which is a variant of CNN that can capture high-level
temporal patterns. For sequence processing, they perform better than RNNs
such as Long-Short Term Memory (LSTM) and Gated Recurrent Unit (GRU)
[12,13] as all the layers share the same filters (i.e., coefficients) which allows
them to run parallel convolutions. Due to this, the back-propagation path only
relies on the depth of the network resulting in optimized memory usage. TCNs
are also scalable in terms of adding new layers, dilation factors, and filter size
[12].

ŷ0, ŷ1, ..., ŷT = f(x0, x1, ..., xT ) (1)

For a given model, if X0,X1, ...,Xn are the input nodes and y0, y1, ..., yn are
the output nodes with estimations ŷ0, ŷ2, ..., ŷn, the goal is to minimize the f
in learning function L(y0, y1, ..., yn, f(x0, x1, ..., xn) (Eq. 1). This can be accom-
plished using a TCN model which is composed of a causal convolution, dilated
convolution, and residual connections. The sequential modeling of the network
is supported by causal convolutions and the model training is achieved through
dilated convolutions and residual connections. To elaborate on the network, TCN
is a 1-dimensional (1D) fully convolutional network (FCN) [14] meaning it has
non-dilated convolutions with causal convolutions. A simple causal convolution
uses a linear look back function which determines the output at an instance t
by convolving the output of all the nodes from instance t–1. In the case of pose
estimation, since we need to process temporal data, a simple causal convolution
wouldn’t suffice. For long-term sequential analysis, causal convolutions need to
be compensated dilated convolution which supports optimized temporal infor-
mation analysis. Dilated convolutions help process longer historic snapshots with
fewer layers.

F (s) = (x ∗d f)(s) =
k−1
∑

i=0

f(i).xs−di (2)

Equation 2 illustrates how a 1-D sequence of sequence input x ∈ Rn and a
filter f : {0, 1, ..., k − 1} → R, the dilated convolution operates F on element s,
where d is s dilation factor and k is the kernel size.
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For our model, we designed the model with dilation factors 1, 2, 4, and 8,
kernel size 3 (number of weights per filter for each step), input length (W) 15
and 3 convolutoinal layers (Fig. 4).

Fig. 4. Network parameters for TCN

The residual connections are used to support training. It allows the hidden
layers to learn based on the training and modifies the identity mapping based on
the feedback from the previous iterations. This helps in avoiding over-fitting [14].
Equation 3 describes a neural layer with a direct residual connection between
input and output, where F is the transformation function and x is the input.

o = Activation(x + F (x)) (3)

3.3 Base-Lining and Inverse Kinematics

For the sensor fusion approach, we integrate with unity and pivot the esti-
mated pose onto the the HMD and controllers. Unity can be integrated with the
TrackedPoseDriver library out-of-box which provides getter and setter functions
for input modalities. Using this, we get the 〈X, Y, Z, W〉 values which stand for
position and rotation of the HMD and controllers. To illustrate our model, these
are projected onto an avatar in the 3D space which is generated using the ani-
mation rigging package. Through animation rigging, we can integrate an avatar
with a skeleton framework using the Bone Render Component. The bones are
aligned with animation rigging targets using the Rig Builder Component. This
component also helps in defining the IK constraints of the kinematic skeleton.
The head is associated with Multi-Parent Constraint meaning it is the root of the
skeletal hierarchy and determines the rotation and translation for the rest of the
body. The hand controllers are associated with Two-Bone IK Constraints which
can transform forward kinematic (FK) hierarchies composed of bones. Once the
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animation rigging is in place, the end-effectors of the upper body are configured
to follow the HMD and Hand Controllers obtained from the TrackPoseDriver.
This way, we can baseline all the points to their exact location in the VR space.

3.4 Landmark Transformation in VR

Transforming the landmarks in VR involves three key steps namely 〈Transform,
Scale, Rotate〉. The landmarks generated from pose estimation are typically
rendered on a screen and are scaled based on the size of the input image letter
box in which it is rendered. Since the transitional position of the skeleton is
base-lined in the previous step, the next point of action is overlaying the pose
estimation data markers. For this, we use the distance of every effector from the
base reference which is the head and compute the proportionate distance on scale
for the avatar. For the aligning the lower half of the body, we compute the arctan
of the angle between two bones. This angle is parameterized as Quaternion units
on the avatar. The inverse kinematics in place helps in stabilizing the rest of the
skeleton, making the movements more naturalistic.

4 Evaluation

Sensor fusion is an approach that integrates machine learning with physical
devices and there is no definite way of testing the accuracy of the final integra-
tion. To address this problem we have designed two approaches to generate the
performance metrics.

4.1 Neural Network Performance on Modified Dataset

For this approach, we used the Human3.6M dataset which is consists of various
human poses captured using calibrated cameras. The dataset is labelled with 33
key landmarks for poses. For our usecase, this dataset was modified to include
additional coordinates for HMD and controllers. These values are are computed
as an offset given the landmarks for eyes and hands respectively. The architecture
of the model used for training is the same as above with the only difference being
the weights for the baseline points. Since these are considered the source of truth,
they are given higher weights as compared to the other landmarks (Fig. 5). To
test the performance of the model, the accuracy was evaluated based on the
prediction on the training set. The downside of this approach is, the predictions
for face and hands were significantly offset resulting in the rest of the points
being skewed away from the baseline points. On the other hand, the dataset
generated in this approach is a tailor fit and can be extended for other VR
applications to be taken up as a part of future scope.
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Fig. 5. On left is the layout for neural network based evaluation approach with modified
dataset and on right is the approach for generating evaluation metrics using simulated
avatars

4.2 Parallel Avatars for Evaluation

This approach aims at addressing the limitations of the above approach. For
the source of truth, the simulated avatar uses replicates real-time movements
estimated from the pose-estimation model. The advantage of this approach is it
is input agnostic and the different models in comparison use the same source of
truth. To evaluate, a simulated avatar was introduced in the virtual space whose
movements were captured using a virtual camera in unity. The video stream
from this camera is fed into the pose estimation model to generate a replicating
avatar and imposed onto another avatar in parallel with sensor fusion integrated
(Fig. 5). Comparison of the offsets and rotations of these avatars helped in model
evaluation.

Fig. 6. Evaluation based on simulated avatar
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For visual comparison, the models were overlapped to illustrate the offsets of
the estimated avatars from the base avatars. For the a quantitative comparison,
the coordinate and rotation offsets for the source vs pose-estimation and sensor
fusion are generated. Figure 6 represents the offset values for baseline and land-
mark points for OpenCV and sensor fusion as compared to the source of truth.
From the values, it can be inferred that though both the performance for both
the approaches is comparable for the landmarks, sensor fusion performed better
in predicting the end-effectors. Also, the rotations for head-to-skeleton are more
accurate with sensor fusion.

Fig. 7. Avatar comparison when placed alongside. Red avatar is the source, blue is the
estimated pose and white is the sensor fusion (Color figure online)

Fig. 8. Avatar comparison on overlapping. Red avatar is the source, blue is the esti-
mated pose and white is the sensor fusion (Color figure online)

5 Results

This section summarizes the final results of the proposed solution. The results are
generated for bot the performance of the model and the visual and quantitative
measures for sensor fusion in Unity.
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Fig. 9. Performance comparison for Mediapipe v/s TensorFlow on different processors

Fig. 10. Accuracy metrics for ResNet model when tested on 1,061 images

5.1 Performance of CV Algorithms

For pose-estimation, different computer vision algorithms have been used. For
OpenCV implementation, out-of-box solutions like Mediapipe and TensorFlow
were compared with a standard i5 processor and a GPU. Of the two, Mediapipe
proved to generate better predictions with higher fps as illustrated in Fig. 9. But
these model were limited in terms of the number of landmarks that they can be
trained on and hence had to be switched to a custom Resnet model. Figure 10
demonstrates performance of the resnet model for predicting the accuracy of
prediction out of 1,061 images with pose detection for single vs multiple persons.

For better speed, other models like MobileNet have been tested which could
render at 32fps as opposed to 15 by ResNet model but at a cost of accuracy.
Also, the performance of the model was tested against testing data which showed
a Squared Mean Average Error (SMAE) of 32mm for translational coordinates
(Fig. 11).

5.2 Integrating with Unity

For testing the integration of ResNet model, the estimated landmark points were
projected in Unity to visualize the skeletal outlines. These landmarks were then
overlapped onto an avatar with IK enabled to illustrate the accuracy of scale
and rotation on transformation (Fig. 12).
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Fig. 11. SMAE metrics for comparing the actual vs predicted values of translational
coordinates

Fig. 12. Left image illustrates the skeletal outlines (green lines) connecting landmarks
(balls) and the right illustration is for the avatar mapping (Color figure online)

The usability of the application was tested by simulating VR interactions
in real-time. For this, using sensor fusion, an avatar was simulated based on
live video feed and input modalities like HMD and controllers. Using physics
engine, additional rigid bodies are created in the virtual space and the avatar is
defined as a rigid body with collisions enabled. The below images demonstrate
the avatar interacting with 3D objects based on real-time user movements. The
below figures illustrate the avatar kicking a block in the backward direction, a
ball in the forward direction, and kicking a wall in VR (Fig. 13).
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Fig. 13. The top left image illustrates the avatar kicking a block in the back, on the
right is the avatar kicking a ball in forward direction, and bottom image illustrates the
avatar kicking a wall.

6 Limitation and Future Work

Though the scope of this work is primarily focused on enhancing the user pres-
ence in the virtual space, it can further be extended for other applications to
simplify current the hardware setup. If the model can be improved to bypass the
baseline values, then the requirements for a VR game would come down to a just
the headset and a standard RGB camera which is much easier to calibrate. Also,
the custom dataset generated for testing the performance of sensor fusion finds
many applications in designing better VR games through the ML algorithms.
This technology can also be extended to day to day use cases like interactive
video calls and finds applications in health care and social communications.

7 Conclusion

The proposed solution is an attempt at enhancing the VR experience by provid-
ing a more holistic user interaction for full-body avatar. The approach leverages
the use computer vision, deep-learning, animation rigging, and inverse kinemat-
ics for a more stable and better performing results. It also focuses on making the
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solution cost effective and user friendly by keeping the setup simple and easy
to use. To enhance this further, the plan is to integrate this with speech and
behaviour tracking for an end-end user experience.
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Abstract. In endoscopic surgery, which has been in increasing demand in recent
years, endoscopic images are displayed in two dimensions, so the depth of the
image is determined by the surgeon’s anatomical knowledge and experience, as
well as by palpation with forceps. Therefore, complex surgeries are difficult and
time-consuming, and there are reportedly problems with surgical safety and cer-
tainty. In order to intuitively recognize the distance between surgical instruments
and organs, an endoscopic surgical support system should be developed that pro-
vides surgical images that allow real-time observation of the distance between
surgical instruments and organs. The purpose of this study is to develop a proto-
type of an endoscopic surgical support system that provides an optimal field of
view and prevents damage to the affected part due to contact between the surgical
instruments and the living tissue by intuitively recognizing the distance between
the instruments and the organ in real time, and to evaluate depth perception to
confirm the effectiveness of the developed system.

Keywords: Depth perception · Endoscopic surgery · AR

1 Introduction

Endoscopic surgery is a surgical procedure inwhich several small holes of around 10mm
are made in the patient’s body wall, surgical instruments and an endoscope are inserted
into the body cavity through the holes, and the intracorporeal images are viewed on a
monitor [1]. Compared with conventional laparotomy, it is less invasive and has various
advantages such as less postoperative pain, early discharge from the hospital, and high
cosmetic effect [2, 3]. The number of cases of endoscopic surgery in Japan has been
increasing every year, from 2,370 in 1990, when it was first introduced, to 100,000 in
2007, and 240,000 in 2017 [1, 4], indicating that the demand for endoscopic surgery is
increasing. However, it has been reported that the endoscopes used in many endoscopic
surgeries aremonocular and can only project two-dimensional images,making it difficult
to secure the endoscopic field of view and grasp depth [5]. The depth perception in the
endoscopic field of view is crucial from safety to prevent damage to the affected area
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due to contact between surgical instruments and organs or blood vessels [5]. In addition,
the distance between the organ and the endoscope must be maintained at an optimal
distance in order to develop an optimal field of view for surgical operations [5]. In order
to grasp the depth in the two-dimensional image projected by the endoscope, the surgeon
must rely on his or her anatomical knowledge, experience, and palpation with forceps
[5, 6]. Therefore, relatively simple surgeries can be performed under the observation of
two-dimensional images, but more complex surgeries are difficult to perform and take
a long time, which is reported to be a problem in terms of the safety and certainty of
the surgery [6]. Fatigue caused by prolonged surgery has been reported as one of the
causes of medical accidents in endoscopic surgery, which requires detailed work [7].
Developing an endoscopic surgery support system is considered essential to solve this
problem of difficulty in grasping the depth.

Prior research has focused on the use of head-mounted displays (HMDs) to realize
Augmented Reality (AR) and manipulation under three-dimensional images to solve the
problem of endoscopic surgery, which causes difficulties in the procedure due to the
loss of spatial awareness associated with the observation of two-dimensional images.
Mimura et al. [8] have performed pure video-assisted thoracoscopic surgery (pVATS).
They had introduced pVATS lobectomy using a 3D endoscopic system, and they compare
this method with the method using a serial 2D endoscope used before the introduction
of this method and examining its usefulness in pVATS lobectomy cases. The 3D endo-
scopic system can obtain three-dimensional imageswith depth, thus it can acquire spatial
recognition ability equivalent to or better than that of open-chest surgery. It has been
reported that by using a 3D endoscope (tip-curved video scope) for surgical procedures,
both the surgeon and assistant can wear circularly polarized 3D glasses and share the
same field of view on the monitor screen simultaneously [8]. Wisotzky et al. [9] also
proposed an AR system for computer-aided surgery using a digital operatingmicroscope
for otorhinolaryngological surgery. The proposed system used a 3D surgical microscope
with multiple cameras to acquire high-resolution image data, and showed that AR could
be used to display biological tissue structures and analyzed data, such as 3D information,
on synchronized digital binoculars, 3D displays, and HMDs with low latency. Although
the error was not completely eliminated, it was possible to measure the depth of biolog-
ical tissues in 0.01 mm increments, and the color corresponding to the depth was added
to the biological tissues so that the depth could be recognized [9]. It has been reported
that the use of 3D endoscopes for surgery and 3D surgical microscopes is beneficial in
surgery because they emphasize depth and facilitate the understanding of the front-back
relationship between surgical instruments and organs [5]. However, even with these sys-
tems, it is impossible to recognize the distance to organs and blood vessels intuitively,
and depth perception is still remains dependent on the surgeon’s senses [5].

Therefore, we develop an endoscopic surgical support system that provides surgical
images that allow real-time observation of the distance between surgical instruments
and organs in order to intuitively recognize the spatial perception of the surgical field
through the endoscopic field of view. We use Microsoft HoloLens 2, an AR-enabled
HMD that can be operated entirely hands-free [10]. This HMD has recently begun to
be applied in the medical field [11]. Azure Kinect DK, a camera device equipped with
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a depth sensor and RGB camera, is used for the camera. By using this camera device,
depth coordinates can be obtained. By utilizing these features to display virtual objects
in real space that can be observed frommultiple viewpoints, we thought that the problem
of difficulty in grasping depth could be improved and the distance between the surgical
instruments and organs could be intuitively grasped. The purpose of this research is to
develop a prototype of an endoscopic surgical operation support system that intuitively
recognizes the depth of the projected object in real time without physically moving the
endoscope, thereby preventing damage to the affected part due to contact between the
surgical instruments and organs or blood vessels, and providing the optimal field of view
for surgical operations. In addition, to confirm the effectiveness of the developed system,
ARPCM, this paper introduced the results of evaluation depth perception and investigate
whether the time it takes to recognize depth affects endoscopic surgery.

2 Methods

2.1 Participants

Twelve male participants between the ages of 22 and 24 years old participated in the
experiment. Five of the participants reported themselves that they are familiar with PC
operation. Two of the participants had used ARPCM multiple times. The experiment
was conducted with two people, the participant and an assistant, and the assistant was
the same for all participants and had extensive experience using ARPCM.

2.2 Apparatus

AR-Point Cloud Mapping (ARPCM). ARPCM is a prototype of the endoscopic sur-
gical support system being developed in this research. Figure 1 shows the current config-
uration and Fig. 2 shows the final form of the systemzz. The devices used are HoloLens2,
anHMD-typeARdevice provided byMicrosoft,AzureKinectDKequippedwith various
sensors such as RGB sensor and depth sensor from Microsoft, and Windows PC.

Fig. 1. The current configuration of ARPCM
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Fig. 2. The final configuration of ARPCM

In the current version of ARPCM (Fig. 1), information acquired by Azure Kinect
DK is displayed as a video object on a PC and manipulated using a keyboard and mouse.
By using ARPCM an object can be seen front different as shown in Fig. 4, even through
the image was taken from one direction as shown in Fig. 3.

Fig. 3. Top view of blocks
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Fig. 4. Side view of blocks

The Experiment Environment. The experimental environment is shown in Fig. 5. Par-
ticipants were seated at a PC where ARPCM was available for use. The PC was placed
in a position that was easy for the participants to operate. Since the two blocks were
filmed using Azure Kinect DK on the left side of the participants, a partition was set up
so that the participants can not see the filmed scenery. In this experiment, Azure Kinect
DK was placed farther than 40 cm from the block, and the experiment was conducted
with this distance fixed (Fig. 6).

Fig. 5. Using ARPCM
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Fig. 6. Azure Kinect DK is shooting the blocks

2.3 Experimental Procedure

The experimental procedure for the proposed system and 2D images is as follows.
<Using ARPCM>

1) The height of one of the blocks is increased by 2 mm for subjects A-F and by 20 mm
for subjects G-L.

2) We start the system, ask the subject to start the operation on our cue, and ask the
subject to answer whether the block with the higher height is up or down. The time
from our cue to the subject’s response was obtained.

3) Once the responses are complete, exit the system and either replace the blocks in
such away that the subject does not know, or leave the blocks as they are and perform
step 2 again. This is repeated five times.

4) After the completion of 5 responses, the height of one of the blocks was varied by
+2 mm for subjects A-F and by−2 mm for subjects G-L, and repeated up to 20 mm
and 2 mm, respectively.

5) The percentage of correct responses [%] at each level and the average time per
response [s] were obtained.

<2D images>

1) The subject was presented with the pre-captured images via a PC, and was asked
to respond 5 times at each level from 2 mm to +2 mm by 20 mm, for a total of 50
responses for 2D image condition.

2) Calculate the percentage of correct responses [%] at each level and the average time
per response [s].



94 H. Konishi et al.

2.4 Data Analysis

Independent variable. The independent variables in this experiment were set as
follows.

Image presentation method: ARPCM (presented on PC screen), and 2D images
distance between two blocks: 10 levels (2, 4, 6, 8 , 10, 12, 14, 16, 18 and 20 mm).

Dependent Variable. The dependent variables in this experiment were set as follows.
The percentage of correct responses was determined from the total number of responses
and the number of correct responses.

Percentage of correct responses to the total number of responses for each depth
distance: percentage correct [%].

Elapsed time from presentation on PC screen to recognition of depth: response time
[sec].

Analysis Method. In this experiment, the correct response rate and response time were
obtained for a total of 240 conditionswith 12 participants and 10 different depth distances
for both ARPCM and 2D images. The measured correct response rate and response time
data are stored on a PC in the form of Excel files. The obtained experimental data were
statistically processed using the free statistical analysis software “R”.

3 Results

Figure 7 shows the relationship between depth and correct response rate in ARPCM
and 2D images. In the case of 2 mm depth, both had a similar response rate. For depths
between 4 mm and 14 mm, ARPCM had a significantly higher response rate than 2D
images. In the case of 16 mm to 20 mm, both systems had a high percentage of correct
responses, with ARPCM having a slightly higher percentage.

Figure 8 shows the relationship between depth and response time in ARPCM and
2D images. Figure 8 rewarded that ARPCM shortened the response time as the depth
increases. ARPCM also showed an average response time of 4.32s longer than that of
the 2D images.
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Fig. 7. The relationship between depth and correct response rate in ARPCM and 2D images

4 Discussion

Figure 8 shows that the average correct response rate ofARPCMis almost 100%when the
depthwas 6mmor greater. The average correct response rate at 4mmwas approximately
91.7%. From this, we affirmed that ARPCM was capable of perceiving depths of 4 mm
or greater. On the other hand, when the depth was 2 mm, the average correct response
rate was as low as 65%, which was due to the performance of Azure Kinect DK. Due to
the image quality problem when ARPCM was used, the viewpoint was changed when
ARPCM is operated to check the depth, the block used in this study could not allow the
comparison. The reason for this is that the objects was not able to be viewed completely
horizontally, in addition the viewpoint must be tilted to determine which block was
higher than the other.

Actual endoscopic surgery requires depth information in the range of several mil-
limeters to several centimeters, although each phase is different [11]. Dissection of the
lymph nodes requires depth information of 1 to 2 mm [11]. Although it is not effective
for such a surgical method, the certainty of perceiving depth information of 4 mm or
more is extremely high.
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Fig. 8. The relationship between depth and response time in ARPCM and 2D images

Despite that this is a simple object-to-object depth perception experiment, we believe
the results are of a sufficiently high level to be a practical sense.

The average response timeofARPCMwas4.32 s longer than that of the 2D images. In
endoscopic surgery, where shorter operating time is required [12], the extra few seconds
required for depth confirmation can be stressful for the patient and surgeon, thus there
remains room for improvement.

5 Summary

In endoscopic surgery, for which demand has been increasing in recent years, the endo-
scopic image is displayed in two dimensions, so depth judgment on the screen is based
on the surgeon’s anatomical knowledge, experience, and palpation with forceps, which
is difficult and time-consuming in complex operations. To solve this problem, this study
aimed to develop a prototype of an endoscopic surgical support system that uses AR to
present a surgical field of view in real space with intuitive depth perception in real-time,
and to evaluate depth perception to confirm the effectiveness of the developed system.
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This study revealed ARPCM was valuable for the surgeon’s depth perception in
endoscopic surgery, with the exception of a few techniques, and there were certain
improvements to be made, such as improving the ability to present depths of 4 mm or
less, reducing response time, and making the camera smaller.
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Abstract. With the continuous development and progress of science and tech-
nology, the field of mixed reality applications has involved scientific research,
medicine, entertainment, education, information dissemination, and people’s daily
lives; This paper will focus on the application of mixed reality in the field of edu-
cation and teaching, relying on the characteristics of mixed reality technology.
This article will use the combination of mixed reality and smart glasses to fully
consider the characteristics of photography darkroom teaching, design and pro-
duce a mixed reality photography darkroom teaching software, and explore the
feasibility of the application of mixed reality in teaching. This paper will use
literature research methods, practical research methods, and survey methods as
the main methods of research topics to determine the importance, feasibility, and
necessity of the relevant theories studied in this paper. The application of mixed
reality technology in photography darkroom teaching can not only solve many
problems in the existing darkroom teaching methods, but also develop and expand
students’ Independent learning ability. It is concluded from this that mixed reality
teaching software has the feasibility of sustainable development, which brings
particular application value to the development and research of other education
and art discipline software.

Keywords: Mixed reality · Photography darkroom · Education · Application
software

1 Introduction

1.1 Research Background

The mature development of virtual reality technology has spawned augmented reality,
and the continuous improvement of technology and hardware has created mixed reality.
No matter how these three types of technology develop and blend, the core principle is
based on the simulation, interaction, and fusion of the digital world to the real world.
Before the advent of digital cameras, darkrooms were the most important technical
support for the film to photos, as well as compulsory courses for photography majors.
The popularity of digital cameras has led to the decline of darkroom technology, but its
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importance as a photographymajor cannot be ignored. The use of newmedia technology
to darkroom the inheritance of technology is worthy of in-depth study.

The gradual development of computer hardware and software technology and the
maturity of mixed reality technology have brought diversified changes to many existing
fields, and the technical characteristics can be better applied to teach innovation, which
significantly enriches the interactive way of teaching content and stimulates Students’
interest and enthusiasm improve learning efficiency.

1.2 Research Purposes and Methods

The purpose of this thesis is to use mixed reality technology and wearable devices to
develop traditional photography darkroom technology teaching software (Fig. 1), break
the limitations of traditional photography darkroom learning (Fig. 2), and stimulate
students’ interest and enthusiasm for learning. Use technology to enrich the form of
education and teaching, and give full play to the practicality and creativity of mixed
reality.

The thesis will use literature research methods, practical research methods, and
survey methods. (Fig. 3). Firstly, it analyzes the technical theory knowledge of mixed
reality and the current situation and problems of photography darkroom teaching. Next,
study the relationship between mixed reality and photography darkroom teaching and
design and produce mixed reality application software. Finally, use SPSS analysis to
determine the importance, feasibility, and necessity of the relevant theories studied in
this thesis.

Fig. 1. Learning assumption Fig. 2. Traditional photography darkroom

1.3 Research Innovations

The innovation of the thesis research is to use mixed reality technology and wearable
devices to develop amixed reality traditional photographydarkroom technology teaching
software, inherit the traditional photography darkroom technology using science and
technology, and fully integrate technology and art.
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Fig. 3. Research process

2 Theoretical Consideration

2.1 Scope of Research

With the popularization of digital photography, many colleges photography majors have
reduced or even cancelled darkroom technology courses, but as professional photogra-
phy, traditional photography and darkroom printing technology are extremely important
learning content; at the same time, mixed reality technology has also been maturely
applied to various in the field, how to use new technology to inherit the develop-
ment of traditional technology is the main purpose of this thesis. Based on this goal,
the research scope mainly involves: 1) the characteristics and problems of traditional
darkroom photography teaching; 2) the development of mixed reality teaching software.

2.2 The Concept of Mixed Reality

Mixed reality is to carry out all-round detection and scanning of the real scene through
the camera with the spatial depth analysis function, and the real-time three-dimensional
model information is established in the kernel to build a digital model of the full scene
to determine the fixed position of the superimposed digital information, reaching almost
absolute the position stabilization effect can be seen through the head-mounted display
device with a semi-transparent refraction screen. Digital virtual information such as
interface windows, 3D models, animation images, etc. can be suspended in the air and
closely connected with real objects, even blocked by real objects. The physical real-
ity environment coexists and interacts in real-time to achieve the visual experience of
holographic images.

“Mixed reality is the result of mixing the physical world with the digital world.
Mixed reality is the next evolution in the interaction of humans, computers, and the
environment, and it unlocks the possibilities previously limited by our imagination [1]”.
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2.3 Key Technologies of Mixed Reality

Since mixed reality is also built on the basis of natural human perception, it is essentially
aWYSIWYG interface. This interface liberates human beings from the complicated and
esoteric computer user interface. It crosses the tedious parameter selection and returns to
the original human sensory channels so that people can intuitively understand the world
[2].

Take the HoloLens glasses produced by Microsoft as an example. “HoloLens is
the most advanced and first mixed reality glasses. It is a helmet-type glasses using the
windwos10 system [3]”. This product is currently the most mixed reality technology
One of the iconic products, the holographic image is mixed with the real environment.

through a translucent screen so that the holographic digital image exists like a real
object in a relatively fixed position in the real-time scene, and the visually perceived
holographic image is like It is part of a real scene, presenting the illusion of a physically
clear three-dimensional image, and can be viewed unrestricted from different angles.

(Fig. 4) It can reproduce the unreachable scene in front of you, it can also simulate the
interior that cannot be obtained or displayed, and can combine thesewith the real scene to
demonstrate intuitively, and people also You can participate in the interaction, which can
stimulate the interest of the viewer and convey the appearance of things more intuitively,
providing users with opportunities for natural and familiar forms of interaction. Mixed
Reality, The relationship between humans and machines through physical computing. It
can be classified from an interaction perspective [4].

Fig. 4. HoloLens glasses structure diagram

2.4 Problems in Darkroom Education

The advent of digital cameras has made photography more accessible. However, tradi-
tional photography and darkroom technology can provide a comprehensive and system-
atic theoretical foundation for digital photography knowledge. The operation process
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of photography darkroom is more complicated, and the amount of technical experience
increases the film’s quality. Plays a critical role. There is a famous saying, “three-point
shooting, seven-point darkroom” [5], which shows that darkroom technology plays a
vital role in photography. However, the popularity of digital photography has made
traditional photography techniques fade away. As a darkroom technology from film to
photos, fewer and fewer people can understand and learn. Many colleges photography
majors have reduced or even eliminated darkroom technology courses. The difficulty of
implementing darkroom courses is the main reason for the decrease in the number of
hours in relevant institutions year by year. Mainly reflected in the following aspects:

(1) Considerable investment in the early stage: The darkroom laboratory that can
accommodate a class of students at the same time needs a large area, and exceptional
facilities and equipment need to be installed. (2) High operating costs: long-termmainte-
nance of equipment hardware, the extensive use of consumables such as photo paper and
flushing potions, and hydropower require continuous investment. (3) There aremany risk
factors: the developing and fixing potions used in the process of printing are all chemical
preparations, and some courses even require the use of highly toxic agents. The entire
practice process has certain risks. (4) Heavy responsibility for environmental protection:
The accidental discharge of waste potions after the completion of each course printing
will cause dangerous pollution to the environment. (5) Less practical opportunities:Most
of the teaching methods in the darkroom are for teachers to demonstrate the operation.
Students observe and learn by the side, and have fewer opportunities to participate in
the hands-on operation, which lacks independent thinking and independent exploration,
and the learning effect is significantly reduced.

3 Empirical Study

3.1 Case Study and Design Framework

The technical characteristics of mixed reality have a sci-fi environment that combines
reality and virtuality. “The realization of mixed reality needs to be in an environment
that can interact with all things in the real world.” [6] This form can expand the teaching
mode and knowledge structure, not only can intuitively obtain the manifestation of
explicit knowledge but also cultivate students’ tacit knowledge.

The technical characteristics of mixed reality include not only various elements such
as traditional information media such as text, animation, audio and video, but more
importantly, the combination of real and virtual science fiction scenarios. This form
can expand the teaching model and knowledge structure. It can intuitively obtain the
manifestation of explicit knowledge, and also cultivate the tacit knowledge of students.

This case will use the advanced technology of mixed reality in the assumption of tra-
ditional darkroom teaching, so that the learning process can be more intuitive and vivid,
and the abstract theory will be brought into the simulation operation, and the acquisition
and understanding of tacit knowledge will be changed. It has to be imperceptible tomake
the teaching content more productive and more exciting.

Through the research and analysis of the traditional photography darkroom teaching,
combined with the visual intuitionistic characteristics of mixed reality, the preliminary
design framework is as follows (Fig. 5).
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Fig. 5. Software design framework

3.2 Software Production and Development Process

Development Platform and Environment Construction
The thesis takes mixed reality photography darkroom teaching software as a practical
case, and will use Microsoft’s HoloLens glasses as the hardware support for practical
research. The mixed reality platform system is actually a particular version of Windows
10, so the entire process needs to be carried out in theWindows development environment
(Fig. 6).

Fig. 6. Development environment and platform

(1) Construction of development environment: HoloLens smart glasses run on Win-
dows 10, the application is built together with the universal UWP development
platform, and the latest version of Windows 10 system needs to enable developer
mode.

(2) Installation tools and SDK: Visual Studio 2015 and above, used to write code,
debug, test and deploy; Windows 10 SDK provides the latest headers, libraries,
metadata and tools for building applications.
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Fig. 7. Software design process

(3) Production tool software: 3D MAX2016 is used to produce the three-dimensional
basic model, Unity3D 5.6 is used for scene dynamics and program interaction,
and the HoloToolkit-Unity package mixed reality toolkit provided by Microsoft is
installed in the software to facilitate the development process. (4) Design process
(Fig. 7).

Interface Design
The interface design content mainly includes the first interface, the main page, and the
interactive interface. The objects used for interaction design different visual feedbacks
for three input states, namely: (1) the default idle state of the object; (2) staring cursor
state; (3) gesture click and press state.

In the layout design of the main interface, because the gesture operation of the
HoloLens device is not as flexible as the mouse, try to reduce multiple clicks like pop-up
windows, and directly present the various parts of the software main interface.

You can enter the learning link with one click. The layout of the main interface uses
hexagons of different sizes to understand the structure of the software intuitively. The
main color of the interface uses fresh mint green and the same color system, and the
guide arrow uses bright orange to form a striking contrast (Fig. 8).

Making 3D Basic Model
Prepare material textures according to the shooting data pictures, and make 3D models
and interface icons in the scene, to prepare for the next Unity scene construction. Among
them, in order to ensure the stability of the screen refresh during operation, the official
recommendation is the number of models in the scene. It is controlled within 100,000
planes, so the models use simple models (Fig. 9).

It should be noted that the initial unit of the scene, according to the official software
development requirements, is metering. The animation of the demo part also needs to
be made in 3Dmax, and the model file is exported to the FBX file format. This format
can contain the model’s texture, material, animation keyframes, and other information.
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Fig. 8. Three-dimensional basic model

Fig. 9. Interface design

Unity Interactive Program Production
Import materials such as 3D models and interface pictures into Unity to start scene
construction and interactive settings, import HoloToolkit-Unity package development
kit, and add core script components, respectively GazeManager.cs, Gesture Manager.cs,
HandsManager.cs and KeywordManager.cs. This integrates the three core features of
gaze, gestures, and voice commands. In addition, the setting of the space mapping com-
ponent is to initialize a Surface Observer object, so that the model completely matches
the coordinate position of the real environment during the software operation. The cam-
era coordinates in the scene need to be set to (X:0,Y:0,Z:0), so that the position of the
user’s head starts from the origin of the Unity world coordinates, and the background
color is set to the solid color pure black (RGBA: 0, 0, 0, 0) (Fig. 10(a)(b)), because when
running on Hololens device, the black background is regarded as transparent, so that it
can be well mixed with the real environment and set the cut The plane distance of 0.8 m
is the effective shortest distance. Afterward, continue to set up click interaction, anima-
tion demo playback control, positive answer feedback, and wrong answer feedback in
the operation drill for each model file (as shown in Fig. 11(a)(b)). World AnchorStore
is the key to creating a holographic experience, and the hologram maintains a specific
real-world position in the application. The interface graphics or working area can be
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fixed at any position,and can be found and called at any time during the running of the
program.

Fig. 10. (a)(b) Scene construction

Fig. 11. (a)(b) Interactive settings

Export and Build vs Solution
After the above process and repeated debugging, before exporting, you need to set the
frame rate to 60Hz and the quality to “fastest” in the settings inUnity. Add the completed
scene to the build settings. The platform chooses the universal Windows platform and
SDK. Select Unicersal10, UWP build type is D3D, enable mixed reality support settings,
so that the software can be rendered as a three-dimensional application when the headset
device is running, and a vs. project file is generated.

Run Visual Studio to open the project file output in the previous step and make
the final release settings. The key parameters are the configuration option Release, the
platform selection x86, and the target is a remote computer. Before that, you need to
enable DeveloperMode on the Hololens device and use dedicated data. The cable will be
linked to the computer, and then it can be deployed to the device after it starts executing
(Fig. 12).



The Practical Research of Mixed Reality 107

Fig. 12. VS solution

3.3 Software Operation Demonstration Instructions

(1) Click on the main interface to start learning (Fig. 13(a)), the selection interface
appears, containing eight learning modules. To facilitate fast switching operations,
this interface will always remain in the present state (Fig. 13(b)), If it interferes
with the animation display, you can also drag the up, down, left, right, front and
back, etc. different positions through gestures at any time.

(2) If you choose to wash the 135 film module (Fig. 13(c)), the materials and objects
required for this session will be presented, and two options will appear at the
same time. One is to watch the demonstration animation (Fig. 13(d)), and Voice
explanation, the second is a hands-on operation, (Fig. 13(e)). There is no voice
explanation in this link, but there will be dynamic arrows to prompt the operation,
as shown in the yellow arrow in follow picture. (Fig. 13(f)).

Fig. 13. (a) (b) (c) Software operation demonstration. (d) (e) (f). Software operation demonstra-
tion

(3) Selecting the printing and placingmodulewill display the corresponding equipment
and items (Fig. 14(a)), and each detail and process of the operation will be shown
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in detail in the animation demonstration link, including the link that needs to work
under the “safety light” It will simulate the light and shadow effect of the red light
in the darkroom (Fig. 14(b)).

(4) For hands-on operation, students need to repeat the demonstration process just now,
and they can have a certain degree of freedom in the details of the operation, such as
raising or lowering the amplifier, and enlarging the size (Fig. 14(c)) and (Fig. 14(d)).
Selection, etc., and screen recording of the operation process, so as to evaluate the
learning effect later.

Fig. 14. (a)–(d) Software operation demonstration

(5) In the operation instruction module, the essentials of gesture operation will be
demonstrated in the form of video playback. 1) Lift the index finger and then drop
it, that is, click and drag, as shown in (Fig. 15(a)). 2) The five fingers are first
tightened and then opened. Exit and return to the main interface (Fig. 15(b)), 3) Put
the index fingers of both hands together and then do the dragging state to zoom in
or out the screen (Fig. 15(c)).

Fig. 15. (a). (b). (c). Gesture presentation

4 Practice Analysis and Research

4.1 Research Questions

The question of this research is whether the mixed reality teaching software has a sig-
nificant impact on photography darkroom teaching, and whether it is obviously helpful
for darkroom teaching.
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Table 1. Questionnaire

Survey topic Question options

1. Able to solve the course structure of the
photographic darkroom

Very much agree [1] [2] [3] [4] [5]
Strongly disagree

2. Able to acquire theoretical knowledge of
photographic darkroom

Very much agree [1] [2] [3] [4] [5]
Strongly disagree

3. Be able to perform practical operations in a
photographic darkroom

Very much agree [1] [2] [3] [4] [5]
Strongly disagree

4. Reasonable software course design Very much agree [1] [2] [3] [4] [5]
Strongly disagree

5. Easy to learn software Very much agree [1] [2] [3] [4] [5]
Strongly disagree

6. Able to improve learning interest Very much agree [1] [2] [3] [4] [5]
Strongly disagree

7. The software interface is beautiful and clear Very much agree [1] [2] [3] [4] [5]
Strongly disagree

8. Comprehensive software function information Very much agree [1] [2] [3] [4] [5]
Strongly disagree

9. The software is easy to understand Very much agree [1] [2] [3] [4] [5]
Strongly disagree

10. The software is easy to operate Very much agree [1] [2] [3] [4] [5]
Strongly disagree

4.2 Research Procedure

This research program selects objects to verify the research question. Secondly, based on
empirical investigation, the questionnaire is designed and then the questionnaire survey
is implemented. Through the collected questionnaires, the factors affecting the mixed
reality teaching software on photography darkroom teaching were extracted, and the
main factors were analyzed. In order to prove the rationality of the extracted factors, a
credibility analysis was implemented. Based on the result analysis, a correlation analysis
between themixed reality teaching software and the photography darkroom teachingwas
carried out to verify the significant relationship between the two.

4.3 Research Design

The survey method of the questionnaire is to fill out the questionnaire (Table 1). Online
after 5–10 min. A total of 150 questionnaires were put in, and 147 questionnaires were
effectively collected. Except for personal basic information, other items are in the form
of a Likert five-level scale, through the ease of operation of the software, interface design,
understanding of photography courses, and help for learning. In this study, the informed
consent, data and privacy protection of the study participants were obtained.
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5 Result Analysis

5.1 Descriptive Analysis

This experiment selects college students from different schools, mainly for art students.
There were 47 male students participating in the questionnaire survey, accounting for
35%, and 100 female students, accounting for 68%. Among them, there are 40 first-year
students, accounting for 27.2%, the second-year students are 43, accounting for 29.3%,
the three major students are 29, accounting for 19.7%, and the seniors are 22, accounting
for 15%. There are 13 graduate students, accounting for 8.8%. There are 98 students
majoring in art, accounting for 66.7%, and a total of 49 students majoring in arts, history
and science, accounting for 33.6%.

5.2 Factor Analysis and Validity Analysis

In order to extract the influencing factors for the purpose of this research, factor analysis
and reliability analysis were carried out (Table 2). The data compiled by SPSS analysis
andEXCELshowed that theKMOandBartlett verification results of the influence factors
of mixed reality on photography darkroom teaching showed that the KMO value was
0.805, Greater than 0.5, P value < 0.05, indicating that it is suitable for factor analysis.
The factor analysis extracted three factors. It can be seen from the table below that the
accumulation based on the feature value greater than 1 is 61.280%, which is greater than
60%, indicating that the three dimensions currently explored can better represent the
entire data. Taking into account the questionnaire items, the extracted three factors are
named: (Factor 1) usefulness, the degree of familiarity with the photography darkroom
course after using the software, which fully represents the software’s effectiveness and
practicality, (factor 2) easy to see The design of the software interface can allow users
to fully understand the information and layout, (factor 3) easy to learn, the software is
easy to use, and the operation is simple.

Table 2. Results of factor analysis and reliability analysis

Factor Number Survey topic Component

Factor1 Factor2 Factor3

Factor1 usefulness 3 3. Be able to perform
practical operations in a
photographic darkroom

.824

2 2. Able to acquire
theoretical knowledge of
photographic darkroom

.786

1 1. Able to solve the
course structure of the
photographic darkroom

.770

(continued)
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Table 2. (continued)

Factor Number Survey topic Component

Factor1 Factor2 Factor3

6 6. Able to improve
learning interest

.736

Factor2 visibility 7 7. The software interface
is beautiful and clear

.869

4 4. Reasonable software
course design

.635

8 8. Comprehensive
software function
information

.573

Factor3 easy to
learn

5 5. Easy to learn software .708

9 9. The software is easy to
understand

.548

10 10. The software is easy
to operate

.797

Eigen value 3.668 1.355 1.105

Cumulative variance 28.734 45.795 61.280

KMO (Kaiser-Meyer-Olkin) 0.805

Bartlett’s Test of
Sphericity

Approx. Chi-Square 399.357

df 45

Sig 0.000

5.3 Correlation Analysis

In order to understand the influence of mixed reality software on photography darkroom
teaching, relevant analysis was carried out. From the results of correlation analysis,
(Table 3). Usefulness and visibility are closely related in the influence relationship (r
= 0.458**), and there is also a close relationship between visibility and ease of use
(r = 0.324**). Although the relationship between usefulness and late usability is (r =
0.263**), there is a correlation between the two to a certain extent. At the same time, the
corresponding P values are all less than 0.05, so the null hypothesis is rejected and the
conclusion is drawn that there is a positive correlation between the independent variable
and the dependent variable.
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Table 3. Results of correlation analysis

Factor1
usefulness

Factor2 visibility Factor3 easy to
learn

Factor1 usefulness Pearson
correlation

1

Sig. (2-tailed)

Factor2 visibility Pearson
Correlation

0.458** 1

Sig. (2-tailed) .000

Factor3 easy to
learn

Pearson
Correlation

0.263** 0.324** 1

Sig. (2-tailed) .001 .000

6 Conclusion

In this paper, through empirical research, design and production ofmixed reality software
in photography darkroom teaching, questionnaire surveys are conducted after using the
software, and verification questions are raised. First, factor analysis and validity analysis
are performed. The analysis results show that the extracted factors can be better the land
represents the questionnaire items and has good credibility. Then, a factor correlation
analysis was carried out, and the analysis results showed that the ease of use and visibility
of the software are closely related to the usefulness of the software. It also verifies the
problems raised. Mixed reality teaching software has an impact on photography dark-
room teaching, and the interface design layout and software operability of the teaching
software affect photography knowledge and Teaching has obvious relevance.

7 Future Research

Through practice and empirical analysis, it has fully demonstrated the feasibility of the
application of mixed reality technology in teaching. Although this research is limited to
photography darkroom teaching, it broadens the application field of mixed reality tech-
nology and also shows that mixed reality technology is useful for teaching. Substantial
help. There are many shortcomings in this research. Due to the limitation of equipment,
the teaching mode involved is a single-player mode. IN the later period, we will continue
to study the multi-person learning mode, and will continue to conduct research on mixed
reality technology in teaching and other fields.
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Abstract. Virtual reality (VR) enables users to experience immersive virtual envi-
ronments and has become an important tool in different domains such as indus-
try, healthcare, professional services, or education. In many of the VR use cases,
humans do not only need to interact with the virtual surroundings (e.g., machines),
but also with other humans (e.g., business meetings or creativity workshops).
However, human (to human) interaction in VR leads to technological challenges.
Hence, researchers and practitioners need to analyze which VR technology actu-
ally supports features for human interaction that fit their use cases. A current
overview in that regard, however, is missing. Therefore, based upon a market
analysis, this paper provides a summary of current VR hardware, software applica-
tions and frameworks. We compare the general VR hardware ecosystems, sensory
capabilities, technical specifications, available software applications that focus
on human interaction, and development tools. The results show that, while many
technologies provide specific features, only few solutions allow for the full range
of human interaction in VR.

Keywords: Virtual reality · Head-mounted displays · Human interaction

1 Introduction

Virtual Reality (VR) at its core allows creating and experiencing immersive 3D virtual
environments (VE). VR offers the possibility to (re)create a physical reality into a digital
realm, while also enabling the removal of any aspect from the virtual model or adding to
it [1]. The potential for enriched data presentation, immersive workflows and synergies
with emerging technologies like Building Information Management, Artificial Intelli-
gence, 5G and Blockchain renders VR a “game changing computing and communica-
tion platform” [1, 2]. With an ever-growing VR market, researchers have been studying
applications of VR technology in different scenarios. Opportunities for VR have been
identified, for example, in the medical field including treatment of anxiety disorders like
phobias [3] and helping patients in rehabilitation [4]. VR also shows promise regarding
safety procedures in settings like construction [5] and lab safety training [6].
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Technologically more advanced use-cases like training nurse-physician communi-
cation in teams [7] or helicopter rescue crews [8] and researchers meeting on virtual
conferences during the COVID-19 pandemic [9] show that human interaction between
multiple users, and thus human-to-human interaction, may play a key role in VR set-
tings. In other words, to benefit from the full potential of VR, not only the interaction
of humans with objects in the virtual environment is relevant, but also that with other
humans (1:1, 1:n, n:1 or n:n). However, designing for human interaction in VR leads
to complex technological challenges regarding the real-time representation of the indi-
viduals as well as the exchange of audio-visual cues, why current VR environments are
mostly tailored to provide single user experiences that can’t be synchronously accessed
by multiple users.

At the same time, for practitioners as well as researchers it remains important to
investigate how human interaction in VR deviates from that in 2D as well as the offline
world, how human interaction in VR can be designed to be effective, and what potential
downsides may come with it. To examine such questions, practitioners and researchers
need to choose and apply suitable hard- and software. This presents a challenge, because
currently available VR technology is heterogeneous in terms of interaction features. A
structured overview of what and how human interactions are supported by the available
state-of-the-art hardware and software is still missing.

Therefore, this paper aims to provide such a structured overview of technical pos-
sibilities regarding human interaction in VR. The overview enables researchers and
practitioners to identify what forms of human interaction are currently supported (or
not supported) by which VR components. This allows readers to pick an appropriate
technology stack for their specific use-cases.

2 The Technological Basis of Virtual Reality

With VR hardware, users can explore VEs, artificial computer-generated environments
that replace the current local physical environment of users in real-time. SuchVRsystems
usually consist of an interface displaying theVE, tracker devices allowing to identify and
translate head and body positions into the VE and some sort of interaction techniques
that allow to interact inside the VE [10]. How well users are able to shift attention from
the surrounding reality into the VE depends on the VR systems’ immersion capabilities,
technological aspects of the system like interaction capabilities or its sensory richness,
among others. The immersion capabilities of VR systems affect the users’ subjective
feeling of presence of oneself as well as other humans (in the scene) [11].

Regardinghardware, there exist different types of devices to experienceVR settings.
Whereas newer (consumer) VR hardware usually provides a Head-Mounted Device
(HMD), Cave Automatic Virtual Environments (CAVE-VR) use surround-screen pro-
jections to display the VE, e.g., [12]. However, as CAVE-VR systems “decline practical
relevance” [6, 13], we focus on HMD-based VR hardware, from here on referred to as
VR headsets. For the sake of completeness, it should be noted that with Cardboard VR
and similar mounts, lightweight VR solutions based on smartphones being the hardware
displaying the VR experience exist. These however are primarily suitable for experienc-
ing 360° videos due to a lack of interaction capabilities, and are hence not part of our
analysis.
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A typical VR setting requires only a VR headset and controllers. Furthermore,
depending on the system, additional tracking devices might be needed for motion track-
ing purposes. Motion tracking refers to the movements a user can execute inside the 3D
space of VEs. If users can rotate around the x,y, and z-axis theVR hardware enables three
degrees of freedom (3DoF). This corresponds to moving one’s head and looking around
while maintaining a stationary position in space. If the user can also translate along the
three axes, e.g., when leaning forward or stepping to the side, the VR system allows
for six degrees of freedom (6DoF). Smartphone based VR solutions without controllers
only offer 3DoF, while higher end VR headsets aim for 6Dof.

Besides tracking devices, VR headsets might depend on external high-end comput-
ers for real-time rendering of the VE, while stand-alone devices come with sufficient
but limited computing power. Other technical aspects that differ might be, for instance,
resolution per eye, field of view (FoV), latency, controllers, or refresh rate, among oth-
ers. Some of these technical parameters might determine the design space of human
interaction in VR. For example, smaller display resolutions might impede text readabil-
ity negatively [14]. Other aspects that influence human interaction is the multi-modal
feedback of VR systems. While VR is primarily perceived visually and auditory, haptic
feedback also increases the presence felt by users [15].

Regarding software, development (or authoring) tools are needed to create VEs.
These tools act as frameworks and offer a number of features that can be used directly or
have to be adopted to own needs. Typical development tools for VR (also for Augmented
Reality) are the Unreal Engine and Unity, which both were developed as game engines
and therefore are equipped with essential components used for developing VE. They
offer, for instance, a physics engine, lighting, scenemanagement, or an animation system,
among others. To build VR applications with these tools, designers and developers
require many skills, for example, programming knowledge in a specific programming
language, or the ability to handle or create 3D objects [16]. Depending on the specific
development tool, different features might be available out-of-the-box, whereas others
have to be built by oneself or to be obtained from third parties. For example, a typical
design decision when creating VR experiences is to choose an adequate locomotion
technique, determining the way, how users can move around the scene to explore a VE.
Many different locomotion techniques have been researched (see [17] for review), but
most of them are not available directly via VR frameworks.

Due to the immersive features of VR, there is interest across all research domains in
using the capabilities of VR for their own cases or research purposes. In order to facilitate
the decision-making process regarding which systems could be used and which features
especially support human interaction, this paper incorporates the rapid developments of
the last few years and provides an overview of different VR systems.

3 Method

3.1 Reference Scenario

For the review of human interaction capabilities of current VR systems, a relatively
simple use case is taken as a reference scenario: two (or multiple) users, while equipped
with VR systems, experience the same VE in which they are able to communicate and
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interact with each other and with objects surrounding them. Corresponding use cases
would be, for example, businessmeetings, creativity workshops, or educational seminars
in VR.

When considering such an interpersonal communication scenario in a real environ-
ment, interaction is made up of several aspects such as speech, body position, body pose
or body language. This scenario is relevant for social VR experiences and, compared to
single user scenarios in VR, multi-user scenarios increase the technical requirements for
VR systems. For example, such a scenario could consider the implementation of some
kind of communication channel for voice transmission. To fulfill this requirement on the
technical side, devices would have to enable audio interfaces for recording and playback
of speech. Another requirement would include the possibility of behavior recognition,
to see and understand what the other user is doing inside the VE. For the recognition
of the behavior it is necessary to be able to determine the position and, if necessary,
the pose of the other users. This, however, has an effect on the requirements for the
underlying software, as other users have to be represented visually, such as via avatars.
Additionally, for gesture recognition, VR systems require possibilities to track the hands
of users and maybe even individual fingers. In addition to behavior and gesture recogni-
tion, emotional mood can also be relevant to understand the current state of other users.
To determine a user’s facial expression, face tracking and possibly eye-tracking would
be necessary in order to transmit the corresponding facial expressions via the visual
representation of the user.

3.2 Market Analysis

When designing cases for human interaction in VR at least three fundamental building
blocks must be considered: 1) VR hardware giving the users the possibility to experi-
ence a VE as well as track forms of human interaction, and 2) software applications
providing the VE as well as translating the forms of human interaction from the physical
to the digital realm. Considering the multitude of possible use-cases for practitioners
and researchers, a third building block emerges: 3) development tools for creating cus-
tomized VEs where possibilities for human interaction need to be integrated. To gain
a structured overview on these three building blocks we use three individual market
analyses, outlined as followed.

First, a market analysis regarding hardware is conducted. The focus lies on identify-
ing and unveiling different technological characteristics of VR headsets and accessories
that enable human interaction, e.g., ways of tracking a user’s behavior in the physical
reality as described in the reference scenario above. With the intent in mind of designing
and using VR in practice or research, occurring differences affecting the setup of a VR
ecosystem are inductively identified and highlighted. Having potential effects on use or
study outcome, e.g., [18] other technical specifications influencing the quality of human
interaction are also identified and compared among the VR headsets such as resolution
or refresh rate. With the potential of VR studies being run remotely with participants’
hardware [19] and yielding similar results to laboratory experiments [20] the starting
corpus of examined VR headsets consists of hardware from vendors listed in the Steam
Hardware & Software Survey as of May 2022. With SteamVR being the interface used to
connect VR hardware to a PC this gives an overview over widely adopted off-the-shelf
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VR hardware. To examine available state-of-the-art hardware, only products released
in the last three years (2019 – 2022) are included. If a product line contains multiple
devices in the analyzed time frame only the most recent hardware release is listed. Addi-
tionally, VR headsets offering only 3DoF are excluded from the analysis due to their
limited interaction capabilities. Finally, the corpus is extended by adding handpicked
high-end and business-to-business VR headsets offering unique selling points such as
exceptionally high resolutions or a wide field of view.

To identify available software applications, we scan the market for Social VR
platforms. Based upon the reference scenario, the applications are analyzed regarding
their support for human interaction.

The final market analysis regarding development tools aims at identifying plugins
for VR development tools offering rapid prototyping of custom software applications
and simple integration of human interactions into VEs without the need for extended
programming knowledge. The game engine Unity poses one of the most widely used
development tools for creating VEs, for example for VR serious games in education
and training [21]. Therefore, the analysis focuses primarily on theUnity Asset Store and
Unity Packet Manager. Aiming for maximum compatibility and support the analysis is
limited to free of charge toolkits officially released by VR hardware vendors or byUnity
itself.

4 Results

Regarding the potential choice of hardware, the market analysis identified 16 major VR
headset products and uncovered differences in three areas: 1) the ecosystem of the VR
headset, 2) its sensory capabilities and 3) its technical specifications. Differences in
these areas affect how naturally and lifelike human interaction in VR can take place. The
differences determine the hardware setup and therefore how freely and natural a user
can interact while wearing a VR headset. Which body parts can be tracked for human
interaction in VR is defined by the sensors of a VR headset and its accessories. The
technical specifications define the level of immersion and thus again play a role in how
natural and lifelike an interaction can occur in VR.

With regard to ready VR software on the market, we integrated five of the most
prominent Social VR applications into the analysis: VRChat, Rec Room, Mozilla Hubs,
HorizonWorkrooms, andAltspaceVR.Differenceswere unveiled regarding the utilization
of a VR setups sensory capabilities, the digital representation of humans in VEs and
the locomotion techniques used, all of which determine how a human interaction is
translated from the physical reality to VR.

Based on the identified VR hardware the market analysis focusing on suitable devel-
opment tools revealed four frameworks forUnity. Just as with the software applications,
differences occur in relation to how the sensory capabilities of the VR hardware can
be utilized, what form of digital representation of humans are provided for custom
scenarios, what locomotion techniques can be used out-of-the-box and what different
VR hardware platforms can be developed for.
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4.1 General VR Hardware Ecosystem

IN the following, we will first describe the identified VR characteristics of stand-alone
VR or Personal Computer VR (PC VR), Tracking Type, and Native Platform, followed
by Table 1, in which all relevant VR headset products and their respective characteristics
are highlighted.

Stand-Alone VR or PC VR. Just like any other software application an application
providing a VE needs to generate a graphical representation and perform calculations,
e.g., for handling user inputs or computing physics. PCVRheadsets need to be connected
to a PC for the entire time of use (e.g., VIVE Pro 2 or Valve Index). All computing opera-
tions are executed by the PCs processor and its graphics card. The VR headset then acts
as a wearable monitor displaying the image generated by the PC and as a tracking device
recognizing physical movements of the user. Given the availability of high-performance
desktop computers with powerful computing and graphics capabilities, this configura-
tion allows for VEs with a high graphical fidelity as well as computational demanding
program logic such as physics, interactions with the world or AI systems populating
a VE. The connection between the VR headset and the PC is typically achieved by
multiple cables running from the VR headset to ports on the backside of a desktop PC.
Wireless solutions exist, but may offer reduced image quality and higher latency when
transmitting and reacting to user inputs. Power must also be delivered to the VR headset
via a cable.

In contrast, stand-alone VR headsets do not need a connection to a PC (e.g., Meta
Quest 2, formerly known as Oculus Quest 2 or VIVE Focus 3). They constitute a closed
system consisting of all hardware necessary to perform computations as well as render
and display VEs. Software applications running on stand-alone VR headsets typically
use lower quality graphical VEs and need more optimization in the development process
to provide a desirable mix of visual quality and smooth performance. To enable cableless
use, they are equippedwith internal storage integrated batteries that need to be recharged.
All examined stand-alone VR headsets offer the additional possibility to be connected
to a PC via cable or wirelessly enabling PC VR rendered content to be streamed to the
stand-alone VR headset. This may impact latency and image quality. When used in such
a setup, stand-alone headsets lose their unique advantage of being generally independent.

Tracking Type. Current VR technology uses two different approaches for tracking
device positions in space. The first method evolves around Valve Corporations Light-
house system (e.g., used by Valve Index or VIVE Pro 2). At least two so-called base
stations need to be positioned opposite each other in an elevated position and aimed at
the user. Sensors on the VR headset and controllers detect invisible light pulses emitted
by the base stations to calculate their position in space. Given a clear line of sight between
the VR hardware worn by the user and the bases stations of the Lighthouse system, this
technique results in tracking accurate to themillimeter and resilient to bad environmental
lightning conditions or holding controllers close to each other. With the correct setup
of the base stations at least one Station’s light pulse will almost always reach the VR
headset and controllers to guarantee continuous tracking without interruptions.
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The second method uses cameras built into the VR headset and does not need addi-
tional hardware placed in the room (e.g., Meta Quest 2 or Pico Neo 3 Pro). Combined
with other integrated sensors these cameras optically track the position of theVR headset
and controllers in the room. For this technique to work the room must be uniformly lit
and provide some sort of landmarks such as furniture or other patterns, e.g., on a wall
or on the floor. Tracking can be interrupted when no clear line of sight is established
between the VR headset and the controllers. Thus, moving controllers behind one’s back
or overlapping them in front of the VR headset results in a temporary loss of tracking.
Besides these limitations the accuracy of camera-based tracking can differ from vendor
to vendor and is considered less accurate than Lighthouse tracking.

Native Platform. VR headsets and accessories are integrated in different vendor spe-
cific ecosystems such as SteamVR, VIVE,Windows Mixed Reality and Oculus (theMeta
VR headsets still use Oculus as a name in the development sector, rebranding has not
been completed yet). Compatibility for artefacts interacting with the VR hardware such
as software applications, video games, development tools and hardware accessoriesmust
be individually adjusted for these platforms. This means that it is not guaranteed that
every software application is available in the associated app stores or that a custom build
application can be executed cross-platform. Depending on the desired VR hardware to

Table 1. Identified VR ecosystem differences of examined VR headsets

Device Stand-alone Tracking type Native platform Wireless PC VR

HP Reverb G2 (&
Omnicept)

✗ Built-In Cameras Windows Mixed
Reality, SteamVR

✗

VIVE Cosmos ✗ Built-In Cameras SteamVR Via Adapter

VIVE Cosmos
Elite

✗ Lighthouse SteamVR Via Adapter

VIVE Focus 3 ✓ Built-In Cameras Vive ✓

VIVE Pro 2 ✗ Lighthouse SteamVR Via Adapter

VIVE Pro Eye ✗ Lighthouse SteamVR Via Adapter

Meta Quest 2 ✓ Built-In Cameras Oculus / Meta ✓

Pico Neo 3 Pro
(& Eye) / Link

✓ Built-In Cameras Pico ✓

Pimax Vision 8K
X

✗ Lighthouse SteamVR ✗

StarVR One ✗ Lighthouse SteamVR ✗

Valve Index ✗ Lighthouse SteamVR ✗

Varjo Aero ✗ Lighthouse SteamVR ✗

Varjo XR-3 ✗ Lighthouse SteamVR ✗

Vrgineers XTAL 3
MR

✗ Built-In Cameras SteamVR ✗



Enabling Human Interaction in Virtual Reality: An Explorative Overview 121

be used, developers must choose a vendor provided software development kit (SDK) to
create applications for a specific platform, if available. For the sake of completeness, it
should be noted thatOpenXR, an industry wide standard, is currently developed and par-
tially deployed to tackle the heterogeneity of vendor-specific platforms. openXR poses
a compatibility layer between artefacts and different platforms. This eases the process
for developers to create consistent experiences across a multitude of VR headsets.

4.2 Sensory Capabilities

In the following, we will first describe the characteristics Head-, Body-, Hand-, Finger-,
Eye-, and Face-tracking as well as Audio interface. Examples of how each tracking
technique provides capabilities for human interaction are presented in each section.
Results are shown in Table 2, in which all relevant VR headset products are listed and
compared by these characteristics.

Head-Tracking. VR headsets with 6DoF are able to track different movements of the
user’s head. These include rotational movements like pitch, jaw and roll as well as posi-
tional changes in space when walking forwards for example. These tracking capabilities
are provided by all analyzed VR headsets supporting six degrees of freedom and allow
for tracking of human interactions such as nodding or leaning closer to another (virtual)
person.

Body-Tracking. Additional sensors are required to track other body parts such as feet,
knees, hips or the chest. Off-the-shelf solutions include the VIVE Tracker or Tundra
Trackers. These sensors need to be strapped to body parts which should be tracked.
The trackers are integrated into the Lighthouse tracking system and therefore need base
stations to determine positional data. Additionally, the VR headset needs to be connected
to a PC and therefore potentially loses its stand-alone features. Tracking results can be
used in any application supporting tracking of additional body parts and run on the
SteamVR platform. Solutions not using the Lighthouse tracking system exist, e.g., the
HaritoraX tracking suite, but lacks accuracy and latency performance in comparison.
Since every examined VR headset can be connected to a PC and therefore integrated in
the PC VR ecosystem which supports Lighthouse tracking, body-tracking is retrofittable
for all of these, but may require additional third-party software or hardware such as
dongles or cables. When used in such a setup, stand-alone headsets lose their unique
advantage of being generally independent. Full body-tracking enables capturing complex
movements like dancing as well as a more accurate image of a person’s body language
by portraying posture or the individual way of moving.

Hand-Tracking. Given a line of sight, controllers in the Lighthouse tracking system are
able to track the hands holding them and therefore their positions in every location of the
room. In contrast, stand-aloneVRheadsets use built-in cameras to track the controllers or
the hand itself and thus need to be in front of the user’s body. All VR headsets providing
6DoF support the positional tracking of the hand. Hand tracking enables gestures that are
not dependent on individual finger positions e.g., waving or facepalming. It also signals
intent of a user to interact with objects in a VE.
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Finger-Tracking. Individual fingers can be tracked by VR hardware using two
approaches. The first approach uses sensors in controllers. Using this technique, finger
movement can only be rudimentary tracked, because most handheld controllers (e.g.,
Meta 2 Quest Controller) can only sense if a finger is being placed on top of individual
buttons in a discrete manner. A sensor underneath a button only features the two states
“finger on button” and “finger not on button”. Not sensing a finger on a button is assumed
as a finger being fully stretched out. Because the common controller layout only offers
buttons for the middle finger, index finger and thumb, tracking is limited to these and the
fixed positions of the buttons. Controllers strapped to the back of the user’s hand (e.g.,
Valve Index Controller) provide an additional tracking surface for the ring finger and
little finger. Compared to the button-based tracking this method tracks fingers on prede-
fined movement vectors in a partially continuous manner. It should be noted that curved
fingers may still appear straight in VR and only start bending when close enough to a
sensor. Since every examined VR headset is or can be connected to a PC and therefore
integrated in the PC VR ecosystem with Lighthouse tracking, each VR headset can be
combined with the Valve Index Controllers supporting partially continuous finger track-
ing. When used in such a setup, stand-alone VR headsets lose their unique advantage of
being generally independent. In comparison VR headsets equipped with built-in cam-
eras and tracking software can identify individual finger positions fully continuously.
Just like with hand tracking, covering the hands results in a temporary loss of tracking.
With additional camera-based third-party trackers (e.g., Ultraleap Stereo IR 170) all
examined VR headsets can be retrofitted with attachable finger tracking systems. This
also requires a PC connection and potential loss of stand-alone VR advantages. Finger
tracking allows gestures depended on individual fingers e.g., pointing, the OK gesture
or the V sign.

Eye-Tracking. Equipped with integrated sensors, some VR headsets have eye-tracking
capabilities integrated and can identify the eye-gaze position by tracking the user’s eye-
movement. The target of the eye-gaze can be used to redirect attention by highlighting
objects that are being looked at or moving eyeballs of an avatar according to the user’s
real eye movement.

Face-Tracking. Integrated or retrofittable sensors can be used to track the facial expres-
sions of users. Usually attached to the bottom of VR headsets and connected via USB
they observe the user’s area around the mouth. This enables conveying feelings and mir-
roring of facial expressions such as laughing or matching an avatars mouth-movement
to what is being spoken.

Audio Interface. VR Headsets can provide integrated microphones and speakers as
well as audio ports for external headphones. Speakers can be attached to theVRheadset’s
side and directly placed off-ear or be integrated into the straps used for fixing it on the
user’s head. Dedicated off-ear speakers provide clearer sound and can deliver a more
immersive experience because of the proximity to the ear. Strap-integrated speakers
cause more noise from the environment being perceived and a subpar sound experience
due to speaker size. Customheadphones can be plugged in if aVRheadset offers an audio
port such as the 3.5mm audio jack. These interfaces allow for natural communication
via speech and offer spatial sound perception.
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Table 2. Identified differences in tracking capabilities of examined VR headsets

Device Finger-tracking Eye-tracking Face-tracking Audio interface

HP Reverb G2 Retrofittable ✗ ✗ Off Ear Speakers &
Mic

HP Reverb G2
Omnicept

Retrofittable ✓ ✓ Off Ear Speakers &
Mic

VIVE Cosmos ✓ ✗ ✗ Off Ear Speakers &
Mic

VIVE Cosmos
Elite

✓ ✗ ✗ Off Ear Speakers &
Mic

VIVE Focus 3 ✓ ✗ ✗ Strap Speakers,
3.5 mm & Mic

VIVE Pro 2 ✓ ✗ Retrofittable Off Ear Speakers &
Mic

VIVE Pro Eye ✓ ✓ Retrofittable Off Ear Speakers &
Mic

Meta Quest 2 ✓ ✗ ✗ Strap Speakers,
3.5 mm & Mic

Pico Neo 3 Pro /
Link

Retrofittable ✗ ✗ Strap Speakers,
3.5 mm & Mic

Pico Neo 3 Pro
Eye

Retrofittable ✓ ✗ Strap Speakers,
3.5 mm & Mic

Pimax Vision 8K
X

Retrofittable ✗ ✗ Strap Speakers,
3.5 mm & Mic

StarVR One Retrofittable ✓ ✗ 3.5 mm

Valve Index ✓ ✗ ✗ Off Ear Speakers,
3.5 mm & Mic

Varjo Aero Retrofittable ✓ ✗ 3.5 mm

Varjo XR-3 ✓ ✓ ✗ 3.5 mm

Vrgineers XTAL
3 MR

✓ ✓ ✗ Strap Speakers &
Mic

4.3 Technical Specifications of VR Headsets

In the following, we will briefly describe the additional technical parameters Resolution,
Field of View (FoV), Refresh Rate and Interpupillary distance (IPD) of VR headsets,
followed by a comparison in Table 3, in which all relevant VR headset products are listed
and compared by these technical parameters.

Resolution. The resolution of aVRheadset ismeasured in pixels by pixels and describes
the resolution per eye of the built-in displays in front of the user’s eyes.Higher resolutions
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enable a sharper,more lifelike image,while lower resolutions lead to a blurrier perception
of VEs with less details.

Field of View (FoV). The FoV of a VR headset is measured in degrees of arc (°) and
describes how much of a user’s natural FoV is filled with the image of a VE. A larger
FoV provides more lifelike perception and enables peripheral visual perception. This
can play a role in human interaction e.g., when glancing at somebody or something in a
VE. A low FoV may force users to unnaturally move the whole head while a high FoV
enables more natural interactions based on eye movement.

Refresh Rate. The refresh rate of a VR headset is measured in Hertz (Hz) and describes
how often per seconds the internal displays of the VR headset show a newly rendered
visual image of a VE. Actions and human interactions taking place in a VE appear
smoother and more natural with higher refresh rates. Lower refresh rates can appear to
be stuttering, comparable to a video buffering every other second.

Interpupillary Distance. The interpupillary Distance is measured in millimeters (mm)
and describes the distance between the center points of the VR headsets lenses in front of
the build in displays. If a mismatch between the user’s individual interpupillary distance
and that of a VR headset occurs, a VE can be perceived as blurry.

Table 3. Identified differences in technical specification of examined VR headsets

Device Resolution FoV Refresh rate IPD

HP Reverb G2 (& Omnicept) 2160 × 2160 98° 90 Hz 60–68 mm

VIVE Cosmos (& Elite) 1440 × 1700 120° 90 Hz 61–72 mm

VIVE Focus 3 2448 × 2448 116° 110 Hz 57–72 mm

VIVE Pro 2 2448 × 2448 120° 120 Hz 57–70 mm

VIVE Pro Eye 1440 × 1600 110° 90 Hz 61–72 mm

Meta Quest 2 1832 × 1920 97° 90 Hz 58–68 mm

Pico Neo 3 Pro
(& Eye) / Link

1832 × 1920 98° 90 Hz 58–69 mm

Pimax Vision 8K X 3840 × 2160 159° 90 Hz 60–72 mm

StarVR One 1830 × 1464 174° 90 Hz 53–77 mm

Valve Index 1440 × 1600 108° 144 Hz 58–70 mm

Varjo Aero 2880 × 2720 102° 90 Hz 57–73mm

Varjo XR-3 2880 × 2720 115° 90 Hz 59–71 mm

Vrgineers XTAL 3 MR 3840 × 2160 180° 75 Hz 60–76 mm
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4.4 Software Applications

IN the following, we will describe the identified differences of the chosen commercial
software applications. These include how humans are represented in VEs, which loco-
motion techniques are provided and if the VR Hardware’s sensory capabilities can be
utilized in the applications. A comparison is presented in Table 4.

Avatars. The digital representation of a human in a VE is an avatar, a 3D model that
mirrors movements of a user’s body parts based on tracking data. These avatars can be
observed by other users in the same VE and build the visual basis for interacting with
each other. The 3D models of avatars are designed differently in the examined software
applications. Some application’s avatars consist of a combination of a floating head, a
floating torso and floating hands, where other applications also display arms and necks
which are automatically animated through the use of inverse kinematics (IK).

Locomotion. The way a user and its avatar move through a VE is defined by the
software applications offered locomotion techniques. The different forms identified

Table 4. VR applications enabling different forms of human interaction

Application Body-tracking Finger-tracking Eye-tracking Face-tracking Avatars Locomotion

VRChat ✓ ✓ ✓ ✓ Full 3D
model
with IK

Continuous
& Teleport

Rec Room ✗ ✗ ✗ ✗ Floating
torso
with
head &
floating
hands

Continuous
& Teleport

AltpsaceVR ✗ ✗ ✗ ✗ Floating
torso
with
head &
floating
hands

Continuous
& Teleport

Mozilla
Hubs

✗ ✗ ✗ ✗ Floating
torso
with
head &
floating
hands

Continuous
& Teleport

Horizon
Workrooms

✗ ✓ ✗ ✗ Floating
torso
with
arms,
hands &
head
with IK

✗



126 C. Meske et al.

in the examined software applications are continuous movement, teleportation and no
movement.

Tracking. The examined software applications have different capabilities in handling
the aforementioned kinds of tracking data mentioned in the market analysis of VR
hardware. Head- and hand tracking as well as audio communications is handled by
every examined software application. Differences arise in providing support for the
other tracking types body-, finger-, eye- and face tracking.

4.5 Development Tools

The market analysis regarding development tools identified 4 viable interaction toolkits
compared in Table 5. Interaction toolkits provide a set of out-of-the-box interactions
that can be integrated into a custom build scenario. These toolkits are part of the vendor
provides SDKs and show differences in the aforementioned areas of utilizing tracking
data, how humans are digitally represented through avatars and what locomotion tech-
niques are already implemented and ready to use for navigating a custom VEs. While
all development tools provide out-of-the box usage of basic interactions such as grab-
bing or throwing objects inside a VE, they are only usable when developing for specific
platforms.

Table 5. Differences in interaction capabilities of identified development tools

Oculus
integration

SteamVR plugin XR interaction
toolkit

MRTK

Target platform Oculus / Meta SteamVR Cross platform Windows
Mixed Reality

Basic interactions ✓ ✓ ✓ ✓

Locomotion Continuous &
Teleportation

Teleportation Continuous &
Teleportation

Continuous &
Teleportation

Avatars Default floating
controllers,
Floating hands
Floating torso
with IK

Default floating
hands

✗ Default floating
controllers

Body-tracking ✗ ✗ ✗ ✗

Finger-tracking ✓ ✓ ✗ ✗

Eye-tracking ✗ ✗ ✗ ✗

Face-tracking ✗ ✗ ✗ ✗



Enabling Human Interaction in Virtual Reality: An Explorative Overview 127

5 Discussion

5.1 Main Characteristics of Current VR technology

Regarding hardware, the market analysis revealed that VR headsets can be split in two
major categories: those dependent on a connection to a computer (PC VR) and those
with sufficient hardware integrated to run software applications on their own (stand-
alone VR). PC VR headsets are usually tied to the Lighthouse tracking system, with the
exception of the HP Reverb G2 and VIVE Cosmos. This constitutes an interesting mix
because these VR headsets can provide high quality VR content provided by the PC
while they save having to set up a room for tracking. This theoretically allows for a semi
mobile setup using a laptop computer, provided it is equipped with powerful enough
hardware.

All devices support head and hand tracking by default. However, there are amultitude
of different tracking features that are supported to varying degrees by the individual VR
headsets. For instance, the support for finger tracking is integrated in all analyzed VIVE
headsets, whereas with some other manufacturers, users would have to use additional
hardware sensors, e.g., with the Pico Neo 3 Pro. This retrofitting can lead to stand-alone
VR headsets being required to be connected to a PC and lose their advantage of being
previously independent from a PC.

Eye tracking is only supported by 7 of the 16VR headsets and the Pico Neo 3 Pro Eye
is the only stand-alone VR headset providing the required sensors. Face-tracking comes
only with the HP Reverb G2 Omnicept, whereas some VIVE headsets allow adding an
additional face-tracking device subsequently.

In summary, hardware implementations of VR headsets are highly variable in
terms of the design scope for human interaction. This also applies to other immersion-
supporting properties of the devices, such as resolution or FoV.

On the software side of the VR devices, each vendor provides a vendor-specific
software development kit (SDK) which can be integrated into Unity (or the Unreal
Engine). Those SDKs usually provide example scenes of varying complexity which
can be adopted for own usage. However, the manufacturer-specific SDKs result in the
necessity that support for multiple devices in VR applications has to be integrated by
oneself. In that regard, the OpenXR framework aims to provide an industrial solution,
which developers can use to avoid having to integrate every SDK themselves. Being
a currently developed and newly deployed standard, sample scenes and out-of-the-box
interactions are limited in comparison to the vendor-specific SDKs.

Taking the reference scenario as a basis, it is noteworthy that the hardware vendors
do not offer ready-made software support for multi-person experiences when developing
custom use cases. As a result, it is necessary to rely on other vendors or on in-house
implementations so that cross-networkVRexperiences can be implemented.An example
for such a third-party product allowing multiplayer scenarios by handling the network
transportation layer is Photon.

5.2 Human Interaction in VR

Support for human interaction in social VR applications is quite heterogeneous.Whereas
most applications support basic interaction for talking and moving one’s hand, several
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more advanced interaction techniques are not widely implemented (e.g., eye- or full
body tracking). This is also represented in the avatars.

VRChat is the only application that supported all of the examined interaction tech-
niques. Here, with sufficient pre-configuration, users can even use eye-tracking to ani-
mate eye movements of their avatar, or face-tracking for mouth movements. Other soft-
ware applications opt to use simulatedmouthmovements and randomglanceswith blinks
instead of integrating eye-tracking. Except for VRChat, the other software applications
do not use a full body avatar but limit the visualization to a floating head and hands.

Regarding locomotion,VRChat,RecRoom,AltspaceVR andMozillaHubs all support
continuous locomotion and teleportation. Only Horizon Workrooms does not support
these locomotion techniques. Here, the interaction space is spatially limited. Users can
use real-walking to move around if enough space is available in their real environment,
e.g., in front of a virtual whiteboard.

5.3 Implications for Research and Practice

The results of our analysis reveal multiple challenges for science and practice. For
instance, the vast majority of VR systems are based on the Lighthouse tracking system,
with only a few operating stand-alone. This limits the mobility of the VR devices. If the
VR setup is set up stationary in a laboratory, the Lighthouse setting needs to be set up
only one time. However, if the system is to be presented for show purposes at external
events or used by study participants at home, the additional hardware makes moving the
system a bit more complicated than by using a stand-alone device.

Several of the VR headsets require a cable for the connection between headset and
a computer. It should be noted that the cables can disturb the VR experience of users
[22]. Wireless systems are more suitable to provide increased freedom of movement.
For several VR headsets, there are adapters that can be obtained additionally. It also
should be noted that each PC VR headsets needs its own PC. This makes providing the
hardware required for studies with multiple participants more difficult, e.g., from a price
and logistics perspective.

It was also noticeable that the analysis of available software applications revealed
that only a few interaction options are currently available in those. This implies that
researchers and practitioners have to create their own VR demos/prototypes when a
scenario should integrate and support a particular set of human interactions in VR.
For own implementations, however, more profound technological skills are necessary,
like programming expertise or the handling of game engines, like Unity. Support for
using avatars in social VR is only minimally integrated in all SDKs. Oculus / Meta
at least allows the use of floating torsos, while SteamVR only provides floating hands.
In principle, it is possible to add a torso to the respective user via unity without any
problems, but there is still a lack of further extremities, such as legs.

6 Conclusion

We presented a comparison of VR hardware ecosystems, sensory capabilities, technical
specifications, software applications that focus on human interaction, and development
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tools. The results show that although VR hardware with its frameworks already inte-
grates various interaction possibilities out-of-the-box, there is still a lack of options for
implementing all tracking capabilities – hardware- and software-wise. Our comparison
allows researchers as well as practitioners to evaluate which current VR technology may
fit their requirements for specific use cases or studies.

Some aspects of social interaction are not yet feasible via existing VR hardware. The
overview has shown that, for example, that for the ability to recognize mouthmovements
(via face-tracking) and to implement them for the virtual scenario requires additional
hardware and is only supported for a few VR headsets.

Furthermore, the human interaction capabilities of the analyzed social VR appli-
cations were also heterogeneous, with VRChat as an example that implemented all of
the considered interaction methods. Therefore, as soon as the features of the respective
applications are not sufficient for own use cases, custom VR applications have to be
developed. This, however, requires programming expertise, knowledge in creating 3D
applications, and appropriate knowledge in using game engines, as existing tools like
Mozilla Hubs or Horizon Workrooms do not allow adaptations to be made to the possi-
ble human interactions. Even then, the different development tools also do not provide
the full range of interactions out-of-the-box and need to be expanded with additional
third-party plugins.

Our study comes with limitations. First, we provide an exploratory market analysis
on a subset of available VR technology. In order to perform an exhaustive analysis of all
devices, tracking technologies and available software components, future researchers
may conduct an extended review. Also, the description of the design possibilities for
human interaction features is not exhaustive, as one could create a separate, more com-
prehensive review for each individual interaction feature. Regarding the challenges for
practitioners and researchers in VR, the question remains whether future VR technology
will converge in their capabilities for human interaction and provide more support to
integrate human interaction into custom created scenarios on the fly. Future researchmay
hence analyze how human interaction in VR affects users and how human interaction is
perceived. Questions arise, such as whether it is necessary to use all tracking methods
or what differences are perceived by users when only some of the methods are applied.
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Abstract. With the recent expansionof the effects of theCoronaDisaster, research
on communication using social VR content has been active from the viewpoints of
safety and convenience. It has been reported that synchronizing the movements of
an avatar with those of an actual body contributes to a sense of physical possession
and spatial awareness. It has also been reported that body contact in nursing homes
has the effect of facilitating communication by giving the other person a sense
of security. This paper addresses the effect of physical contact via VR avatars.
In this study, we collected experimental data on the effect of physical contact
through avatars on 44 healthy young men and women through a physiological
psychometric experiment. There, we had them converse in a common VR space
and evaluated the physiological psychological effects of physical contact during
the conversation. As a result of the experiment, nasal skin temperature increased
significantly during conversation while shaking hands, compared to conversation
without physical contact. We concluded that this biological response was due
to the relaxation effect brought about by the physical contact of shaking hands.
Visual information, one of the five human senses, has a stronger influence on our
perception of the outside world than other sensory information. We showed that
visual information of touching or being touched is useful even in aVRenvironment
where there is no physical contact between users.

Keywords: VR · Nasal skin temperature ·Measurement

1 Introduction

With the spread of the new coronavirus, communication via the Web environment has
been increasing as a countermeasure to avoid contamination. In particular, with the
spread of telework in companies, it has become common to conduct important meetings
and decision-making processes on the Web environment. On the other hand, however,
difficulties in communication in a Web environment are gradually becoming apparent:
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According to a survey of the teleworking population conducted by Japan’s Ministry
of Land, Infrastructure, Transport and Tourism in 2020, about 10% of all respondents
reported that they had difficulty communicating with their colleagues and superiors.
Therefore, the establishment of a methodology for smooth communication in a Web
environment is an important issue.

Communication requires not only spoken language, but also facial expressions, eye
contact, and gestures. Information other than spoken language is considered nonverbal
communication, and is known to be particularly important in communicatingwith others.
Studies on nonverbal communication include research on eye contact, facial expressions,
and body contact. Kato et al. reported that the act of touching, in which a nurse inten-
tionally touches a patient, can promote the formation of a relationship with the patient
[1]. In addition, it has been reported that patients feel that it is easier to establish a
friendly relationship with others while conversing with them through body contact from
the viewpoint of subjective indices, indicating a relaxation from the tense state when
talking while making physical contact.

Recently, VR, which is expected to develop further in other fields, has become a
subject of research [2, 3]. However, in VR environments, physical contact involving
physical contact has rarely been discussed because physical contact does not provide a
sense of physical contact [4].However, according to a study byKoyanagi et al. [5], the use
of avatars represented in 3DCG reported that the user’s own sense of physical ownership
was strongly expressed. In addition, visual information has a stronger influence than
other sensory information. Therefore, physical actions such as touching may have an
effect on communication among users through visual effects [6, 7].

Therefore, we investigate the influence of physical contact through avatars on the
physiological psychology of users during interaction in a VR environment.

This investigation is important for studying the nature of communication through
physicality in a VR environment. In this study, nasal skin temperature, electrocardio-
gram, and psychogenic sweating are measured as physiological indices. As psycholog-
ical indices, changes in impressions of the communicating partner are measured using
the Visual Analogue Scale questionnaire. The physiological and psychological data will
be used to quantitatively evaluate the physical contact effect of avatars.

2 Experimental Methods

2.1 Experimental System

Figure 1 shows an overview of the experimental system. Three rooms were prepared for
the subjects, two for the participants and one for the other participants involved, in private
rooms. Pairs of participants were determined in advance so that they would meet each
other for the first time (Table 1). A high-function thermometer LT-200S (Fig. 2) was used
on the nose. A biometric sensor (BITalino) was used on the torso to measure the heart
rate. The electrodes of the heart rate sensor were attached to the lower part of the left and
right clavicles and the ribs of the lower part of the heart so as to sandwich the heart of
the experimental participant, and a sensor to measure perspiration was attached. A bio-
metric sensor (BITalino) measuring perspiretion was used on the hands. The electrodes
of the perspiration sensor were attached to the base of the participant’s thumb and wrist
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Sweat sensorHeart rate meter

bitalino

LT-200S

Thermistor

Oculus Quest

VR room Remote 
control and instruction

Location information
Voice information

Separate room 2Hz

100Hz 

100Hz

Fig. 1. Experimental system

Table 1. Experimental pair

Same gender Isomerism Sum

No contact 10 8 18

Handshake 10 8 18

Arm 10 8 18

Sum 26 28 54

to measure perspiration. The biometric sensor (BITalino, electrode, and semiconductor)
used in this study is shown in Fig. 3. The experiment was conducted with the participants
wearing Oculus Quest (Fig. 4). The sampling frequency of the thermometer was 0.5 Hz
when measuring nasal skin temperature. The sampling frequency of the sensor for mea-
suring heart rate and psychogenic sweating was 100 Hz. In the experiment, participants
were asked to enter a VR experiment room and conduct a contact experiment with the
other subject in the VR space, and to talk with the other subject in the same state. The
avatar was generated from the participant’s face photo using “Ready Player Me” [8]
developed by Wolf3D. Figure 4 shows the avatar creation. In the experiment, an event
switch was used to manage the timing of events in the experiment, and the start time
of the experiment and the start time of the task were recorded. When the subjects were
asked to make contact with the other subject, we specified one of the following states:
hand-holding, arm-grabbing, or no contact. Then, four talk themes [9] with different
levels of self-disclosure based on social osmosis theory were provided four times with a
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break of 150 s each, starting from the shallowest level. Questionnaires were administered
before and after the experiment to ascertain the subjects’ psychological state.

EVENT switching

Forehead 
Sensors

Nasal 
Sensors 

LT-200S 

Fig. 2. Skin temperature sensor

BITalino ECG EDA

Fig. 3. Biometric sensor

2.2 Subject Condition

Forty-four Japanese (35 males and 9 females) aged 19–27 years who did not understand
the purpose of the study and who agreed to cooperate in the experiment were selected as
experimental participants. The room temperature was 25.0 ± 1.0 °C. Participants were
asked to sleep at least 8 h on the day before the experiment. On the day of the experiment,
participants were prohibited from consuming caffeine and smoking one hour before the
start of the experiment. The flow of measurement was explained in advance to ensure
that the measurement would be performed smoothly.
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Fig. 4. Avatar creation

Oculus Quest

Test subject

PC for experiments
Biosensors 

Fig. 5. During the experiment

3 Evaluation Indices

3.1 Psychological Index

Visual Analogue Scale Method
The Visual Analogue Scale (VAS) method was used as one of the psychological indices;
the VAS is a method to measure subjects’ psychological state. Kazunari Yamada et al.
defined the VAS as “a scale in which respondents can freely respond to self-evaluation
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results in terms of the length of a continuous band on a line segment” [10]. Opposite
words are placed at both ends of the line segment and opposite words are placed at both
ends of the line segment. The words are the subjective indicators we wish to evaluate.
In this study, the subjects’ impressions of themselves and their counterparts were used
as indices. If the length of both ends of the line segment is 10 cm and the distance from
the left end to the subject’s confirmed position is 5 cm, the evaluation value is 50. In this
study, the subject evaluated the following three items with the VAS: his/her own state,
the impression of the other person, and the meaning of the physical contact.

3.2 Physiological Indices

Nasal Skin Temperature
Nasal skin temperature was measured as a physiological value. The nasal skin temper-
ature immediately after the start of the task was defined as T(0), and the nasal skin
temperature during the task as T(t), and the change in nasal skin temperature over time
was defined as �T(t) = T(t) − T(0). Peripheral skin vessels are concentrated under the
nasal skin, and arteriovenous anastomoses (AVAs) in these vessels contract when sym-
pathetic nerves are activated and dilate when sympathetic nerves are deactivated. Thus,
the nasal area is affected by autonomic nervous activity, mainly by sympathetic and
parasympathetic vasoconstriction and dilation [11, 12]. In the analysis, T(0), the amount
of change in nasal skin temperature for each 30-s interval during a 150-s conversation that
included all of the subjects’ conversation levels 1–4, was used as the dependent variable,
and the contact site was used as the independent variable. The Bonferroni method of
multiple comparison test was used to evaluate the strength of the subjects’ sympathetic
nerve activity.

Electrocardiogram
Heart rate was detected using the R-R Interval (RRI). A single heartbeat on the ECG
appears as a set of P, R, and Twaves. AndHeart rate variability (HRV) is used for analysis
in the ECG [13, 14], which is a method to measure the frequency of heartbeats (RR
interval: RRI) from the subject’s Electrocardiogram (ECG) (Fig. 3.3) [15]. Therefore,
we conducted a frequency analysis of the RRI. The RRI is a time plot from the peak
value of one heartbeat to the peak value of the next heartbeat. Frequency analysis can
calculate two frequency-domain indices: LF (LowFrequency), whose frequency is 0.04–
0.15 Hz, and HF (Hi Frequency), whose frequency is 0.15–0.4 Hz. The heartbeat is
antagonistically controlled by the sympathetic and parasympathetic nerves [16], and the
LF component is influenced by sympathetic and parasympathetic activities, while the
HF component is influenced by parasympathetic activity [17]. The Bonferroni method
of multiple comparison test was used to evaluate the strength of parasympathetic activity
at different contact points.
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Electro Dermal Activity
Psychogenic sweating was detected using the amount of sweating from the palms of the
hands. In this experiment, the amount of sweating on the subject’s palms was measured
by Electro Dermal Activity (EDA). In the analysis of psychogenic sweating, the rate of
change of the skin potential of the palm at the beginning of each level of conversation
from the reference value at the endof each level of conversationwas used as the dependent
variable, and the contact sitewas used as the independent variable. Psychogenic sweating
increases due to hyperactivity of the autonomic nervous system and sympathetic nervous
system caused by psychological load [18]. The intensity of sympathetic nervous system
activity was evaluated from the amount of sweating from the palms of the hands.

Fig. 6. Partner impressions

4 Results and Consideration

First, Fig. 5 shows the results of the VAS questionnaire on partner impressions. The
upper figure shows the impression evaluation after a conversation between two same-
sex partners, and the lower figure shows the impression evaluation after a conversation
between two opposite-sex partners. In general, the impression of the partner after the
conversation between two persons of the same sex tended to be higher in the case of
handshaking than in the other conditions. On the other hand, the impression of the partner
after the conversation between persons of the opposite sex tended to be the lowest when
the handshake was given. These results suggest that body contact, i.e., shaking hands,
may influence impressions of the partner even when there is no physical contact between
the two partners’ hands.
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Next, Fig. 6 shows the results of the evaluation of nasal skin temperature during
conversation. Since the level of conversation had no effect on the psychological evalua-
tion results, the evaluation results regarding physiological indices are discussed focusing
only on the point of contact. Nasal skin temperature tended to increase under all con-
ditions. This means that the sympathetic nervous system activity was suppressed by
the dilation of arteriovenous anastomotic vessels. There was no difference in nasal skin
temperature change at the point of contact between 0 and 120 s immediately after the
start of conversation. However, nasal skin temperature tended to be significantly higher
for “handshake” than for “no contact point” between 120 and 150 s. These results sug-
gest that physical contact by “handshake” via virtual avatars may have physiological
effects on users during conversation. On the other hand, the results of the evaluation of
electrocardiogram and psychogenic sweating are shown in Figs. 7 and 8, where EDA is
the index of sympathetic nervous system activity and HF is the index of parasympathetic
nervous system activity. The ECGwas evaluated using HF during level 1 conversation as
the reference value. In both results, there were no differences depending on the point of
contact; HF is affected by respiration and thus needs to be controlled. However, because
it is difficult to control breathing during conversation due to the nature of the task, it is
possible that differences in contact location could not be evaluated appropriately. On the
other hand, in the EDA, there were many cases in which the maximum measurement
value of the measurement sensor was reached or no change was observed at the begin-
ning or during the experiment. It is likely that this effect was reflected in the evaluation
results (Fig. 9).

Fig. 7. Amount of temperature change
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Fig. 8. HF rate of change

Fig. 9. Sweat rate of change

5 Conclusion

The purpose of this study is to investigate the effects of physical contact via avatars on the
physiological and psychological state of users during interaction in aVR environment. In
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this study,weevaluated the autonomicnervous systemactivity causedbyphysical contact
in a VR environment from biological and psychological perspectives. The experimental
results showed that in the case of two people of the same sex, interaction in VR with
handshaking tended to make them feel good about each other and to establish a friendly
relationship. The results of nasal skin temperature analysis also showed that physical
contact in the form of a handshake suppressed sympathetic nervous system activity
in a VR environment, even in the absence of the physical touch of hands touching
each other. These results suggest that physical contact in the form of a handshake may
suppress sympathetic nervous system activity and reduce psychological tension. As in
this study, the use of nonverbal communication in remote communication may lead to
more advanced communication.
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tion (Japan), theGMOInternet Foundation (Japan), and theKayamori Foundation of Informational
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Abstract. The Proteus effect in Virtual Reality (VR) happens when the user’s
behavior or attitude are affected by their avatar’s appearance. The virtual body
appearance is somehow affecting the emotional, behavioral and psychological
state of its user. In recent years, manipulation of an avatar has become a more
common situation because of social VR platforms. It is considered that the Proteus
effect can be induced even for social VR users. However, there are possibilities
to disrupt the Proteus effect by becoming accustomed to embodying an avatar or
attachment to their avatar.

In this paper, we investigated whether the Proteus effect can be induced even
for social VR users. We experimented on how an artist-like avatar affects the
score of creativity on brainstorming in comparison with a common avatar. Four-
teen VRChat users participated in our experiment. We evaluate the number of
ideas and the quality of ideas during brain-storming. As result, there are no signif-
icant differences and interactions between conditions regarding any measures. In
addition, there are no equivalencies except the number of selected unique ideas. It
implies that an artist-like avatar does not significantly affect the user’s creativity
in this experiment.. However, six of the fourteen participants reported that the
artist-like avatar’s appearance affected their thinking during task execution. Our
results suggest that further research is needed to fully understand the elicitations,
implications and limitations of the Proteus effect in VR.

Keywords: The proteus effect · Illusion virtual body ownership · Social VR

1 Introduction

In recent years,many socialVRplatforms such asVRChat andRecRoomhave appeared.
These are social networking services inwhichusers communicate in virtual environments
as if they meet in person. They manipulate 3D characters as their digital alter egos
on social VR platforms. This alter ego is referred to as an avatar. It allows users to
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interact with the environment intuitively. It also works as a digital representation closely
connected to our physical body, character, how and self-consciousness; and cannot be
considered only just as a user’s icon in social networks [1–3].

Interestingly, users can perceive an avatar as their own body, this is referred to
as Illusion Virtual Body Ownership (IVBO) [4]. Furthermore, previous studies have
reported various psychological effects on users through IVBO. For instance, Yee and
Bailenson reported that the attractiveness and height of an avatar affect a user’s negoti-
ation and communication behavior [5]. This phenomenon that affects a user’s behavior
depending on an avatar’s appearance is referred to as the Proteus effect. Persons tend to
behave along with stereo-types associated with an avatar’s appearance [6]. Many kinds
of Proteus effects have been reported because IVBO can be induced over various avatars
regardless of avatar appearance (age [7], sex [8], and skin texture [9]). It has positive
effects on mental health and motivation.

IVBO can be artificially induced when an avatar’s body movements are congruent
with a user. Current social VR platforms can capture a user’s whole-body movements
and facial motions. It indicates that the Proteus effect can be induced for social VR
users. As far as we know, there is a lack of studies involving expert avatar users, who
are accustomed to embodying an avatar. There are many differences between laboratory
experiments and consumer environments in terms of avatar treatments. In laboratory
experiments, participants manipulate a specified avatar using a sophisticated apparatus
for a limited time (approximately 1–2 h). Conversely, social VR users manipulate one
or more unique avatars using inverse kinematics (i.e., the medium tracking method in
comparisonwith sophisticated apparatus) and consumer devices as their digital represen-
tation in the social VR community for prolonged periods. Thus, it should be investigated
on actual situations where people actually use an avatar such as social VR platforms. It
is anticipated that we can effectively use the Proteus effect when VR becomes a more
common technology. However, it has a possibility to disrupt the Proteus effect because
of following previous studies.

Our previous studies investigated the possibility of inducing IVBO in social VR
users [10, 11]. IVBO cannot be induced immediately in social VR users when presented
with an avatar prepared by an experimenter, whereas other studies indicate that IVBO
can be induced within a limited time in laboratory experiments [10]. Specifically, it takes
approximately 10 days to induce IVBO in social VR users [11]. The Proteus effect is
positively correlated to the intensity of IVBO [12, 13]. Furthermore, customization and
avatar identification predict the Proteus effect [14]. Our findings imply users already have
defined their own virtual identity with their current avatar. They may be less inclined
to accept other avatars. Considering these reasons, it is considered that it is difficult to
induce the Proteus effect for social VR users.

In this paper, we aim to investigate the possibility to induce the Proteus effect with
a given avatar for social VR users and how the user profile impacts it. Taken together,
we investigated the following research questions.

RQ1. To verify the possibility that social VR users induce the Proteus effect for a given
avatar.
RQ2. To investigate the influence of the relationship between users and avatars on the
Proteus effect.
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2 Related Works

2.1 Illusion Virtual Body Ownership (IVBO)

An avatar is a digital alter ego in an immersive virtual space and an interface that
physically interacts with the space. Initial work reported the illusion of body ownership
through the classical rubber hand illusion. Botvinick and Cohen reported that when
the experimenter simultaneously struck the participants’ hands while hidden from their
vision and also an artificial hand, the participants perceived the artificial hand as part
of their own body [15]. Ijsselsteijn et al. [16] and Slater et al. [17] confirmed that this
illusion could be induced using virtual reality. IVBO mainly consists of two factors:
(1) the sense of body ownership (SBO) is a sensation that describes “this is part of my
body” and (2) the sense of agency is a sensation that describes “this action is driven
by my intention” [18, 19]. IVBO can be induced by presenting synchronized stimuli
to the avatar and the user. Many studies have used methods that reflect a user’s body
movements during avatar manipulation. Interestingly, IVBO can be elicited even for
avatars that differ from the real body [7–9].

To the best of our knowledge, there are no studies on IVBO in social VR other than
our previous work. The factors that generate IVBO include bottom-up factors, such as
visuomotor synchrony, which is caused by the congruence of multisensory information
[18–21], and top-down factors, such as the avatar’s appearance matching that of the
user’s physical body [22, 23]. Because social VR users often identify with their own
avatar, daily used as their digital ego, we have reported that IVBO is strongly elicited
only for their self-customized avatar. They do not perceive a strong IVBOwith a different
avatar given to them by the experimenter unless they continue to use it for 10 days [11].
Participants reported discomfort when using an avatar other than the avatar they used
daily or felt a sensation as if they were using a game controller. This indicates that a
top-down factor due to body image congruence may occur, even for the avatars they
usually use.

2.2 The Proteus Effect

Yee and Beilenson reported that an attractive avatar leads to changes in behavior and
attitude and named this effect as the Proteus effect [5]. They showed that attractive
avatars and large avatars lead to more confidence and self-closure as the initial study of
the Proteus effect. It is derived from non-immersive experiences, such as second life,
MMO RPG, and immersive experiences using VR devices.

Guegen et al. showed that an engineer’s avatar positively affects the user’s creativity
[24]. However, De Rooij et al. reported that an office worker avatar resembling a user’s
physical appearance could increase creativity, whereas an artist avatar resembling a user
and wearing the clothing of the artist did not increase creativity [25].

Previous studies using VR devices have reported the Proteus effect when users expe-
rience IVBO to an avatar. Some studies have shown that users adapt their behavior to
conform to the general expectations and stereotypical evaluations associated with the
avatar’s appearance. As a result, users attempt to conform to expected stereotypes and
behave as if the person with this particular characteristic would act and perform in the
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corresponding real-world scenario. For instance, Insko showed that users walked slowly
when using an older avatar. The more the behavior matched the expected behavior in the
corresponding real-world scenario, for example, the stereotype that elderly people walk
slowly [26]. Lugrin et al. used a robot avatar, and Oyanagi et al. used a dragon avatar
to indicate that avatars give users a feeling of obtaining a strong body, which leads to
reducing their fear of heights [27, 28]. The appearance of avatars associated with phys-
ical fitness and motor skills was also found to decrease the perception of effort during
exercise [29]. Similarly, avatars resembling Albert Einstein, who have a stereotype of
superior intelligence, increased cognitive task performance [30]. In the case of child
avatars, preferences changed to resemble those of children [7].

Studies of the Proteus effect in online communities where avatars are used have
focused on Second Life and Massively Multiplayer Online Role-Playing Games
(MMORPGs). After their initial study, Yee et al. tested the Proteus effect using the
example of a real online community (“World of Warcraft”) [31]. They showed that large
and attractive avatars lead to the best game performance and that the Proteus effect was
detected immediately after leaving the virtual environment. Stavropolos et al. exam-
ined the relationship between game immersion and biological gender among players in
World of Warcraft when the in-game race was Draenei and reported a positive correla-
tion between immersion and the Proteus effect behavior regardless of gender [14]. The
results suggest that this is associated with a higher the Proteus effect behavior when
offline.

However, to the best of our knowledge, no study has examined whether the Proteus
effect can be induced for a new avatar given by the experimenter to social VR users
who have experience with many avatars. In addition, while social VR users are in an
environment that strongly encourages embodiment, such as manipulating avatars with
their whole body, they possess unique avatars tied to their self-identity [32].

The relationship between the user and avatar predicts the extent of the Proteus effect.
Previous studies have reported that self-similarity, personalization, control, and degree of
customization are related to the Proteus effect. The Proteus effect is stronger when users
can control the avatars rather than just watching them [33]. Furthermore, the Proteus
effect is strengthened by factors that create a connection between the user and avatar,
leading to self-identification [34]. Furthermore, social VR users are less attracted to the
IVBO of the avatar than they usually use themselves [9]. Considering these factors, it is
likely that the Proteus effect is low among social VR users because of the lower degree
of self-identification and IVBO for the avatars prepared by the experimenter.

2.3 Avatar-Identification

Wemust discuss the relationship between avatar identification and the Proteus effect for
social VR users because the Proteus effect is related to customization. An avatar is a
digital representation of a user in online communities,where users can communicatewith
other users and play virtually. They can also provide their avatars different personalities
and have an attachment by customizing and manipulating them. This leads to changes in
user behavior, intention, and playing style. For example, users may feel distressed when
their avatars are harmed by other participants’ attacks or other malicious acts [35, 36].
Therefore, avatars play a central role in the communicative virtual world.
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Several studies have examined the relationship between self-representations and
avatars among social VR users. Freeman et al. investigated different perceptions of self-
representation depending on the platform [32]. The difference between social VR and 2D
platforms is the embodiment of an avatar by synchronizing body movements. This leads
to a feeling of intimacy with an avatar and motivates customization. Interestingly, the
direction of customization varies for each platform. In AltSpace and Rec Room, avatars
are likely to resemble their own physical body and users are likely to have an avatar
that apparently differs from their physical body, such as a bird. In VRChat, customized
avatars are viewed as an extension of the self, even if they differ from the user’s physical
body. In particular, VRChat players often customize their own avatars using a DCC tool
such as blender 3D.

The relationship between users and avatars can vary from user to user. Ratan has
mentioned that the relationship between an avatar and users can be described by the
framework of self-presence consisting of three differential levels regarding self (body,
emotion, and identity) [37]. Higher self-presence or deepness of user avatar relationships
predicts internet gaming disorder. Mancini and Sivira stated that there are different types
of relationships between users and avatars, and they also pointed to a link between the
gamer’s personality and the avatar’s actions in MMORPGs [38]. They investigated the
relationship between offline personality, avatar customization, and four contradictory
profiles (idealized, actualized, alter ego, and negative heroes). These profiled types of
avatar identification are based on the similarity between the avatar and the self or the
extension of one’s self. Stavropolos et al. reported that users who felt more immersed
in the game had higher Proteus effects on dorenai, the species they used in the game
[14]. Green et al. reported a negative correlation between avatar identification and self-
concept clarity, an indirect effect that mediates and leads to problematic game use [39].
Self-presence and the strength of bonds with an avatar predict internet gaming disorder
[40, 41].

These studies show diverse types of bonds between an avatar and a user that are
largely related to the intensity of the Proteus effect. Therefore, this study also exam-
ines the intensity of the Proteus effect and the relationship between users and avatars.
Considering the reports of existing studies, it is anticipated that two conflicting results
will be derived for users who have a strong relationship with avatars. The deeper the
relationship with the avatar, the lower the level of immersion in the avatar given by the
experimenter. This inhibited the effect of Proteus. Users with low self-concept salience
also exhibit conformity with the avatar, which promotes the Proteus effect.

3 Experiment

We investigated the possibility of inducing the proteus effect in social VR users when
manipulating an avatar prepared by the experimenter. We then experimented with
VRChat, a famous social VR platform. VRChat users create communities that cus-
tomize their unique avatars and cherish them as their digital ego. Our experiment has
some limitations because users participated via the internet. For instance, this experi-
ment does not require special equipment or large space because Not all participants have
the same conditions of space and apparatus. In addition, we excluded tasks where the
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context specificity to the social VR platform would affect the evaluation, such as the
Proteus effect, which causes a change in personal space, since social VR users engage
in intimate skin-to-skin interactions. Thus, we set up an experiment on the subject of
Guegan et al.‘s study of engineer avatars that enhance creativity. Their experiment was
conducted on Second Life (https://secondlife.com/), but it satisfied the above limitations
(i.e., this experiment does not use special devices, large space) [24]. However, apart from
Guegan et al.’s study, participants brainstormed alone to eliminate the social context.

3.1 Participants

Fourteen VRChat users participated in our experiment (female 1; male 13). All par-
ticipants were Japanese. The participants were communicated directly via email. We
instructed the participants that this study was investigating changes in their impressions
of experience using an avatar; however, we did not explain the specific effects that we
anticipated the Proteus effect would be obtained in this experiment. Participants were
informed of the experiment and its procedures after obtaining informed consent. The
consent form was sent via email as the study was conducted online. Furthermore, we
confirmed the user’s safety via the audio chat platform during the experiments as it
was an online study. The participants were allowed to leave mid-session for any reason,
including VR sickness. The participants were awarded Amazon gift cards of 1000 Yen
for participating in the experiment. All participants had full tracking devices to capture
entire body movements (e.g., Vive Trackers and HaritraX).

3.2 Materials

In this paper, we investigate the possibility of inducing the Proteus effect even for social
VR users. Thus, our experiment does not need to be novel. It was based onGuegan et al.’s
experiment and conducted on VRChat. They have reported creativity increased when
usersmanipulate an engineer avatar. However, our experiment has some changes because
this experiment is conducted on VRChat:1) This experiment uses a VR head-mounted
display and full-body tracking device, and all participants have had experiences with
VRChat for over one year. 2) We selected an artist avatar that was more common and
stereotyped as being good at generating unique ideas because all participants were not
engineering students, unlike in the study of Guegan et al.) We evaluate the relationship
between the Proteus effect and individual characteristics such as the intensity of IVBO,
avatar-identification, and self-concept clarity.

Rooij reported that creativity decreased when using a 3D scan avatar wearing artist
clothing [25]. However, it is considered that self-similarity and personalization were
considered to affect the Proteus effect. The proteus effect that increases creativity can
be expected even with an artist avatar because we do not use a 3D scan avatar.

We set up two conditions with respect to avatars as a within-subjects factor: a con-
trol condition wearing casual clothing and a creative avatar condition wearing artist-like
clothing (see Fig. 1 Upper). The avatars were assigned according to the biological sex
of the participants. These conditions are assigned on a counterbalanced basis. The cre-
ative impression of the avatars was assessed by a third party and the avatars used were

https://secondlife.com/
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evaluated prior to the start of the experiment to determine their validity. Nine cooper-
ators answered the question on a 10-point scale: ‘How much creativity do you think it
has?’ for the two avatars used in the experiment. We used the Wilcoxon rank-sum test
for both conditions. The results showed that the artist avatar significantly enhanced the
impression of creativity compared to the control condition, so this creative avatar was
employed in this study (V = 0, p-value = 0.007058). The VR space shown in the Fig. 1
was constructed using VRChat and the experiment was conducted within this space.
Mirrors were placed in the VR space so that the users could check the synchronization
between the avatar and their own body.

3.3 Procedure

We communicated with the participants via email and on the VRChat (https://vrchat.
com/) to explain the specifics of the experiment. After the experiment was explained,
the experimenter logged out of VRChat and thereafter supported the experiment on the
voice chat platform, Discord.

After embodying in theVR space (See Fig. 1 Lower), the participants were instructed
to perform specific movements to induce IVBO. The specified movement was to wave
one hand each in front of a mirror, look down at the torso, raise one leg each, perform
a bending movement, and freely perform physical movement actions for approximately
30 s. For the last free body movement, the participants were instructed to check for
synchronization between themselves and the avatars as much as possible. We refer to
this task as the embodiment task.

We refer to Guegan et al.‘s experiment [24]. A brainstorming task was conducted
to assess creativity. Participants were instructed to keep coming up with as many ideas
as possible in 5 min for two problems: “imagine a crazy solution for traveling on snow,
sand, or water” and “imagine a silent flying public transportation for the future”. How-
ever, given the transformative communication capabilities of traditional social VR, the
participants brainstormed alone. Participants were presented with Osborn’s brainstorm-
ing rules (focusing on quantity, withholding criticism, welcoming unusual ideas, and
combining and improving ideas) [42]. Since the conditions were set as a within-subjects
factor in the current study, participants answered the same brainstorming questions. Par-
ticipants were told that they could duplicate the ideas proposed in the first condition and
that they should have new ideas, if possible.

Subsequently, another creative thinking task, Guilford’s Alternate Uses (GAU), was
conducted [43]. GAU was designed to represent the expected element of “flexibility of
thought”. The GAU lasted for 3 min. However, GAU presented different questions for
each condition. Participants were instructed to think of uses for “vase” and “broom” in
the first assigned condition and “scissors” and “hanger” in the second assigned condition.

Finally, the participants were instructed to answer the questionnaire when they com-
pleted the two conditions. The embodiment task lasted approximately 2 min, followed
by two 5-min brainstorming sessions, and finally two 3-min GAUs. In total, the two
conditions took approximately one hour, including the experimental preparation and
explanation. The overall flow is illustrated in Fig. 2.

https://vrchat.com/
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3.4 Measurement

Virtual Embodiment Questionnaire (VEQ). The VEQ is a questionnaire designed to
assess embodiment, a component of UX in immersive experiences (CRonbach’s alpha
≥ .751) [44]. It consists of the following subscales: sense of body ownership, sense of
agency, and changes in perceived body schema. However, the sense of motor ownership
was excluded in this study because combining all questions was time-consuming. this
study was to evaluate IVBO (Table 1).

Table 1. Questionnaire about Virtual Embodiment Questionnaire

Item Contents Label

1 It felt like the virtual body was my body Body Ownership

2 It felt like the virtual body parts were my body parts

3 The virtual body felt like a human body

4 It felt like the virtual body belonged to me

5 I felt like the form or appearance of my own body had changed Change

6 I felt like the weight of my own body had changed

7 I felt like the size (height) of my own body had changed

8 I felt like the width of my own body had changed

Self-concept Clarity. Self-Concept clarity describes the degree to which individuals
confidently and clearly define their beliefs about themselves and their conception of
self while maintaining stability and consistency (Usborne & Taylor, 2010) [45]. The
self-concept clarity scale consisted of 12 questions [46]. Responses ranged from one
(strongly disagree) to five (strongly agree). higher scores (sum of all items) indicate
greater self-concept clarity (CRonbach’s alpha = .89).

Avatar-Identification. Avatar-Identification reflects the degree to which users think of
their avatar as an ideal image of their self or an extension of their self in cyberspace.
In this study, we used a combination of the Zhong and Yao questionnaire (CRonbach’s
alpha = .8) and Van et al.’s questionnaire (CRonbach’s alpha ≥ .96) [47, 48]. However,
some items were excluded because Van et al.’s questionnaire included the MMORPG
context (Table 2).

Creativity Performance. WE evaluated creativity performance with fluency and
uniqueness based on a study by Guegan et al. [24]. However, the duplication of ideas
between conditions was counted because the participants in this study continued to gen-
erate ideas alone. fluency corresponds to the number of ideas that are generated during a
task. Uniqueness corresponds to the number of unique ideas selected from all proposed
ideas [49]. In addition, the quality of the ideas selected as unique ideas was evaluated
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Table 2. Questionnaire about avatar-identification and self-concept clarity.

Item Contents Label

1 When you wear the avatar you usually use, do you feel as if the
avatar is your own?

Identification

2 When you wear a new avatar, you feel as if the avatar is your own

3 I am attracted by my avatars

4 My avatar is an extension of myself in the VR world

5 My avatar is an extension of myself in the VR world

6 My avatar is what I want to be

7 My avatar shows all my personality’

8 My avatar is more successful than I am

9 If I could become like my character, I would

10 I would like to be more like my character

11 In the game, it is as if I become one with my character

12# My beliefs about myself often conflict with one another Self-concept Clarity

13# On one day I might have one opinion of myself and on another
day I might have a different opinion

14# I spend a lot of time wondering about what kind of person I
really am

15# When I think about the kind of person I have been in the past,
I’m not sure what I was really like

16 I seldom experience conflict between the different aspects of my
personality

17# Sometimes I think I know other people better than I know myself

18# My beliefs about myself seem to change very frequently

19# If I were asked to describe my personality, my description might
end up being different from one day to another day

20# Sometimes I feel that I am not really the person that I appear to be

21# Even if I wanted to, I don’t think I would tell someone what I’m
really like

22 In general, I have a clear sense of who I am and what I am

23# It is often hard for me to make up my mind about things because
I don’t really know what I want

when assessing originality and respondents were asked to respond on a 100-point scale.
The evaluation criteria were that no alternative ideas were made (e.g., pulled by dogsled,
pulled by dolphins), the idea was in line with the subject matter, and it was conceived
based on a unique idea. The evaluator was a person different from the experimenter.
The evaluators were not informed of the purpose of the experiment or of the conditions
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under which the ideas were generated. GAU scores were also evaluated for the number
and quality of ideas as in the brainstorming sessions.

Fig. 1. Avatars and the virtual environment during the experiment.

Fig. 2. Entire experiment procedure.
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4 Results

4.1 IVBO

We analyzed items of VEQ that directly value the intensity of the body ownership (item1
and item2) and an overall score of VEQ.We conductedWilcoxon signed-rank test, Since
normality was not found for either of the VEQ (average of item 1–2; W = 0.88, p-value
= 0.06(Control), W = 0.85, p-value = 0.03 (Artist), overall score; W = 0.94, p-value
= 0.44(Control), W = 0.84, p-value = 0.02(Artist)). The significance level was 5%. As
result, there were no significant differences between conditions (average of item 1–2; V
= 15.5, p-value = 0.26, overall score; V = 40.5, p-value = 0.77). Then, we conducted
paired T-test for the score of change, since there was normality (W = 0.96, p-value =
0.64(Control); W = 0.95, p-value = 0.55 (artist)). There was no significant difference
regarding the score of change (t= 0, df= 13, p-value= 1). Since there is no difference in
the strength of IVBO between conditions, the results that follow indicate that differences
in IVBO strength did not influence the results. In addition, we also conducted multiple
regression analyses on IVBO with self-concept and avatar identification as independent
variables. The results showed that no significance was found for each variable with
respect to IVBO scores for the artist avatar and for the general avatar. However, there
was a significant difference (p < = 0.028; Adjusted R-squared R = 0.5) regarding
IVBO scores for the avatar users usually use (item1 in Avatar-identification) for avatar
identification, showing a strong positive correlation (correlation coefficient = 0.73).

4.2 Creative Performance

There was no normality regarding the number of ideas, except for the number of ideas on
GAU (the number of ideas on GAU: W = 0.96, p-value = 0.7749; W = 0.97, p-value =
0.92). We conducted a paired t-test with the number of ideas from GAU and a Wilcoxon
signed-rank test with other scores. As result, there were no significant differences in all
items (scores of selected unique ideas: v = 26, p-value = 0.92; number of GAU ideas:
t = 0, df = 13, p-value = 1, and Number of unique ideas for GAU: V = 48, p-value =
0.93, Number of unique ideas for GAU: V = 48, p-value = 0.93; Score:t = -0.43, df
= 13, p-value = 0.68). Then, we analyzed equivalency using TOST (significant level is
0.05 and confidence interval is 95%). There are no equivalencies in terms of Originality
(the quality of selected) and Fluency(the number of ideas) in brainstorming (Epsilon =
2.0, p = 0.5292;; Epsilon = 2.0,p = 0.1951). There is equivalency in terms of only the
number of selected unique ideas (Epsilon = 2.0, p = 0.0004).

These results indicate the Proteus effect of an artist avatar for creativity was not
found. However, 6 of the 14 participants commented that the artist avatar affects a
positive influence on their ideation. We quote their comments as follows: P1) “I think I
could come up with more ideas when using the artist avatar. I think I have to come up
with wacky ideas when I use this avatar.” P2) “When I was an artist avatar, I came up
with weird ideas.” P3) “I had a sense that I might come up with some unusual ideas when
using the artist avatar.” P4) “At first I was an artist, so I felt like I was getting artistic
ideas. On the other hand, I felt the normal avatar is muscular, so I felt that the idea of a
weapon or something like that came out of it.” P5) “I don’t know if it’s because I’m an
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Table 3. Results

VEQ
(item1-item2)

VEQ (overall
items)

Change

Artist Avatar 4.00(0.45) 3.86(0.45) 3.07(0.32)

General Avatar 3.64(0.44) 3.79(0.42) 3.07(0.33)

V(t)-value 15.5 40.5 0(t-value)

p-value 0.26 0.77 1

Uniqueness
(Brainstorming)

Fluency(GAU) Uniqueness
(GAU)

Quality of
Uniqueness
(GAU)

Artist Avatar 1.57(0.30) 16.93(1.8) 1.29(0.38) 61.43(10.79)

General Avatar 1.5(0.28) 16.93(1.41) 1.21(0.30) 72.5(18.03)

Table 4. Multiple regression with interaction model

Pr

Interception 3017.88(2459.68) 0.26

VEQ(item1 + item2) 125.07(266.06) 0.65

Self-Concept Clarity(SCC) −65.92(65.68) 0.35

Avatar-Identification(AI) −74.43(48.99) 0.17

VEQ x SCC −7.00(4.82) 0.19

VEQ x AI 2.24(2.81) 0.45

SCC x AI 1.74(1.32) 0.23

Adjusted R-Squared 0.095

artist or if it’s the second time (artist avatar) I’ve been there, but I feel like I’ve been able
to think freely.” P6) I thought the artist avatar looks like a scholar, so I tried to act smart,
but I think I was thinking too hard against it”. However, three of them gave lower scores
to the artist avatar than they did to the general Avatar. In addition, we analyzed multiple
linear regression with Interactions using the intensity of IVBO to the artist avatar, self-
concept clarity, and avatar identification for the performance of creativity when they use
the artist avatar to investigate which users felt the Proteus effect. The results showed
no interaction between any of the variables. This indicates that the user profile did not
adjust for the Proteus effect and did not induce it. We show overall results in Tables 3 and
4. However, regarding the kurtosis of the distribution, self-concept clarity was 2.1 and
avatar identification was -0.58. In other words, there is no spread in the distribution of
the data with respect to self-concept salience, and the involvement of the Proteus effect
cannot be fully explained.
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5 Discussion

The intensity of IVBOover the avatar participants usually use significantly and positively
correlateswith avatar-identification. It indicates awide distributionof userswith different
avatar identifications because the kurtosis of distribution for avatar identification is -
0.58. Therefore, users with different intensities of virtual identity to their own avatars
participated in this experiment. Furthermore, there are no significant differences between
conditions regarding the score of VEQ directly indicating the sense of body ownership
and the overall score of VEQ. It is considered that IVBO was low because averages of
IVBO scores were less than 4 (i.e., this score indicates “neither”).

However, there were no significant differences in either Originality (the number of
unique ideas and their score) or Fluency (number of ideas) with respect to creativity.
There was an equivalent regarding only Originality ( the number of unique ideas). It
implies that an artist avatar can not significantly improve creativity. In addition, there
was no significant correlation between the creativity performance and user profiles (the
intensity of IVBO, self-concept clarity, and avatar-identification). Thus, our result shows
that the Proteus effect of an artist avatar can not significantly improve regardless of IVBO
and user profiles in comparison with the common avatar.

In addition, according to Ratan et al., the effect size of the Proteus effect is small
or medium [50]. Thus, it is assumed that the Proteus effect was weak. Actually, 6 of 14
participants reported changes in thinking depending on avatar appearance, but there is no
significant difference regarding the creativity performance. Thus, our current experiment
has the following results for the research question.

RQ.1(To verify the possibility that social VR users induce the Proteus effect for a
given avatar).

When using the given artist avatar, social VR users did not significantly improve
their creative performance.

RQ.2(To investigate the influence of the relationship between users and avatars on
the Proteus effect.)).

The results of the experiment showed that regardless of task performance and
user profile (self-concept clarity, avatar-identification, and IVBO strength), the artist
avatar does not significantly improve creativity. However, it is not possible to indicate
whether these results apply only to social VR users because non-social VR users did not
participate.

6 Conclusion

The current study investigated whether the Proteus effect can be induced in social VR
users. In this experiment, VRChat users participated in brainstorming using an artist
avatar or a general avatar. We evaluated the number of ideas (fluency), the number of
unique ideas selected (originality), and the score of the unique ideas selected as creative.

Users with diverse avatar identification strengths participated in the experiment. Our
results did not show significant differences in creativity performance. Furthermore, there
were no equivalencies except Originality (i.e. the number of selected unique ideas).
The results also showed no interactions between any of the variables. These findings



156 A. Oyanagi et al.

imply that the user profile did not adjust to the Proteus effect and did not significantly
induce it. However, six of the fourteen participants reported comments that the avatar’s
appearance affected their thinking during task execution, suggesting the possibility of
inducing a partial Proteus effect. Our results suggest that further research is needed to
fully understand the elicitations, implications and limitations of the Proteux effect in
VR.In future work, we will recruit users with no VR experience to clarify the role of
the user’s VR expertise degree (or familiarization) on the Proteus effect. Furthermore,
all the users will have a full-body tracking device. The constraints of this common crisis
will be discussed in the future.
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1 Introduction

1.1 The Impact of the COVID-19 Pandemic on the Mental Health of Healthcare
Workers

The novel coronavirus disease (COVID-19) pandemic is a global health emergency
that has dramatically affected the daily lives of billions of people worldwide [1], with
detrimental consequences not only on a socioeconomic level but also on mental health
[2–4].

Healthcare workers represent one of the most affected categories by the adverse
effects of the COVID-19 crisis [5–7]. The risk of being infected, exhausting work
rhythms, and the need to manage patients experiencing extreme suffering have put
hospital staff’s physical and mental health at high risk [5–7].

Several studies and systematic reviews showed that healthcare practitioners, espe-
cially those working in intensive care units (ICU), emergency medicine, infectious dis-
ease, and pulmonary medicine, have experienced high levels of stress [7, 8] and anxiety
[9, 10] during the outbreak of theCOVID-19 pandemic. In Italy, among the first European
countries to be hit by the COVID-19 pandemic, doctors and nurses showed increased
stress, anxiety, depression, and post-traumatic stress disorder (PTSD) [11–13]. Similar
results have been reported by studies conducted in several countries around the world,
including China [14, 15], the United States [16, 17], and India [18, 19].

Excessive stress and anxiety are critical factors that could compromise healthcare
workers’ performance [20, 21], particularly during an emergency [22]. Besides, high
stress and anxiety levels may have long-term physical and psychological consequences
[23, 24]. Therefore, now more than ever, urgent actions are needed to offer doctors and
nurses psychological support [25, 26].

1.2 Virtual Reality for the Management of Stress and Anxiety During
the COVID-19 Crisis

By definition, VR is a set of technology, including head-mounted displays (HMDs),
computers, and mobile devices, that can immerse their users in a three-dimensional
(3D) environment to different degrees [27–30]: from a simple presentation on a two-
dimensional (2D) display screen systems (i.e., desktop VR), to a room-size system (i.e.,
semi-immersive VR), often referred to by the trade name of CAVE (C-Automatic Virtual
Environment), up to highly immersive systems (i.e., immersive VR), that used HMDs.

VR has been successfully applied to a wide range of mental conditions [31–34],
including stress and anxiety [35–37]. VR effectively induces relaxation, leading to a
positive affective state and reducing stress and anxiety [38–40].Thevisual presentationof
relaxing virtual scenarios, especially naturalistic environments, can facilitate the practice
of individuals and the consequent mastery of relaxation techniques [38–40]. VR is also
adopted successfully to deliver biofeedback [41, 42] and mindfulness training [43, 44].
Furthermore, VR has been recently proposed for psychoeducation on stress and anxiety
to inform people about these conditions and how to deal with them [45].
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Recent studies reported empirical evidence on the efficacy of VR-based programs
for reducing stress and anxiety during the COVID-19 pandemic [46–51]. For example,
COVID Feel Good, a self-administered at-home daily VR-based intervention, reduced
stress and increased social connectedness during the COVID-19 lockdown in healthy
individuals [47]. In another study, an immersive VR intervention showing scenes on
COVID-19 ICU treatments decreased PTSD symptoms, anxiety, and depression in a 57-
year-old male treated in ICU due to COVID-19 disease [46]. Furthermore, an immersive
VR exposure therapy (VRET) showing different virtual scenarios related to COVID-19
(e.g., touching stained door handle which may have viruses, watching pandemic news)
significantly reduced anxiety among patients with fear of COVID-19 infection [49].

Notably, some research showed the usefulness of VR during the COVID-19 crisis
for diminishing stress and anxiety even among healthcare workers. Two studies tested
the effectiveness of VR-based training for relaxation offered to staff within the hospital
during breaks from work shifts [52, 53]. VRelax (i.e., 360° videos of calming natural
environments watched via an HMD) effectively reduced stress and induced positive
emotions in a sample of ICU nurses [52]. Besides, Tranquil Cinematic-VR simulation
(i.e., a three-minute 360° immersive video of a nature scene) lowered stress among
frontline healthcare practitioners in COVID-19 treatment units [53].

AlthoughVRappears an interesting technology to offer doctors andnurses innovative
programs for managing stress and anxiety during the COVID-19 pandemic and when
the crisis will be over, it is important to underline that this technology is currently
characterized by some accessibility issues [54, 55]. Among them, the unfamiliarity
and the cost of virtual reality could represent significant technical and socioeconomic
obstacles in its adoption in the mental health panorama.

1.3 Aims of the Study

The main aim of this study was to explore in a sample of healthcare workers the use of
VR, the general interest in this technology, the willingness to use VR-based training for
managing stress and anxiety, and the availability to spend for purchasing a VR system,
investigating the possible differences according to the profession, gender, and age.

2 Material and Methods

2.1 Study Design and Setting

This study was a cross-sectional study based on an online survey. Participants were
recruited among two hospital wards in Lombardy, one of themost affected Italian regions
by theCOVID-19: the Foundation IRCCSCarloBestaNeurological Institute Foundation
(Milan, Italy) and the Fondazione Europea Ricerca Biomedica (FERB) (Gazzaniga,
Italy).
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2.2 Participants

A sample of 54 healthcare workers was recruited to complete an online survey on VR
use and interest in VR-based training to manage stress and anxiety. To be included in
the study, individuals had to be doctors or nurses aged over 18 years old. Potential
participants were informed about the possibility of participating in the study through
oral communication and a formal email from the institutional study referent.

To ensure anonymity, participants were not asked to disclose personal information
and were assured that no personal data would be collected that could potentially identify
them, such as email addresses. The study received ethical approval from the Ethical
Committee of the University of Milano-Bicocca, and it was conducted in accordance
with the American Psychological Association’s 2010 ethical principles.

2.3 Measures

We asked participants to complete the following self-report questionnaires:

Demographics. Genre, age, years of education, profession, hospital, work department,
years of professional seniority.

Perceived Stress Scale (PSS-10) [56, 57]. A10-item self-reported measure to assess
the perception of stressful experiences over the previous month using a 5-point Likert
scale. Individual scores on the PSS can range from 0 to 40, with higher scores indicating
higher perceived stress.

Depression, Anxiety and Stress Scale-21 Items (DASS-21) [58]. The DASS-21 uti-
lizes 4-point item responses that range from0 (“Did not apply tome at all”) to 3 (“Applied
to me very much or most of the time”). Scores range from 0 to 21 for each subscale and
are obtained by summing the depression, anxiety, and stress items, with higher scores
indicating higher depression (DASS-D), anxiety (DASS-A), or stress (DASS-S).

Fear of Coronavirus (FCOR) [59]. It consists of a series of statements to measure
the level of fear toward the COVID-19 pandemic. The questionnaire is composed of
eight items that explore different components of fear, such as the personal experience of
concern regarding the current situation, avoidance behaviors, and attention bias. Each
item is rated on a 5-point Likert scale with a possible range from 7 to 35. The higher the
score, the higher the level of fear of COVID-19.

Ad hoc Questionnaire on the Use of Stress and Anxiety Management Programs
before and during the COVID-19 Pandemic. Individuals are asked to answer the
following questions (“yes”/”no”): Before the COVID-19 pandemic, have you ever fol-
lowed stress and anxiety management trainings? Since the COVID-19 outbreak, have
you ever used stress and anxiety management trainings? Furthermore, participants rated
on a 7-point Likert scale ranging from 0 (“not at all”) to 5 (“extremely”) the perceived
importance of stress and anxiety management training for their profession.
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Ad hoc Questionnaire on VR and Interest in VR-based Training for the Manage-
ment of Stress and Anxiety. Respondents answer the following question (“yes”/”no”):
Have you ever tried VR? In addition, individuals are asked to rate on a 7-point Likert
scale: knowledge of VR; general interest in VR; willingness to use VR-based programs
for the management of anxiety and stress; willingness to use VR-based programs at
home; willingness to use VR-based programs at the workplace; availability to spend
around 500 euros to purchase a VR system.

2.4 Procedure

Healthcare professionals were recruited by invitation and were provided with a link
to the online survey. These invitations were distributed to 132 healthcare workers via
electronic mailing lists from the two hospital wards, as well as peer-to-peer invitations.
The online survey took 15–20 min to complete. Data were collected using the Google
Form web system between March 2021 and June 2021. The researchers subsequently
downloaded the de-identified data to analyze at the University of Milano-Bicocca.

2.5 Statistical Analyses

First, descriptive statistical analysis was conducted using SPSS V.20 (IBM) with SPSS
V.20 (IBM). Second, three categorical variables were created: (i) Profession, dividing
doctors and nurses; (ii) Gender, dividing between males and females; (iii) Age range,
dividing young adults (i.e., 18–35 years old) and middle-aged adults (i.e., 35–65 years
old) [60]. A chi-square test of independence was performed to examine the relationship
between profession, gender, age group, and having tried VR. Furthermore, independent-
samples t-tests were conducted to show the interest in using VR to manage anxiety and
stress in the sample divided by profession, gender, and age group.

3 Results

3.1 Sample Characteristics

The study sample was composed of 54 participants (72.2% female); 29 (53.7%) were
doctors, and 25 (46.3%)were nurses. Themean age of the participantswas 41.5 years (SD
= 10.7) (range 24–64). 24 respondents were young adults (44.4%) and 30 middle-aged
adults (55.6%) (Table 1).

3.2 Psychological Data

A total of 38 (73.1%) participants reported high psychological stress at the PSS. Besides,
results of DASS-21 shown that a considerable proportion of respondents had from mild
to severe stress (n = 29, 55.7%), anxiety (n = 28, 53.8%), and depression (n = 43,
82.7%) (see Table 2).
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Table 1. Demographic of the healthcare workers (N = 54).

Variables Mean (SD) N (%) Range

Age 41.5 (10.8) 24–64

Years of professional seniority 14.1 (11.5) 1–40

Profession

Doctors 29(53.7%)

Nurses 25(46.3%)

Hospital

Carlo Besta Neurological Institute Foundation 37(68.5%)

Fondazione Europea Ricerca Biomedica 17(31.5%)

Gender

Female 39(72.2%)

Male 15(27.8%)

Age range

Young adults (18–35 years old) 24(44.4%)

Middle-aged adults (35–65 years old) 30(55.6%)

Table 2. Psychological data of the healthcare workers (N = 54).

Variables Mean (SD) N (%)a Range

PSS total score 20.1 (7.3) 38 (73.1%) 0–40

DASS-21 stress 14.9 (5.1) 29 (55.7%) 0–21

DASS-21 anxiety 10.8 (4.4) 28 (53.8%) 0–21

DASS 21 depression 13.6 (5.2) 43 (82.7%) 0–21

FCOR 28.9 (5.8) 8–40

Abbreviations: PSS, Perceived Stress Scale; DASS-21, Depression, Anxiety and Stress Scale-21
Items; FCOR, Fear of Coronavirus. aParticipants who scored ≥14 at the PSS, ≥8 at the DASS-21
Stress, ≥6 at the DASS-21 Anxiety, ≥7 at the DASS-21 Depression.

3.3 Use of Stress and Anxiety Management Programs Before and During
the COVID-19 Pandemic

Most of the participants never attended psychological support programs (n= 39, 72.2%)
and never underwent training for stress and anxiety management (n = 43, 79.6%).

Since the COVID-19 pandemic broke out, only 5 participants (9.3%) reported having
followed psychological support programs. According to respondents, it is very important
to follow programs to manage stress and anxiety in support of their profession both in
general (M = 4, SD = 1.05) and during moments of emergency such as COVID-19 (M
= 4, SD = 1.05) (see Table 3).
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Table 3. Ad hoc questionnaire on the use of stress and anxiety management programs in the
sample (N = 54).

Variables Mean (SD) N (%) Range

Before the COVID-19 pandemic, have you ever used stress
and anxiety management programs?

Yes 11(20.4%)

No 43(79.6%)

Since the COVID-19 outbreak, have you ever used stress
and anxiety management training?

Yes 5(9.3%)

No 49(90.7%)

Importance of stress and anxiety management training for
the profession

4 (1.05) 1–5

3.4 Use of Virtual Reality and Interest in VR-Based Programs for Stress
and Anxiety Management

A total of 42 (77.8%) participants have never triedVR. The knowledge of this technology
was low (M = 2.1, SD = 1.61). The general interest in VR was medium (M = 3.1, SD
= 1.88) (see Table 4).

Table 4. Ad hoc questionnaire on virtual reality use and interest in VR-based training for
managing stress and anxiety in the sample (N = 54)

Variables Mean (SD) N (%) Range

Have tried VR

Yes 12 (22.2%)

No 42 (77.8%)

Knowledge of VR 2.1 (1.62) 1–7

General interest in VR 3.2 (1.88) 1–7

Willingness to use VR-based programs for the management
of anxiety and stress

3.7 (1.82) 1–7

Willingness to use VR-based programs at home 4 (1.8) 1–7

Willingness to use VR-based programs in the workplace 4 (1.98) 1–7

Availability to spend around 500 euros for a VR system 1.43 (.964) 1–7
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Table 5. Chi-square test of independence on profession, gender, age group, and having tried
virtual reality in the sample (Doctors, n = 29; Nurses, n = 35; Male, n = 15; Female, n = 39;
Young adults, n = 24; Middle-aged adults, n = 30).

Variables Have tried VR Have never tried
VR

Chi-square (df) p

Profession Doctors 8 21 1.043 .307

Nurses 4 21

Gender Female 8 31 .237 .626

Male 4 11

Age group Young adults 7 23 .048 .826

Middle-aged
adults

5 19

Chi-square tests of independence showedno relationship betweenprofession, gender,
age group, and having tried VR (see Table 5). Independent-samples t-tests showed a
significant difference depending on gender concerning the willingness to use VR at
home (p< .01). No other significant differences in the sample divided for the profession,
gender, and age group emerged (Table 6).

4 Discussion

4.1 Main Findings

Most healthcare workers who responded to this online survey reported high levels of
stress, anxiety, depression, and fear of COVID-19, as measured by the PSS, DASS-21,
and FCOR. These findings are in line with previous studies conducted after the COVID-
19 breakout both in Italy [61–63] and in many other countries worldwide [7, 61, 64],
underlining the high impact of the COVID-19 pandemic on doctors and nurses and the
crucial importance of offering programs to support their mental health [25, 26].

Furthermore, almost all healthcare personnel have never attended stress and anxiety
management programs, either before or during the COVID-19 pandemic. However,
doctors and nurses reported the high importance of receiving programs to manage these
conditions supporting their profession. This discrepancy could be explained based on
previous studies, indicating that healthcare practitioners are likely to suffer in silence
due to the perceived stigma associated with experiencing “stress” and “mental illness,”
as well as fear of getting their medical license withdrawn [25, 65]. The stigma associated
with mental health issues has detrimental effects on health professionals’ willingness
to seek help or disclose a mental health problem [25, 66]. In this context, the use of
technologies such as VR - as well as, for example, commercial off-the-shelf (COTS)
video games [67, 68] – could “normalize” and make more appealing psychological
support programs, decreasing the associated stigma and increasing the request for help.
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Table 6. Mean comparison on on virtual reality use and interest in VR-based training for the
management of stress and anxiety (Doctors, n = 29; Nurses, n = 35; Male, n = 15; Female, n =
39; Young adults, n = 24; Middle-aged adults, n = 30). **p < 0.01.

Variables Have tried VR Have never tried
VR

Chi-square (df) p

Knowledge of VR

Doctors 1.76 1.35 −1.468 (52) .148

Nurses 2.4 1.84

Male 2.5 2.2 1.356 (52) .181

Female 1.87 1.3

Young adults 2.3 1.65 .958 (52) .342

Middle-aged 1.87 1.59

General interest in VR

Doctors 3.1 1.91 .024 (52) .981

Nurses 3.1 1.88

Male 3.6 1.68 1.051 (52) .298

Female 3 1.94

Young adults 3.3 1.78 .433 (52) .666

Middle-aged 3.2 1.98

Willingness to use VR for the management of anxiety and stress

Doctors 3.4 1.86 −1.017 (52) .314

Nurses 3.9 1.77

Male 4.3 1.49 1.745 (52) .087

Female 3.3 1.88

Young adults 3.7 1.77 .364 (52) .717

Middle-aged 3.5 1.88

Willingness to use VR-based programs at home

Doctors 3.7 1.93 −1.062 (52) .293

Nurses 4.2 1.62

Male 5.1 1.53 2.878 (52) .006**

Female 3.6 1.74

Young adults 4.2 1.75 .911 (52) .367

Middle-aged 3.8 1.84

Willingness to use VR-based programs in the workplace

Doctors 3.5 1.92 −1.981 (52) .053

Nurses 4.5 1.93

(continued)
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Table 6. (continued)

Variables Have tried VR Have never tried
VR

Chi-square (df) p

Male 4.5 1.84 1.233 (52) .223

Female 3.8 2

Young adults 3.9 1.95 −.274 (52) .785

Middle-aged 4.1 2.03

Availability to spend around 500 euros for a VR system

Doctors 1.41 1.08 −.099 (52) .922

Nurses 1.44 .821

Male 1.67 1.44 1.142 (52) .259

Female 1.33 .701

Young adults 1.42 1.17 −.063 (52) .950

Middle-aged 1.9 1.26

Regarding VR, first of all, the results of this survey showed that most healthcare
workers have never tried this technology. Similarly, the knowledge of VR was low. No
differences emerged based on profession, gender, and age group. These findings could
be explained by the still low diffusion of VR in Italy, both within the healthcare sector
and more generally among the population. Unlike other countries where this technology
is more known and used, such as the USA and China, in Italy and many other European
countries, VR is still very little widespread [69]. Importantly, mental health experts may
also find it challenging to use VR due to a lack of knowledge of this technology and how
it can be used in psychological support [35, 55]. To overcome the mentioned obstacle,
governments and other societal bodies (e.g., medical societies, medical schools, and
residency training programs) should inform about VR (e.g., through training courses
dedicated to healthcare practitioners and mental health professionals), as well as they
should offer clear guidelines for the correct use of this technology within mental health
practice [55].

Secondly, health care professionals showed a medium interest both in VR in general
and in its use in programs for managing stress and anxiety, without differences according
to the profession, gender, and age group. This result underlines how, despite the low
familiaritywithVR, there is enough curiosity about this technology. The “novelty effect”,
the enjoyment and intrinsic motivation associated with VR, can make it a valuable and
attractive new method to offer psychological support to people.

Thirdly, the results of this study showed medium scores concerning willingness
to use VR for stress and anxiety management both at home and in the hospital. This
result appears interesting as it offers some insights about a good level of acceptability
of VR-based training in the workplace and at home. VR-home-based training appears
particularly interesting since individuals can access the VR program directly in their
homes and at times that are most convenient for them [70–72]. As suggested by the
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literature, this fact appears essential as it could increase treatment adherence and lower
self-stigma [73, 74]. However, it is important to note that the results of this study showed
a gender difference in the willingness to use VR for stress and anxiety training at home:
men showed greater interest than women. These findings could be due to a greater
propensity of men to use VR [75–77]. Such gender difference appears important for
the operational effects on the design and implementation of VR-based programs for
psychological support. For example, in the case of women, would be preferable VR
interventions in which the presence and help of an operator is expected. Future studies
are needed to investigate this topic better.

Finally, the results of this survey showed that the willingness of healthcare workers
to spend 500 euros to purchase a VR system was low. This finding appears to be very
important for its practical implications. As stated in a recent study, a primary issue
in the use of VR in the mental health panorama is hardware costs, which range from
US$300–US$1500, and remain out of financial reach for most consumers [54]. One
way to overcome this economic barrier of VR could be to use the standalone (e.g., Meta
Quest 2) andmobile (e.g., Google Cardboard) VR systems [70, 78]. Such systems appear
particularly interesting thanks to the high ease of use and limited costs. Another solution
could be purchasing the hospitals of a certain number ofVR systems to bemade available
for their staff for free. For example, by creating rooms where doctors and nurses can use
VR during their breaks between work shifts.

4.2 Limitations

The current study has some limitations to consider when interpreting these results. For
one, although survey questionnaires are a valuable exploratory, descriptivemethod,more
refined interviews, self-report measures, and randomized controlled clinical and labora-
tory follow-up studies are needed to understand better the research topics addressed in
the current study. Secondly, another limitation is the small sample size.

5 Conclusion

To summarize, the results of this study indicated that.:

• Most doctors and nurses have never tried VR and have a low level of knowledge of
this technology, regardless of profession, gender, and age group;

• Healthcare workers showed medium interest in using VR-based programs for stress
and anxiety management, both at home and in the hospital, with differences between
men and women;

• The cost of VR systems is an important barrier to the use of VR for psychological
support for many doctors and nurses.

Given the barriers that emerged in this study and the ones highlighted in previ-
ous studies [54, 55], future research is needed to investigate the methodologies and
approaches that will promote access and adoption of this technology.
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Abstract. When soccer coaches provide tactical knowledge to players, they use
soccer tactic boards and films. However, players often struggle to understand the
instructions because the players require spatial cognition skills to convert infor-
mation from a bird’s-eye view or third-person view to a first-person view. There-
fore, we have created a system that can present the content of instruction from a
first-person perspective using a virtual space to support spatial cognition. Accord-
ing to the experiment result, the proposed system improved the players’ tactical
understanding and tactical performance. To evaluate the system’s effectiveness,
we conducted a comparative experiment in which tactical instructions were given
from three different perspectives: first-person view, bird’s-eye view, and third-
person view. According to the experiment result, the proposed system improved
the players’ tactical understanding and tactical performance.

Keywords: Virtual space · Soccer · Spatial cognitive · Tactical training

1 Introduction

The usage of information technologies in the soccer domain is growing. To monitor the
players’ loads and movements, the trajectory and vital data are gathered through IoT
devices. These data are utilized for tactical planning. The current IT support focuses on
data analysis rather than tactical instructions. Coaches still employ manual manners to
train their players’ tactical skills, such as strategy boards and match videos. However,
struggle to transfer tactical knowledge to players, especially young players, because the
difference between the first-person view in play and the bird’s-eye or third-person view
in the instruction makes it difficult for players with poor spatial cognition to understand
the tactical knowledge. Therefore, we developed a soccer tactical instruction support
system using a virtual space that allows coaches to easily provide tactical instructions
from the first-person view and validated its effectiveness with experiments on a youth
soccer team. To compare the effects of different views on players’ tactical understanding
and performance, we conducted a comparative experiment in which tactical instructions
were given from three different perspectives: the bird’s-eye view with a soccer tactic
board, the third-person view with a video, and the first-person view with a virtual space.
According to the experimental results, the proposed system improved players’ tactical
understanding and performance.
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This paper is organized as follows: Sect. 2 introduces relatedwork on soccer technical
support systems using virtual spaces, followed by Sect. 3 which presents a proposed
soccer tactical instruction support system using a virtual space that can easily provide
tactical instructions from a first-person perspective. Section 4 describes the experiment
process for comparing the effects of tactical instructions from three perspectives, and
Sect. 5 analyzes the experimental results.

2 Related Work

Virtual spaces have been introduced to support technics in sports. The existing works
can be divided into two types based on their presentation methods. One method is to
display the virtual space on a tablet or PC, while the other is to use a head-mounted
display for an immersive display (HDM). In comparison to the latter, the former does
not provide players with realistic sensations, but it does allow coaches to give tactical
instructions to multiple players at the same time by delivering information to them all
at once.

Satoshi Gondo et al. [1] developed a system that displays a virtual soccer field and
allows users to imagine themselves in the middle of a real match by providing them with
first-person and bird’s-eye views. Coaches can develop soccer tactics through analysis
and discussionwith virtual players. Their system reflects the trajectory data of the players
in the match video on the virtual field.

Using HDM, the headset wearer can receive tactical instructions while immersed
in virtual reality. G. Wood et al. [2] developed a virtual soccer training environment
as well as a soccer-specific VR simulator. With the HMD and sensors, the system can
measure players’ soccer skills. Yazhou Huang [3] has created an American football
training system (SIDEKIQ) using a virtual space. Wearing HMD, the players are trained
to improve their ability to read pre-snap and correctly identify the most suitable receiver
to throw the ball in the training material provided by the coach.

Ulas Gulec et al. [4] created a system that simulates a soccer stadium in virtual
space and allows soccer players to train themselves to make correct decisions. The
players using this system may face difficult decisions similar to those made in actual
matches. However, in previous studies using these HDMs, only the players wearing the
HMDs were trained with the system, which is incompatible with tactical instructions in
soccer, which is a team sport. Furthermore, it is unclear whether using a virtual space
to support spatial cognition is effective when coaches instruct players on tactics. As a
result, we focused on tactical instruction support rather than tactical planning, and we
investigated whether a virtual space could help players understand and execute soccer
tactics. Specifically, we have created a soccer tactical instruction support system inwhich
coaches can present tactical instructions from various perspectives by operating virtual
players in a virtual space and conducted an experiment to validate the system.

3 Soccer Tactical Instruction Support System Using Virtual Space

To improve their tactical understanding, players need spatial cognition skills to replace
the bird’s-eye or third-person view instructions presented on a strategy board or video
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with the first-person view ones. Young players tend to have difficulties in understanding
the tactics due to their poor spatial cognition abilities. To support their spatial cognition
abilities, this section proposes a soccer tactical instruction support system that utilizes
virtual space to provide tactical instructions from a first-person view.

This system is implemented in JavaScript, especially the three.js library so that this
system is compatible with virtually any PC. This results in anyone can use it without any
special equipment. Even a low-resolution PC can fully utilize this system. To correctly
reproduce the tactics in the virtual space, virtual players in the virtual space can be
moved constantly along the trajectories input to the system in advance. The system can
also switch between a bird’s-eye view and a first-person view.

Furthermore, the system provides playback control functions such as restart, pause,
reset, and frame return so that the coach can repeatedly give detailed instructions on
points of caution. Two screenshots of the system are shown in Fig. 1. The size of the
objects is proportional to the size of the real world. The size of the objects was chosen
to be proportional to the size of the soccer court (15 m long and 10 m wide), the average
height of Japanese people in their twenties (171 cm). The same proportions of a soccer
ball (22 cm) and a soccer goal (2.44 m in length, 7.32 m in width) were scaled down in
the virtual space. The viewing angle of the first-person view was set to 110 degrees to
account for the viewing angle that humans can see.

Fig. 1. Soccer tactical instruction support system using virtual space.

4 Experiment

To analyze whether providing tactical knowledge from a first-person view in a virtual
space improves players’ tactical understanding and tactical performance, we conducted
an experiment to compare players’ tactical understanding and tactical performance
among three perspectives. We provided tactical instructions from a first-person view
with the proposed system, tactical instructions from a bird’s-eye view with a tactical
board, and tactical instructions from a third-person view with video.
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4.1 Participants

The subjects of this experiment were nine fifth- and sixth-grade elementary school
students (eight males and one female). The nine subjects were divided into three groups
of three each, and each group was presented with the same defensive tactics from one
of three perspectives and instructed. The three groups were divided equally in terms of
soccer playing years to avoid large differences in skill and understanding of soccer. All
subjects had received instruction on a tactical board daily, and this was the first time
for them to be presented with tactics from a first-person view. The subjects were able
to perform basic movements such as stopping and kicking the ball and make reflexive
movements such as moving to receive the ball in the attacking phase. However, they
have not receivedmuch instruction in defensive movement and theory and are not able to
perform defensive actions independently. Specifically, they are unable to independently
perform the most important task in defense: standing between the ball and the goal to
make eliminate the course of a shot.

4.2 Tactics

To investigate whether there are differences in the ease of knowledge transfer between
viewpoints depending on the defensive tactics, we evaluated different defensive tactics.
Specifically, we used an individual defensive tactic in which the player focuses only on
the opponent, and a group (two-person) defensive tactic in which the player must also
focus on his or her teammates when defending. In other words, two defensive tactics, 2
vs 1 and 2 vs 2, were used in this study.

In the 2 vs 1 defensive tactic, the players should understand that they have a numerical
disadvantage and need to slow down the opponent’s attack rather than trying to win the
ball. Next, if they have a possibility of winning the ball, they should always be aware of
where their two opponents are standing and move the ball holder from the area in front
of the goal to the side area while blocking the course of the shot. If the ball can be moved
to the side area, the player should find a path between the two opponents and block the
possibility of an opponent’s pass by standing along the path. Eventually, the player must
lead the ball into a one-on-one situation with the ball holder and win the ball.

In the 2 vs 2 defensive tactics, we decided to teach the defensive tactics of the second
defender, who need to pay more attention to his teammates as well as their opponents.
The second defender is the defender closest to the ball after the first defender who presses
for the ball first, so he needs to change his position based on the position of his teammates
beside himself. In the case of 2 vs 1, since there is no teammate around, the player should
always know the positions of himself and two opponent players, and make a defensive
decision based solely on his own judgment. The defensive tactic of the second defender
in a 2 vs 2 is to always watch the positions and movements of the two opponents and
teammates. The second defender must press the ball carrier when a teammate’s being
passed and press the passer in the event of a pass by the opponent. If the first defender
is pressing the opponent, or if the first defender has blocked the possibility of a pass,
the second defender must press the ball carrier together with the first defender to get
the ball. In other words, the second defender always needs to adjust the player’s own
movements to those of the first defender.
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4.3 Procedure

The experiment field was 15 m long and 10 m wide. During the experiment, two video
cameras were used to assess tactical performance. The video cameras were set up in such
a way that they could see the entire field both horizontally and vertically. All attacking
players in the experiment were the same players to verify the tactical understanding and
performance of the defensive players under the same conditions.

Experiment 1: The First-Person View. The first group of subjects was given tactical
instructions from the first-person view of the proposed system as shown in Fig. 2. The
subjects were two male sixth-grade students and a female sixth-grade student. Using
the system, the subjects were first instructed on defensive tactics in a 2 vs 1 game. The
system simulated a 2 vs 1 play in a virtual space and displayed a series from the first-
person view until the ball was taken away from the player. Then, each subject practices
the 2 vs 1 defensive tactics in real space to evaluate tactical understanding and tactical
performance. The system was then used to teach defensive tactics in a 2 vs 2 game. A 2
vs 2 defense was reproduced, and a series of scenes were presented from the first-person
view of the second defender until the second defender stole the ball. Following that,
three subjects were divided into three groups of two subjects each, and an experiment in
real space was conducted for each group to measure the subjects’ tactical understanding
and performance. Only the second defender in each pair was evaluated.

Fig. 2. First-person view with virtual space (left: 2 vs 1, right: 2 vs 2).

Experiment 2: The Bird’s-Eye View. The second group of subjects was instructed
from the bird’s-eye view with a soccer tactic board as shown in Fig. 3. The subjects
differed from those in Experiment 1. In this experiment, one subject was a male in the
fifth grade and two subjects were males in the sixth grade. In the same order as in Exper-
iment 1, the subjects were instructed in defensive tactics in 2 vs 1 and 2 vs 2. In both
cases, the same tactical instructions were given by moving the magnets representing
the players one by one on the tactics board, imitating the same situation presented in
Experiment 1. After each tactical instruction, they practice the defensive tactics in real
space to measure the subjects’ tactical understanding and performance.
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Fig. 3. Bird’s-eye view with a soccer tactics board (left: 2 vs 1, right: 2 vs 2).

Fig. 4. Third-person view with videos (left: 2 vs 1, right: 2 vs 2).

Experiment 3: Third-Person View. The third groupwas instructed in defensive tactics
using a video shot from the third-person view, as shown in Fig. 4. The subjects were
three male students in sixth grade, different from those in Experiments 1 and 2. In the
same order as in Experiment 1, the subjects were instructed on defensive tactics in 2
vs 1 and 2 vs 2. The videos were shot from the third-person view behind the defensive
players on the field.

4.4 Quantitative Evaluation

After conducting the experiment, we evaluated the subjects’ understanding of the tactics
and their performance of the tactics according to the task items for each defensive tactic.
Table 1 and Table 2 summarize the required tasks for the defender performing the 2
vs 1 defensive tactic and the second defender performing the 2 vs 2 defensive tactic,
respectively.

Tactical Understanding. Following the experiment, we distribute questionnaires to
the subjects after the experiment to measure their tactical understanding. Subjects
individually rated their understanding of each tactical task item on a 7-point scale.
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Table 1. 2 vs 1 defensive tactic.

Task ID Task description

1–1 Delay the opponent’s attack

1–2 Eliminate the shooting path

1–3 Force the opponent to the side of the field when gaining possession of the ball

1–4 Remove the path between opponents while forcing them back

Table 2. 2 vs 2 defensive tactic.

Task ID Task description

2–1 If the first defender is overtaken, be in a position to press the ball carrier and be in a
position to press if the ball carrier passes to the other player

2–2 When the ball carrier passes to the other player, press against the passer

2–3 When the first defender forces the ball carrier to the side, the player also presses

2–4 When the first defender is overtaken by the ball carrier, the player presses

To assess understanding of 2 vs 1 defensive tactics, the subjects were asked to answer
the following questions:

• Did you understand how to delay the opponent’s attack?
• Did you understand how to eliminate the shooting path?
• Did you understand how to force the opponent to the side of the pitch when gaining
possession of the ball?

• Did you understand how to eliminate the paths between opponents’ players?

When assessing understanding of 2 vs 2 defensive tactics, we asked the following
questions:

• Doyouunderstandwhich position is best to be in in case thefirst defender is overtaken?
• Were you able to understand how to press if the opponent passes the ball?
• Were you able to understand how to press and take the ball yourself because your
teammate has dribbled the ball?

• If a player on your team was passed, did you understand how you could go to press
and take the ball?

Using these questions, the average evaluation score for each of the three subjects in
each group was also calculated. In addition, at the end of the quantitative survey, the
participants were asked for their impressions of the instruction from each point of view.

Objective Tactical Performance. To measure tactical performance, the coach viewed
the experiment video recorded using a video camera and rated them objectively on a
7-point scale according to the evaluation criteria for the task items of each tactic.
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Table 3 summarizes the objective evaluation criteria for each task corresponding
to one in Table 1 and Table 2. According to the evaluation criteria, the subjects were
evaluated by their standing position, distance from the ball, and body orientation. If
the subject did not perform the required task at all in the evaluation experiment, the
evaluation score was invalidated. When evaluating the standing position, we evaluated
how much the subject deviated vertically and horizontally from the correct position by
the experimental video.

In soccer, there are two possible ways of gaining possession of the ball: either the
player takes the ball proactively or the player takes the ball in response to an opponent’s
mistake. Therefore,we assessed based on the experiment footage and assigned evaluation
scores. In addition, whether the ball was taken away or kicked off the pitch when the
ball was taken away was also evaluated according to the experimental video. Finally, the
average score for each group was calculated.

Subjective Tactical Performance. The degree of tactical performance cannot be deter-
mined whether the subject stood in the position intentionally or accidentally, only by an
objective evaluation by the coach. Therefore, to evaluatewhether the subject executed the
task intentionally, we evaluated the degree to which the subject grasped the information
necessary for the task achievement. For example, when forcing an opponent to the side
of the pitch in a 2 vs 1 game, it is essential to force the opponent to the side of the pitch
while eliminating the paths of the two opponents. To do this, the player must know the
positions of the two opponents and find a path that he can eliminate. Therefore, to make
an appropriate evaluation, questions were asked during the 2 vs 1 session regarding the
information necessary to perform the task, such as “During the 2 vs 1 defense, did you

Table 3. The objective evaluation criteria of tactical performance for each task.

Task ID Evaluation criteria

1–1 Changing the speed of the attacking players

1–2 Stand on the line between the ball and the goal and maintain a constant distance from
the ball

1–3 The player is actively dribbling and has the ball in his possession

1–4 The player is aware of the position of the two opponents and the path of the ball and
is standing in a position where he can eliminate the path of the ball with his foot

2–1 Assess the position and situation of your teammates and two opponents. If a
teammate is passed, stand in a position where the player can go to the defense, and if
the ball carrier passes to the other teammate, stand in a position where the player can
press the receiving teammate

2–2 Press at the right time

2–3 The player recognizes that his teammates are pushing and pressuring the opponent
and can apply pressure on the ball carrier

2–4 After a teammate is passed, the player can cover his teammate and take the ball away
from the opponent
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know where the opponent who did not have the ball was when you took the ball?”. Table
4 summarizes the information required for intentionally performing each task, which
was used for the subjective evaluation of tactical performance.

Table 4. The information required for intentionally performing each task.

Task ID Evaluation criteria

1–1 Distance between the ball holder and the player

1–2 Position of the goal, position of the ball, and a line connecting the two positions

1–3 Area currently in play

1–4 Two opponents and the path between them

2–1 Position of the first defender and two opponents

2–2 Passing action of the ball holder

2–3 Checking for pressure and possible passing against a teammate

2–4 Whether a teammate has been passed

5 Analysis Results

The scores of tactical understanding and performance of each player were calculated
using the evaluation criteria for each task. Figure 5 shows the average scores of tactical
understanding and tactical performance according to each viewpoint.

5.1 Effect on Tactical Understanding

In the case of 2 vs 1, the mean tactical understanding score was the highest for the
first-person view, followed by the third-person view and the bird’s-eye view. In the case
of 2 vs 2, the third-person view has a higher mean score than the first-person view and
the bird’s-eye view. A one-way analysis of variance was conducted on the mean scores
for tactical comprehension, and no significant differences were found at the 5% level
of significance. Because the objects to be recognized and the spatial cognition skills
required for the 2 vs 1 and 2 vs 2 tasks were different, we performed a t-test for each
task item to determine which task item the first-person view was more effective than the
other perspectives. Table 6 displays the analysis’s p-values. A t-test was performed for
each task item to determine tactical comprehension scores, and no significant differences
were found at the 5% level of significance between the first-person view and the other
perspectives.
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Fig. 5. Average scores of tactical understanding and performance by viewpoints.

5.2 Effects on Tactical Performance

For both 2 vs 1 and 2 vs 2, the mean tactical performance scores were higher for the
first-person view than for the third-person view and the bird’s-eye view. A one-way
ANOVAwas performed using the mean tactical performance scores of each group in the
2 vs 1 and 2 vs 2 groups. Table 5 displays the p-values of the analysis results. Significant
differences in tactical performance scores of 2 vs 1 and 2 vs 2 were found at the 5%
level of significance.

Table 5. p-values of one-way ANOVA among three viewpoints.

2vs1 2vs2

Tactical understanding 0.3569 0.6980

Tactical performance 0.0005 ** 0.0113 *

* = 0.05, ** = 0.01

Following that, using the average rating scores for tactical performance, a t-test was
performed for each task to determine which tasks weremore effective from a first-person
view than from theother perspectives. Table 6displays the p-values of the analysis results.
The findings show a significant difference between the first-person perspective and the
other two perspectives, particularly in the third task of 2 vs 2, “I went for the ball because
my teammate was pushing me,” which requires spatial cognition skills.
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Table 6. p-values of t-test between the first-person view and the others

Task ID Tactical understanding Tactical performance

First-person view
and the bird’s-eye
view

First-person view
and the
third-person view

First-person view
and the bird’s-eye
view

First-person view
and the
third-person view

1–1 0.8149 1.0000 0.2720 0.1106

1–2 0.6779 0.5391 0.0424 * 0.2326

1–3 0.3153 0.1890 0.0349 * 0.1934

1–4 0.3739 0.7676 0.0572 0.2051

2–1 1.0000 0.8203 0.1868 0.0161 *

2–2 0.5185 0.5185 0.1481 0.2302

2–3 0.5790 0.4676 0.0132 * 0.0147 *

2–4 0.4676 0.6433 0.1277 0.0147 *

* = 0.05, ** = 0.01

5.3 Discussion

The mean scores of the group of subjects who received instruction from the first-person
viewwere the highest in three out of four perspectives: tactical understanding and tactical
performance of 2 vs 1 and tactical performance of 2 vs 2. For the tactical performance
of 2 vs 1, there was a difference of 0.12 points between the third-person view (with the
highest score) and the first-person view does not seem to be a significant difference.

In addition, a significant difference in terms of tactical performance evaluation
points was confirmed at the 5% level of significance by a first-person view of vari-
ance between the two perspectives. Thus, it was confirmed that the first-person perspec-
tive contributed more to tactical performance improvement than the other perspectives.
However, there was no difference in tactical understanding magnitude scores between
the three viewpoints in the 2 vs 1 and 2 vs 2 situations.

We believe that this is partly due to the influence of the subjects’ own evaluation.
When conducting the quantitative survey, we told the subjects that we would not use the
results of the experiment as material for evaluating the players, but since the subjects
were elementary school students this time, it was difficult for them to objectively evaluate
their own level of understanding when compared to others, and it is possible that they
gave lenient evaluations to themselves.

We examined the significant differences between the tasks of 2 vs 1 and 2 vs 2
defensive tactics and found that only item 3, “I went for the ball because my teammates
had driven me into a corner,” has a significant difference. The only significant difference
between the first-person view and the other two perspectives was found in item 3 “I went
for the ball because my teammate drove me into a corner”. This item requires spatial
cognition skills, particularly because the player must judge the fact that a teammate has
driven the ball into the opponent’s path by grasping the position and distance of the ball,
the line on the pitch, and the position of the ball between the teammate and the opponent,
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as well as attempting to get the ball. As a result, we can conclude that the first-person
perspective aided spatial cognition, as we found a significant difference in this item.

Many of the subjects who received instruction from the first-person view gave
favorable comments about the tactical knowledge provided. Furthermore, subjects who
received instruction from the first-person view asked their coach more questions than
the other subjects. In this experiment, the subjects did not receive any answer to their
questions because doing so would have influenced the results. However, the fact that
they were receiving instruction while imagining the actual situation in their minds might
have caused them to ask more questions. These findings support the idea that providing
tactical knowledge in a virtual space that can easily provide information from a first-
person perspective not only improves players’ tactical performance by supporting their
spatial cognitive abilities but may also facilitate their understanding.

6 Conclusion

Since soccer players often struggle to understand tactics and strategies taught by their
coaches, in this study, we developed a soccer tactical instruction system. Then, we
investigated whether improving players’ spatial cognitive abilities would improve tac-
tical understanding and tactical performance by comparing the effectiveness of three
different instructional methods including using our proposed system, using a soccer tac-
tic board, and using a video. As a result, we found that, when compared to the other
two methods, using the first-person view in virtual space was considered to be the most
effective.

However, while significant differences were found between a first-person view and
the other views in tactical performance, therewas no significant in tactical understanding.
Therefore, in the future study, we would like to examine the results by using a different
method to assess tactical understanding. In addition, more complex tactical training is
conducted in the actual fieldwhile the tactical training conducted this timewas only basic
defensive tactics. If the tactics are changed and become more complex, the evaluation
results might also change, and we plan to conduct additional research in the future.
Furthermore, to be used in the real world, this system must be improved so that it can
instantly simulate the scene that the coach wishes to present in the virtual space. In the
future, we hope to improve the system by conducting analysis, evaluation experiments,
and quantitative surveys of the coaches.
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Abstract. There are threemain types ofwalking techniques formoving in a virtual
reality (VR) space. However, these techniques are far from real walking and cause
discomfort whenwalking. This study proposes amethod for natural walking inVR
space. The proposed method uses a turntable to rotate only the body in real space,
thereby extending the walking range. Furthermore, we evaluate the efficiency of
the proposed method by comparing the subjective evaluation of walking sensation
with two other representativemovement methods. In the experiment, we evaluated
the sense of natural gait by comparing the scores from a questionnaire on the
sense of gait. The experimental results suggest that the proposed method is the
most natural way to walk in the VR space compared to other methods. The results
also indicated that the perception of space differed depending on the means of
movement in the VR space, suggesting the need for further investigation.

Keywords: Virtual reality · Natural walking · Turntable

1 Introduction

1.1 Virtual Reality

Virtual reality (VR) is a technology that simulates a user’s movements in real space
as input and output visual and auditory displays in real-time [1]. However, current VR
technology uses a limited amount of real space, making it difficult to move freely in the
VR space. Therefore, this study will focus on natural walking in the VR space.

1.2 Natural Walking in VR Space

Natural walking in a VR space is claimed to require two characteristics. The first is to
walk freely in aVR space that is larger than the real space. The second is to create sensory
stimulation that corresponds to the interplay of real and VR spaces. In actual walking, a
person moves forward by repeatedly lifting his/her legs, moving them forward, and then
landing on the ground [2].
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Currently, walking techniques in aVR space can be broadly classified into the follow-
ing three categories: the repositioning system, proxy gestures, and redirected walking.
The repositioning system uses a device to suppress the user’smovement and fix the user’s
position. Proxy gestures show walking-like gestures on the spot and do not require a
large real space. Redirected walking shows walking in real space and compensates for
the image gained in VR space.

1.3 Proxy Gestures

Proxy Gesture is a VR technology that allows users to move about by performing
walking-like movements, such as swinging their arms or stepping on the spot. Walking-
like movements are roughly classified into upper body and lower body movements, and
either of these movements can be used to move in VR space without shifting the position
in real space. Previous research includes a system that moves in VR space by swinging
its arms back and forth with sensors attached to the arms [3] and a system that moves in
VR space by stomping its feet with sensors attached to its feet [4] (Fig. 1).

Fig. 1. Proxy gestures

1.4 Repositioning System

The Repositioning System is a VR technology that employs a device to cancel the user’s
forward movement and allows the user to move in a VR space that is larger than the
real space. Previous research includes a system that uses different conveyor belts for
each side and adjusts the walking speed according to the speed of belt rotation [5] and
a system that allows movement in all directions by wearing a harness to adjust the feet
so that they just touch the ground and slippers to reduce friction [6] (Fig. 2).

1.5 Redirected Walking

Redirected Walking is a VR technology that makes it appear as if the user is walking
straight ahead in VR space, even though the user is moving diagonally in real space, by
slightly altering the direction of movement in the VR space when the user is blinking or
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Fig. 2. Repositioning system

otherwise not looking at the images. Previous research includes a system that controls
the direction of the user’s movement by adjusting the gain of the image when the user
walks [7] and a system that shifts the image while the user is blinking [8] (Fig. 3).

Fig. 3. Redirected walking

1.6 Objectives

In the previous researchmentioned above, those abovementioned techniques are far from
natural walking because they allow users to move through a vast VR space in a limited
real space. However, matching walking trajectories limits the range of movement in the
VR space, resulting in a tradeoff between walking trajectories and the extensibility of the
range of movement. To realize natural walking in VR space, it is necessary to investigate
the extent to which the proposed method enables natural walking. Therefore, in this
study, we will investigate the sensation of natural walking by comparing the proposed
method with other typical movement methods.
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2 Methods

2.1 Proposed Method

In previous studies, forward movement was suppressed due to limited real space, but
the proposed method expands the real space to increase the walking range. Although
the forward movement suppression allows the robot to move in a VR space that is larger
than the real space, it will be difficult to achieve natural walking after the suppression
since the motion will be different from that of actual walking. However, if the real space
can be expanded, it will be easy to realize natural walking because the user can continue
walking even if he/she performs actual walking.

To expand the real space, a turntable is used, as shown in Fig. 4. A turntable is set
in front of a wall in the real space, and multiple VR spaces of the same size as the real
space are connected. When the user tries to proceed to the next room in the VR space,
he/she runs into the boundary walls of the room in the real space, preventing he/she
from carrying out that particular action. By rotating the body 180° on the turntable in
the real space and fixing the image in the VR space, the user can turn his/her back to
the wall in the real space and face the next room in the VR space, allowing him/her to
move forward. By repeating this process, the real space can be expanded infinitely, and
the user can continue to walk.

Fig. 4. Walking trajectory in real and VR spaces with the proposed method

2.2 Experimental Environment

Figure 5 shows the experimental environment for this study. The image on the left
represents a 3 × 3 m real space. Turntables are set up at the top and left of the image,
synchronized to the position in front of the door of the VR space, respectively. The
image on the right represents the VR space, which consists of three connected rooms
that are the same size as the real space. In addition, avatars are set up in the VR space,
synchronized with the movements in the real space.
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Fig. 5. Experimental environments

2.3 Experimental Task

The experimental task consists of the following two parts: a moving task that requires
participants to move around the room and a search task. In the moving task, participants
stand in front of a door in the VR space and remain motionless until the door opens.
In the search task, an avatar is requested to find red, blue, and green spheres and touch
them with its hands. In the Proxy Gestures task, the avatar moves in front of the door by
lifting its legs high. However, in the stick-movement method, the player moves in the
desired direction by moving the analog stick of the controller in that direction.

2.4 Participants

The experiment involved 15male students from the SuwaUniversity of Science in Japan,
with a mean age of 21.9 years (SD of 1.4 years). Ten of them had only used VR a few
times, while the other five had only used it occasionally.

2.5 Evaluation

Table 1 shows the contents of the questionnaire on gait sensation. The first half of the
questionnaire focused on the sense of gait while walking, and the second half focused
on spatial awareness.

2.6 Research Questions

In this study, the following two research questions are formulated to evaluate how natural
walking is in the proposed method.

RQ (1) Does the user feel a sense of discomfort when walking?
RQ (2) Does the method of movement affect spatial perception?
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Table 1. Questionnaire on walking sensation

Questions

1. There is a sense of moving forward of one’s own volition

2. There is a sense of kicking the ground and moving forward

3. There is a sense of self-regulation of stride

4. There is a sense that the arms were swinging naturally

5. Sense that it was difficult to lose balance while walking in the VR space

6. Presence of objects in VR space

7. There is a sense of moving through the rooms in the VR space

8. There is a sense of having moved through multiple rooms within the VR space

9. When moving to the next room in the VR space, I feel as if I might bump into the wall of the
real space

10. There is a sense that the actual number of walls in real space has increased to multiple
numbers of walls

3 Results

3.1 Anova

Table 2 shows the results of the analysis of variance (ANOVA) for each item of the
questionnaire regarding thewalking sensation. The p-values for Q1, Q2, Q3, Q4, Q8, Q9,
and Q10 are p < 0.05, indicating that statistically significant differences were observed.
For Q7, p = 0.075, indicating that a statistically significant trend was observed. Q5 and
Q6 were p > 0.1, so there was no significant difference and no significant trend.

Table 2. Result of ANOVA

Question F (2,28) η2 p

1 4.113 0.227 0.027

2 84.312 0.858 <0.001

3 10.831 0.436 <0.001

4 11.818 0.458 <0.001

5 0.080 0.006 0.923

6 1.127 0.075 0.338

7 2.842 0.169 0.075

8 3.736 0.211 0.036

9 4.776 0.254 0.016

10 8.138 0.368 0.002



194 R. Urata et al.

3.2 Multiple Comparison Tests

Multiple comparison tests were conducted using the Bonferroni method on the items
for which significant differences and trends were observed in the ANOVA to determine
which levels showed significant differences. Figs. 6, 7, 8 and 9 show the results of the
tests. In Q1, Q8, Q9, and Q10, p < 0.05 was obtained for the proposed method and stick
translation; in Q2, p < 0.05 for the proposed method and Proxy Gesture, the proposed
method and stick translation, and stick translation and Proxy Gesture; in Q3, p < 0.05
for both the proposed method and Proxy Gesture and the proposed method and stick
movement; in Q4, p < 0.05 for both the proposed method and Proxy Gesture and stick
movement and Proxy Gesture, indicating that statistically significant differences were
found.

Fig. 6. Average scores of Questions 1 and 2

Fig. 7. Average scores of Questions 3 and 4
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Fig. 8. Average scores of Questions 7 and 8

Fig. 9. Average scores of Questions 9 and 10

4 Discussion

From the results, we examined the research questions. First, RQ (1) is discussed. There
was a significant difference between stick movement and proposed method in Q1, stick
movement and Proxy Gestures in Q2 and Q3, and Proxy Gestures in Q4. Therefore, it
is suggested that the proposed method is less likely to cause discomfort when walking
compared with other methods.

Next, RQ (2) is discussed. In Q9, only the proposed method gave the sensation of
bumping into a wall, and in Q10, the proposed method gave the sensation of moving
through multiple rooms in real space. The following are the important points to note:
(1) the subject walked and looked around the real space before the experiment, and (2)
the experiment was conducted without looking at the turntable. Similarly, in Q10, the
subject had the sensation of bumping into a wall but did not bump into it, which may
have caused the perception that the number of real spaces had increased. In other words,
it was found that the illusion of an increase in real space occurred and that this affected
the perception of the size of the real space.
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5 Conclusion

In this study, to clarify the natural walking sensation of the proposed method, we evalu-
ated the method by moving in the same VR space with three different movement tech-
niques and by conducting a questionnaire on the walking sensation with each technique.
The results suggested that the proposed method allows the user to walk more naturally in
the VR space compared to the other methods. It was also suggested that the method for
moving in the VR space affects spatial recognition. However, with the proposed method,
the user feels a sense of rotation while on the turntable, and the sense of moving on to the
next room is reduced. In addition, since the goal of this research is to achieve a natural
gait, it is necessary to evaluate how close it is to an actual gait. Therefore, in the future,
we will minimize the sense of rotation and compare room movement in real and VR
spaces in the same VR space as in real space.
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Abstract. Augmented Reality (AR) on smartphones, while limited compared to
their headset-styled counterparts (e.g.,Microsoft HoloLens andMagic Leap), may
be improved by supporting Hand Gesture Recognition (HGR) without requiring
the expensive hardware found on the said headsets. This study improves the overall
smartphone support of an existing HGR framework, named Augmented-reality
Mobile Device Gestures (AMDG), and adds two new gestures: two-finger-pinch
and thumb-orientation gestures, which are alternatives to existing gestures that
may help improve overall user experience. A user study is also conducted to
evaluate the usability of these two gestures in a realistic scenario. This study
finds that the two-finger-pinch gesture is possibly more usable than the air-tap
gesture (popularized by HoloLens) for the purpose of moving AR objects in a
scene, and that the thumb-orientation gesture is a potentially viable simplification
of whole-hand orientation (with some caveats relating to ease of execution and
detection).

Keywords: Augmented reality · Hand gesture recognition · Image processing ·
Usability

1 Introduction

The novelty and market potential of Augmented Reality (AR), i.e., the superimposition
of real-time 3D imagery over real-world objects, has led to a technological race among
hardware manufacturers to bring AR to the average consumer. The desire for lower man-
ufacturing costs has led to the market positioning of smartphones as cheaper alternatives
to dedicated AR headsets such asMicrosoft HoloLens andMagic Leap. This positioning
is encouraged by the release of AR development toolkits by the two leading smartphone
operating system vendors, Apple and Google [1, 2].

However, dedicated AR headsets support a specific capability that is currently not
widely available on smartphones: Hand Gesture Recognition (HGR), the detection of
the user’s bare hand and interpreting its pose (or sequence of poses) as an application
command. This is mainly due to cheaper smartphones not including a critical component

© Springer Nature Switzerland AG 2022
J. Y. C. Chen et al. (Eds.): HCII 2022, LNCS 13518, pp. 197–212, 2022.
https://doi.org/10.1007/978-3-031-21707-4_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-21707-4_15&domain=pdf
http://orcid.org/0000-0003-1754-1877
http://orcid.org/0000-0001-7881-7756
https://doi.org/10.1007/978-3-031-21707-4_15


198 E. C. E. Vidal Jr. and M. M. T. Rodrigo

known as a depth sensor, which vastly helps in the estimation of a user’s hand position,
orientation and pose.

To address this shortcoming, a software-based HGR framework [3] was developed
to allow the detection of the user’s hands from within a smartphone AR app, without
requiring a depth sensor. The framework, named AMDG (Augmented-reality Mobile
Device Gestures), achieves this by using a smartphone with dual back-facing cameras
to perform stereo imaging, which allows limited depth information to be extracted from
two side-by-side images of the environment. From this, four distinct hand poses could
be reliably detected: open hand, closed hand, two-finger pose, and one-finger pose.
These poses were sufficient to detect several hand gestures (pointing, air-tapping, and
object grab-and-release) that were essential for providing basic user interface (UI) input
functionality. The resulting HGR system was used in a proof-of-concept educational
training demo,whichwas also deployed to aHoloLens (1st generation) to enable side-by-
side evaluation by users. This usability evaluation found that the smartphone-basedHGR
system is almost comparable in functionality and usability with the HoloLens-based
system.

However, the previous version of AMDG had several limitations that were shown to
decrease its usability:

• The system requires stereo-imaging-based depth data, which limits the framework’s
applicability to only smartphones with at least two cameras. This also introduces
related issues, such as the field-of-view (FOV) being limited to the maximum
supported by both cameras.

• One natural hand gesture, known as the two-finger-pinch gesture (the thumb and
forefinger brought together at their tips), could not be properly detected by the system.
Pinching is an alternative to other gestures (e.g., air-tapping or grabbing) that may
provide greater precision in executing commands, depending on context—e.g., a board
game that requires individual tokens to be carefully selected and moved around the
board.

• The framework did not support any gesture that measured the hand’s orientation, or
rotation on some axis, which could potentially be needed for better natural control—
e.g., for viewing and/or placement of virtual objects relative to other virtual or real-
world objects.

This present study addresses each of the above-mentioned limitations of the AMDG
framework. The next section presents the changes to the framework, along with discus-
sions of related work to give context to these improvements. Afterwards, a user study
designed to evaluate these improvements is described. Then the results of this user study
are presented and discussed. Finally, the paper concludes with a summary of the study,
along with future work.

2 System Design with Related Work

Augmented-realityMobile Device Gestures (AMDG) is a framework that provides hand
gesture support forARapplications on smartphones. Theprimary intent of the framework
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is to support educational applications by engaging a learner to perform actual hand
functions, such as picking up, examining, and using virtual objects (instead of indirectly
interacting with them via the phone’s touch screen). This alternative interaction is guided
by the principles of Embodied Cognition (EC)—a theory that assumes that cognitive
development is grounded by a person’s experience of basic physics, that is, sensory
perceptions and motor functions [4], and thus physical engagement via gesturing may
be more effective for learning tasks than the more solitary interaction afforded by touch-
screen manipulation [5].

In this section, we discuss the specific improvements that address the previous lim-
itations of the AMDG framework. A more comprehensive discussion of the framework
itself, along with additional technical specifications, was presented in [3].

2.1 Integration with Platform-Native Foreground Separation

To capture an image of the user’s hand that is separated (“segmented”) from its back-
ground, the previous version of the AMDG system used a dual-camera solution. With
two horizontally aligned cameras, depth information can be estimated for each individ-
ual pixel by using disparity mapping techniques (such as [6]). Using the iOS platform’s
built-in disparity mapping feature was found to be insufficient for separating the hand
from the background; thus, an algorithm [3] was developed to determine the primary
hand color within the CIE-Lab color space and eliminate pixels that are detected as
foreground but do not match this hand color.

The limitation of this previous system was that it required smartphone hardware
with at least two cameras. This severely limited AMDG’s applicability since many new
smartphone/tablet models still use only one camera. Additionally, since multiple camera
lenses in a single smartphone are designed to use different field-of-view (FOV) sizes to
enable taking photos at different distances, the effective FOV of the AR scene is limited
to the lens with the smaller FOV. For the iPhone X and 11 Pro, the effective FOV is
measured to be only 37.72° (the FOV of the telephoto lens). In contrast, many single-
lens smartphones nowadays have an FOV of around 60°, so the downgrade in FOV to
support HGR may be seen as an unacceptable tradeoff. (While the iPhone 11 Pro has a
third camera with a wider FOV, this camera is not horizontally aligned with the other
two and is thus not suitable for use with horizontal disparity mapping.)

An alternative solution is to use operating-system-level foreground separation rou-
tines, then filter the result to remove non-hand pixels. iOS, for example, introduces an
ARKit-compatible “person segmentation” feature on A12-processor-equipped devices
[7]. This allows ARKit scenes to render a person on top of virtual objects without requir-
ing any additional camera hardware such as a LiDAR sensor [8] or using dual cameras,
making this solution available in newer but lower-end Apple devices such as the iPhone
SE or iPad mini 5.

The new version of AMDG uses the person segmentation feature to be fully com-
patible with ARKit, unlike the previous version which uses simpler gyroscope-based
orientation. This immediately bestows the following benefits to AMDG:
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• Full six-degree-of-freedom (orientational+ positional) user movement is now possi-
ble. This was previously not supported due to iOS’s disparity mapping feature con-
flicting with ARKit support. (Note that positional movement is still highly dependent
on the number of available feature points that can be tracked in the real-world scene,
as with all other feature-tracking AR positioning methods.)

• The effective FOV for viewing the AR scene is increased, up to the maximum
supported by the camera (typically ~60°, up from 37.72°).

In practice, iOS’s person segmentation is a good first step for detecting pixels belong-
ing to the user’s hand, however it still occasionally classifies pixels that are not part of
the hand as a “person” pixel (see Fig. 1). Moreover, person segmentation is unable to
find the real depth of hand pixels in relation to the scene since the image data is gathered
from just one camera (henceforth, the depth map extracted from person segmentation is
referred to as a “pseudo-depth map” to differentiate it from a real depth map).

Fig. 1. Left: RGB color feed of hand poses. Right: pseudo-depth map from iOS person
segmentation. (Note parts of the background misclassified as “person” pixels.)

To circumvent the above-mentioned limitations of person segmentation in properly
classifying hand pixels, the CIE-Lab-based pixel-classification algorithm [3] is modified
to assume a flat depth value for the hand. In addition, the reported depth value is not
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assumed by the algorithm to be accurate; amore likely depth value can instead be inferred
from the size of the hand in the camera feed. The modified algorithm is summarized as
follows:

1. The minimum depth value extracted from the pseudo-depth map is assumed to be
the base hand depth.

2. All pixels within the base hand depth plus a fixed threshold value are taken, and
then processed with morphological erosion [9] in an attempt to exclude hand border
colors and other artifacts from the computed histogram (described next).

3. A histogram of the color feed from the camera (which was converted from RGB to
CIE-Lab color space) is computed, using the eroded pseudo-depth map as a mask.
The value with the highest occurrence is used as the predominant skin color (color-
coded as yellow in Fig. 2). Pixels that are drastically different in hue from the
predominant skin color are trivially discarded (color-coded as pink).

4. A flood-fill is performed to classify the remaining pixels, starting from the predom-
inant skin color pixels. Unlike the original algorithm, we only flood through similar
luminosity and hue changes in CIE-Lab color space—unlike in the previous version,
change in depth is ignored in this version because the pseudo-depth values are not
representative of the actual distance of hand pixels from the camera.

5. A final morphological dilation and re-erosion is applied to fill small gaps and mask
other noise, then the largest contour is detected to reduce the input image to just one
candidate hand.

Fig. 2. New hand segmentation algorithm in action (labels are stages in the algorithm).

2.2 Two-Finger-Pinch Gesture Support

Two-finger-pinch gestures are standard gestures in headset-based AR devices such as the
HoloLens 2nd generation and the Magic Leap 1. For these headsets, it is synonymous to
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the air-tap-and-drag gesture, where the user “air-taps” on an object as if s/he is holding a
virtual mouse cursor, and subsequently drags the object to a desired location to perform
a task. However, two-finger pinching more accurately communicates the intended action
of the user of precisely grabbing an object at a certain point for the purpose of dragging,
which may be seen as more intuitive by users.

As mentioned previously, the original AMDG system did not adequately support
the detection of pinch gestures, despite detecting two separate fingers properly. This
is due in part to the original distance-transform algorithm that was used, which was a
modification of [10]. Curves representing the user’s fingers were accurately detected for
fingers that do not intersect; however, a user pinching two fingers together would cause
a single, long finger curve to be detected instead of two separate curves (see Fig. 3).

Fig. 3. Cases for pinch detection. From left to right: RGB image; depth image with computed
finger curves (note finger curves merging in the 3rd image); hole-in-blob detection; final result.

An earlier work that implements AR Chess [11] uses a method called hole-in-blob
detection to detect finger pinching, which we adopt for the new version of AMDG.
Hole-in-blob detection works on the principle that finger pinching creates a “hole” in
the interior of the main hand contour (blob). The hole is detected by using standard
external/internal contour detection—the largest external contour is assumed to be the
hand, and if any internal contours exceed a set threshold, it is detected as a hole and
the hand state is determined to be “pinching” (see Fig. 3, right half). Note that artifacts
on the pseudo-depth map can sometimes create very small holes, hence the need for a
threshold for the internal contour size.

Additionally, the pinch point is determined differently in the AMDGversion: instead
of finding the leftmost/rightmost points of the inner contour, the farthest finger curve
extents computed from the distance transform phase are used instead. Also, in AMDG,
the pinching gesture works in tandem with the air-tapping gesture—these gestures are
treated as synonyms, which proves handy for cases where continuous hand movement
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may cause the hole within the hand to disappear. When the hole disappears, the hand
pose is detected as “hand closed”, which is conveniently the activated state of the air-
tapping gesture (see Fig. 4). This allows our algorithm to handle some cases where the
original hole-in-blob method would fail.

Fig. 4. Holding a virtual token and switching between pinching and hand-closed states.

2.3 Thumb-Orientation Gesture Support

While most hand gestures can be used to implement a trivial form of position tracking
(pointing and pinching uses the fingers’ tips, while whole-hand tracking uses the center
of the palm), hand tracking systems have generally struggled with tracking the hand’s
rotational orientation. Hand tracking systems has historically relied on outstretched
fingers to reliably track hand orientation on all three axes. For example, HandyAR [12]
andAR inHand [13] tracks a handwith all five fingers outstretched to control orientation
(with the palm center as the origin). Similarly, Google’sMediaPipe Hands [14, 15] could
potentially track whole-hand orientation by tracking the relative positions of articulated
fingers (although the overall orientation of the hand is currently not explicitly determined
by their system). HandyAR required the detection of all five fingertips to establish
orientation,while theAR inHand andMediaPipe solutions require significant processing
capability due to the use of a machine-learned hand model.

To achieve simplicity of implementation like HandyAR and at the same time require
less processing power than machine-learning-based solutions, an alternative orientation
gesture was conceived for the purpose of this study: thumb orientation. The line formed
by the base and tip of the thumb provides a natural orientation angle around the thumb
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base, roughly equivalent to a “roll” rotation (see Fig. 5). This sacrifices two axes of
rotation, but may be sufficient for many tasks, such as in Fig. 5’s example of aligning a
virtual weapon on the user’s hand.

Fig. 5. Thumb-orientation gesture to orient a virtual laser gun.

While differentiating the thumb from the forefinger is not a trivial problem to solve
with conventional image processing methods, an application-context-aware method can
be used instead: orientation tracking may simply be switched on or off depending on
what the user is currently doing, for example, when the user is known to be wielding an
object.

In the future, the thumb line itself may be treated as an additional axis of rotation to
provide further articulation detail to the gesture—it is speculated that the concentration
of hand pixels at each side of the thumb line may be used to control the amount of
rotation around the thumb axis (however, this method is not yet fully formulated and is
currently under investigation).

3 User Study Design

To enable evaluation of the AMDG system’s new gestures, two proof-of-concept demos
were developed (see Fig. 6).

The first demo, intended to test two-finger-pinch gestures, is a game of Connect Four:
two players drop colored tokens on a 7 × 6 vertically suspended grid (for the purposes
of the demo, the second player is controlled by the computer), and each player attempts
to connect four tokens in a horizontal, vertical, or diagonal row before the other player
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succeeds. Aside from supporting the two-finger-pinch gesture to pick up, move, and
drop the tokens, the demo also supports the air-tap-and-drag gesture (the standardized
gesture on HoloLens) for the purpose of comparative evaluation.

The second demo, intended to test thumb-orientation gestures, is a simple safe-
cracking game where the player rotates three cylindrical dials. Each the three dials
contains the digits 0 through 9, and a three-digit combination is displayed on the screen.
The player needs to match the displayed combination to complete the game. The dials
can be rotated by positioning their (open) hand on a dial, closing their hand but leaving
the thumb outstretched, then using their thumb’s orientation to rotate the dial. The dial
is released by opening the hand.

Fig. 6. Proof-of-concept demos. Left: Connect Four game. Right: Safe-cracking game.

3.1 User Study Protocol

Eight study participants (“testers”) were available for this study. All participants are
adult males with an average age of 30 (±7). The protocol followed for the user testing
is as follows:

Pre-test. A self-assessment consisting of 4 Likert-style questions is given to each
tester. Each question asks the tester to rate their familiarity with the following topics:
Augmented Reality in general, hand-gesture-controlled AR, headset-based AR (citing
HoloLens as an example), and phone-based AR (citing Pokémon GO as an example).
The answers are on a 7-point scale, with 1 being “completely unfamiliar” and 7 being
“expert at using”.
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Supervised Testing. The testers are then asked to try out the following 3 modalities of
the app (“configurations”) under the supervision of a test facilitator/observer, with the
facilitator noting down any difficulties that each tester encounters during the session:

1. The first demo (Connect Four), using air-tap-and-drag gestures
2. The first demo (Connect Four), using two-finger-pinch gestures
3. The second demo (safe cracking), using thumb-orientation gestures

The purpose of the first two test configurations is to perform a direct comparison
between the air-tap-and-drag gesture (supported by the first generation of HoloLens),
and the two-finger-pinch gesture (supported by later AR headsets, as well as our own
framework), both in terms of ease of gesture execution and user preference.

The third test configuration, on the other hand, is intended to evaluate the thumb-
orientation gesture’s usability. While it is not possible to perform a direct comparison
between thumb-orientation gestures and other gestures, having testers rate its relative
usability against other well-established gestures is still beneficial for determining the
said gesture’s viability in future applications.

All test configurations are run on an iPad Mini 5, to minimize testing variations due
to hardware differences. A test configuration is considered “completed” when the tester
finishes one full game (not necessarily in the victory state). There is no time limit for
completing the test, but testers are allowed to quit any given test before completion (e.g.,
if they encounter too much difficulty in performing the gestures).

Usability Self-evaluation. While the above-mentioned supervised test is meant to dis-
cover and diagnose usability problems during the testers’ use of the application, this
self-evaluation is meant to solicit the testers’ own opinions of the application’s usabil-
ity. This self-evaluation is conducted using the Handheld Augmented Reality Usability
Scale (HARUS) questionnaire [16], which is a 7-point Likert-style questionnaire with
16 questions asking the tester to rate specific usability facets of the smartphone app (see
Table 1). Each of the three configurations is evaluated separately by the tester, to enable
comparison between configurations. Testers were allowed to fill out the questionnaire
for a given configuration while they wait their turn to test further configurations (since
there was only one device and one test observer). Note that since we are focusing on the
hand gesture component, question 4 was specifically limited to the use of hand gestures
for input.

Preference Survey. At the end of the testing session, a survey is conducted with seven
questions, asking whether the testers recommend any of the three configurations for a
given use case or intention. The testers are asked to place a check mark under their
preferred configuration(s) for each question (see Table 2). Testers may recommend mul-
tiple configurations (i.e., if they don’t strongly prefer any configuration) or may even
opt to not recommend any configuration. The testers were also asked (but not required)
to supply short comments to support their choices.
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Table 1. HARUS questionnaire.

Negatively stated items Positively stated items

Q1. I think that interacting with the application
requires a lot of body muscle effort

Q2. I felt that using the application was
comfortable for my arms, hands, and head

Q3. I found the device difficult to carry while
operating the application

Q4. I found it easy to input information
through hand gestures

Q5. I felt that my arm/hand/head became tired
after using the application

Q6. I think the application is easy to control

Q7. I felt that I was losing physical control of
the device and might drop it at some point

Q8. I think the operation of this application
is simple and uncomplicated

Q9. I think that interacting with the application
requires a lot of mental effort

Q10. I thought the amount of information
displayed on the screen was appropriate

Q11. I thought that the information displayed
on the screen was difficult to read

Q12. I felt that the information display was
responding fast enough

Q13. I felt that the information displayed on the
screen was confusing

Q14. I thought the words and symbols were
easy to read

Q15. I felt that the display was flickering too
much

Q16. I thought that the information
displayed on the screen was consistent

Table 2. Preference survey questions.

Use case Question

For this app Which configuration(s) do you like using for this specific AR
application?

For AR apps in general Which configuration(s) would you recommend for use in other AR
applications in general?

For educational AR apps Which configuration(s) would you use for educational apps to learn
about sciences, history, or other subjects?

For AR visualization Which configuration(s) would you prefer for an appealing graphical
visualization of the AR world?

For efficient input Which configuration(s) would you prefer to use for efficient input
of hand gestures?

For short-term use Which configuration(s) would you use for short amounts of time?

For long-term use Which configuration(s) would you use for long amounts of time?

4 Results and Discussion

This section presents the results of the user study, in order of appearance in the protocol
described in the previous section and discusses some of the implications of these results.
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4.1 Pre-test Results

The self-assessment (see Table 3) reveals that most participants were not very familiar
with AR in general and with AR headsets, but they had a little more familiarity with hand
gesture recognition, and with AR on phones (which may be attributed to the popularity
of Pokémon GO). This may indicate that most participants are aware of the possibility
of interacting with AR applications with their hands, but probably have not used it in
person since they are relatively unfamiliar with HGR-enabled AR headsets (and most
AR apps on phones don’t use HGR). Consequently, they would also likely be unfamiliar
with the standardized use of certain gestures (particularly, air-tapping) and might have
trouble executing those gestures.

Table 3. Self-assessment on technology familiarity.

Familiarity with: Min Max Mean

AR 1 4 2

HGR 2 5 3.125

AR headsets (such as HoloLens) 1 3 2

Phone-based AR (such as Pokémon GO) 1 5 2.75

4.2 Supervised Testing Results

The supervised tests reveal that testers were mostly able to complete all gesture tests (see
Table 4). One tester, however, had difficulty with the instructions (which were written
exclusively in the English language), and was thus unable to complete some of the tests.

Table 4. Supervised testing failure/success rates.

Configuration Did not complete Completed
(w/ major difficulty)

Completed
(little/no difficulty)

Air-tap-and-drag 1 3 4

Two-finger-pinch 0 1 7

Thumb-orientation 1 4 3

Some testers had trouble with the air-tap-and-drag gesture because they were not
aware that they need to fully bring the finger down to execute the tap (as it is generally
done on the HoloLens); instead, they lightly tap on the token, which results in the token
not being “grabbed”. After some advice from the facilitator, they were able to do the
gesture correctly for the rest of the session. One tester remarked that clearer feedback is
needed (e.g., contrasting outlines instead of just changing the token’s brightness when
it is selected and grabbed).
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Two-finger-pinch came out in this study as the most successful gesture, with almost
all participants being able to complete the game with no issues. Additionally, the same
tester who did not complete the other configurations was able to complete the two-
finger-pinch configuration, which speaks to its apparent intuitiveness. It should be noted,
however, that testers performed the air-tap test first before the pinch test, whichmaymean
that testers are already partly familiar with the system and are therefore able to achieve a
higher success rate on their second try (with the pinch gesture); however, due to the small
number of test participants, it was not possible to conduct a more stringent A/B-style
test (swapping the order of introducing the gestures) at this time.

The thumb-orientation gesture, being an “experimental” gesture, had a slightly lower
success rate than the other gestures. Some testers had trouble with executing the gesture,
with the facilitator noting that the difficulty stems from testers failing to “lock on” to
a particular dial (the tester needs to place their open hand on top of the dial, and then
close their hand while leaving the thumb outstretched). The software either had trouble
correctly detecting this sequence of poses in all cases or was not displaying enough
feedback to the user to indicate the “lock on” effect. This naturally led to the testers not
being able to turn the dial even as their thumb is outstretched. However, once testers
discovered the proper “lock on” sequence, they were able to turn the dials to the correct
numbers and complete the game. (A few testers still had difficulty at this stage, with the
thumb tracking being lost whenever it goes off screen.)

4.3 Usability Self-evaluation Results

To process the self-evaluation results, we adopt the recommendation in the original
HARUS study [16]—it is possible to compute a usability score for a given configuration
by summing the user responses to the HARUS questionnaire. (While it is possible to
analyze the results on a per-question basis, HARUSwas not intended to be an exhaustive
list of manipulability or comprehensibility factors of handheld AR.)

Prior to summing, user responses for negatively stated (odd-numbered) items are
subtracted from 7, and 1 is subtracted from user responses for positively stated (even-
numbered) items. The sum is divided by 0.96 to obtain a score ranging from 0 to 100.

Processing the questionnaire results in this manner (see Table 5) reveals that the
HARUS scores of each configuration roughly correlate with the success rates of the
testers with that configuration, with the two-finger-pinch configuration achieving the
highest minimum, maximum, and average HARUS scores.

Table 5. HARUS scores of each gesture configuration.

Configuration Min Max Mean St. Dev.

Air-tap-and-drag 44.79 76.04 59.77 10.50

Two-finger-pinch 46.88 94.79 63.93 16.28

Thumb-orientation 44.79 80.21 58.20 12.41
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Furthermore, if the air-tap-and-drag configuration is assumed to be representative of
typical gesture usability (having been inherited from the HoloLens system), we find that
the thumb-orientation configuration attained only a marginally lower usability rating in
this study (with a slightly higher spread between participants and a higher maximum
score). Again, this result mirrors the observed difference in the success rates of the same
configurations during supervised testing.

4.4 Preference Survey Results

Consistent with the previous two measures, the preference survey also indicates that
testers highly preferred the use of the two-finger-pinch gesture over the other gestures
(see Fig. 7).

Fig. 7. Preference survey results.

The comments solicited from the testers are also indicative of this preference: “I
found two-finger-pinching configuration easier to use than the other two”; “Two-finger
pinching is less tiring”; “Pinch performed themost consistently”; “Pinching is the easiest
of the 3”; “Pinching felt natural as a gesture”; “Pinch is the most simple and tireless
gesture.”

The air-tap gesture was found to be “glitchy” by one tester, reflecting the observation
that some testers do not fully bring down their finger during the air-tap. However, another
tester mentioned that air-tapping can still be effectively used “for selecting an item”, as
opposed to dragging items around. This may indicate that a mix of both two-finger-
pinching and air-tapping can be effective for general applications if each gesture is
judiciously used in appropriate contexts.

The thumb-orientation configuration received significantly fewer recommendations
from the testers, likely due to its status as an “experimental” gesture. Nevertheless,
some testers still left positive comments. One tester said that it is “[one of] the most
responsive configurations” although “it uses too much mental effort to be repeated for
a long time”. Other testers indicated that the gesture “seems interesting”, and that it is a
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“pleasing configuration to use for interactions withAR elements”. Thismay indicate that
thumb-orientation gestures can be tweaked further to achieve better usability ratings.

Finally, one tester recommended all three gestures for use in educational AR apps,
stating that “the variation would give more/different controls”, which could help in
engaging student learning. The same tester also recommended the addition of “simple
graphic aids to further demonstrate the correct hand gesture”; this emphasizes the need
for non-verbal on-boarding tutorials to help users get acquainted with HGR usage.

5 Conclusion and Future Work

The foregoing study explored the extension of a smartphone-basedHandGesture Recog-
nition framework, named Augmented-reality Mobile Device Gestures (AMDG), by
improving overall smartphone support (eliminating the stereo-imaging camera require-
ment), and adding two new gestures: the two-finger-pinch gesture, which is an alternative
to air-tapping and dragging virtual objects; and the thumb-orientation gesture, which is
an alternative to whole-hand orientation and may be useful for rotating virtual objects
along the user’s hand without drastically increasing processing requirements.

The usability study conducted on this improved system revealed that two-finger-
pinch gestures are highly usable and may be preferable over air-tapping and dragging
for certain applications. Thumb-orientation gestures, on the other hand, are found to
be almost as effective as other existing gestures in terms of usability but may require
extensive adjustments to further simplify the gesture’s execution and/or improve its
detection.

In the future, the AMDG framework shall be used in full-fledged educational appli-
cations that would greatly benefit from the addition of hand gestures, in support of
the Embodied Cognition (EC) theory. This includes adventure games, lab simulation,
sandbox environment games, and escape-room-style serious games for natural sciences,
history, cultural awareness, and persuasion.
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Abstract. Metaverse is posed to change the world and revolutionalize the waywe
work, play, and socialize with one another. In recent years, both capital circles and
large technology companies have started to pay attention to this emerging field,
setting off a wave of metaverse upsurge. The academic world can and should
also contribute to the development and evolution of metaverse. In this paper,
we put forward a technology framework of metaverse from a macro perspective
to discuss technical support for realizing the vision of large-scale and massive
human-computer interaction in metaverse. We trace the latest technology and
related applications that enable the development of metaverse. We also compare
them with the proposed technical framework to determine the current gaps, which
point out the direction for further research in the future.

Keywords: Metaverse · Virtual world · Technology framework ·
Human-computer interaction

1 Introduction—What Is Metaverse?

The concept of metaverse was first proposed by Neal Stephenson in his novel Snow
Crash in 1992. In the book, Neal described a three-dimensional digital world simulated
by computers, where people, presented as avatars, can enter the virtual world through
terminal devices and carry out various activities such as meeting, socializing, entertain-
ment, shopping, education, and content creation. Metaverse is a virtual world that is
parallel to the real world [1]. By using different state-of-the-art technologies such as
5G/6G, artificial intelligence (AI), virtual reality (VR), augmented reality (AR), game
engine, blockchain, digital currency, and non-fungible token (NFT), the physical world
can be depicted with high fidelity, and a seamless connection with the real world can be
realized in metaverse. Metaverse can be a continuum of the virtual and real worlds [2],
allowing people to get interactive experiences with various entities of these two worlds.

Sounding futuristic, metaverse has the true embodiment of many virtual worlds
that have been created so far. For instance, the multiplayer online role-playing world
like Second Life [3, 4] has been around for almost 20 years. People have started to
create virtual content on game platforms like Roblox [5] and gradually built a relatively
complete economic system. In fact, many technical elements supporting the realization
of metaverse are more advanced now, although many are still in the development stage.
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In the near future, the maturity and convergence of these technologies will inevitably
trigger a chain reaction of changes and bring unprecedented immersive experiences to
users in metaverse.

In this article, we suggest a technology framework for metaverse and identify the
technological gaps in realizing the full potential of metaverse. Research directions are
suggested in the latter part of the paper.

2 What Will Metaverse Bring About?

The development ofmetaversewill bring great changes to all industries. First of all, it will
help enterprises greatly improve their decision-making efficiency. Today’s enterprise has
developed into a complex system, and it is difficult to establish an accurate and efficient
model to describe its characteristics and predict and control its future development [6].
However, this problem can be alleviated in metaverse by utilizing the organizational
mapping of an enterprise, namely its digital twin, to evaluate and verify the outcome of
decision-making. This method, which is similar to a sandbox experiment, has the poten-
tial to provide solutions to many practical problems. For example, in the manufacturing
industry, real-timemonitoring, production control, and planning can be realized by using
digital twins [7]. And the complexity of the human-computer collaborative production
system can also be exploited to its full potential [8].

Another industry that can benefit significantly from metaverse is the education and
training industry [9]. At present, in some research and applications, researchers construct
a learning environment ofMixedReality (MR) in the teaching process to analyzewhether
the interaction with virtual objects is conducive to increasing teaching effectiveness and
retention of new knowledge. For example, Wang evaluated the effect of teaching in the
immersive 3D virtual environment created in Second Life [10]. Ibáñez explored the
AR technology in promoting students’ conceptual understanding [11], thus providing
evidence support for the implementation of blended teaching strategies. In the education
of aircraft maintenance, Siyaev asks intern engineers to interact with the digital twins
of Boeing 737 using voice and motion [12]. These studies reflect the potential and role
of metaverse in the development of education in the future.

In addition, other industries such as retail [13], exhibition [14], tourism [15], and
medical treatment [16] can benefit from metaverse. For example, in the retail indus-
try, metaverse changes consumers’ perception of 2D product catalogs to 3D immersive
virtual space. This value-added experience can improve consumer satisfaction and pro-
mote users’ purchases [17]. The application of emerging applications such as AR and
VR in the tourism industry can also reduce the damage of excessive tourism to local
heritage and promote places of interest. In short, metaverse is exerting a subtle influ-
ence on all industries by providing users with an immersive interactive experience that
will become more obvious and prominent in the future. Metaverse is an area that can
provide competitive advantages to many organizations, and it should not be ignored
by almost all industries. To capitalize on the advantages provided by metaverse, one
needs to understand the technologies that are enabling metaverse and the future of such
technologies.
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3 The Technology Framework for Metaverse

Metaverse is essentially the result of science and technology. To build a metaverse with
the characteristics of sustainability, sharing, synchronization, and 3D [2], it needs the
support of a series of technologies such as High-speed Networks, Cloud Computing,
Edge Computing, AI, AR, VR, and Intelligent Hardware. In this paper, the technolo-
gies involved in the development of metaverse are categorized into four layers: Digital
Infrastructure, Data and AI, Interaction and Interface, and Software and Applications
(see Fig. 1).

Software and Applications
Interaction and Interface

Data and Artificial Intelligence
Digital Infrastructure

Fig. 1. A four-layer technology framework for metaverse

The following subsections describe the components of each layer and discuss the
current development statuses of these technologies and their values in metaverse.

3.1 Digital Infrastructure

As the cornerstone of the metaverse, digital infrastructure includes high-speed networks
and large-scale computing power. The former provides a basic communication network,
Internet, and Internet of Things (IoT). Large-scale computing power includes cloud
computing, edge computing, and distributed computing.

Inmetaverse, it is necessary to support simultaneous online game applications, which
are very demanding on network and computing [18]. Taking the video quality output
parameters of VR devices as an example, theminimum requirement to realize immersion
requires resolution in excess of 16 K, and a refresh rate of at least 120 Hz FPS. In this
case, the data volume in one second is as high as 15 GB. Dealing with such a huge
amount of data requires high-performing computer servers, which can be an obstacle
that limits the accessibility of metaverse to common users.

With the maturity of technologies such as 5G/6G and cloud computing, the above
problems should be alleviated. 5G/6G technology provides users with awireless network
with large bandwidth and low latency, through which data processing tasks can be
uploaded to cloud servers for computing and storage.When the application is sensitive to
delay and bandwidth, edge computing can be used to preprocess the data, which extends
the processing power of cloud computing [19]. These technologies make it possible for
metaverse users to use lighter and lower-cost terminal equipment.
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3.2 Data and AI

In metaverse, data is of various forms and immeasurable volume, which also provides
abundant opportunities for the application of AI in tasks such as monitoring, plan-
ning, and forecasting. AI is a method of automatically extracting experience and knowl-
edge from data by using machines, which includes three types of algorithms, namely
supervised learning, unsupervised learning, and reinforcement learning [20–22].

At present, AI has made remarkable achievements in the fields of speech recognition
[23], image recognition [24], illness diagnosis [25], and video games [23], among oth-
ers. For example, Ghobaei used AI to predict the distribution of future network loads,
thus realizing the optimal allocation of computing resources. Siyaev uses deep learn-
ing to understand commands in users’ voices and control virtual entities and workflow,
providing an interactive way that is easier for users to operate [12].

As a tool that can realize the functions of analyzing, predicting, and reasoning, AI
will be everywhere inmetaverse. For example, enterprises can useAI tominimize human
resources [26], and cities can adopt digital twins through IoT technology to refine the
management of cities. In the area of metaverse interaction, AI will also be of great
importance. As the representative of users in the virtual environment, avatars need to
depict the characteristics of users in the metaverse with high fidelity [27], such as users’
actions and expressions. AI plays an important role in helping to capture and understand
the input information of users and promoting barrier-free communication.

3.3 Interaction and Interface

The interaction layer involves two aspects. On the one hand, it refers to people accessing
metaverse through various interfaces and interacting with the metaverse (e.g., displaying
the virtual world to users). On the other hand, it includes the perception and input of
physical information about people’s behavior and surrounding environment. We will
explain these two aspects separately.

Access and Display. Similar to mobile phones and computers that are used to connect
to the Internet, users need to use certain equipment to enter the virtual space inmetaverse.
Smart glasses are a kind of very popular headset devices at present, which can directly
show the virtual world in front of users’ eyes [28]. Besides headsets, people can map the
virtual world to the physical world through other channels, such as 2D projectors and
3D holographic projectors [29].

According to Muhanna’s research [30], display technologies can be divided into
three types: AR,MR, andVR. There are significant differences between the three display
technologies. The contents displayedbyVRare synthetic and separated from the physical
world [31]. AR provides an enhanced experience based on physical objects, such as
superimposing virtual visual content on real objects, but it lacks interaction [32]. MR
allows users to interact with virtual entities in the physical world, and is considered the
starting point of the metaverse [2]. With the help of these technologies and devices,
users can engage in immersive interaction with others as avatars in the metaverse and
manipulate virtual entities.
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Perception and Input. In metaverse, perception and input are to capture information
about human actions and the environment so that these actions and information are
represented in the metaverse. Scanning the physical world and reconstructing its digital
twins with high fidelity determines whether users can get an immersive experience in
the virtual world. At the same time, the user’s input information (such as voice, gestures,
and expressions) should also be accurately and quickly understood and acted upon.
For example, Kruzic found that an avatar’s facial expressions have a positive effect on
communication results in a virtual environment, and the effect is more significant than
body movements [33]. This implies the importance of correctly understanding physical
information for ideal interactive results.

One of the most commonly used tracking technologies is computer vision, which is
usually used to capture physical information to effectively depict the users’ actions and
the real environment [34]. Another representative technology is the input sensor, which
attaches sensors to some parts of the human body and uses the body as an input and
output platform [35]. Wearable devices [36] are good examples. Srinath Sridhar used
sensors embedded in wearable devices to expand the input space to the adjacent areas
of skin and employed multi-touch to increase the expressiveness of input [37]. New
developments in the area include using sensors or flexible circuits that are embedded
in traditional fabrics to make electronic textiles [38]. This kind of wearable technology
can learn and predict the behavior pattern of the human body through haptic perception.
For example, users can control different types of input signals by swiping, tapping, and
making other gestures [39].

3.4 Software and Applications

The technology at the software application layer is responsible for data processing and
analysis in specific scenarios. At this layer, tech companies will provide targeted solu-
tions with various software. To meet the needs of users for content creation, different
metaverse construction tools and content distribution tools will need to be provided.
Taking the 3D rendering engine that will be widely used in metaverse as an example,
users can use it to interact with virtual entities in real-time and perform 3D modeling,
real-time rendering, and simulation analysis [40]. To enhance the attractiveness, acces-
sibility, and ubiquity of the metaverse, the difficulty of 3D modeling technology needs
to be lowered to the point where the general public can do it and has the confidence in
doing it.

4 Gaps and Future Research Directions

Despite much excitement about the possibilities and potential of themetaverse, to realize
its full potential, we need to understand that metaverse is still in the period of technology
accumulation, andmany technologies are even in the embryonic stage. This presents both
challenges and opportunities for future research. In this section, we discuss some key
topics from different technical levels.
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4.1 Digital Infrastructure

The last mile delay of the network is still the main bottleneck affecting the mobile user
experience. In addition, more research should be done to improve the capacity of the
network to support the complexity of interaction and reduce the local hardware require-
ments for complex interactions. However, blindly increasing the number of servers and
other hardware is not the best choice. Instead, it is necessary to develop a powerful
network load forecasting management system to predict the geographical and tempo-
ral demand distribution for network bandwidth and computing power so as to optimize
resource allocation and reduce the waste of resources.

4.2 Data and AI

At the data and AI level, we need to pay attention to data governance and security issues.
On the one hand, it is necessary to prevent large tech companies and platforms from
forming a data monopoly and using it to pursue profit-seeking behaviors that create
privacy issues and harm social welfare. On the other hand, the identity and behavior
information of users will be more exposed in metaverse. How to maintain data security
and user privacy is an important research topic. AI is a possible solution to this problem.
For example, by exploringmore efficient models, the dependence on data can be reduced
without affecting the user experience. AI, of course, is also evolving and improving.
Due to the explosion of user-generated content in the metaverse, it is very important
to develop advanced discovery mechanisms to appropriately recommend friends and
content to users, so as to avoid them getting lost in the massive space in the metaverse.

4.3 Interaction and Interface

At the interaction and interface layer, there is not enough technical support for some com-
ponents of interfaces [41], resulting in low resolution, slow refresh rate, restrictedmobil-
ity, and limited interactivity [42]. It is, therefore, necessary to explore more lightweight
and powerful intelligent hardware. Designing an appropriate display interface is the key
for users to get an immersive experience in metaverse. In addition, existing applica-
tions mostly enrich the user experience by enhancing visual effects but rarely stimulate
other senses [11]. Exploring the use of multiple sensory channels to achieve a higher
level of immersion is an ongoing research area. Existing studies have found that the
avatar’s visual fidelity has a significant impact on the effect of remote collaboration
[43]. Therefore, another area of research is to capture more diversified nonverbal cues,
such as automatic tracking of facial micro-expressions, to depict the user’s expressions
with high granularity by the avatar. The ability to support many concurrent users while
maintaining consistency and real-time updates of users’ states will be important to the
immersive experience [44].

4.4 Software and Applications

At the software and applications layer, there are still no good software applications to
assist users in creating immersive multi-sensory content [45]. In addition, there is often a
serious separation between different platforms and sub-virtual worlds in the metaverse.
More research attention should be targeted at allowing cross-virtual interoperability.
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5 Conclusions

In this paper, we propose a technical framework of the metaverse that consists of four
layers. The paper systematically summarizes the development states of the technologies
concerned and identifies research directions for realizing the vision of large-scale and
massive human-computer interaction in metaverse. Metaverse is emerging and will keep
growing and enhancing. In the future, the metaverse will be part of our lives and will
change humanity. Technical challenges and affordances [46] in moving from 2D to 3D
virtual worlds [47] and metaverse provide research opportunities for both practitioners
and academicians. All parties should participate in the construction and development
of metaverse and shape the evolution of the metaverse to provide a positive impact on
humanity and society.
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Abstract. This paper focuses on revealing the virtual nature of digital space and
exploring the design of virtual space in digital scene by explaining the interactive
relations in the future virtual reality. Digital form comes from the reality of infor-
mation transformation, this kind of combined with technology and equipment of
the new media will no doubt create a virtual space. The subject (audience) at the
same time can satisfy different geographic space by equipment, with the help of
the network can share the virtual space. By means of this virtual space perception,
by means of access to information. It is different from physical space or personal
spiritual space. Virtual space is a metaphorical space that connects people in dif-
ferent geographical locations but at the same time with the help of the Internet.
This future virtual space is called "meta-universe". At present, the design of virtual
space in digital scenes cannot be completely divorced from offline physical reality.
More immersive experience comes from the actual experience of virtual images in
AR augmented reality. In different interactive relationships, virtual space brings
different experiences to subject (audience).

Keywords: Virtual reality · Interactive relationship ·Metaverse

1 Introduction

The Internet that we are using today is a digital space created and accessed by computers,
which can also be called “Information space” or “Virtual space”. With the advent of
information processing, artificial intelligence and digital era, the interactive relationship
between subject (audience) and virtual space becomes more and more important. The
virtual nature of digital space can be better understood through the analysis of interactive
relations.

American media expert professor Nicholas Negroponte thought “The idea behind
virtual reality is, by making the eyes to receive the information in the real situation,
make the person produces the feeling of ‘immersive’, more importantly, you can see the
image of the changes as the change of viewpoint you instant, it was further enhanced
the scene of the movement. Our perception of real space comes from visual cues, such
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as the object’s relative volume, brightness, and movement at different angles. One of
the strongest clues comes from perspective, which is especially powerful when both
eyes are used together because the right and left eyes see different images. Combining
these different images into a three-dimensional image forms the basis of stereovision.
The typical VR item is a helmet with two goggle-like displays, one for each eye. Each
display shows a slightly different perspective, exactly as it would if you were there.
When you move your head, the image updates at such a rapid rate that it feels as if
the image changes because of the movement of your head (not because the computer is
actually tracking your movements, the latter is true).You think you are the cause of the
change, rather than a computer-generated effect.”[1].

2 Interactive Relationship

Austrian post-conceptual artist, curator, theoretician Peter Weibel made the following
forward-looking predictions about the future of virtual reality interactions more than
20 years ago.

“The key to the future of digital imaging technology is that in combination with
this form of group interaction, the viewer can become an Internet person in the world
of the Internet. The viewer is not an external viewer outside the image, but an internal
viewer who is going to participate in the image world, so that he can change them. His
intervention will trigger reactions in the image world in the sense of covariant patterns,
and not only inmultiple parallel imageworlds, but also in the real world. The relationship
between the image world and reality will be multiple and diverse, and the viewer himself
will become the interface between the artificial virtual world and the real world. What
an Internet viewer does in the real world affects the virtual world, and what happens in
the virtual world affects the real world and other virtual worlds that run parallel to it. The
viewer switches from one narrative to another, replacing the classical switch by a single
narrator. Instead of linear narratives, multiple users will create multiple narratives in real
time. The interaction between the viewer and the image will be bi-directional, a cause in
the real world will have an effect in the virtual world, and conversely, the virtual world
will have an effect on the parallel virtual world or real world. The interaction between
real and virtual worlds and two parallel virtual worlds controlled by the viewer based on
computer or network makes it possible for the viewer to become a new narrator in the
future multimedia device. This may occur within a limited range or in remote locations
controlled by the network. Through the viewer’s tour, the viewer creates new narrative
forms in a network – or computer-based installation”[2].

In different digital scenes, the interaction between the subject (audience) and the
virtual space will be different. The virtual space in the digital scene can be roughly
divided into three parts: AR (augmented reality)VR (Virtual reality)MR (Mixed reality).

2.1 AR Augmented Reality

In AR, subjects (audience) interact with electronic devices through physical space. The
virtual space design under the immersive digital scene belongs to the category of AR.
Augmented reality has more advantages in information visualization, and is now more
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widely used in the commercial field. At the present stage, combinedwith artificial intelli-
gence applications, AR augmented reality can give play to the advantages of empowering
entities in education, medical treatment, entertainment and many other aspects. The vir-
tuality of AR comes from the information superposition of digital space and physical
environment.

2.2 VR Virtual Reality

In VR, subjects (audience) in different individual Spaces share digital virtual space
through the Internet. The interaction between subjects (audience) in different geograph-
ical Spaces but at the same time, as well as the interaction between individual real space
and shared digital virtual space VR. This kind of cross-interaction relationship is dif-
ferent from the interaction in physical space under the digital immersion experience
environment in AR. The greater play of virtual space in the future digital scene lies in
VR. With the progress of computer power and technologies including virtual reality,
no matter who, where and when a group can interact, the audience is not an external
observer but a participant in the interaction. Virtual communities with their own virtual
identities and daily behaviors formed by the Internet are the prototypes of the future
“Meta-universe”.

2.3 MR Mixed Reality

In MR, the subject (audience) will face the new environment generated by the mixture
of real world and virtual world. With the further integration of information space and
physical space, virtual reality technology and physical reality are increasingly crossing
in art and daily life, expanding the application of MR.

The highest technical level of interaction is immersive direct manipulation in VR.
The subject (audience) is placed in the virtual space, and the surrounding environment
can move and change as if it exists in real life. This space allows us to directly perceive
and travel around it. This metaphorical virtual space is parallel to our existing social
reality space, which is the actual place where our physical bodies interact with elec-
tronic devices, and the process of interaction with electronic devices enables the subject
(audience) to enter the virtual space.

3 The Nature of Virtuality

In essence, virtuality is an active narrativemode, which transcends the limitation of space
and time. The seemingly real simulation is actually an impossible narrative. The digital
narrative mode can make the opposition between subject and object disappear, and the
subject and object themselves can be dissolved. As the representation, virtuality comes
from the essence of digital. When it comes to virtuality, it must involve the interaction
between subject and object, the integration and innovation of technology and art.
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3.1 Subject and Object

French philosopher Descartes’ dualism of subject and object holds that there are two
different entities in the universe, and subject and object exist in the objective world
respectively. Human is the subject, the world is the object, is a relative relationship,
namely thinking (mind) and the external world (matter) (Fig. 1).

Fig. 1. A contrast between the Subject-Object relationship in Descartes’ traditional dualist
philosophy and that in Merleau Ponty’s phenomenology.

Descartes said: “I think, therefore I am” [3]. Descartes believed that there was amind
without substance separate from the body. The mind may be a higher definition of the
virtual essence, while the body is bound by the objective world received by the senses.
The mind is virtual, and escape from the body can be achieved by high-tech means.

In the digital era, this interaction between subjects (audience) in virtual space is
realized by VR technology. From the perspective of phenomenology, Merleau Ponty
proposed the body and emphasized the human body that could not be excluded from
the perceptual activities. “From my physical body to the physical body of the world,
I no longer perceive things and the world, but things themselves are perceived in me”
[4]. Even VR technology can reconstruct or create our perceptual relationship. Digital
information is the virtual body, and the experience of the subject (audience) canbe created
in VR. From the perspective of phenomenology, the interaction relationship is analyzed.
In such an open and flowing digital world, there are interactions and correlations between
many things. The subject itself has been diversified, which means the boundary between
subject and object is blurred.

3.2 Technology and Art

Byanalyzing the difference and complementation between technology and art, the design
of virtual space in digital scene is discussed. VR, AR or MR will create digital virtual
space scenes in immersive experience environment through various technical means.
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Technology is the guarantee of hardware, but the excessive pursuit of hardware will also
lead to abuse and excessive technology alienation.

The main contribution of art is to create aspects that technology alone cannot. The
core of art lies in the realm, that is to say, the ultimate purpose of technical effect is not to
show off skills but to convey artistic conception, so that the audience can get sublimation
from experience, rather than just feel the development of technology in experience.

Michael Heim, an American scholar, believes that the essence of VR may not be in
technology but in art, perhaps the highest level of art.

3.3 History of Art

Through the history of art development, we can better understand the illusion and vir-
tuality in art. The illusion of art relies on the continuous innovation of technical means,
from hand painting to installation and then to the virtual illusion of science. Illusion is
the definition of art work noumenon. From painting illusion to science and technology
art virtual illusion has experienced different stages.

First of all, classical painting is the reflection of the objective world and belongs to
the reproduction of art. The artist is the subject and the world is the object. The subject
(audience) constructs the image system through geometry, optics and perspective. It can
only be a painting of things, not the painting itself. Under the guidance of dualism,
artistic creation is limited to classical art laws based on rational analysis of geometric
perspectives and perspective principles. The real illusion of classical painting is seen
and created as a representation of objective reality (Fig. 2).

Fig. 2. In 1525, engraving by the German artist, Albrecht Durer shows the dioramas that he made
for the lute using a keyhole imaging method.
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Secondly, the illusion of modern artists Cezanne and Giacometti is studying the
object of time and interpreting the illusion of art itself. The focus is on the idea behind
reality, the idea behind illusion.

Finally, contemporary art is to deny the previous theory of artistic representation,
which is too isolated from the artistic work itself, because the meaningful relationship
between the artistic work and the surrounding world is the aspect that contemporary art
pays themost attention to. This relationship ofmeaning is also an interactive relationship,
but the means of which is not technology, but an opportunity to generate thinking.
Contemporary art represented by Duchamp is not only divorced from the real illusion
of classical painting, but also far away from painting itself, entering the deconstruction
of art itself, and even a comprehensive artistic experiment and digital technology art in
multi-dimensional space and time (Fig. 3).

Fig. 3. In 1917, The French Artist Marcel Duchamp named a store-bought urinal “Fountain” and
anonymously sent it to the American Independent Artists Exhibition to be displayed as a work of
art, becoming a landmark event in the history of modern art.



228 X. Xia and Y. Pan

“Digital art certainly didn’t develop in the vacuum of art history, but it was closely
associated with previous art movements like Dada, Mountain Dew and concept art.
For digital art, the importance of these movements lies in their emphasis on formal
commands, and their focus on ideas, events, and audience participation, rather than on
unifying objects. The concepts of interaction and ‘Virtual’ in art were also explored
early by artists such as Marcel Duchamp. Especially Duchamp’s work has an extremely
important influence on the field of digital art: in many of his works reflected from the
object to the idea of change as a process of structure can be seen as a virtual object’s
predecessor, he is nowfinished andplay an important role inmanydigital artworks (copy)
found a close relation to misappropriate or manipulation of the image.”[5] (Fig. 4).

Fig. 4. (France) Marcel Duchamp’s work, “Rotating Glass” [A.K.A. Precision Optics (in
motion)], 1920. Duchamp’s rotating installation was an early example of interactive art. It requires
viewers to turn on the machine and stand one meter away from the work.

The virtual illusion of science and technology art created by contemporary digital
technology artist Eliasson in virtual space is the digital design of the object, which blends
human with technology. People no longer create objects but interact with technology
and integrate with each other. The subject experience of the audience is designed and
created (Fig. 5).
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Fig. 5. (Danish) Olafur Eliasson’s work, “The weather project” 2003, Tate Museum, London.
The artist use the mirror reflection principle to simulate the sun and mist, to make the audience
reflect on the immersive experience and be an environmental subject.

4 Virtual Space Design

The interactive scenes in virtual space design, in AR, VR and MR will be differentiated
according to the different interaction modes. In VR virtual reality, the virtual nature is
most directly reflected. Although the space design in virtual reality simulates the real
world, the space design in the virtual reality scene is not the objective representation
of the specific space, but the reconstruction of virtual reality through technical means
by imitating the sensory experience of the subject (audience). The purpose of virtual
reality is not to simply imitate and copy, but to derive new paths and updates on the
basis of reality to make the systemmore complex and efficient, and maintain a relatively
real, and this interaction is two-way. There is a two-way space between virtual space
and real space, which is experienced and created by the subject (audience). The subject
(audience) is both the experiencer, the creator and the participant.

Example: Based on the virtual reality design in the future meta-universe, we can’t
expect to design a huge virtual reality space, similar to the design of the game platform,
expecting audience participation. The future development and operability of virtual
reality space design can refer to the theory of evolution, and sufficient changes will only
occur when there are enough iterations of individuals, referring to the characteristics
of social media users, who, as content providers, participate in updating. The design
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of virtual space in the future Metaverse can follow an evolving environment, as if it
were a living system, or creating itself. Perhaps the process itself is also the evolution of
cooperation between man and machine, which depends on the self-evolution of users,
requiring users to pay time and energy to create a new world.

5 Conclusion

The experience of the subject (audience) can be either dominated by the individual’s
subjective consciousness or recreated by the virtual space. In the future Metaverse, the
subject (audience) is the participant, creator and appreciator. Through the elaboration of
the interactive relationship, we can better understand the virtual nature of information,
rationally view the development of technology, follow the progress of technology, but
cannot ignore the concern for human ontology.

While weworry about the over-virtualization of the real world, humanity’s inevitable
slide towards a more virtual reality has already happened, exacerbated by the impact of
the global COVID-19 pandemic, and virtualization will continue to grow and become
more immersive in the future. When humans create virtual worlds, they are bound to
face the meaning relationship of virtual worlds. The boundary between virtual worlds
and reality is further blurred, and the perception crisis faced by humans may deteriorate
to the subject crisis. Excessive virtual life will lead to the alienation of people, the body
will no longer participate in the exchange of information and emotion, all information
and interaction rely on the brain; The fluidity and variability of multiple identities in the
virtual world may also cause the impact on the certainty of the subject’s identity, which
may become a crisis that human beings have to face.
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Abstract. The spread of information through social media platforms
can create environments possibly hostile to vulnerable communities and
silence certain groups in society. To mitigate such instances, several mod-
els have been developed to detect hate and offensive speech. Since detect-
ing hate and offensive speech in social media platforms could incorrectly
exclude individuals from social media platforms, which can reduce trust,
there is a need to create explainable and interpretable models. Thus, we
build an explainable and interpretable high performance model based on
the XGBoost algorithm, trained on Twitter data. For unbalanced Twit-
ter data, XGboost outperformed the LSTM, AutoGluon, and ULMFiT
models on hate speech detection with an F1 score of 0.75 compared to
0.38 and 0.37, and 0.38 respectively. When we down-sampled the data to
three separate classes of approximately 5,000 tweets, XGBoost performed
better than LSTM, AutoGluon, and ULMFiT; with F1 scores for hate
speech detection of 0.79 vs 0.69, 0.77, and 0.66 respectively. XGBoost also
performed better than LSTM, AutoGluon, and ULMFiT in the down-
sampled version for offensive speech detection with F1 score of 0.83 vs
0.88, 0.82, and 0.79 respectively. We use Shapley Additive Explanations
(SHAP) on our XGBoost models’ outputs to makes it explainable and
interpretable compared to LSTM, AutoGluon and ULMFiT that are
black-box models.

Keywords: Transparency · XGBoost · Performance · Machine
learning · Natural language processing · Hate · Offensive

1 Introduction

Millions of people around the globe use social media such as Facebook, Twitter,
and Youtube as news sources because of its easy access and low cost [25]. With
the widespread reach of social media platforms, people can easily share their
thoughts and feelings to a large audience. However, social media platforms can
be a double-edged sword. While social media can assist in making people’s lives
better and providing an environment for people to talk freely, some posts by indi-
viduals can contain hateful or offensive speech. Hate speech is language used to
c© Springer Nature Switzerland AG 2022
J. Y. C. Chen et al. (Eds.): HCII 2022, LNCS 13518, pp. 233–244, 2022.
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express hatred towards a targeted individual or group [7], while offensive speech
is strongly impolite, rude or vulgar language expressed towards an individual
or group [7]. Hate and offensive speech can easily proliferate on social media
and is often not easy to characterize. Hate and offensive speech can impact indi-
viduals’ self-esteem and mental health, create a hostile online environment and
in extreme cases, incite violence. Hate and offensive speech can also marginal-
ize vulnerable communities further worsening outcomes for such groups. Thus,
researchers have worked on detection of hate and offensive speech [7,11].

Different works around text classification have been done, such as spam detec-
tion [19], financial fraud detection [26], and emergency response [4] using Natu-
ral Language processing (NLP) techniques. In our work we would like to draw
attention to a certain type of text classification task in social media. Machine
learning systems which have been used to detect hate and offensive speech in
a range of cases. For example, Facebook makes decisions to remove particular
posts related to hate speech that are targeted at the black community with
the help of machine learning systems trained on user based flagged content [8].
In an article written by [29] in 2018, the Washington Post then reported that
Facebook falsely tagged the Declaration of Independence as hate speech, which
shows how challenging the detection of hate speech can be for the biggest social
media platforms, and it shows the potentially misguided impact of these algo-
rithms on our daily lives. In this regard, different models have been built for
hate and offensive speech detection but the majority of these are not inter-
pretable or explainable. Interpretability is the ability to determine cause and
effect from a machine learning model. Explainability is the knowledge of what
a node represents and its importance to a model’s performance. Interpretability
and explainability can assist social media platforms in providing justification
for banning an individual for hate speech, helping platform users to understand
and mitigate their own inappropriate behavior. The lack of explainability and
interpretability in such systems may also lead to user distrust or movement to
alternative, unregulated platforms where hate speech proliferates. For example,
alternative platforms like Parler were used to plan and promote terrorist attacks
[15]. Such views are echoed by FAT-ML’s principles for accountable algorithms
where algorithmic decisions and the related data driving those decisions should
be explained to users and other stakeholders in non-technical terms. Similarly,
hate detection models may inherit the biases of their data. For example, if train-
ing data is politically biased, users who make controversial but non-offensive
posts may get banned from social media platforms.

While there has been significant work around hate speech detection [5,23] lim-
ited work has delineated the differences between hateful and offensive speech.
Because of the overlapping definitions of hate and offensive speech it is often
hard to distinguish between them. In the social media environment, this dis-
tinction is key. For example, platforms may want to issue stronger cautions for
hate speech compared to offensive speech [7]. Thus, automated hate detection
systems for social media should not only be highly accurate but also explainable
and interpretable, and able to distinguish between hate and offensive speech.
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Several machine learning approaches, especially neural network systems, used
in detecting hate and offensive speech demonstrate high performance but are
not often explainable or interpretable [2]. Such hate and offensive speech detec-
tion models do not allow us to see which features contribute to the detection
of a hate or offensive speech, key to building trust in such systems. We use a
decision-tree-based ensemble algorithm, which uses the gradient-boosting frame-
work called “XGBoost”. It has shown better results across many Kaggle compe-
titions, real-world applications, and at times, it gave better results than neural
network-based approaches [28]. Since the structure of the algorithm is based
on decision trees, we can make use of the predictive power of the features uti-
lized for the classification and infer the predictions based on the features. Thus,
when using XGBoost over neural networks, a hate and offensive speech detec-
tion model is more explainable and interpretable in describing which features
have led to a particular class detection. We build a hate and offensive speech
detection model to differentiate between hate and offensive speech using Twitter
data. Our work differs from other studies that have tried to differentiate between
hate and offensive speech by creating a more accurate, explainable, and inter-
pretable hate and offensive speech detection system [7]. To construct our model,
we have used an optimal set of feature sets combined with our own added fea-
tures [7]. Past research has used a limited number of features and we extend the
literature by considering a comprehensive set of features to improve model per-
formance, explainability, and interpretability, and ability to distinguish between
hateful and offensive speech. We propose the two research questions (RQ). RQ1:
How can we make hate and offensive speech detection models more explainable
and interpretable? and RQ2: How can we improve the performance of hate and
offensive speech detection models?

2 Background and Related Work

Hate and Offensive Speech Detection Models. There exist several hate
and offensive speech detection models [23]. Most of these models are based on
supervised machine learning systems such as support vector machines, random
forest, logistic regression and decision trees [10]. [7] predict speech that is hateful,
offensive, or neither from crowdsourced labels. However, developing appropriate
features to detect hateful and offensive speech is often complex. [7] use TF-IDF,
part of speech (POS) tagging, readability scores, sentiment, binary and count
indicators for hashtags, mentions, retweets, URLs, and a number of characters,
words, and syllables in each tweet as features for the classifier. Neural networks
have been used more recently for hate speech detection [27] because of their high
performance. For example, [3] developed a deep hate model, which combines dif-
ferent models and features, to detect hate speech. They feed feature embeddings
into neural network models allowing the models to learn semantics, sentiment,
and topics. Their model detects hate speech more accurately compared to other
models. DeepHate has shown to outperform eight other models on four tasks in
all but one case [3].
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Model Interpretability and Explainability. Machine learning models are
being implemented in an increasing range of areas, such as health, criminal jus-
tice systems [1], and social media platforms. However, the explainability and
interpretability of these complex models is not often reported [13]. Limited
explainability and interpretability reduces trust in machine learning models and
may increase bias [32]. For example, neural networks such as long short term
memory (LSTM) have impressive performance, but they are often not explain-
able [21]. For example, such models may misdiagnose cancer in a patient or incor-
rectly predict recidivism risk [6]. To reduce biases in machine learning models,
deploying explainable and interpretable models is paramount. Such models can
aid social media companies in explaining their decisions to users, building trust
and allowing users to correct their future behavior. We provide some examples
of improving model explainability and interpretability. [33] introduced the use of
human annotators to highlight parts of the text to support their model’s label-
ing decisions. [31] developed an automatic rationale generator which can replace
the human annotation method. In the process of developing more interpretable
models [23] developed the first benchmark hate speech dataset containing human
level descriptions. [23] show that existing models may have high performance but
do not usually have high explainability. Their findings demonstrate that models
with human rationales in the training process tend to be less biased.

Models of Interest. XGBoost is a scalable implementation of a gradient boost-
ing framework by [12], which decreases model errors. XGBoost converts weak
learners to strong learners in a sequential way, leading to each model correcting
the previous model. Because of the different capabilities of XGBoost, this model
is a good fit for machine learning systems. In particular, XGBoost exhibits better
performance compared to deep learning models because of missing values han-
dling, and in-built cross-validation features [23,30]. In addition, XGBoost per-
forms very well on huge datasets in a shorter period of time compared to neural
networks because of its parallel processing capability. Because the problem state-
ment requires interpretability for detecting hate and offensive speech, XGBoost
is an apt choice since it shows the weights given to different features as opposed
to neural networks which are limited on interpretability. Lastly, XGBoost also
performs well on imbalanced data.

Long Term Short Memory (LSTM) [16] is a type of recurrent neural network
(RNN) capable of learning long-term memory and short-term memory. LSTM
was introduced since RNN is not capable of learning short-term memory, and
is widely used in language generation, voice recognition, and optical character
recognition (OCR) models. Forward neural networks (FNN) are useful for simple
predictions such as predicting if an image is a dog or a cat, however, RNNs
are good for predicting words in a sentence since RNNs capture the sequence
of inputs. In comparison with RNN, LSTM can capture the longer sequence,
making LSTM ideal for hate/offensive speech classification on tweets.

AutoGluon is an automatic machine learning library, introduced by Ama-
zon AWS [9] which automates machine learning and deep learning methods that
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train images, texts and tabular datasets. AutoGluon automatically cleans the
dataset, trains and predicts with less developer-level involvement. We chose the
AutoGluon library since it is easy to use and it has good performance on super-
vised machine learning models. AutoGluon uses ensemble modeling and stacking
the models in different layers. Thus, it is a good benchmark and prototype for
comparing other models such as XGBoost and LSTM.

Universal Language Model Fine Tuning (ULMFiT) [17] is a generic transfer
learning technique which is applied to NLP tasks. This model has been imple-
mented in the fastai deep learning library and has shown good performance on
various nlp tasks such as text classification [24]. The language model is initially
trained using Wikitext-103 which consists of 28595 Wikipedia articles and 103
million words. This step is called the General Domain Language Model (LM)
pre-training. Then in the next step the model will be further fine tuned for the
text classification which is called the Target Task LM Fine Tuning. Finally, a
target task classifier is built based on the previous steps.

3 Data

We used the dataset from [11], due to its size and reliability. The data is com-
prised of 80,000 annotated tweets, labeled as hate speech, offensive speech, or
neither. The data distribution of [11] is not balanced as the tweets were gener-
ated by real users. In general, we find less hate and offensive speech compared to
neither on twitter. The original distribution of the tweets were: Neither: 53731,
Offensive: 27229, Hate: 5006. We started with different data analysis techniques
to understand and analyze the data which are explained in the following.

Word Clouds. The word clouds in Fig. 1 shows the words mostly used in hate,
offensive and neither classes of the dataset. The hate speech word cloud 1(a),
shows the frequent usage of the hatred words such as “niggas”, “fucking”, “bitch”
and the offensive speech word cloud 1(b) shows the frequent usage of offensive
words such as “fucking”, “stupid”, “shit” which can be overlapping sometimes
but can be different in many cases which makes building a hate and offensive
detection model challenging. Finally, the neither class 1(c) word cloud shows
neutral words such as “like”, and “get”.

(a) Hate Speech (b) Offensive Speech (c) Neither

Fig. 1. Word clouds for various forms of speech.
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Keyword Extraction. We used another method to analyze the words in each
class since word cloud did not completely distinguish the hate and offensive
class. We used a method called KeyBERT [14], a keyword extraction technique
based on DistilBERT which is a smaller and lighter version of the BERT model.
We performed keyBERT on class hate and class offensive. The top keywords
associated with class hate were “nigga” and “nigger” while the top keywords
associated with class offensive were “bitch” and “douchebag” which shows the
line between these two classes better.

4 Method

Feature Selection. In creating the XGBoost model we started with a base set
of features as paper [7] to construct our model. For each new feature addition,
we analyze the impact of that particular feature on the performance of the
model. After testing different features and analyzing the performance of the
model, we derived with an optimal set of features which produced the best
model performance as shown in Table 1. The features in the table are described
below.

Model Performance. To analyze the performance of our model in each step of
our feature selection, we use F1 score instead of accuracy. F1 score is a weighted
average of precision and recall which prevents the majority class bias. We have
performed cross validation using sklearn cross val score. For our use case we
have used K-FOLD cross validation with k = 5 and verified the results across
the folds and reported the average F1 score.

Sentiment. When discussing detecting hatefulness of a certain sentence, one of
the main features that can be added to a model is finding the polarity of that
piece of text by sentiment analysis. Therefore, the first feature added in Table 1
is sentiment score, used in similar work [7]. Tweets that contain hate speech tend
to have higher negative sentiment compared to other tweets, thus sentiment is an
appropriate feature to detect the hate class. We use the VADER [18] Sentiment
Analyzer to assign sentiment score. With the addition of sentiment, the F1 scores
for offensive speech, hate speech, and neither are 0%, 62%, and 84% respectively.

Part of Speech Tagging and Named Entity Recognition. We added part
of speech (POS) tagging using the SpaCy library. The SpaCy library also has a
fast Named Entity Recognition (NER) system that we used. The SpaCy library
was used to label named entities produced from the text such as a person, a
country, a place, an organization, etc. After adding these features to the model,
the model shows an improved F1 score of 86% for neither class, 70% for the hate
class, and 17% for the offensive class.
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Hashtags and Mentions. We included the number of hashtags and mentions
in the tweets by using the python preprocessing library called preprocessor.
When we added those features to the model, neither class showed an F1 score of
87%, with similar improvements for hate class (73%) and offensive class (18%).

Emojis and Other Symbols. Social media platforms have seen an increasing
usage of emotion symbols such as emojis [20]1 especially in twitter. These emojis
can carry positive or negative emotion contents such as joy, celebration, anger,
disgust and etc. We added these text symbols (emojis) and other text symbols
such as, exclamation points, question marks, words in all caps, and periods as
features. To extract these symbols we used the regex library in Python. After
adding these features to the model, the offensive class F1 score was 88%, the
hate class was 75%, and neither class was 22%.

TF-IDF Analysis. We calculated the TF-IDF metric, which is a statistical
measure that stands for term frequency-inverse document frequency. We used the
scikit-learn package for calculating TF-IDF. TF-IDF is calculated by multiplying
two metrics, the frequency of a word inside a document (TF) and the inverse
document frequency of the word in the whole documents (IDF). We calculated
the TF-IDF for the POS tags. After adding these sets of features to the model,
the offensive class F1 score was 75%, the hate class was 88%, and neither class
was 97%.

XGBoost Model Building. For building the XGBoost model, we pre-
processed the data and read the dataset with the features included. We split
the dataset into 20% and 80% test and train subsets. Because of the unbalanced
nature of our dataset, we used a class weight parameter in the model. We then
performed hyper parameter tuning using the validation dataset. We tested the
model and obtained the optimal hyper parameters that led to higher F1 scores
for the three classes.

LSTM. To compare our XGBoost model with neural networks we develop an
LSTM model with the [11] dataset. Using the pre-trained model we create an
embedding matrix that contains word vectors for all the unique words in the
cleaned tweets dataset. Using this embedding matrix, and the Keras embedding
layer, we convert the input tweets to embeddings and pass them to the neural
network. We split the data into 20% and 80% test and train subsets respectively.
All the tokens were transformed into word vectors using the Google News pre-
trained corpus. The word vector representations were then passed into the LSTM
neural network. We used Keras to create the structure of our model. Our model
consists of an embedding layer, conv1d layer, followed by MaxPooling1D, batch
normalization, spatial dropout1d, bidirectional LSTM, and an output layer.

1 http://www.iemoji.com/.

http://www.iemoji.com/
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AutoGluon. We use the AutoGluon model to serve as a benchmark for com-
paring our XGBoost, LSTM, and ULMFiT models. We split the dataset into
20% and 80% test and train subsets. We set the hyper parameters to use the
multi-model feature, where it trains multiple models such as the text predictor
model, and combines them through weighted ensemble or stack ensemble meth-
ods depending on its performance. Finally we allow AutoGluon to select the best
performance algorithm based on test and validation scores.

ULMFiT. We first clean the [11] dataset, and split the dataset into 20% and
80% test and train subsets. We then use the text data loader object to adjust the
format of the input file for the model. We create our ULMFiT model using the
Fastai deep learning library. We use the text classifier learner from the Fastai
library which uses the Averaged Stochastic Gradient Descent (ASGD) Weight-
Dropped LSTM [24] model. We use a pre-existing pretrained model (trained on
Wikitext 103) and perform fine tuning with our dataset on it. Finally, we tuned
the model to get the best performance and our best performance classifier was
built based on 20 epochs, and 0.003 learning rate.

Table 1. F1 Score of the three classes with the inclusion of different feature sets with
XGBoost. To readability, we used the following abbreviations in the figure below: Sent
= Sentiment, Hash = Hashtag, Men = mention, Symb = Symbol.

Row Features Used Neither Offensive Hate

(1) Sent 0.84 0 0.62

(2) Sent, POS + NER 0.86 0.17 0.70

(3) Sent, POS + NER, Hash + Men 0.87 0.18 0.73

(4) Sent, POS + NER, Hash + Men, Text Symb 0.88 0.22 0.75

(5) Features used in Row (4), POS + TF-IDF 0.97 0.75 0.87

4.1 SHAP-Based Explanations of the Model

To understand the main contributions behind how a model predicts or labels is
key to trusting models. On the other hand the best machine learning systems
are complex to understand, therefore, to use and trust such systems some meth-
ods have been introduced such as the SHAP (SHapley Additive exPlanations)
which is a unified framework for interpreting predictions [22]. SHAP uses an
importance value for eahc feature contributing to the prediction of the model.
SHAP’s approach is based on the shapley values drawn from game theory and
are applied to machine learning models for explainability. In our work, we used
the Shapley Additive Explanations (SHAP) force plot to interpret the tweets in
our dataset. For the purpose of the transparency of our model, we use the SHAP
tree explainer. We show an examples from the tweets to see how the different
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features chosen are impacting the decisions made by the model to classify the
tweet in a certain category.

In the SHAP model the tweet ”if you still hate this nigga xxx http:xxxx”
shows the degree of this tweet belonging to class 0 (hate) is 1.19 shown in 2. In
the figure, we see that our SHAP importance value is higher than the base value
which means certain features such as the word ’hate’ and POS nn (nouns) are
contributing to the hate class while other features such as count and average-syl
are not contributing to the tweet being categorized as the hate class.

Fig. 2. Shap for the tweet ”if you still hate this nigga” labeled as class hate.

5 Results

We measure the models based on F1 score presented in Table 2. F1 score is used
because our three classes are different in terms of size. In the hate class, XGBoost
outperforms LSTM (F1 score: 0.75 vs 0.38), AutoGluon (F1 score: 0.75 vs 0.37)
and ULMFiT (F1 score: 0.75 vs 0.38). For the neither and offensive classes, all
models have similar scores.

Table 2. F1 Score of the three classes for XGBoost, LSTM, AutoGluon, and ULMFiT.

Model Neither Offensive Hate

XGBoost 0.97 0.87 0.75

LSTM 0.96 0.91 0.38

AutoGluon 0.96 0.90 0.37

ULMFiT 0.95 0.89 0.38

As the dataset is imbalanced, we down-sampled the classes to make them
all equal sizes. We down-sampled the hate and neither classes to the minority
class size of approximately 5000 tweets. We present results for the down-sampled
dataset in Table 3. In the offensive and hate class, XGBoost performed relatively
better than the other models. In the neither class, XGBoost performed better
than LSTM and ULMFiT but is quite similar to AutoGluon.
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Table 3. F1 Score of the three classes for XGBoost, LSTM, AutoGluon, and ULMFiT
after down sampling.

Model Neither Offensive Hate

XGBoost 0.90 0.83 0.79

LSTM 0.85 0.80 0.69

AutoGluon 0.90 0.82 0.77

ULMFiT 0.83 0.79 0.66

6 Discussion and Conclusion

In this work, we argue that hate and offensive language should be detected
across social media platforms to lower the possibility of minority groups get-
ting attacked based on ethnicity, religion, and disability especially in countries
which advocate freedom of speech. Although people might have the opportunity
to express their opinion by law in a country, they might be silenced due to the
prejudice that exists towards a certain group. We discuss that while differenti-
ating between hate and offensive speech can be challenging and could even be
at times overlapping, hate and offensive language can have different meanings
and can have different affects on people and should be treated differently which
means social media platforms should come up with algorithms that can differen-
tiate these two categories of languages. Categorizing offensive speakers as hate
speakers can lead to falsely banning a lot of people in social media platforms. To
assist in coming up with models that can detect the two types of languages, we
come up with our own XGBoost based high performance model that can detect
hate speech and offensive speech. We compare our XGBoost based model with
other state of the art models such as LSTM, AutoGluon and ULMFiT. We show
that for the entire mentioned dataset, for detecting hate speech, XGBoost out-
performed LSTM, AutoGluon, and ULMFiT. Upon down sampling our data, in
the hate and offensive classes, XGBoost performed better than the other mod-
els. In addition to superior performance, unlike LSTM, AutoGluon, and ULM-
FiT, XGBoost also offers explainability and interpretability in Machine Learning
based platforms. More specifically, XGBoost shows the features that have been
contributing for detecting the classes while neural network and language based
models do not have that capability and are often black boxes. Unfortunately,
with the increase of ML-based platforms the need of building these platforms
have been surpassing the trust that these platforms provide to their users making
a lot of these models black-boxes. Model explainability and interpretability can
aid social media platforms in more effective moderation, helping users under-
stand why they have been banned, allowing individuals to alter their behavior
for future reference, thereby improving trust in such systems.

Limitations. We did not account for other features in model development, such
as demographic characteristics. In addition, we think that there are phrases used
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in social media platforms that are attacking certain groups in more sophisticated
ways and can be labeled as hate speech but they are hard to detect and can only
be detected within the context which we do not consider in this work. We were
unable to incorporate adversarial testing.
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Abstract. Frequently, Machine Learning (ML) algorithms are trained on human-
labeled data. Although often seen as a “gold standard,” human labeling is all
but error free. Decisions in the design of labeling tasks can lead to distortions
of the resulting labeled data and impact predictions. Building on insights from
survey methodology, a field that studies the impact of instrument design on survey
data and estimates, we examine how the structure of a hate speech labeling task
affects which labels are assigned. We also examine what effect task ordering
has on the perception of hate speech and what role background characteristics of
annotators have on classifications provided by annotators. The study demonstrates
the importance of applying design thinking at the earliest steps of ML product
development. Design principles such as quick prototyping and critically assessing
user interfaces are not only important in interaction with end users of an artificial
intelligence (AI)-driven products, but are crucial early in development, prior to
training AI algorithms.

Keywords: Data quality · Labels · Training data · Survey methodology

1 Introduction

Although often seen as a “gold standard,” human labeling is not error free [1]. In their
2021 contribution to the CHI Conference on Human Factors in Computing Systems,
Sambasivan [2] quoted one of their respondents as saying, “Everyone wants to do the
model work, not the data work” and described the negative downstream effects that
poorly labeled data can have on predictionmodels. In this paper, we argue that the design
of labeling tasks needs to be treated with the same care as the design of a user-facing
product.

A core feature of many versions of the Design Thinking process [3] is prototyping
and iterative testing of a product on the end user. In developing an artificial intelligence
(AI) driven product, training and evaluating learning algorithms play a key role.We view
the labeling task as a product whose user is the annotator (or labeler); this perspective
makes it clear that the machine learning field needs to understand better how annotators
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interact with the tasks we ask them to complete and how annotators are affected by the
user interface of the annotation instrument.

In many ways, the annotation task resembles an online survey. Both provide a stim-
ulus and fixed response options (see Fig. 1). For this reason, previous findings about
sources of bias within surveys may also apply in a labelling context. To help identify
the elements of the annotator tasks that impact the resulting labelled data, we build on
insights from survey methodology, where effects of instruments to collect data from
human individuals have been studied in the past. Question wording, question order,
and respondent and interviewer characteristics affect results in the survey context [4].
We experimentally assess to what degree these findings are transferrable to the label
collection process.

Building on literature from survey methodology and social psychology, we derive
hypotheses about the impact of aspects of the label collection task (Sect. 2). Using
tweets previously labeled as containing hate speech or offensive language, we measure
the presence of three common sources of bias: the task structure, the task order, and
the annotators (Sect. 3). We then present results for the analyses (Sect. 4), discuss the
implications of our results for labeling tasks, and present thoughts for future research
(Sect. 5).

Fig. 1. Examples of labeling task (top [30]) and survey question (below)

2 Related Work

Surveymethodologists have conducted decades of research into how the setup, situation,
and structure of a data-generating setting, the survey, influence data quality and bias
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[5–7]. When designing a data collection instrument, survey methodologists emphasize
understanding the respondents’ needs, describing the problems respondents have when
confronted with a survey question [8], testing different versions of the questions and
instrument [9], and piloting proposed solutions before launching larger data collections
[10]. These steps closely resemble those proposed in Design Thinking [11], and we
argue that a rigorous implementation of this approach in the labelling process can greatly
enhance the quality of training data.

To understand to what degree these findings can also enhance the collection of labels
for ML models, it is important to examine the presence of the most basic mechanisms
first. For that reason, the studywe conducted explored task structure, order, and annotator
effects.

2.1 Task Structure Effects

By task structure, we mean the specific wording of the task prompt and response options
and the arrangement of the labelling task into one or more items. Numerous experi-
ments in the survey methodology literature find that small changes to the task structure
affect the answers collected [8, 12]. For example, subtle wording changes from “Do
you think the government should forbid cigarette advertisements on television?” to
“Do you think the government should allow cigarette advertisements on television?”
can impact the responses received. Opinion questions are particularly sensitive to these
subtle differences [27].

Many labeling tasks, such as the coding of tweet sentiment, also ask for a subjective
judgment and for this reason seem similar to opinion questions. Therefore, we suspect
that task structure will also impact labelling tasks.

The inclusion or exclusion of don’t know responses in surveys has been debated for
years. Some researchers believe they offer respondents an easy way out of answering a
question. Others believe that having no opinion on a given topic is itself a valid response
that should be recorded [12]. Many labeling tasks do not allow annotators to skip any
assigned tasks, and it is not known how providing that option affects the labels collected.
We expect a significant share of don’t know labels when offered to the annotators.

2.2 Order Effects

Social psychologists have shown that an individual’s previous perception affects their
judgment. For example, participants asked to judge performance of employees [13] or
the height of strangers [15] are impacted by what they have judged previously. These
effects are categorized as contrast and assimilation effects. A contrast effect occurs
when an earlier piece of information causes later pieces to be seen as different (e.g., a
delicious course makes the next course seem less appetizing). An assimilation effect is
defined as an earlier piece of information causing later pieces to be seen as similar (e.g.,
a crooked politician makes other politicians appear suspect) [14]. Contrast effects are
more common than assimilation effects [14].

We hypothesize that order effects exist in labeling tasks. That is, the order in which
annotators label tweets (for example) impacts the labels they provide.
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2.3 Annotator Effects

In the survey methodology literature, the backgrounds, opinions, and experiences of
interviewers impact the data collected from respondents [18, 19]. ML literature has
shown that annotator characteristics affect the labels that are collected [20–22]. Although
annotator effects might not be as relevant for more objective tasks, such as labeling
pictures of animals as cats vs. dogs, they may be more important in subjective judgment
tasks. When labeling potentially hateful statements, annotators who are members of
minority groups may be more skilled in detecting derogatory slurs and phrases. For
these reasons, we expect to find first that annotators impact the data they collect and
second that these annotator effects can be explained by annotator characteristics.

These three effects, if present in data labeling, will likely impact the Bayes error rate:
algorithms will hit a ceiling of performance that can only be lifted by improving data
quality. Understanding the influence of these effects will also help in evaluating model
limitations for end-users. Just as it is wise to be aware of our own cognitive biases when
making decisions, it is useful to understand how the cognitive biases of labelers may
impact what models learn and the predictions they make.

3 Methods

To test for task structure, order, and annotator effects, we collected labels of 20 tweets
from more than 1,000 annotators. The high number of labels for each tweet allows us to
test for the effects hypothesized above.

3.1 Data

In surveys, questions asking for opinions and subjective perceptions aremore likely to be
influenced by measurement error [27]. We selected hate speech detection for our study
because it also involves opinions and subjective perceptions.

We use tweets previously labeled by Davidson et al. [23]. That study extracted a
sample of 25,000 English tweets from Twitter users who had posted at least one tweet
featuring offensive language according to the Hatebase.org lexicon. Therefore, these
tweets stemmed from a nonrandom sample of Twitter users and largely oversampled the
percentage of hateful tweets. Each tweet was labeled as hate speech, offensive language,
or neither by a minimum of three annotators through the CrowdFlower crowdworking
platform. The majority label was then used by the authors to train a classifier model.

From the Davidson et al. corpus, we selected 20 tweets for our study. All tweets had
six labels assigned in the previous study. The selected tweets varied across agreement
within the initial labels (full agreement to full disagreement) and the majority label
assigned (hate speech, offensive language, and neither). To simplify analysis, all tweets
selected from the hate speech group also contained offensive language. The sampled
tweets were not intended to be representative of either the totality of tweets on Twitter
or the 25,000 tweets used in Davidson et al. [23].

We collected data via the crowdworking platform Prolific. All platformmembers liv-
ing in the USwere eligible to participate. From the pool of ~400k eligible crowdworkers,
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individuals self-selected into the study. Restricting the task to US residents increased
the likelihood that annotators would have high English language proficiency, which was
necessary to understand the tweets. Because tweets often use colloquial language or
jargon, it seemed necessary to have strong English speakers do the labeling. In previous
studies, many text labels were collected from labelers based in non–English speaking
countries (such as 48% labelers from Venezuela in Founta [28]).

The first screen provided information about the study and collected annotators’ con-
sent. Annotators then saw several screens of training which introduced the definitions
of hate speech and offensive language and provided examples of each. Annotators read
through these screens but there was no test required to begin labelling tweets. Each
annotator labelled the same 20 tweets in a random order.

Annotators received a fixed hourly wage after task completion based on the median
completion time. RTI International’s Office of Research Protection reviewed our study’s
treatment of the human subjects.

3.2 Experimental Design

Each labeler was randomly assigned to one of six conditions. To examine task structure
effects, we varied how the labeling task was presented to the labeler. For screenshots of
the conditions, see Appendix 1.

Condition A provided all three label options (hate speech, offensive language, and
neither) on one screen below the tweet. Conditions C and E broke the labeling task
into two screens. Condition C asked first whether each tweet was hate speech and, if it
was not, asked on a second screen whether it contained offensive language. Condition
E flipped the order of items, first asking about offensive language and then about hate
speech, again on a separate screen. Three additional conditions, B, D, and F, mirrored
conditions A, C, and E, adding a don’t know option to the responses. The six conditions
are shown in Table 1.

Table 1. Structure of six experimental conditions

All labels in one
question

First hate speech, then
offensive language

First offensive
language, then hate
speech

Without “Don’t
Know” Option

Condition A
n = 164 annotators

Condition C
n = 183 annotators

Condition E
n = 160 annotators

With “Don’t
Know” Option

Condition B
n = 178 annotators

Condition D
n = 158 annotators

Condition F
n = 164 annotators

In addition to the labeling task, the final section of the instruction collected the
annotators’ demographic characteristics (Table 2). The final dataset consists of 20,140
labels (20 tweets * 1,007 annotators), (almost) equally split across conditions A-F, and
the demographic information.
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To check the random assignment of annotators to our experimental conditions, we
compared the distributions of these demographic and attitudinal variables across the
conditions and found no evidence of any problems in the assignment (see Appendix 2).

Table 2. Characteristics of annotators

Variable Categories Count

Gender Female 556

Male 429

Something else 14

Prefer not to say 6

No response 2

Race/Ethnicity White 763

Asian 119

African-American 82

Hispanic 70

Something else 16

Prefer not to say 8

No response 9

Education Less than high
school

4

High school 113

Some college 250

College graduate 465

Master’s or
professional degree

147

Doctoral degree 27

No response 1

English first language Yes 932

No 70

No response 5

Age Range: 18–92
Mean: 38.4
Median: 35
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4 Results

With these data, we can test for the three effects hypothesized above: the task structure
effect (including task design and don’t know option), the tweet order effect, and the
annotator effect.

4.1 Task Structure Effects

Because all annotators labeled all 20 tweets, we should see no differences between the
six experimental conditions if the structure of the label collection instruments has no
impact on the labels assigned. The top row of Fig. 2. Compares the labels assigned across
the three conditions that do not include a don’t know option. In the top left panel, we see
that 41.3% of tweets were coded as hate speech in ConditionA,which collected all labels
on a single screen (see Table 1 for the conditions). This percentage increases to 46.6% in
Condition C, which first asked about hate speech and then about offensive language (if
necessary). The difference in the percent labeled as hate speech is statistically significant
(p< 0.05), controlling for clustering of tweets within annotators. Condition E also used
a two-item format, asking first about offensive language and then about hate speech (if
necessary). This condition yielded many fewer hate speech labels (39.3%) and more
neither labels (26.9% vs. 18.7% and 18.1% in Conditions A and C). An F-test on the
distribution of labels collected in Conditions A, C, and E rejects the null hypothesis that
the conditions (i.e., task structure) had no effect (F(3.66, 1851.89)= 20.7644; p< 0.05).
This test, and all others in this section, controlled for the clustering of the tweets within
annotators.

Fig. 2. Six experimental conditions collect different labels
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The don’t know option had only a minor effect on the labels collected, which we can
see by comparing the top and bottom rows of Fig. 2. The share of labels skipped by a
don’t know answer was very low and stable across all conditions containing the option
(around 2%). These three conditions (B, D, and F) also collected different labels from
each other (F(5.61, 2797.20)= 12.5674; p< 0.05). As in the top row, the condition that
asked first about hate speech collected more hate speech labels and the condition that
asked first about offensive language collected more neither labels.

4.2 Order Effects

If order effects occurred, the label assigned to a tweet should be impacted by the level
of hatefulness of the previously labeled tweet. To test if the order in which tweets are
labeled impacts the labels assigned, we exploited the fact that all annotators labeled the
same 20 tweets in random order. We ranked the tweets by the percentage of annotators
that labeled the tweet as hate speech (across all 1,007 annotators) (Fig. 3). Based on
this ranking, we divided the tweets into three categories of hatefulness: the least hateful
tweets, the most hateful tweets, and those in the middle. We analyzed the labels assigned
to the middle tweets when they appeared in the second position, by whether the tweet
in the first position came from the less hateful set or the more hateful set.

Fig. 3. Tweets ranked by percent of all labels hate speech.
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To understand the sensitivity of our results to grouping into the three sets of less,
middle, andmore hateful tweets, we variedwherewe placed the breaks between the three
groups (Table 3). The last two columns of Table 3 give the number of cases available for
analysis. The second to last column gives the number of tweets from the middle group
that were asked second and had a tweet from the less hateful group in the first position.
The last column gives the number of tweets from the middle group that were asked
second and had a tweet from the more hateful group in the first position. The breaks
were chosen to provide enough cases for analysis (the last columns in Table 3) while
also creating sets (the less, middle, and more hateful tweets) that the annotators would
experience differently.

Table 3. Six assignments of tweets to least, middle and hateful tweets

Break Less hateful Middle More hateful Count of middle tweets
proceeded by less
hateful tweet

Count of middle tweets
proceeded by more
hateful tweet

1 1–8 9–15 16–20 135 87

2 1–6 7–15 16–20 138 117

3 1–6 9–14 16–20 81 68

4 1–9 10–14 16–20 104 54

5 1–8 9–14 15–20 112 85

6 1–6 7–14 15–20 122 118

Each horizontal dot-plot in Fig. 4 shows the percentage of tweets from the middle
set assigned the hate speech label when asked in the second position. For each of the
six breaks, the top dot-plot shows the percentage of tweets labeled hate speech when
they were preceded by a hateful tweet. The bottom dot-plot shows the percentage of
middle tweets labeled hateful when following more hateful tweets. The lines show the
95% confidence intervals on the estimates. In the first set of rows, we see that 46.7% of
middle tweets preceded by a less hateful tweet were labeled as hate speech. In contrast,
36.8% of middle tweets preceded by a more hateful tweet were labeled as hate speech.
The same pattern holds across the other breaks explored. This pattern is consistent
with a contrast effect: tweets seem to be perceived as less hateful when preceded by a
hateful tweet. However, due to the small sample size (Table 3), none of the differences
is significant at the 5% level.
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Fig. 4. Impact of order on percent labeled hate speech

4.3 Annotator Effects

Results from both survey methodology and ML suggest that annotators assign different
labels because of their background, demographics, life experiences and level of effort
and expertise [1, 18, 21, 24]. To estimate the influence of annotators, we first fit a model
with no independent variables and a random intercept for each of the 1,007 annotators.
The intracluster correlation coefficient for this model is 0.031 (95% confidence interval
0.025–0.038), indicating that 3.1% of the overall variance in the labels can be explained
by the annotator ID. This result is well in line with intracluster correlation coefficients
for interviewers in surveys (see, for example, Table 3 of Mangione [25], where ICCs
range from 0.023 to 0.049).

To understand the annotator attributes that might drive this finding, Fig. 5 shows the
number of tweets (of 20) labeled as hate speech, by several characteristics. In the upper
left quadrant, we see that annotators who are white and no other race show a similar
pattern of hate speech labels to those who picked a different race category or categories.
Gender and student status similarly have little influence on the number of tweets labeled
as hate speech. However, annotators who spoke English as a first language labeled more
tweets as hate speech than those who had another first language (8.5 vs. 6.8; F(1, 1001)
= 25.82; p < 0.001). We tested all annotator characteristics (see Table 2), and only the
first language stood out as explaining the number of tweets labeled hate speech.



Improving Labeling Through Social Science Insights 255

Fig. 5. Impact of annotator characteristics on number of tweets labeled hate speech

5 Discussion

This study has argued that the quality of the labels collected for ML models is sensitive
to how the labels are collected, and the principles of Design Thinking can potentially
help improve label quality. After arguing for substantial similarities between surveys
and labeling tasks, our experimental setup was built on previous findings from survey
methodology. We designed a labeling task with six experimental conditions and exam-
ined the presence of three fundamental sources of error, namely task structure, order,
and annotator effects. Our study was embedded in the area of hate speech and involved
labeling tweets as hate speech, offensive language, or neither.

The three methods of structuring the label collection task (the columns in Table 1)
produced different sets of labels: Conditions C and D collected more hate speech labels
and Conditions E and F more neither labels. The task structure may impact cognitive
process that influence how annotators perceive the tweets. Another possible explanation
is that the structures provide annotators with a method to minimize effort. In Condition
C, selecting yes to the first question labels the tweet as hate speech and skips the second
screen (since offensive language is implied in hate speech). In Condition E, selecting
no to the first question labels the tweet as neither and skips the second screen. These
skip patterns may explain the patterns observed, though we have not explicitly tested
hypotheses about annotator burden and satisficing. Especially with crowdsourcing plat-
forms, where participants tend to have more experience in similar tasks and are often
paid per task, it is reasonable that annotators would learn which strategies minimize
response time. A similar effect occurs in surveys [29]. It remains unclear to what degree
these results are a product of purposeful shortcutting behavior and to what extent this
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happens unconsciously. Regardless of the mechanism, these large differences are likely
to have an impact on the resulting models if the data were utilized for model training.

Including a don’t knowoption hadno significant effect on the outcomeof the labeling.
Although insignificant, the slightly higher share of don’t know labels in Condition B
could again be a shortcutting strategy. Don’t know labels in Conditions D and F (where
offensive language and hate speech were split into two screens) triggered the second
screen. Therefore, selecting don’t know did not reduce annotator burden in these two
conditions. The low percentage of don’t know labels assigned has twomain implications.
First, the absence of a don’t know option does not seem to force annotators to provide a
low-quality response they would rather not give. Second, the low share of don’t knows
suggests that labelers do not feel invited to cognitively shortcut the task by merely
labeling as don’t know without any consideration. Although these findings suggest that
including a don’t know option does not severely harm the set of outcome labels, it
gives labelers an option to express uncertainty. Here the don’t know label could be
an effective early detection mechanism of very ambiguous labeling units. Developers of
labeling tasks could monitor and inspect unclear units during the label collection process
or pay additional consideration afterwards.

Similarly, as suggested by social psychology literature [14], task order may be a
relevant consideration in the design of labeling tasks. Our results suggest a contrast effect
that causes a tweet to appear dissimilar to the preceding tweet. Although randomization
of task order can mitigate order effects, many labeling projects use Active Learning or
other purposeful ordering of tasks to maximize the marginal information gain [16, 17].
If replicated in more powerful studies, the finding of order effects calls into question
the use of Active Learning and other approaches that involve the purposeful ordering of
tasks without regard for the impact of order on annotators.

Our study also indicates that training data are not independent of the individuals
who label them. Annotator ID explains a significant portion of the variance in the labels
collected. Surveys often try to reduce the impact of individual interviewers by capping
the number of cases each one completes. Similarly, ML projects may wish to limit the
number of tasks performed by each annotator.When analyzing annotator effects, we find
evidence that howannotators assessed the tweets depended on their language proficiency.
The other demographic variables we collected were not significant moderators, but we
encourage future studies to collect and test additional variables.

While our study shows that the construction of labeling tasks can benefit from pre-
vious findings from survey methodology, surveys and labeling tasks are not equivalent
and it remains to be determined which findings can be transferred and to which type of
labeling task.

Themost important take-away from our findings is that theMLfield should paymore
attention to the instruments used to collect labels. Label collection is a crucial piece of
the ML pipeline and deserves more careful attention and thought. When developing an
AI-based product, the development of a high-quality label annotation task can be seen
as a subordinate Design Thinking lifecycle, nested within the iterative Prototype and
Test process. Developers need to understand behaviors and needs of their users (i.e. the
annotators), quantify the degree of bias imposed by measurement error, and iteratively
determine how to optimally account for these sources of error. Labels of sufficient quality
can then be fed into the higher-level development process.
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Users of labeled training data should not see task design considerations as a burden
but as a chance to improve the power of the resulting models. Model performance is
threatened by low quality training data. Results such as ours can assist machine learning
researchers with training data collection. To improve data quality, users and collectors
of labeled data can benefit from the previous work of survey methodologists.

5.1 Limitations

Several aspects of our study limit the explanatory power of the results and the validity of
findings.Most importantly, a universally applicable and concise definitionof the concepts
of hate speech and offensive language does not exist. Therefore, it is not possible to
obtain “ground truth” labels to compare our collected labels against.Whether a statement
contains offensive language or hate speech will always be subjective to the person asked,
and researchers must be aware of these fluid definitions when using human-annotated
labels as the “gold standard”. As a result, our experimental setup does not allow for an
evaluation of which condition produced the most accurate labels. We can estimate the
size and significance of measurement error, but without ground truth data we cannot
determine the direction of the effect.

Furthermore, in Conditions C-F, the labels were split across two screens because our
software did not allow us to put the two items (hate speech and offensive language) on
one screen. Joining both items on one screen could potentially have accounted better
for click minimizing strategy of labelers and should be featured in further experimental
research on labeling tasks.

Although we did not find significant differences across most demographics, this
might be a result of our aggregated analysis. Annotator effects might be stronger at the
tweet level (e.g., an especially homophobic tweet could be more frequently labeled as
hate speech by queer individuals).

Our study involved only 20 handpicked tweets, which limits our ability to understand
what type of tweets are most vulnerable to the effects found above. Our results may not
apply to a larger set of tweets or to other tasks such as topicmodeling, sentiment analysis,
or image coding.

5.2 Future Research

Although we generally find evidence that lessons from survey methodology can be
transferred to labeling tasks, open questions remain. There are many potentially relevant
findings from survey methodology and related fields that remain to be tested. Speeding
behavior, systematic nonresponse, and social desirability within tasks are only a few
common phenomena that appear worth analyzing in labeling tasks. Effects are likely to
turn out differently based on content and setup of the labeling tasks. For example, visual
tasks have shown to make individuals involved more likely to remember earlier pieces
of information (primacy effect), those involved in auditory tasks are more likely to recall
later pieces of information (recency effect) [26].

In addition, we have experimented only with tweet labeling; future work should
investigate whether the effects we find also occur with other types of labeling tasks. We
also encourage work with different types of labelers (such as expert labelers) to see if
they are more (or less) susceptible to the effects we have found.
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We see an important role for Design Thinking in this field of study and look forward
to future work to apply those principles to the development of labelling instruments.

Appendix

Appendix 1. Screenshots of Conditions A, C, and E



Improving Labeling Through Social Science Insights 259

Appendix 2. Balance plots for demographic covariates across Conditions A–F
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1 Introduction

There is some progress in the area of explainable AI (XAI). [17, p, 2] stated
that “the very experts who understand decision-making models the best are
not in the right position to judge the usefulness of explanations to lay users.”
The DARPA’s XAI program comes to a similar conclusion: “different user types
require different types of explanations.” [9, p. 8]

There are many technology-centered attempts to make ML-models explain-
able [1,3,10,14,16,19,23–25,29]. The underlying assumption is that explainabil-
ity can be built into the models and serve its users. This is a one-explanation-
fits-all approach. The authors assume that the one-explanation-fits-all hypoth-
esis needs to be rejected. For the writing of this research paper, not a single
paper could be found with a focus on identifying and specifying explainabil-
ity requirements from a user’s perspective and identified with a user-centered
approach. If users were involved, they were presented with explanations that
have been developed into the technical enablers without consulting users first
[2,7,15,21,22,26].

One contribution of this paper is to elicit explainability requirements for a
selected user role to validate the one-explanation-fits-all hypothesis. The research
presented in this paper focuses on explainability for the target user group energy
engineers. Energy engineers (EE) are service professionals that are responsible
for monitoring the performance of buildings and reporting anomalies and opti-
mization potentials (e.g., energy savings). When EE have detected anomalies
or optimization potentials, they identify suggested actions to either address an
anomaly or to realize the optimization potential and report them to the build-
ing’s facility managers.

The second contribution of this paper addresses the aspect of explainabil-
ity itself. Here, we differentiate between three explainability qualities: trustwor-
thiness, understandability, and actionability. Two of the three qualities can be
mapped to two established usability qualities. Understandability can be mapped
to the usability quality effectiveness and actionability to efficiency. Trustworthi-
ness can be mapped to acceptability which is not an established usability quality
[12].

The hypothesis is that acceptability (through trustworthiness) is a pre-
requisite for effectiveness (through understandability) which is a pre-requisite
for efficiency (through actionability). The hypothesized relationship between the
three explainability qualities is depicted in Fig. 1.

The research addresses two research questions that reflect the introduced
observations and hypothesis:

– RQ 1: Is a one-explanation-fits-all approach attainable?
– RQ 2: Is acceptability (through trustworthiness) a pre-requisite for effec-

tiveness (through understandability) and effectiveness a pre-requisite for effi-
ciency (through actionability)?

In a previous research project [6], we have identified design elements that
help to explain the results of fault detection and diagnostics to facility man-



264 H. Degen et al.

Trustworthiness
(Acceptability)

Understandability
(Effectiveness)

Actionability
(Efficiency)

Fig. 1. Hypothesized relationship between trustworthiness, understandability, and
actionability

agers. This research is from the same application domain. However, the research
did not focus on explainability in particular. The scope of the research in this
paper investigates which design elements of a concept for fault detection and
diagnostics, assumed to be generated with an AI-based technology, contribute
to explainability, and which not.

In Sect. 2 of the paper, related work is discussed. Section 3 introduces the
application domain and the target user role “Engineer Engineer.” Sect. 4 intro-
duces the approach to create the concept that was used during the research.
Section 5 describes the study approach and results. Section 6 summarizes the
findings, conclusions, and future work. Two tables with more details are shown
in the appendix.

2 Related Work

Before discussing explainability related work, and to demonstrate the novelty of
this research, criteria need to be introduced to make the published research com-
parable. The first criterion is the perspective (C 1) how to look at the topic of
explainability. Although many published research results identified as “explain-
ability” research, there are two main perspectives: an internal, often technical
perspective, focusing on the technical ML/AI enablers (“inside-out”). The other
perspective is the domain or usage perspective, looking from the application
(“outside-in”).

The second is the research focus (C 2). We see publications that focus on
technologies (“technology”). Other research activities focus on the user and the
user’s expectations towards explanations (“user”). There are a few publications
that include both perspective (“hybrid”).

The third criterion is the application domain (C 3). Many publications are
application domain agnostic. Some research focuses on industrial applications
and some on consumer applications. Therefore, the classification used here is
“agnostic”, “industrial”, and “consumer.”

The fourth criterion is about the research method (C 4). Depending on the
research focus, each category (technology, user) has its own set of research meth-
ods. Since the research presented here is user-centered (C1: outside-in, C2: user),
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we only classify user-entered research. For users, the focus of this research is not
categorized further just listed as applied.

Table 1 shows an overview about analyzed and categorized related work.

Table 1. Related work

Related
work

C 1: Perspective
(outside-in,
inside-out)

C 2: Research
focus (technology,
user, hybrid)

C 3: Application
domain (industrial,
consumer,
agnostic)

C 4: Research
method

This
study

Outside-in User Industrial Cognitive
walk-through

[16,24] Inside-out Technology Agnostic n/a

[1,3,10,
14,19,23,
25,29]

Inside-out Technology Industrial n/a

[2] Outside-in User Consumer Experiment

[7] Outside-in User Consumer Remote,
thinking aloud
(feedback)

[15,21,
22,26]

Outside-in User Industrial Remote,
subjective
rating
(feedback)

Insightful for our research is the work of [11] who performed a systematic
review of explainable artificial intelligence of different application domains and
tasks. The publication claims that it is the only literature review that focuses
on application domains at that time.

The review distinguishes between application domains (such as healthcare,
industry, transportation etc. and domain agnostic) and application tasks (such as
decision support, image processing, anomaly detection, predictive maintenance,
recommender systems etc.). They analyzed research published from January
1st, 2018, till June 30, 2021, and categorized them according to the concept
introduced by [27,28]. For our research, the research assigned to the application
task “Anomaly Detection” and “Predictive Maintenance” are relevant. We map
the identified research papers to the introduced criteria. The result is shown in
Table 1.

The first group of research focuses on technology enhancements. [16]
addressed the challenge of providing explanations for unsupervised learning
by introduced a clustering based on decision trees (eUD3.5) that builds sev-
eral decisions tress from numerical databases for several application domains.
[24] proposes to extend the classical decision tree machine learning algorithm
to Multi-operator Temporal Decision Trees (MTDT). The extension improves
the results readability and preserves the classification accuracy. The mentioned
publications improve explanations by focusing on the technology enhancement
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(C 1: outside-in, C 2: technology) and the applicability is domain agnostic (C3:
agnostic). Since the focus is on technology, the research method is not applicable
(C 4: n/a).

There are several research results published for industrial domains (C 1:
outside-in, C 2: technology, C3: industrial). [1] demonstrate that a deep neural
network can not only be used to make predictions, based on multivariate time
series data, and be used to explain the predictions.

[3] propose a feature importance approach that is designed for Isolation
Forest, one of the commonly used anomaly detection algorithms. The efficacy of
the proposed method is verified with synthetic and industrial datasets. Chen and
Lee (2020) introduce an explainability approach for consulted neural networks
for the classification of vibration signal analysis.

[10] employ a Shapley additive explanation (SHAP) technique using a
dimensionality reduction technique that reduces the complexity and prevents
over-fitting, while maintaining high accuracy. They apply the technique for the
anomaly detection of turbofan engines.

[14] research describes how they improved the explainability of one-class
models. To improve the explainability of a One-Class decision Tree (OC-Tree),
the propose to split a data subset based on one or several intervals of interests.
They apply their innovation in the healthcare domain.

[19] used a Bayesian deep learning model with Shapley additive exPlanations
(SHAP) for anomaly detection and prognostics for gas turbines. The turbofan
prognostics results reached a 9.

[23] use ELI5 and LIME explainable techniques to perform local and global
explanations for a remaining life estimation model, applied to industrial data.

[25] improve fault detection by using an automatic diagnosis method of
machine monitoring that uses a convolutional neural network with class activa-
tion maps. This technique allows to discriminate the fault region in images and
therefore allows to localize the fault precisely.

[29] applied an AI based on approach to identify faults that require a main-
tenance activity in aviation. They use a newly proposed XAI (eXplainable AI)
methodology, Failure Diagnosis Explainability (FDE), that is added to the model
to provide transparency and interpretability of the assessed diagnosis.

There are research papers that have an outside-in (C 1: Outside-in) view. [2]
performed an experimental study to understand the influence of explanations
on users. They used a game application (lemonade stand) that provided invest-
ment advice. Participants that used the AI-labeled advice with explanations
were willing to pay more for the advice than those without explanations.

[7] investigate (a) how to collect a corpus of explanations, (b) how to train
a neural rationale generator, and (c) how users perceive explanations used in
the computer game “Frogger” (therefore, C2 is set to “hybrid”, C3 is set to
“consumer”). The focus relevant for this research is (c). The participants pro-
vided feedback for four explanation dimensions: confidence, human-likeness, ade-
quate justifications, and understandability. The feedback was collected with a
labeled, bi-polar Likert scale with ranges from “strongly disagree” to “strongly
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agree”. The participants could add comments in a mandatory free-text field.
The research shows that there are significant main effects of rationale style and
dimension. The hypothesis was confirmed that the produced rationales are sig-
nificantly better than random rationales. Based on the published results, the
research has limitations. It does not specify a user group profile, including their
user goal and user tasks. It also does not indicate how the explanations were
identified and how they support the user group related user tasks and goals.
The report does not specify a user group profile either, and it does not reveal
whether screener criteria were used to select and exclude participants. There-
fore, it is not clear how relevant the explanations are for the participants, and
whether the participants are representatives of the target user group.

[15] performed a study where they showed four different explanation styles
to novice users. The styles were called “contrastive”, “general”, “truthful”, and
“thorough”. They concluded that the “contrastive” and “thorough” style scored
highest.

[21] investigated how early or late system made errors influence the creation
of trust, or distrust, by novice and experienced domain experts. For experienced
domain experts, they found out that encountering errors early-on can cause neg-
ative first impressions and reduces the trust level. Encountering correct outputs
early helps increases the trust level. However, they adjust the trust level, and
after some time, they adjust towards the same trust level, whether they have
encountered correct or incorrect outputs at the beginning.

[22] present the results of an online user study to determine the influence of
explanations of adopting AI-determined diagnostic results for healthcare profes-
sionals. The study found out that the study participants adopt (i.e., changing
their initial assessment) an AI-determined diagnostic result more often if the
result is associated with an explanation than without an explanation. “Since
advice-taking is positively correlated with trust, we can interpret this result by
saying that, on average, participants implicitly trust more the AI interface that
provide explanations” [22, Section 4.1, second paragraph]. The study has some
limitations. The study uses pre-defined explanations. One of the study’s obser-
vations is that the used explanations are not satisfactory for the target users,
potentially because they were designed for debugging purposes in mind.

[26] investigated whether rule-based or example-based explanations are more
effective on system understanding. They found out that rule-based explanations
have a small positive effect. Both explanation types persuade the user to fol-
low them, even if incorrect. Neither of them improves the task performance,
compared to no explanation.

We can conclude that none of the discussed papers has elicited explainability
requirements or a explainability concept first, based on an elicited user’s mental
model, and then validated the design elements responsible for explainability with
representatives of the the target user group.
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3 Application Domain: Building Technologies

3.1 Building Management System

Commercial buildings, incl. campuses, and large residential buildings are nowa-
days equipped with several control systems including fire alarm systems, power
systems, heating and cooling systems, ventilation systems as well as security sys-
tems. To observe and operate all those systems at the same time facility managers
are supported by a building management system (BMS). Its purpose is to inform
the facility manager about the building status and reporting issues to keep occu-
pants safe and comfortable. Based on defined setpoints, the BMS constantly
measures the building control properties to operate in a certain value range.
Here, we use the room temperature as a building control property example. The
temperature setpoint for that room can then be defined to 72 ◦F (Fahrenheit). A
tolerance range can be set to plus/minus 4 ◦F. If the measure room temperature
is below 68 ◦F or above 76 ◦F, the BMS will activate the heating or cooling sys-
tem to bring the temperature back within the tolerance area of the temperature
set point.

A BMS monitors and controls building fully automated, so a facility manager
does not need to be actively involved. BMS also have the capability to report
anomalies. Anomalies in the context of BMS are deviations of building conditions
and equipment that require the intervention of a facility manager and in many
cases a repair which could turn into a replacement of equipment. For instance,
as air from outside the building is brought in and passed through a cooling coil,
the dirt and debris continue to build up on the coil. This buildup of particulate
reduces the heat transfer across the coil resulting in occupant discomfort due
to high temperatures in the rooms in the building. The high temperature is
reported, and the facility manager intervenes by sending a technician to go clean
the cooling coil for the identified air handler.

3.2 User Role: Energy Engineer

Our target user role is the energy engineer. Energy engineer (EE) supervise
buildings for one or more customers, which are either tenants or owners of the
buildings. Customers have employed facility managers that are responsible for
daily building operations. An energy engineer is, from a facility manager’s per-
spective, an external building expert that reports to a facility manager. An EE
has two main goals:

– G 1: Keep the occupants safe and comfortable and
– G 2: Optimize building operation, maintenance costs, and/or reduce CO2

emissions

To achieve goal G 1, the EE monitors a building via a BMS. Anomalies
are reviewed and ranked. For the high ranked anomalies, responsive actions
are defined to assist the facility manager of the building in addressing them.



How to Explain It to Energy Engineers? 269

The most relevant anomalies are reported to a facility manager, including their
responsive action and often a business impact calculation.

In principle, the EE performs a similar kind of work to achieve goal G 2.
Here, the EE focuses on optimization opportunities for operation, maintenance,
and/or emissions. When EEs detect an optimization opportunity, they review
them and calculate the expected impact. The opportunity includes an action
how to realize it. For instance, an optimization opportunity for energy savings is
calculated and expressed in a monetary currency. They report the opportunities
with the highest impact to facility managers, so they can implement them and
realize the estimated impact.

3.3 Causal Chain

Identified deviations or opportunities have their origin in a root cause. The
deviation occurs when an initial event (“trigger”) triggers a chain of causal
factors that lead to an observable deviation, here called a fault. The causal
chain with its elements and responsive actions is depicted in Fig. 2.

Example:
HVAC is on

Example:
Request to air 
handling unit 

(AHU): supply air 
in certain 

temperature 
range

Example 1:
Check that HOA 

switch is on

Responsive 
action 1

Causal factor ... Causal factor
r + 1

Causal factor
r + ...

Causal factor
r + f (Fault)

Causal factor 1
(Trigger)

Causal factor 0
(Operating 

mode)

Causal factor r
(Suggested

cause)

Responsive 
action 2

Responsive 
action 3

Example 2:
Repair chill 
water pump

Example 3:
Replace chill 
water pump

Example:
Chill water pump 

CHWP-1 not working

Example:
Variable Air Volume (VAV) unit sends requests 

to AHU to reduce air temperature

Fig. 2. Elements of causal chain

An active operating mode is a pre-requisite that a root cause can occur. An
example of an operating mode is that the heating, ventilation, and air condi-
tioning (HVAC) system is turned on. A root cause to become effective, a chain
of causal events is initiated. It starts with a trigger (reduce the air temperature)
which leads to several causal events. One element in that chain is that chill water
needs to be pumped to an air handling unit to reduce air temperature. The chill
water pump is not working (root cause). The consequence is that the air is too
warm. The too warm room air temperature (fault) is measured by a variable air
volume (VAV) unit which then sends a request to an air handling unit (trigger)
to reduce the air temperature etc.

When an EE works on a deviation (i.e., fault), the EE attempts to understand
the causal chain, from the operating condition over the trigger to the suggested
cause and the fault. If this is understood, a responsive action can be selected to
address the root cause.
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An AI-enabled system should help the EE to identify a fault and the causal
chain including effective responsive actions. There are two aspects regarding
explainability: (1) explainability for the domain and (2) explainability for uncer-
tain results. The first type of explainability has the purpose to enable an EE to
understand that a fault happened and why, so that the EE can select a responsive
action to address it. This type of explainability is called “domain explainability”.
The second type of explainability has the purpose to explain why an uncertainty
occurred and its reason. This type of explainability is called here “uncertainty
explainability”. If the used technology is rule-based, uncertainties may occur due
to incomplete information. If the domain is simple, domain explainability is not
needed. There are domains where both types of explainability are needed. The
presented use case is an example of such a domain.

The earlier introduced qualities acceptability, understandability, and action-
ability are also applicable to both types of explainability. The research is looking
into which design elements (elements of a graphical user interface) contribute to
acceptability, understandability, and actionability for domain explainability and
uncertainty explainability. From this finding, we want to evaluate the hypothesis
“trustworthiness is pre-requisite for understandability and understandability is
pre-requisite for actionability”.

4 Concept Creation as Part of the Study Preparation

Before we could conduct the user study, we had to create a concept that was
used as stimulus material for the study. The underlying assumption was that
the quality of the study and its findings depends significantly on the quality
and relevance of the concept for the target user group. It should be avoided
that a concept is used in the study that is not optimized for an energy engineer
[22, Section 4.1, third paragraph]. Therefore, a person was recruited who has
experience with the application domain (building management, fault detection
and diagnostics). Since the topic of fault detection and diagnostics for building
technologies is a complex domain, the task question technique [5, p. 393f] was
applied. Task questions are questions that reflect needed information or controls
for users to perform a user task or a user step. If a user interface provides
such information or controls to those task questions, it is assumed that the user
interface provides an effective support for the user. Task questions are formulated
from the application domain perspective. Answers to the task questions are
design elements that are assumed to be effective answers to the questions, rooted
in the involvement (or design) domain. Before the domain expert was asked to
articulate task questions, the assumptions about the user goal, user task, and
user steps have been summarized as a co-creation exercise between the domain
export and the HCI researcher. The assumptions are:

– Target user role: Energy engineer
– User goal: UG 1 Select and respond to reported deviation/ faults while sup-

porting the customer’s building goals (e.g., cost, comfort, sustainability, ...)
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– User task: UT 1 Review the root cause, action, and backup information
– Pre-condition (for user task UT 1): Fault (symptom) is reported
– Post-condition (for user task UT 1): Corrective action is initiated
– User steps (for user task UT 1)

• S 1 Select a fault and cause
• S 2 Understand what happened (root cause)
• S 3 Understand why it happened (fault, causal chain)
• S 4 Understand how to fix it (responsive action)

After the assumptions about the user goal, task and steps was documented
and agreed upon, the HCI researcher explained the concept of task questions.
The domain expert then articulated task questions for the user task and steps
that reflect the needed information and control to perform the stated user task.
Because the domain is complex, the HCI researcher and the domain expert used
a simple reference example that guided both through the articulation of the task
questions and related answer. The simple reference example was “a hole in the
roof (root cause) that let rainwater (condition) into the house and that causes
a wet spot in the bathroom ceiling (symptom). Patching the hole (responsive
action) can fix the problem.” The identified user tasks are (see Table 2):

Table 2. Task questions and answers

Task
question

Simple example Answers (design elements)

TQ 1 What
happened?

A hole in the roof (root cause) Concise description of root cause
including asset type, asset number or
ID

TQ 2 What
do I need to
do about it?

Patch the hole (corrective action) List of actions; per action: Concise
description of the fix; call for action
(DIY, call someone); impact of not
doing it; impact of doing it; cost of
action

TQ 3 Why
did it
happen?

It started to rain. Rainwater was on
the roof and leaked through the hole
in the roof down into the bathroom
(Backup information; timeline of fault
(symptoms) and determination of root
cause)

Sequence of key events including the
initial symptom; initial condition,
root cause, symptoms (symptom /
root cause story) (explainability)

The task questions and answers including the mentioned requirements (e.g.,
concise description, list of actions, etc. were used as design inputs for the concept
creation and exploration. The resulting concept is shown in Fig. 4 and Fig. 5
(without the elements that identify each design element).

It is worthwhile to note that the domain expert perceived the answer to
task question TQ 3 as the explanation that should be provided by the AI-based
system.
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The concept was created and iterated several times with the domain expert,
until it was considered good enough for the user study. The concept should help
to significantly reduce the time to insights (answers to TQ 1 and TQ 3) and the
time to initiate an action (answer to TQ 2).

5 Study Design

5.1 Study Participants

A semi-guided interview was conducted with eleven professional energy engineers
that belong to the target user group. The participants are Siemens employees and
did not receive a monetary incentive for the interview participation. The inter-
viewed energy engineers were recruited from four regions (US, Europe, Middle
East, Australia), based on their professional role and availability. All participants
have given their explicit consent to participate in the study.

5.2 Study Context

Each interview session had the following agenda:

– Step 1: Introduction
– Step 2: Job profile
– Step 3: Pain points
– Step 4: Expectations
– Step 5: Open feedback for presented concept (what do you like? What would

you change?)
– Step 6: Specific feedback for presented concept (focus of this research)
– Step 7: Wrap-up questions

A single interview session lasted from 90 to 120 min. Step 3 and step 4 have
been conducted without showing the concept. The HCI researcher introduced
the participant into the concept the first time in step 5 (see Fig. 3 and Fig. 4).
After introducing each view, the interviewees were asked two questions per view:
“What do you like?” and “What would you like to change?”

5.3 Study Method

In step 6, the same concepts were shown again as displayed in Fig. 3 and Fig. 4.
This paper reports the results from step 6 only. Due to the limited number of
participants, a qualitative research was conducted [4]. To gather participant’s
feedback for proposed concepts, we applied a cognitive walkthrough with repre-
sentatives of the target user group [8].

Per view, the HCI researcher asked the following questions:

– Q 1: Which element or elements contribute so that you trust the outcome
of the application? This question addresses trustworthiness.
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– Q 2: Which element or elements contribute so that you understand what
happened and why? This question addresses understandability.

– Q 3: Which element or elements contribute so that you can initiate an action?
This question addresses actionability.

The questions were annotated with the following comments: (a) If a group of
elements contributes, the group ID would be relevant. If an individual element
contributes, the element ID would be relevant. (b) It is possible that none of
the design elements contributes to one of the attributes. None is a valid answer,
too. In other words, a participant could answer each question by mentioning no
design element, one, or multiple design elements.

5.4 Result Analysis

Per aforementioned questions Q1, Q2, and Q3, the identified design elements
will be summed up per question. The top three most often identified design ele-
ments per question are considered to be the main contributors to the respective
explainability qualities trustworthiness, understandability, and actionability.

5.5 Study Results

The top three identified design elements for view one is shown in Table 3 and for
view two in Table 4. The number behind a design element identifies how often it
was mentioned.

Table 3. Overview of top three selected design elements for view one

Top three Trustworthiness Understandability Actionability All

ranking (n = 11) (n = 11) (n = 11) (n = 33)

Most often
selected
design
element

D.7 Confidence
level (8)

D.5 Suggested cause
(11)

D.5 Impact (9)
D.5
Suggested
cause (19)

Second most
often selected
design
element

D.8 Impact (7) D.4 Finding (9)
D.7 Confidence
level (4)

D.4
Finding
(16), D.8
Impact
(16)

Third most
often selected
design
element

D.12 Priority (6) D.6 Asset (4)

D.5 Suggested
cause (3), D.9
Contract scope
(3), D.11 Status,
D.12 Priority (3)

n/a
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Fig. 3. View 1: Overview about suggested causes
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Fig. 4. View 2: Details per selected suggested cause
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Fig. 5. Elements F and G

Table 4. Overview of top three selected design elements for view two

Top three Trustworthiness Understandability Actionability All

ranking (n = 11) (n = 11) (n = 11) (n = 33)

Most often
selected
design
element

F Measurements
(8)

H.1 Story (9), H.3
Time series (9)

K.2 Asset
information (9)
(9)

H.3 Time
series (19)

Second most
often selected
design
element

H.3 Time series
(7)

H.2 Asset chain (8)
K.1 Ticket
history (8), K.3
Ticket details (8)

H.1 Story
(18)

Third most
often selected
design
element

H.1 Story (6) n/a n/a
F Mea-
surements
(17)

View 1 displays a list of suggested causes. The main purpose of the list is to
select a suggested causes with the intent to initiate a response action. We can
see two groups of design elements supporting the selection of a suggested cause.
Group 1 consists of the design elements confidence level, impact, and priority.
They help answering the question “What suggested cause to address next?”
contributing to trustworthiness and actionability. Group 2 consists of the design
elements suggested cause, finding, and asset, elements of the causal chain. They
contribute to “What happened and why?” contributing to understandability.

In view 1, the confidence level as an indicator of uncertainty was selected 14
times in total (n = 33; trustworthiness 8 times, understandability 2, actionabil-
ity 4).

View 2 provides details for a selected suggested cause and to initiate a respon-
sive action. Also here, we have two groups of design elements. Group 1 consists
of the design elements story time series, measurements, and story. They help to
answer the question “What happened and why?” contributing to trustworthiness
and understandability. Group 2 consists of design elements asset information,
ticket history, and ticket details. They help to answer the question “How to fix
the cause?” contributing to actionability.
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Fig. 6. Element H

In view 2, the confidence level as an indicator of uncertainty was selected
five times in total (n = 33) as a design element, contributing to trustworthi-
ness (2), understandability (1), and actionability (2). Detailed diagrams with all
selected design elements for the two views are displayed in Fig. 8 and Fig. 9 in
the appendix of this paper.
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The mapping of the explainability qualities and selected design elements to
the user steps are shown in Table 5 (the frequency of selection per design element
across the participants is indicated with a number in parenthesis associated with
each design element).

Table 5. Overview of top three selected design elements for view two

User step Explainability quality Selected design elements (n =
11)

S 1 Select cause and fault Trustworthiness,
actionability

D.12 Priority (9), D.7
Confidence level (8), D.8
Impact (7), D.5 Suggested cause
(3), D.9 Contract scope (3),
D.11 Status (3)

S 1 Select cause and fault Understandability D.5 Suggested cause (11), D.4
Finding (9), D.6 Asset (4)

S 2, S 3 Understand what
happened and why
(causal chain)

Trustworthiness,
Understandability

H.1 Story (9), H.3 Time series
(9), H.2 Asset chain (8), F
Measurements (8), H.3 Time
series (7), H.1 Story (6)

S 4 Understand how to
fix it (responsive action)

Actionability K.2 Asset information (9), K.1
Ticket history (8), K.3 Ticket
details (8)

6 Findings, Conclusions, and Future Work

6.1 Findings

While the focus in view one is on selecting one of the suggested causes, context
and impact. The focus in view two is to understand the fault, the suggested
cause and suggested action, so that the EE can initiate an effective responsive
action.

Finding 1: Users validate the presented information and explanations against
their mental model. In view one, the design elements, contributing to trustwor-
thiness overlapped with the design elements, contributing to actionability. In
view two, the design elements, contributing to trustworthiness overlapped with
the design elements, contributing to actionability. One finding is that trustwor-
thiness is a supporting quality, relative to the user’s task and goal. In view one,
the user’s task was to select a suggested cause, and in view two, the user’s task
was to initiate a responsive action, based on the understanding of the occurred
faults and suggested cause.

Based on the user’s feedback, it became obvious that participants compared
the presented information including the conclusions (i.e., suggested cause, sug-
gested actions) against their mental model and expertise about buildings. If
there is a match, the participants would accept the proposed solution. If there
was no match, the user would perform additional checks that lead to either
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an acceptance or rejection of the suggested cause and action. The consistency
level between the user’s mental model and the calculated outcome influences the
trust in the outcome and the system. Several participants made the comment
that trust will increase over time if the system performs well over time.

Finding 2: Several design elements are used to support explainability of single
user steps Depending on the user step and the user’s intent, several design
elements might be needed to provide an effective explanation. The needed design
elements depend on the mental model of the user. In our study, the causal chain
is part of the user’s mental model to understand faults, suggested causes, and
corrective actions. The design elements needed as explanations can be assigned
to the elements of the causal chain (see Fig. 2). The assumption that a single
design element is sufficient as an explanation, as implied by inside-out studies
[1,3,10,14,16,19,23–25,29], may not apply in many cases.

Finding 3: Users use the confidence level as an acceptance and selection criterion.
Another interesting finding is that the confidence level as the only uncertainty
explanation did play a significant role in view one but not in view two. It indicates
that the participants used the confidence level as an acceptance and selection
criterion. Some users mentioned that the confidence level should always be 100%.
Other users mentioned that only items with a defined minimum confidence level
should be displayed (introducing a confidence level threshold).

6.2 Conclusions

We can now answer the research questions.

RQ 1: Is a one-explanation-fits-all approach attainable? This study indicates that
the answer is no, even not for a single user role and even not for a single user step.
The different steps for the energy engineer to perform the user task require dif-
ferent types of explanations. The selection of a fault requires priority and impact
information in combination with elements of the causal chain and status and con-
tract information. To understand a fault, the root cause and a effective responsive
actions, details of the causal chain including measurements are needed.

The conclusion is that explanations need to be specific to the user role, the
user goal, and user tasks. The needed explanations should align with the user’s
mental model, and it might be possible to derive the needed explanations from
the user’s mental model.

RQ 2: Is acceptability (through trustworthiness) a pre-requisite for effective-
ness (through understandability) and effectiveness a pre-requisite for efficiency
(through actionability)? The data and comments from user indicate that under-
standability and actionability come first. What comes first depends on the user’s
tasks or steps. Some steps focus more on understandability (user step 2 and
3), other steps focus more on actionability (user step 1 and 4). Therefore, the
hypothesis that acceptability (through trustworthiness) is a pre-requisite for
effectiveness (through understandability) need to be rejected.
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Trustworthiness
(Acceptability)

Understandability
(Effectiveness)

Actionability
(Efficiency)

Fig. 7. New hypothesized relationship between trustworthiness, understandability, and
actionability

We can articulate a new hypothesis: Understandability (effectiveness) and
actionability (efficiency) are pre-requisites for trustworthiness (acceptability).
Trustworthiness is a decision point to accept a generated outcome or not, based
on the consistency of the outcome with the user’s mental model. We can redraw
the diagram to show the relationship between understandability and trustwor-
thiness (see Fig. 7).

The study has limitations. One limitation is the cognitive walk-through
method. An additional, behavioral study is needed to validate the findings of
this study and the acceptability, effectiveness, and efficiency of the identified
explanations. Another limitation is the number of participants. Only eleven par-
ticipants could be recruited for this study.

6.3 Future Work

A conclusion from this study is that users need explanations that support them
in performing user tasks to achieve their user goals. What those explanations are
should be the result of applying a well-known human- and user-centered design
approach [13,18,20]. Investigating the acceptability, effectiveness, and efficiency
of technology-driven explanations is good (see Table 1); defining and designing
user-centered explanations to achieve acceptability, effectiveness, and efficiency
is better.

More research is needed to understand which types of explanations are useful
for which users and how they can be supported and implemented with ML-based
technology. If an ML-based technology is used by a variety of user roles, it would
be insightful to understand how the different explanations relate to each other,
so traces between them can be implemented with an ML-based technology.

Acknowledgment. The authors want to thank the participants for their time and
insights.
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7 Appendix

Fig. 8. Selected design elements for view 1
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Fig. 9. Selected design elements for view 2
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Abstract. The increasing prevalence of automated and autonomous
systems necessitates design that facilitates user trust calibration. Trust
repair and trust dampening have been suggested as behaviors with which
a system can correct inappropriate states of user trust, yet trust damp-
ening has received less attention in the literature. This paper aims to
address this with a 2 (agent anthropomorphism: low, high) × 3 (mes-
sage: control, apology, trust dampening) between-subject experiment
which observes the effects of trust dampening delivered by anthropo-
morphic interface agents. Agent stimuli were chosen based on a pretest
of 58 participants, after which the main experiment was conducted online
with 225 participants. Results indicate that trust dampening increased
perceptions of system integrity and may improve trust appropriateness,
suggesting that lowering expectations via trust dampening messages is a
viable approach for automated system designers.

Keywords: Trust · Dampening · Calibration · Appropriateness ·
Computers are social actors · Anthropomorphism

1 Introduction

Trust is used to cope with the complexity faced when interacting with other
entities whose future behavior is uncertain [15]. In human-automation interac-
tion, the technological interface provides cues that inform the user’s trust in
the system to accomplish some goal [8,12]. While automated system designers
may aim to increase user trust, this ignores the existence of limitations of auto-
mated systems. Researchers have thus suggested that trust appropriateness, or
the extent to which the user’s perception of trustworthiness matches the auto-
mated system’s actual trustworthiness, be the target of interface design [12].

Appropriate trust can be facilitated by a combination of trust repair acts
that correct states of undertrust, and trust dampening acts that correct states
of overtrust. Social accounts such as apologies, denial, and blame attribution are
common human-human trust repair strategies [13] which have been studied as
means to recovering user trust following errors made by robots and automated
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systems [9,26,28,30]. Researchers have also observed that agent anthropomor-
phism affects the extent to which human-automation trust can be repaired [34–
36]. Trust dampening has not received as much attention in the literature,
although it may be critical that an automated system informs the user of antic-
ipated poor performance in practical applications. The current paper seeks to
offer empirical support for the use of trust dampening to prevent overtrust and
inappropriate reliance.

Toward this, we conducted a 2 (agent anthropomorphism: low, high) × 3
(message: control, apology, trust dampening) between-subject experiment on
Amazon’s Mechanical Turk (MTurk). A pretest was used to choose low and high
anthropomorphism stimuli. In the experiment, participants collaborated with
an automated agent in the Target Identification Task to classify a set of 20
images in 5 rounds of gameplay. The agent was represented visually with the
low or high anthropomorphism image. After each round, the agent delivered a
message based on its performance in the prior round, including one where trust
dampening was used to lower expectations for the agent’s future performance.
We observed participant’s allocation of images to the agent as a measure of
behavioral trust and administered a survey to capture perceptions of the agent.

Findings provide some indication of the efficacy of trust dampening in
improving users’ trust appropriateness, although further research can clarify
how trust dampening may be effectively implemented across human-automation
contexts. The trust dampening message also increased perceptions of the agent’s
integrity. While agent anthropomorphism did not significantly affect trust appro-
priateness, results indicated that it may play a role in perceptions of trustwor-
thiness in response to trust-calibrating messaging. Suggestions for future trust
research as well as implications for designers of automated and autonomous sys-
tems are discussed.

2 Background

This section provides an operational definition of trust and describes the prac-
tical importance of trust appropriateness. We then discuss prior research on the
effects of humanlike interfaces on user trust calibration.

2.1 Trust and Trust Appropriateness

We adopt Mayer, Davis, and Schoorman’s [19] definition of trust: “the willingness
of a party to be vulnerable to the actions of another party based on the expec-
tation that the other will perform a particular action important to the trustor,
irrespective of the ability to monitor or control that other party.” As a complexity
reduction mechanism, trust allows individuals to cooperate safely and effectively
with other individuals [15]. High trust, therefore, is not desirable if it does not
permit achievement of one’s goals. Wicks, Berman, and Jones [41], for instance,
propose that optimal trust can prevent both under- and over-investment in trust
in firm-stakeholder relationships. Lewicki, McAllister, and Bies [14] posit that
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trust and distrust exist simultaneously in healthy relationships between orga-
nizational members. Game theorists have also noted that conditional trust, a
history-based distinction between trustworthy and untrustworthy individuals, is
an evolutionarily stable strategy for cooperation [1,16]. In general, humans seek
not simply to trust, but to trust appropriately.

Since the earliest research on trust in automation [21,22], appropriate trust
has been framed as a means to appropriate reliance [6,12,27]. Lee and See [12]
defined trust appropriateness in terms of resolution, specificity, and calibration.
Resolution and specificity refer to the degree to which an operator distinguishes
among situations where the automation’s reliability changes. Trust calibration
refers to the match between a user’s perception of reliability and actual system
reliability. In this paper, we use the term trust calibration to refer to the process
by which a user adjusts their trust. We use trust appropriateness to refer to the
outcome of the trust calibration process.

Automated system designers can support trust calibration by creating an
interface that facilitates users’ search for appropriate trust. Toward this, de
Visser et al. [37,38] have called for research on trust repair and trust dampening
acts, which can rectify states of undertrust and overtrust, respectively. A trust
repair act is an attempt by the system to increase trust while a trust dampening
act is an attempt to decrease trust. Studies of human-automation trust repair
have extended psychological research, finding that apologies and blame attri-
bution can increase trust in automated systems [28]. Self-blame has also been
shown to increase perceptions of a system’s integrity and benevolence [9].

Trust dampening has been defined as “a reactive approach to quell overtrust
after a machine has made a lucky guess, or when a machine makes a mistake
that has not been noted by its collaborators or users” [38], although, to the
best of our knowledge, trust dampening approaches have not yet been test in
human-automation contexts. Proposed strategies for trust dampening include
lowering expectations and conveying a system’s limitations. This paper has two
aims: 1) to demonstrate the viability of trust dampening for improving user
trust calibration, and 2) to show how agent anthropomorphism influences the
effectiveness of trust dampening.

2.2 Computers are Social Actors and the Role of Anthropomorphism
in Human-Automation Trust Calibration

The Computers are Social Actors (CASA) paradigm has demonstrated that
social scripts reserved for human-human interaction extend to interactions with
computers [29], including politeness and gender stereotypes [24], as well as social
rules surrounding self-disclosure [20]. CASA has been shown to occur mindlessly
in that participants exhibiting social responses to computers in CASA exper-
iments often denied that they would do so [23]. Thus, when considering how
agent anthropomorphism may influence the delivery of trust-calibrating mes-
sages, there are two perspectives one may draw from CASA. First, because users
are accustomed to communication with other humans, humanlike communication
may improve user understanding and benefit human-automation performance.
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Alternatively, given that automated systems are objectively non-human, such
representation may foster erroneous expectations and hurt performance.

The first perspective aligns with that of researchers of embodied conversa-
tional agents (ECA’s), who have suggested that human communication models
allow users to efficiently build meaning about technological systems [3–5]. Cas-
sell [4] emphasizes this convenience in that users may not have to adapt a new
concept of communication to accommodate the machine, improving the effi-
ciency and effectiveness of the interaction. In line with this view, Pak, Fink,
Price, Bass and Sturre [26] found that agent anthropomorphism led to better
performance and greater compliance (i.e., behavioral trust). Waytz et al. [40]
also found greater subjective and behavioral trust as a result of anthropomor-
phic features in an autonomous vehicle.

The second perspective considers users’ tendencies to socially respond as
a potential vulnerability. Culley and Madhaven [7] have cautioned automated
system designers to consider how anthropomorphic design may lend to overtrust
and inappropriate expectations for system behavior. Moreover, the Uncanny
Valley, wherein human perceivers are sensitive to a lack of realism in highly
humanlike images [31], has been shown to extend to the perception of humanlike
robots [33], suggesting that anthropomorphic (i.e., humanlike) representation
may not always benefit human-automation interactions.

Given that humanlike appearance and communication style have been shown
to influence users’ perceptions of automation reliability and trustworthiness [10,
11], the degree of agent anthropomorphism is likely to affect the delivery of
trust-calibrating messages by that agent. The current study aims to provide
evidence for the level of anthropomorphism that contributes to effective trust
dampening, and consisted of two steps: 1) a pretest of agent images, and 2) an
experiment. The pretest was used to determine visual stimuli for the experiment.
The experiment was conducted using the Target Identification Task, a platform
used in prior work to study the role of interface features in human-automation
trust calibration [9–11]. These two steps are discussed in turn.

3 Pretest

To control for the interaction between realism and anthropomorphism that
underlies the Uncanny Valley in perceptions of humanlike images [31], a sample of
participants was recruited to evaluate 9 images along these two dimensions. Two
images rated similarly on perceived realism but differing on perceived anthro-
pomorphism would be chosen as the experimental stimuli. Three of the images
were borrowed from de Visser et al.’s [36] study on agent anthropomorphism
in user trust. These images are referred to here (as in de Visser et al. [36]) as
the Computer, Avatar and Human. The other six images were borrowed from
Nowak, Hamilton, and Hammond’s [25] study on avatar selection. We chose three
pairs of images, each consisting of two images rated similarly on perceived real-
ism while differing on perceived anthropomorphism in that study. Images are
referred to here as the Dinosaur, Dog, Dolphin, Female-1, Female-2, and Male.
All images are shown in Table 1.
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Images were presented to participants in a randomized order and were rated
in terms of perceived realism (e.g., “Realistic-Not Realistic”) and anthropomor-
phism (e.g., “Does this image look human?”) using items adapted from Nowak
et al. [25].

3.1 Recruitment

The pretest was made available to MTurk workers 18 years and older, living
in the USA, and having completed greater than 1,000 HIT’s with an approval
rating greater than 95%. Participants were directed to a Qualtrics survey after
accepting the HIT on MTurk. The first page displayed an information sheet, after
which participants gave consent to participate. Participants who completed the
pretest survey were compensated $1. The pretest was approved by our univer-
sity’s Institutional Review Board (IRB).

3.2 Results

In total, 59 participants were recruited for the pretest. One incorrectly answered
the attention check question and was removed from the dataset. The nine images
rated by the resulting 58 participants are shown in Table 1 in order of increasing
perceived realism. Perceived anthropomorphism ratings are also shown.

For each observed variable, pairwise comparisons were conducted using paired
sample t-tests with a Bonferroni-adjusted significance level of α = .05/36 =
.00138 for the 36 comparisons. The Computer and Avatar images from de Visser
et al. [36] were chosen for the low and high agent anthropomorphism conditions,
respectively. The Computer (M = 2.14, SD = 1.89) was perceived as significantly
less anthropomorphic than the Avatar (M = 4.57, SD = 1.45) (p < .001). The
Computer (M = 2.20, SD = 1.28) and Avatar (M = 2.54, SD = 1.35) were both
rated relatively low on perceived realism, where the difference was non-significant
after adjusting for the multiple comparisons (p = .016).

4 Experiment

The experiment was conducted using the Target Identification Task, an online
game where a participant works alongside an Automated Target Detection
(ATD) agent to classify a set of 20 images of vehicles in each of five, 2-minute
rounds. Vehicles that are considered “Dangerous” include some numbers on top
of the vehicle, while those that are “Not Dangerous” have only text. A Round
Score based on the human-automation team’s performance is given in each round
to incentivize quick and accurate classification.

Before each round, participants decide how many of the 20 images to allocate
to the agent. During the round, the agent classifies the images it was allocated
while the participant classifies the rest of the images in parallel. Allocation is
an indicator of trust–in line with our operational definition [19], it represents a
participant’s willingness to be vulnerable to the agent’s actions, based on the
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Table 1. Pretest Images with Mean Perceived Realism and Anthropomorphism Ratings.
The images are shown in order of increasing perceived realism.

Image Label
Mean Realism

(SD)
Mean Anthro

(SD)

Computer 2.20 (1.28) 2.14 (1.89)

Dinosaur 2.46 (1.20) 2.28 (1.79)

Avatar 2.54 (1.35) 4.57 (1.45)

Dog 2.64 (1.18) 2.32 (1.90)

Female-1 2.76 (1.33) 4.86 (1.46)

Female-2 2.88 (1.23) 5.14 (1.32)

Dolphin 3.66 (1.55) 2.43 (1.79)

Male 3.71 (1.29) 5.37 (1.26)

Human 6.11 (1.48) 6.27 (1.41)
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expectation that the agent will assist in improving the team’s Round Score. After
each round, participants are shown their Round Score for the previous round,
a feedback message from the ATD agent, and, finally, are asked to make their
allocation decision for the subsequent round.

In the current experiment, the agent’s classification accuracy decreased over
the course of the game from 90% to 60%. As such, the optimal level of allocation
(i.e., that which would lead to the highest Round Score) began at 15 images
in Round 1, and decreased to 13, 11, 9, and 7 over the subsequent four rounds.
Round Scores were fixed as a function of the distance of a participant’s allocation
from the optimal level in a given round. This allowed us to explicitly characterize
trust appropriateness and evaluate how it was affected by manipulated interface
features.

The experiment consisted of a 2 (agent anthropomorphism: low, high) x 3
(message: control, apology, trust dampening) between-subject design. The agent
anthropomorphism condition determined the appearance of the ATD agent, with
the Computer and Avatar images from the pretest selected for the low and
high agent anthropomorphism conditions, respectively. The agent was displayed
visually in three locations during the game: 1) with an introduction message
preceding the first round of gameplay, 2) above the automated image panel
during gameplay, and 3) with the feedback message shown after each round on
the feedback page. The gameplay interface is shown in Fig. 1, while the feedback
page interface is shown in Fig. 2.

The message condition determined the feedback message given by the ATD
agent after each round of the game. Participants in the control condition received
no message. The apology messages were trust-repairing, consisting of an apology
about the agent’s previous errors but no reference to its future behavior. The
trust dampening message deliberately attempted to lower expectations for the
agent’s future performance, in line with de Visser et al.’s [38] suggestions for
trust dampening. Given that the agent’s reliability decreased over the course of
the game, trust dampening was expected to improve participants’ trust appro-
priateness. Messages for each group are shown in Table 2.

Table 2. Feedback Messages by Message Condition. Feedback messages were shown
after each round of gameplay. “X” represents the number of images that the ATD
agent could not identify in the previous round.

Feedback message

Control −
Apology I am sorry that I was unable to classify X images

Trust Dampening I am sorry that I was unable to classify X images. In the
next round, poor image quality may further reduce my
accuracy
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Fig. 1. Gameplay Interface. Images allocated manually are shown in blue on the left
side of the map. Those allocated to the ATD agent are shown in orange on the right
side of the map. When a participant clicks on a map marker, the associated image is
shown in the Vehicle Identification Panel on the right side of the interface. The buttons
below this panel are used to manually inspect the image. The accuracy of both manual
and automated classification are shown above each panel, while a timer counting down
from 2 min is shown in the upper right. An image of the agent is shown above the
automated image panel next to real-time information about the agent’s classification
accuracy. (Color figure online)

After completing the fifth round of gameplay, participants were forwarded to
a Qualtrics survey where they responded to demographic questions on gender,
age, race, education level, and video gaming frequency. A subsequent question
was used to check whether participants were aware of the fixed, allocation-based
scoring mechanism, or believed that speed and accuracy were factors in their
score as intended.

Perceived realism and anthropomorphism items [25] from the pretest were
again used, this time referring to “the agent.” The Godspeed anthropomorphism
index [2] served as an additional agent anthropomorphism manipulation check.
The Individual Differences in Anthropomorphism Questionnaire (IDAQ) was
also used to measure participants’ anthropomorphizing tendencies [39].

Perceived trustworthiness was measured with ability, integrity, and benevo-
lence items adapted from Mayer and Davis [18]. This multidimensional approach
to measuring trustworthiness perceptions has been used in other studies on the
effect of interface features on user trust [9–11].

Lastly, expectations for the agent’s performance were assessed with two mul-
tiple choice questions. The first asked whether the decreasing reliability was
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Fig. 2. Feedback Page Interface. The human-automation team’s Round Score is first
shown. A still image of the agent then accompanies the feedback message. Lastly, the
agent makes its allocation request for the subsequent round.

observed by participants, the second asked about the effects of the feedback
messages on expectations for future agent performance.

Three attention check questions were included throughout the survey.

4.1 Hypotheses

First, we predicted that trust dampening would elicit more appropriate trust, in
addition to greater perceived integrity and benevolence:

H1. Trust dampening participants will have more appropriate trust than
apology and control participants.

H2a. Trust dampening participants will report greater perceived integrity
than apology and control participants.
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H2b. Trust dampening participants will report greater perceived benevo-
lence than apology and control participants.

The second set of hypotheses is based on the view of ECA researchers [4],
predicting that greater anthropomorphism will lead to more effective communi-
cation and, therefore, a greater impact of messages on reliance. In the current
experiment, apology and dampening messages were expected to elicit expecta-
tions for increased and decreased performance, respectively. Thus, we predicted
an interaction between the two experimental variables, where greater anthropo-
morphism would hurt trust appropriateness in the apology condition, but benefit
trust appropriateness in the dampening condition, given the decreasing accuracy
of the agent:

H3a. For apology participants, low anthropomorphism agents will elicit
more appropriate trust than high anthropomorphism agents.

H3b. For trust dampening participants, high anthropomorphism agents will
elicit more appropriate trust than low anthropomorphism agents.

4.2 Recruitment

The experiment was conducted one week after the pretest using the same MTurk
eligibility criteria (18 years and older, living in the USA, having completed
greater than 1,000 HIT’s, HIT approval rating greater than 95%). Individuals
who participated in the pretest were not eligible to take part in the experiment.

After accepting the job on MTurk, participants were forwarded to the website
where the game was hosted on pythonanywhere.com. An information sheet was
shown first, the end of which asked for participant consent. Participants were
then shown an instruction page describing how to play the game and the scoring
incentives. After correctly answering a series of questions about the instructions,
participants were shown an introduction message accompanied by an image of
the agent corresponding to their agent anthropomorphism condition: “Hello!
Welcome to the Target Identification Task. I am the Automated Target Detection
(ATD) agent and I will help you identify images.” This was followed by the initial
allocation request: “Please let me know how many images I should classify in
Round 1.” After advancing, participants began the first round of the game.

Data collected from gameplay were anonymous and linked to survey responses
with a randomized ID. Participants who completed all 5 rounds of gameplay and
the survey were compensated with $4. Those with the Top 10 cumulative Round
Scores were also awarded a bonus of $10. The experiment was approved by our
university’s IRB.

http://www.pythonanywhere.com
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4.3 Results

A total of 267 participants completed the experiment. We removed data of 41
participants who incorrectly answered at least one attention check question, and
1 of the remaining participants who answered “None of the below” when asked
which factors contributed to their Round Score, suggesting that they did not
believe that their score was based on performance. All subsequent analyses were
conducted on the remaining 225 participants, with the group distribution shown
in Table 3. Findings relating to our hypotheses are summarized in Table 4 at the
end of this section.

Table 3. Group Distribution. Number of participants in each experimental condition.

Group n

Low Anthro, Control 37

Low Anthro, Apology 41

Low Anthro, Trust Dampening 42

High Anthro, Control 32

High Anthro, Apology 37

High Anthro, Trust Dampening 36

Sample Demographics. The sample consisted of 145 (64.4%) male, 79 (35.1%)
female, and 1 (0.4%) other participant. Of these, 180 (80.0%) were white, 18
(8.0%) African American, 14 (6.2%) Asian, 9 (4.0%) Native American, 1 (0.4%)
Hispanic, and 3 (1.3%) other. The average age was 36.9 years (SD = 9.7) and
184 (81.8%) participants reported having at least a 4-year college degree. When
asked how often they play games on a computer or mobile device, 93 (41.3%)
said they play daily, 90 (40.0%) a few times a week, and 42 (18.7%) a few times
a month or less.

Chi-Square tests using 10,000 Monte Carlo samples showed that groups were
not different in terms of gender (χ2(10) = 14.28, p = .10) or race (χ2(25) =
34.50, p = .07). Kruskall-Wallis Tests also showed that there were no significant
differences in age (χ2(5) = 2.73, p = .74), education level (χ2(5) = 2.16, p =
.83), or gaming frequency (χ2(5) = 5.21, p = .39). As a result, we concluded
that group differences could be attributed to the experimental manipulations.

Manipulation Checks. Agent anthropomorphism manipulation checks were
conducted with 2 (agent anthropomorphism) × 3 (message) Analyses of Covari-
ance (ANCOVA’s) with agent anthropomorphism and message as between-
subject factors and the IDAQ (α = .96) as a covariate. Estimated marginal
means are reported at the mean IDAQ score of 6.46.

There was a significant main effect of agent anthropomorphism (F (1, 218) =
42.53, p < .001, η2

p = .163) on the Nowak et al. [25] instrument (α = .92) while
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controlling for the IDAQ (F (1, 218) = 177.48, p < .001, η2
p = .449). High agent

anthropomorphism participants (Madj = 5.09, SE = 0.13) perceived the agent
to be significantly more anthropomorphic than low agent anthropomorphism
participants (Madj = 3.94, SE = 0.12).

For the Godspeed perceived anthropomorphism index (α = .88), the effect
of agent anthropomorphism was not significant (F (1, 218) = 0.783, p = .377, η2

p

= .004), although the IDAQ was a significant covariate (F (1, 218) = 185.15, p
< .001, η2

p = .459). High anthropomorphism participants (Madj = 3.39, SE =
0.08) and low anthropomorphism participants (Madj = 3.30, SE = 0.07) rated
the agent similarly.

For both anthropomorphism measures, there were no significant effects due to
the message variable. Moreover, perceived realism (α = .58) did not significantly
differ among groups.

Analysis was next conducted on the two questions about the message and
expectations for the agent’s performance. As expected, for the question, “Which
of the following is true about the message shown to you after each round?”
the proportion of participants in the trust dampening condition selecting the
answer “The message said that the agent’s future performance may get worse”
was greater than in the other two conditions. A Chi-Square test confirmed that
groups were significantly different in their responses to this question (χ2(15) =
63.29, p < .001). Participants in the trust dampening groups (35.7% for Low
Anthro, 41.7% for High Anthro) were most likely to select the “worse” option.
Most participants in the apology (39.0% for Low Anthro, 43.2% for High Anthro)
and control (45.9% for Low Anthro, 59.4% for High Anthro) conditions selected
the answer, “The message did not say anything about the agent’s future perfor-
mance.”

For the question, “Which of the following is true about the agent’s perfor-
mance as the game progressed?” it was expected that the proportion of partici-
pants in the trust dampening group selecting the answer “I expected the agent’s
performance to worsen” would be greater than in the other two conditions. This
was not the case. A Chi-Square test revealed that the groups did not signifi-
cantly differ in their responses to this question (χ2(15) = 22.37, p = .10). The
“improve” option was most common for participants in the trust dampening
(40.5% for Low Anthro, 50.0% for High Anthro) and apology (53.7% for Low
Anthro, 43.2% for High Anthro) conditions. Most participants in the control
conditions (40.5% for Low Anthro, 46.9% for High Anthro) selected the “remain
similar” option.

The trust dampening component of the message appeared to be conveyed to
participants, although this did not necessarily lead to expectations of worsening
performance. These message interpretations should inform any insights derived
from the subsequent analysis, where we explore the role of message content and
agent anthropomorphism in trust calibration.



Im Only Human 297

Analysis of Variance for Trust Appropriateness. To test H1 and H3, we
computed trust appropriateness, or Tapprop, as the difference between a par-
ticipant’s allocation in a given round and the optimal allocation level for that
round:

Tapprop = Ak − Ok

where Ak is the participant’s allocation to the agent in round k and Ok is the
optimal allocation level for that round (15 for Round 1, 13 for Round 2, and so
on). The optimal level in each round was considered “appropriate” given that
it led to the best team performance (i.e., Round Score). A positive trust appro-
priateness value indicates overtrust, while a negative value indicates undertrust.
An absolute value closer to 0 represents more appropriate trust.

Group mean trust appropriateness over the 5 rounds of gameplay is shown
in Fig. 3. Raw allocation to the agent is shown in Fig. 4.

Fig. 3. Group Mean Trust Appropriateness. Means for each group’s trust appropri-
ateness over the 5 rounds of gameplay are shown. Error bars display 95% confidence
interval. Solid and dashed lines indicate low and high agent anthropomorphism con-
ditions, respectively. Control, apology, and trust dampening conditions are shown in
separate graphs from left to right.

A 2 (agent anthropomorphism) × 3 (message) × 5 (round) Repeated Mea-
sures Analysis of Variance (rm-ANOVA) on trust appropriateness was conducted
with agent anthropomorphism and message as between-subject factors and round
of the game as the within-subject factor. Since Mauchly’s test indicated that the
sphericity assumption was violated (χ2(9) = 31.98, p < .001), degrees of freedom
were corrected using Hyunh-Feldt estimates of sphericity (ε = 0.975). There was
a significant main effect of round on trust appropriateness (F (3.899, 853.795)
= 244.856, p < .001, η2

p = .528). Post-hoc tests using a Bonferroni adjustment
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Fig. 4. Group Mean Allocation to Agent. Means for each group’s allocation to the
automation over the 5 rounds of gameplay are shown. Error bars display 95% confi-
dence interval. Solid and dashed lines indicate low and high agent anthropomorphism
conditions, respectively. Control, apology, and trust dampening conditions are shown
in separate graphs from left to right.

confirmed that each pairwise difference in estimated marginal mean trust appro-
priateness between rounds was significant (all p’s < .001), for Rounds 1 (Madj

= -2.90, SE = 0.26), 2 (Madj = -0.96, SE = 0.27), 3 (Madj = 0.67, SE = 0.28),
4 (Madj = 2.38, SE = 0.27), and 5 (Madj = 4.54, SE = 0.29). This increasing
value of trust appropriateness was a product of the agent’s decreasing reliabil-
ity, since the optimal allocation level decreased in each round. There were no
significant interactions between round and the between-subject factors.

None of the between-subject effects on estimated marginal mean trust appro-
priateness over the whole game were significant. Because the message effect was
the closest to significance (F (2, 219) = 2.103, p = .125, η2

p = .019), Tukey’s post-
hoc tests were used to explore this effect further. Trust dampening participants
(M = 0.13, SE = 0.36) had marginally significantly lower trust appropriateness
values than both apology (M = 0.99, SE = 0.36)(p = .097) and control (M =
1.12, SE = 0.39)(p = .065) participants, while the difference between the apol-
ogy and control conditions did not approach significance (p = .810). The lower
absolute value for trust dampening participants suggests that those participants
had more appropriate trust on average than those receiving different messages,
lending partial support to H1. This finding should be interpreted with caution
given the lack of significance of the message effect in the overall model. There was
no support for H3 given the lack of an interaction effect between experimental
variables.

Analysis of Variance for Perceived Trustworthiness. To examine H2,
a Multivariate Analysis of Variance (MANOVA) was conducted on perceived
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ability (α = .93), integrity (α = .79), and benevolence (α = .78). There were
significant main effects of agent anthropomorphism (F (3, 217) = 2.72, p = .046,
Wilks’ λ = .964, η2

p = .036) and message (F (6, 434) = 2.83, p = .010, Wilks’ λ =
.926, η2

p = .038). The interaction between agent anthropomorphism and message
was not significant (F (6, 434) = 1.51, p = .174, Wilks’ λ = .960, η2

p = .020).
A series of follow-up, univariate, 2 (agent anthropomorphism) x 3 (message)
ANOVA’s was conducted with a Bonferroni-adjusted significance level of α =
.05/3 = .0167. Group mean perceived ability, integrity, and benevolence are
shown in Fig. 5.

Ability. Levene’s test indicated a violation of the homogeneity of variance
assumption for perceived ability (F (5, 219) = 3.40, p = .006). The ANOVA
also yielded a non-significant model (F (5, 219) = 1.85, p = .105, η2

p = .040).

Integrity. The overall model for perceived integrity was significant (F (5, 219)
= 2.97, p = .013, η2

p = .064). There was a main effect of message on perceived
integrity (F (2, 219) = 5.05, p = .007, η2

p = .044). The direction of the effect lent
partial support to H2a. Trust dampening participants (M = 5.65, SD = 0.87)
reported greater perceived integrity than apology (M = 5.36, SD = 0.89) and
control (M = 5.15, SD = 1.04) participants. Only the difference between trust
dampening and control participants was significant (p = .003).

Benevolence. Levene’s test indicated unequal variances across groups for per-
ceived benevolence ((F (5, 219) = 2.09, p = .068). Also, the ANOVA yielded a
non-significant model (F (5, 219) = 1.86, p = .103, η2

p = .041), and so we did not
find support for H2b.

Fig. 5. Group Mean Perceived Ability, Integrity, and Benevolence. Low and high agent
anthropomorphism conditions are indicated by solid and spotted bars, respectively.
Message groups are shown along the horizontal axis within the graph for each of the
three trustworthiness characteristics. Error bars display 95% confidence interval.
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The significant main effect of agent anthropomorphism in the MANOVA
was not followed by significant effects in the univariate ANOVA’s. The inter-
action between agent anthropomorphism and message did, however, approach
significance in the perceived ability (F (2, 219) = 2.65, p = .073, η2

p = .024) and
benevolence (F (2, 219) = 2.79, p = .064, η2

p = .025) models. There appeared to
be slight differences across agents within the trust dampening condition. This
was confirmed by simple main effects analysis. Within the trust dampening con-
dition, there were main effects of agent anthropomorphism on both perceived
ability (F (1, 76) = 5.51, p = .022, η2

p = .068) and benevolence (F (1, 76) = 5.86,
p = .018, η2

p = .072). Trust dampening participants in the low agent anthropo-
morphism condition (M = 5.66, SD = 0.70) reported greater perceived ability
than those in the high agent anthropomorphism condition (M = 5.04, SD =
1.53). Additionally, trust dampening participants in the low agent anthropomor-
phism condition (M = 5.68, SD = 0.83) reported greater perceived benevolence
than those in the high agent anthropomorphism condition (M = 5.05, SD =
1.45). Variance in ability and benevolence perceptions was greater in the high
anthropomorphism, trust dampening group relative to the low anthropomor-
phism, trust dampening group, and Levene’s test confirmed that this difference
was significant prior to the simple main effects analysis. This difference in vari-
ance was likely the cause of the aforementioned Levene’s test results in the full,
univariate ANOVA’s on perceived ability and benevolence. The relatively high
ability and benevolence means in the low agent anthropomorphism, trust damp-
ening condition may have contributed to the inflated agent anthropomorphism
main effect in the multivariate test as well.

5 Discussion

This study shed light on the efficacy of trust dampening messages, the role
of anthropomorphism in trust calibration, and multidimensional perceptions of
automation trustworthiness.

Trust-Dampening May Improve Trust Appropriateness

The current experiment sought to lend empirical evidence to the efficacy of
trust dampening messages in user trust calibration. Although non-significant,
we found some support for H1 in that trust dampening participants had, overall,
more appropriate trust than other participants. Lowering user expectations in
anticipation of reduced accuracy, essentially a request for less trust, allowed trust
dampening participants to better calibrate their trust. The other groups were
prone to a slightly greater degree of overtrust. Because this effect was small,
the implementation of trust dampening by automated agents must be further
explored. A number of limitations may explain the non-significance of this finding
and contribute to future trust dampening research.
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First, participants reported mixed interpretations of the dampening mes-
sages, with several indicating an expectation for improved rather than degraded
performance. Pretesting messages may allow researchers to better study trust
dampening. Second, the trust dampening message was longer than the apology
message. The length of the message, rather than its content, may have caused
the observed differences, perhaps by eliciting greater attention to agent per-
formance. Future research may use similar-length messages to rule out such an
effect. Third, as with any measurement of human-automation trust and reliance,
the findings here reflect the specific properties of the task. As in prior Target
Identification Task studies [9–11], MTurk participants’ incentive to complete
several tasks quickly likely competed with the performance-based compensation
incentive that we provided. Despite efforts to control the risks and benefits to
reliance on the agent and to align the structure of the task with our operational
definition of trust, speed was perhaps a more salient motivator than accuracy.
Allocation schemes where slightly more images were allocated to the agent may
have been favored because they were faster relative to schemes that optimized
the Round Score.

Anthropomorphic Communication May Play a Role in the Effect of
Trust-Calibrating Messages on Users’ Trustworthiness Perceptions

The anthropomorphism manipulation here did not play a significant role in trust
appropriateness, neither via main effect nor interaction with the messages. How-
ever, the current experiment gave some indication that agent anthropomorphism
affects user perceptions. Marginally significant interaction effects were observed,
where trust-dampening messages led to greater perceptions of the ability and
benevolence of the agent when delivered by low compared to high anthropomor-
phism agents.

Since trust dampening messages were intended to elicit lesser ability per-
ceptions, this finding may reflect that greater anthropomorphism allowed for
more effective communication to users. The simultaneous effect on perceived
benevolence, however, suggests that the less humanlike agent’s recognition of its
decreasing accuracy was generally regarded as positive. Trust dampening may
have made the low anthropomorphism agent appear more competent because
it could anticipate its own behavior. In light of the positive perceptions of
humanlike agents found in other experiments [26,36,40], this finding highlights
the nuanced relationship between trust and anthropomorphism, which has been
found to vary across tasks [32]. This finding also points to a potential risk in the
application of trust dampening–lowering expectations may be accompanied by
an unintended increase in perceived competence, since it demonstrates a degree
of self-awareness.

When attempting to support user trust calibration, system engineers and
interface designers should be wary of both the intended and unintended social
cues associated with the communication method used–these provide context
for the user’s interpretation of that information. CASA and anthropomorphism
research highlight human tendencies to socialize automated entities, lending to
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Table 4. Results Summary. Findings are summarized with respect to each hypothesis.

Hypothesis Summary

H1. Trust dampening participants
will have more appropriate trust
than apology and control
participants

Not supported. However, of the
between-subject effects, that of
message on estimated marginal
mean trust appropriateness over
the entire game was the closest to
significance (F (2, 219) = 2.103, p =
.125, η2

p = .019). Trust dampening
participants (M = 0.13, SE =
0.36) had marginally significantly
more appropriate trust (i.e., an
estimated marginal mean closer to
0) than both apology (M = 0.99,
SE = 0.36)(p = .097) and control
(M = 1.12, SE = 0.39)(p = .065)
participants

H2a. Trust dampening participants
will report greater perceived
integrity than apology and control
participants

Partially supported. Main effect of
message on perceived integrity in
expected direction (F (2, 219) =
5.05, p = .007, η2

p = .044). Trust
dampening participants (M = 5.65,
SD = 0.87) report significantly
greater perceived integrity than
control (M = 5.15, SD = 1.04) (p
= .003), non-significantly greater
than apology (M = 5.36, SD =
0.89) (p = .120)

H2b. Trust dampening participants
will report greater perceived
benevolence than apology and
control participants

Not supported

H3a. For apology participants, low
anthropomorphism agents will elicit
more appropriate trust than high
anthropomorphism agents

Not supported

H3b. For trust dampening
participants, high
anthropomorphism agents will elicit
more appropriate trust than low
anthropomorphism agents.

Not supported
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two types of trust-calibrating interventions: 1) accommodating those tendencies
when they can benefit performance, and 2) mitigating their effects when they
pose a vulnerability. More research is needed to illustrate how anthropomorphism
affects the interpretation of trust-calibrating messages.

Trust Dampening is Associated with Greater Perceived Integrity

Multidimensional measurement of perceived trustworthiness in the current study
showed that trust dampening increased participants’ perceptions of the agent’s
integrity. This difference was most pronounced with respect to the control mes-
sage and was non-significant with respect to the apology message. It is possible
that the trust dampening message here was a cue to the machine’s fallibility, as in
prior work where developer blame was associated with increased perceptions of
integrity [9]. Perceptions of an actor’s mistakes lie at the heart of technological
anthropomorphism, where humans are characterized by dynamism and flexi-
ble behavior, and machines with fixed and unchanging behavior [17]. As such,
anthropomorphism will be increasingly relevant for the interfaces of autonomous
systems, whose behavior may be effectively as dynamic as human actors.

While more research is needed into the behavioral outcomes associated with
integrity perceptions, this experiment suggests that human-automation trust,
like trust in our human peers, is based on more than “What can this entity do
for me?” Users may also wonder whether an agent sticks to its word or cares
about the user’s well-being, concerns which are fundamental to perceptions of
human trustees. Increased integrity perceptions are beneficial to the extent that
they allow for more appropriate trust, and the greater perceptions of integrity
here demonstrate the potential benefit to appropriate-trust-inducing systems.

In general, the current experiment provides some evidence that decreasing
certain components of trust via dampening can increase other components of
trust. While apparently contradictory, this point is made clear by contextually
explicit definitions of trust as well as multidimensional measurement of perceived
trustworthiness. Lowering perceptions of the agent’s performance capabilities
(i.e., ability) was perceived as a positive reflection of its adherence to an accept-
able set of principles (i.e., integrity). Both researchers and designers of auto-
mated and autonomous agents and systems may benefit from operationalization
of trustworthiness perceptions in a similar way. For researchers, this can allow
for the teasing apart of effects from various trust factors. For designers, this can
improve user experience by permitting a reduction of performance expectations
alongside increased likeability and user satisfaction.

6 Conclusion

As automated systems continue to be involved in various tasks in our daily lives,
designers will have a responsibility to create interfaces that facilitate appropri-
ate user trust. This study provided preliminary evidence that trust dampening
can improve trust appropriateness. The benefits of such lowered trust extended
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to perceptions of the integrity of the agent. While agent anthropomorphism did
not significantly impact behavioral trust here, there was some indication that it
influenced perceptions of trustworthiness in response to trust dampening mes-
sages. We encourage future work that explores how to effectively dampen trust
as well as the role that interface features, such as agent anthropomorphism, play
in the efficacy of trust-calibrating interventions. Likewise, we hope that this
paper allows designers to view user trust appropriateness, not merely trust, as a
target variable for interfaces that promote safe and effective human-automation
interaction.
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Abstract. In this paper, we propose the use of interactive theorem prov-
ing for explainable machine learning. After informally motivating our
proposition, we illustrate it on the dedicated application of explaining
security attacks using the Isabelle Infrastructure framework and its pro-
cess of dependability engineering. This formal framework and process
provides the logics for specification and modeling. Attacks on security of
the system are explained by specification and proofs in the Isabelle Infras-
tructure framework. Existing case studies of dependability engineering in
Isabelle are used as feasibility studies to illustrate how different aspects
of explanations are covered by the Isabelle Infrastructure framework.
Finally, we propose a research agenda on how first-class explanation inte-
grated with automated reasoning will solve the problem.
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1 Proposing Interactive Theorem Proving for Explainable
Machine Learning

Machine Learning (ML) is everywhere in Computer Science now. One may
almost say that all of Computer Science has now become a part of ML and
is viewed as a technique within the greater realm of Data Science or Data Engi-
neering. But while this major trend like many other trends prevails, we should
not forget that Artificial Intelligence (AI) is the original goal of what was the
starting point of machine learning and that Automated Reasoning has been cre-
ated as a means to provide for artificial intelligent systems a mechanical way of
imitating human reasoning by implementing logics and automatizing proof.

When we think of how to explain why a specific solution for a problem is
a solution, the purest way to do so is to explain it by way of mathematically
precise arguments – which is equivalent to providing a logically sound proof in a
mathematical model of the solution domain or context. An ML algorithm would
do the same, for example, by providing a decision tree to explain a solution, but
c© Springer Nature Switzerland AG 2022
J. Y. C. Chen et al. (Eds.): HCII 2022, LNCS 13518, pp. 307–318, 2022.
https://doi.org/10.1007/978-3-031-21707-4_22
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usually the ML explanations which are generated by the ML model itself are
very close to the ML implementation. So, they often fail to give a satisfactory,
i.e. human understandable explanation.

This paper shows our point of view on a tangible way forward to combining
interactive theorem proving with machine learning (ML). Different from the
main stream of using ML to improve automated verification, we propose an
integration at a higher level, using logical modeling and automated reasoning
for explainability of machine learning solutions. The main idea of our proposal
is based on one major fact about logic and proof:

Reasoning is not only a very natural way of explanation but it is also the
most complete possible one since it provides a mathematical proof on a
formal model.

In the spirit of this thought, we provide a proof of concept on a framework that
has been established for security and privacy analysis, the Isabelle Infrastructure
framework. In this paper, we thus first introduce this framework by summarizing
its basic concepts and various applications (Sect. 2). After contrasting to some
other conceptual approaches to ML and theorem proving including explanation
(Sect. 3), we highlight the aspects that the Isabelle Infrastructure framework
already provides (Sect. 4), before we finally sketch our conceptual proposal for
using first-class representations of explanations in the logic to enable automated
reasoning (Sect. 5).

2 Isabelle Infrastructure Framework

The Isabelle Infrastructure framework is implemented as an instance of Higher
Order Logic in the interactive generic theorem prover Isabelle/HOL [24]. The
framework enables formalizing and proving of systems with physical and log-
ical components, actors and policies. It has been designed for the analysis of
insider threats. However, the implemented theory of temporal logic combined
with Kripke structures and its generic notion of state transitions are a perfect
match to be combined with attack trees into a process for formal security engi-
neering [3] including an accompanying framework [11].

Kripke Structures, CTL and Attack Trees. A number of case studies have
contributed to shape the Isabelle framework into a general framework for the
state-based security analysis of infrastructures with policies and actors. Tem-
poral logic and Kripke structures are deeply embedded into Isabelle’s Higher
Order logic thereby enabling meta-theoretical proofs about the foundations: for
example, equivalence between attack trees and CTL statements have been estab-
lished [8] providing sound foundations for applications. This foundation provides
a generic notion of state transition on which attack trees and temporal logic can
be used to express properties for applications. The logical concepts and related
notions thus provided for sound application modeling are:
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– Kripke structures and state transitions:
A generic state transition relation is →i; Kripke structures over a set of states
t reachable by →i from an initial state set I can be constructed by the Kripke
constructor as

Kripke {t. ∃ i ∈ I. i →∗
i t} I

– CTL statements:
We can use the Computation Tree Logic (CTL) to specify dependability prop-
erties as

K � EF s

This formula states that in Kripke structure K there is a path (E) on which
the property s (given as the set of states in which the property is true) will
eventually (F) hold.

– Attack trees:
Attack trees are defined as a recursive datatype in Isabelle having three con-
structors: ⊕∨ creates or-trees and ⊕∧ creates and-trees. And-attack trees l⊕s

∧
and or-attack trees l⊕s

∨ consist of a list of sub-attacks which are themselves
recursively given as attack trees. The third constructor takes as input a pair
of state sets constructing a base attack step between two state sets. For exam-
ple, for the sets I and s this is written as N(I,s). As a further example, a two
step and-attack leading from state set I via si to s is expressed as

� [N(I,si),N(si,s)]⊕(I,s)
∧

– Attack tree refinement, validity and adequacy:
Attack trees can be constructed also by a refinement process but this differs
from the system refinement presented in the paper [13]. An abstract attack
tree may be refined by spelling out the attack steps until a valid attack is
reached:
�A :: (σ:: state) attree).

The validity is defined constructively so that code can be generated from it.
Adequacy with respect to a formal semantics in CTL is proved and can be
used to facilitate actual application verification. This is used for the stepwise
system refinements central to the methodology called Refinement-Risk cycle
developed for the Isabelle Infrastructure framework [13].

A whole range of publications have documented the development of the
Isabelle Insider framework. The publications [20–22] first define the fundamen-
tal notions of insiderness, policies, and behaviour showing how these concepts
are able to express the classical insider threat patterns identified in the sem-
inal CERT guide on insider threats [2]. This Isabelle Insider framework has
been applied to auction protocols [17,18] illustrating that the Insider framework
can embed the inductive approach to protocol verification [25]. An Airplane
case study [15,16] revealed the need for dynamic state verification leading to
the extension of adding a mutable state. Meanwhile, the embedding of Kripke
structures and CTL into Isabelle have enabled the emulation of Modelchecking
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and to provide a semantics for attack trees [5–8,11]. Attack trees have provided
the leverage to integrate Isabelle formal reasoning for IoT systems as has been
illustrated in the CHIST-ERA project SUCCESS [3] where attack trees have
been used in combination with the Behaviour Interaction Priority (BIP) compo-
nent architecture model to develop security and privacy enhanced IoT solutions.
This development has emphasized the technical rather than the psychological
side of the framework development and thus branched off the development of
the Isabelle Insider framework into the Isabelle Infrastructure framework. Since
the strong expressiveness of Isabelle allows to formalize the IoT scenarios as
well as actors and policies, the latter framework can also be applied to evaluate
IoT scenarios with respect to policies like the European data privacy regulation
GDPR [9]. Application to security protocols first pioneered in the auction pro-
tocol application [17,18] has further motivated the analysis of Quantum Cryp-
tography which in turn necessitated the extension by probabilities [4,10,12].

Requirements raised by these various security and privacy case studies have
shown the need for a cyclic engineering process for developing specifications
and refining them towards implementations. A first case study takes the IoT
healthcare application and exemplifies a step-by-step refinement interspersed
with attack analysis using attack trees to increase privacy by ultimately intro-
ducing a blockchain for access control [11]. First ideas to support a dedicated
security refinement process are available in a preliminary arxive paper [23] but
only the follow-up publication [14] provides the first full formalization of the RR-
cycle and illustrates its application completely on the Corona-virus Warn App
(CWA). The earlier workshop publication [19] provided the formalization of the
CWA illustrating the first two steps but it did not introduce the fully formalised
RR-cycle nor did it apply it to arrive at a solution satisfying the global privacy
policy [13].

3 Machine Learning, Explanation and Theorem Proving

If theorem proving could automatically be solved by machine learning, we would
solve the P=NP problem [28]. Nevertheless, ML has been successfully employed
within theorem provers to enhance the decision processes. Also in Isabelle, the
sledgehammer tool uses ML mainly to select lemmas.

A very relevant work by Vigano and Magazzeni [27] focuses the idea of
explainability on security, coining the notion of XSec or Explainable Security.
The authors propose a full new research programme for the notion of explain-
ability in security in which they identify the “Six Ws” of XSec: Who? What?
Where? When? Why? And hoW? They position their paper clearly into the con-
text of some earlier works along the same lines, e.g. [1,26], but go beyond the
earlier works by extending the scope and presenting a very concise yet complete
description of the challenges. As opposed to XAI in general, the paper shows
how already in understanding explanations only for the focus area of security
(as opposed to all application domains of IT) is quite a task. Also they point
out that XAI is merely concerned with explaining the technical solution pro-
vided by ML, whereas XSec looks at various other levels most prominently, the
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human user, by addressing domains like usable security and security awareness,
and security economics [27] [p. 294].

Our point of view is quite similar to Vigano’s and Magazzeni’s but we empha-
size the technical side of explanation using interactive theorem proving and the
Isabelle Infrastructure framework, while they focus on differentiating the notion
of explanation from different aspects, for example, stake holders, system view,
and abstraction levels. However, the notion of refinement defined for the pro-
cess of dependability engineering for the Isabelle Infrastructure framework [13]
allows addressing most of the Six Ws, because our model includes actors and
policies and allows differentiation between insider and outsider attacks, expres-
sion of awareness [14]. Thus, we could strictly follow the Ws when explaining
our proposition but we believe it is better to contemplate the Ws simply in the
context of classical Software Engineering that has similar Ws. Moreover, the
Refinement-Risk cycle of dependability engineering can be seen as specification
refinement framework that employs the classical AI technique of automated rea-
soning. Surely, the human aspect versus the system aspect on the Six Ws of
XSec brings in various different view points but these are inherent in if the con-
texts, that are needed for the interpretation are present in the model. Otherwise,
they simply have to be added to it, for example, by using refinement to inte-
grate these aspects of reality into the model. Then the Isabelle Infrastructure
framework allows explanation for various purposes, audiences, technical levels
(HW/SW). policies, localities and other physical aspects. Thus, we can answer
all Six Ws and argue that is what human centric software, security, and depend-
ability engineering are all about.

Moreover, despite contrasting from the approach by Vigano and Megazzini,
we follow the classical engineering approach of Fault-tree analysis, more con-
cretely using Attack Trees, and propose a dual process of attack versus security
protection goal analysis which in itself offers a direct input to ML, for exam-
ple to produce features that could be used for Decision trees as well as metrics
that could provide feedback for optimization techniques as used in reinforcement
learning.

4 Explaining (Not Only) Security by the Isabelle
Infrastructure Framework

This section describes the core ideas of explanation provided by applying the
Isabelle Infrastructure framework.

4.1 State Transition Systems and Attack Trees as a Dual Way
of Explanation

One important aspect of explanation that is not restricted to security at all is to
provide a step by step trace of state transitions to explain how a specific state
may appear. This can explain where a problem lies, for example, to explain how
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an ML algorithm arrived at a decision for a medical diagnosis by lining up a
number of steps that lead to it.

In the Isabelle Infrastructure framework the notion of state transition sys-
tems is provided as a generic theory based on Kripke structures to represent state
graphs over arbitrary types of states and using the branching time logic CTL to
express temporal logical formulas over them. The correspondence between the
CTL formulas of reachability and attack trees and the proof of adequacy are
suitable to allow for a dual step by step analysis of a system dove-tailing the
fault analysis with a specification refinement. This dove-tailing process leads to
an elaborate process not only of explaining faults of system designs and how
they can be reached practically by a series of actions but also an explanation
of additional features of a system that are motivated by the detected fault. For
example, when it comes to human awareness and usable security an explana-
tion of a necessary security measure that is imposed on a user can be readily
illustrated by an attack graph or its equivalent attack path that can be readily
produced by the adequacy theory.

4.2 Human and Locality Aspects

The Isabelle Infrastructure framework has initially been designed to be merely
focused on modeling and analyzing Insider threats before it became extended
into what is now known as the Isabelle Infrastructure framework. Due to this
initial motivation the framework explicitly supports the notion of human actors
within networks of physical and virtual locations. These aspects are important
to model various different stake holders to enable explanations to different audi-
ences having different view points and needing different levels of detail and com-
plexity in their explanations. For example, the explanation of a security threat
will have a substantially different form if produced for a security analyst of to a
system end user. Due to the explicit representation of human actors as well as
their locations and other variable features, the Isabelle Infrastructure framework
supports a fine grained control over the definition of applications thus enabling
very flexible support of explanation about human aspects and suited to human
understanding.

Also the human aspect necessitates consideration of the human condition,
in particular psychological characterizations. The Isabelle Infrastructure frame-
work, by augmenting the Isabelle Insider framework, provides for such charac-
terization. For example, when considering insiderness, the state of the insider is
characterized by a predicate that allows to use this state within a logical analy-
sis of security and privacy threats to a system. Although these characterizations
are axiomatic in the sense that the definition of the insider predicate is based
on empirical results that have been externally input into the specification, it is
in principle feasible to enrich the cognitive model of the human in the Isabelle
Insider framework. A first step towards that has been done by experimenting
with an extension of a notion of human awareness to support additionally anal-
ysis of unintentional insiders for human unawareness of privacy risks in social
media [14].
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4.3 Dependability Engineering: Specifying Protection Goals
and Quantifying Attackers

The process of Dependability Engineering – the Refinement-Risk (RR) cycle –
conceived for the Isabelle Infrastructure framework [23] allows a human centric
system specification to be refined step-by-step following an iteration of find-
ing faults within a system specification and refining this specification by more
sophisticated data types or additional rules or changes to the semantics of system
functions. The data type refinement allows integrating for example, more restric-
tive measures to control data, for example, using blockchains to enhance data
consistency, or data labeling for access control. This refinement is triggered by
previously found flaws in the system and thus provides concrete motivations for
such design decisions leading to constructive explanations. Similarly, additional
constraints on rules that are introduced in a refinement step of the RR-cycle are
motivated by previously found attacks, for example, the necessity to change the
ephemeral id of every user when they move to a new location instantaneously at
moving time for the Corona-Warn-App is motivated by an identification attack
[13,19].

Since the RR-cycle is based on the idea of refinement, another requirement
for a flexible explanation comes in for free: if we want to explain to different
audiences or at different technical levels, we equally need to refine (or abstract)
definitions of data-types, rules for policies, or descriptions of algorithms. The
Isabelle Infrastructure framework directly supports these expressions at different
abstraction levels and from different view points.

4.4 Quantification

An important aspect is quantification for explanation. Very often an explana-
tion will not be possible in a possibilistic way. A quantification could be given
by adding probabilities as well as other quantitative data, like costs, to explana-
tions. For example, for a security attack the cost that an attacker is estimated to
invest maximally on a specific attack step is an inevitable ingredient for a real-
istic attacker model. Similarly, the likelihood of a successful attack of a certain
attack step could be needed for an analysis. Attack trees support these types
of quantification. Naturally, the Isabelle Infrastructure framework also supports
them. The application to the security analysis of Quantum Cryptography, i.e.,
the modeling and analysis of the Quantum Key Distribution protocol (QKD)
lead to the extension for probabilistic state transition systems [4,10,12].

Quantification can also be a useful explanation for the process of learning for
example by quantifying a distance to an attack goal. In that sense, quantified
explanation can be a useful feedback for machine learning itself.
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4.5 Explanation Trees, Attack Trees and First-Class Representation

Pieters uses explanation trees to visualise the relation between explanation goals
and subgoals. An explanation tree according to Pieters is “a tree in which the
goals and subgoals of an explanation are ordered systematically” [26]. Expla-
nation trees resemble very much attack trees, as already has been observed by
Pieters. An attack tree explains an attack by a process that can be characterized
as “attack tree refinement” in the Isabelle Insider framework [7,8,10]: a subtree
“explains” the more refined steps that lead to the parent attack. Ultimately, the
attack tree refinement leads to a valid explanation. Since attack trees are fully
embedded as “first-class citizens” into the logic in the Isabelle Insider frame-
work, it is not only possible to provide a formal semantics for such valid attacks
based on Kripke structures and the temporal logic CTL but also to derive an
efficient decision procedure (this means that code is generated in programming
languages like Scala for deciding the validity of attack trees).

Similarly, first class explanations of explanation trees are well suited to pro-
vide semantically sound explanations. Since explanation trees are similar to
attack trees a slight adaptation of their existing first-class representation suf-
fices. Due to the first-class representation, sound justifications can be provided
by proof. Also transparency of explanations can be achieved because the con-
cepts of the Isabelle Infrastructure framework allow consistent translation of
these first-class explanation trees at different levels of refinement. The concep-
tual inclusion of the human actor in the Isabelle Infrastructure framework addi-
tionally ensures that mere technical explanations can be made transparent for
human centric contexts.

5 A Proposal: First-Class Explanation by Automated
Reasoning

Based on the stock-taking in the previous subsection, we propose to use expres-
sive formal logical models to provide explanations at all levels for different pur-
poses and to different users. Explainability is a hot topic of Artificial Intelligence
(AI). There is even a dedicated US research agenda called XAI (for eXplainable
AI) by DARPA. The focus there is on providing a technical justification by
explaining how a black box learning algorithm arrives at a decision. However,
explanations are equally needed for other purposes, for example, to explain to a
surgeon why the expert system suggests he should remove suspect tissue during
an operation, but also in security, for example, to raise awareness for users of
social networks about their privacy risks, as well as security experts, of what is
going on in a network under attack. Generally, explanations may be used to (a)
justify legal or more generally ethical decisions and (b) to describe something
in detail to explain to humans how and why a decision is correct [26]. Purpose
(b) is very important to create trust by enabling transparency. Explanations
in the wider sense may be organized as explanation trees containing explana-
tion goals as root nodes and subgoals as subtrees. Such trees can be related to
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a verification task equivalent to breaking the overall goal (the root goal) into
its subgoals. Explanation trees resemble attack trees as used in security analy-
sis. Such trees can be supported by automated reasoning by representing them
explicitly as first-class citizens of the logic. Thereby the goal/subgoal-creation as
well as their disjunctive or conjunctive composition can be assigned to a formal
semantics and adequacy can be proved by automated reasoning. The expressive-
ness of some logics allows providing such a first class representation of (attack or
explanation) trees in such a generic (polymorphic) way that the tree as well as
its semantics can be instantiated to different scenarios. First class representation
allows thus meta-logical reasoning while also using the representation to verify
applications. For example, we could use explanation trees to represent decision
trees - a common machine learning model suitable for technical explanations.

In XAI advances are being made on verification of non-symbolic AI
approaches, such as Feed-Forward and Convolutional Neural Networks. Proba-
bilistic Model Checking and Abstract Interpretation techniques promise to guar-
antee robustness, that is, explanations of which inputs are mapped to outputs
which allow some reliable predictions by modelling closely the machine learn-
ing algorithms. The level of explanation that can be reached by such verification
techniques lacks expression of relevant higher-level concepts present in the appli-
cation which are necessary for justification in non-technical contexts, like laws,
and detailed descriptions for humans. For example, the success of automated
language translation tools like, the encoder-decoder pairs of networks used in
Google Translate, are grounded on exploiting large data sets of government doc-
uments from bilingual countries computing large tables of probabilities between
phrases of the different languages rather than using syntax and grammar rules
as symbolic AI did. Explaining why these translations are good matches necessi-
tates representing contextual information of the matched examples as concepts
in the logical language, that is, make them first class citizens.

The potential reward is transparency and justifiability of automated deci-
sion systems that employ non-symbolic approaches, ranging from explanations
in safety critical areas (why did the airplane crash? – was it a fault or an attack?)
to security and privacy (who can see your private data on Facebook and how
and why does it change if you change your settings?). Abstraction permits expla-
nation that is consistent with a logic, for example temporal logic, to ascertain
verifiability and consistency of the model. The explanation can be done con-
sistently in a rich model where important concepts of the application context
are explicit part of the formal model underlying the explanation tree thus guar-
anteeing soundness. Such a consistent and sound explanation can be used as
a technical explanation for non-symbolic AI, for example as a decision tree,
but it can also be used to provide an explanation for transparency to humans.
Detailed descriptions on how a decision was arrived at can be constructed from
the rich model of the application. For justifications, the semantic embedding for
the first-class representation plays a key role as it permits to transfer the justi-
fication goal of the explanation via the underlying semantics of the tree. Thus,
the justification can be formally proved in the logic again with respect to the
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rich expressive model and relevant domain specific rules from the application.
Additionally, justifications are guaranteed to be verifiably sound and consistent.
In essence, chaining a symbolic approach based on first-class explanations to
non-symbolic approaches will provide a higher level of abstraction that is closer
to human understanding increasing awareness and trust.

6 Conclusions

In this paper we have proposed the use of Automated Reasoning in the par-
ticular instance of the Isabelle Infrastructure framework for Explanation. We
summarized the work that lead to the creation of the Isabelle Infrastructure
framework highlighting the existing applications and extensions. After study-
ing some related work on explanation, we provided a range of conceptual points
that argued why and how the Isabelle Infrastructure framework already supports
explanation and can be used as a basis for a dedicated explanation framework.
Finally, we propose a new research agenda that outlines how explanation can be
achieved using first-class representations for explanations in automated reason-
ing systems extending existing concepts of the Isabelle Infrastructure framework.
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Dyreson, C.E., Li, F., Özsu, M.T. (eds.) International Conference on Management
of Data, SIGMOD 2014, Snowbird, UT, USA, 22–27 June, 2014, pp. 1411–1422.
ACM (2014)

2. Cappelli, D.M., Moore, A.P., Trzeciak, R.F.: The CERT Guide to Insider Threats:
How to Prevent, Detect, and Respond to Information Technology Crimes (Theft,
Sabotage, Fraud). SEI Series in Software Engineering. Addison-Wesley Profes-
sional, 1st edn., February 2012

3. CHIST-ERA. Success: Secure accessibility for the internet of things (2016). http://
www.chistera.eu/projects/success

4. Kammüller, F.: Formalizing probabilistic quantum security protocols in the isabelle
infrastructure framework. Informal Presentation at Computability in Europe, CiE
(2019)

5. Kammüller, F.: Formal models of human factors for security and privacy. In: 5th
International Conference on Human Aspects of Security, Privacy and Trust, HCII-
HAS 2017. LNCS, vol. 10292, pp. 339–352. Springer (2017). Affiliated with HCII
2017

6. Kammüller, F.: Human centric security and privacy for the IoT using formal tech-
niques. In: Nicholson, D. (ed.) AHFE 2017. AISC, vol. 593, pp. 106–116. Springer,
Cham (2018). https://doi.org/10.1007/978-3-319-60585-2 12

7. Kammüller, F.: A proof calculus for attack trees in isabelle. In: Garcia-
Alfaro, J., Navarro-Arribas, G., Hartenstein, H., Herrera-Joancomart́ı, J. (eds.)
ESORICS/DPM/CBT -2017. LNCS, vol. 10436, pp. 3–18. Springer, Cham (2017).
https://doi.org/10.1007/978-3-319-67816-0 1

http://www.chistera.eu/projects/success
http://www.chistera.eu/projects/success
https://doi.org/10.1007/978-3-319-60585-2_12
https://doi.org/10.1007/978-3-319-67816-0_1


Explanation by Automated Reasoning 317

8. Kammüller, F.: Attack trees in isabelle. In: Naccache, D., Xu, S., Qing, S., Sama-
rati, P., Blanc, G., Lu, R., Zhang, Z., Meddahi, A. (eds.) ICICS 2018. LNCS, vol.
11149, pp. 611–628. Springer, Cham (2018). https://doi.org/10.1007/978-3-030-
01950-1 36

9. Kammüller, F.: Formal modeling and analysis of data protection for gdpr compli-
ance of iot healthcare systems. In: IEEE Systems, Man and Cybernetics, SMC2018.
IEEE (2018)

10. Kammüller, F.: Attack trees in isabelle extended with probabilities for quantum
cryptography. Comput. Secur. 87 (2019)

11. Kammüller, F.: Combining secure system design with risk assessment for iot health-
care systems. In: Workshop on Security, Privacy, and Trust in the IoT, SPTIoT’
209, colocated with IEEE PerCom. IEEE (2019)

12. Kammüller, F.: Qkd in isabelle - bayesian calculation. arXiv, cs.CR (2019)
13. Kammüller, F.: Dependability engineering in isabelle (2021). arxiv preprint

arxiv.org/abs/2112.04374
14. Kammüller, F., Alvarado, C.M.: Exploring rationality of self awareness in social

networking for logical modeling of unintentional insiders (2021). arxiv preprint
arxiv.org/abs/2111.15425

15. Kammüller, F., Kerber, M.: Investigating airplane safety and security against
insider threats using logical modeling. In: IEEE Security and Privacy Workshops,
Workshop on Research in Insider Threats, WRIT 2016. IEEE (2016)

16. Kammüller, F., Kerber, M.: Applying the isabelle insider framework to airplane
security. Sci. Comput. Programm. 206 (2021)

17. Kammüller, F., Kerber, M., Probst, C.: Towards formal analysis of insider threats
for auctions. In: 8th ACM CCS International Workshop on Managing Insider Secu-
rity Threats, MIST 2016. ACM (2016)

18. Kammüller, F., Kerber, M., Probst, C.: Insider threats for auctions: formal mod-
eling, proof, and certified code. J. Wirel. Mob. Networks Ubiquitous Comput.
Dependable Appl. (JoWUA) 8(1) (2017)

19. Kammüller, F., Lutz, B.: Modeling and analyzing the corona-virus warning app
with the Isabelle infrastructure framework. In: Garcia-Alfaro, J., Navarro-Arribas,
G., Herrera-Joancomarti, J. (eds.) DPM/CBT -2020. LNCS, vol. 12484, pp. 128–
144. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-66172-4 8

20. Kammüller, F., Probst, C.W.: Invalidating policies using structural information. In:
IEEE Security and Privacy Workshops, Workshop on Research in Insider Threats,
WRIT 2013 (2013)

21. Kammüller, F., Probst, C.W.: Combining generated data models with formal inval-
idation for insider threat analysis. In: IEEE Security Privacy Workshops, Workshop
on Research in Insider Threats, WRIT 2014 (2014)

22. Kammüller, F., Probst, C.W.: Modeling and verification of insider threats using
logical analysis. IEEE Syst. J. Spec. Issue Insider Threats Inf. Secur. Digital Espi-
onage Counter Intell. 11(2), 534–545 (2017)

23. Kammüller, F.: A formal development cycle for security engineering in Isabelle
(2020). arxiv preprint. arxiv.org/abs/2001.08983

24. Nipkow, T., Wenzel, M., Paulson, L.C. (eds.): Isabelle/HOL – A Proof Assistant
for Higher-Order Logic. LNCS, vol. 2283. Springer, Heidelberg (2002). https://doi.
org/10.1007/3-540-45949-9

25. Paulson, L.C.: The inductive approach to verifying cryptographic protocols. J.
Comput. Secur. 6(1–2), 85–128 (1998)

26. Pieters, W.: Explanation and trust: what to tell the user in security and AI? Ethics
Inf. Technol. 13(1), 53–64 (2011)

https://doi.org/10.1007/978-3-030-01950-1_36
https://doi.org/10.1007/978-3-030-01950-1_36
http://arxiv.org/2112.04374
http://arxiv.org/2111.15425
https://doi.org/10.1007/978-3-030-66172-4_8
http://arxiv.org/2001.08983
https://doi.org/10.1007/3-540-45949-9
https://doi.org/10.1007/3-540-45949-9


318 F. Kammüller
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Abstract. This research in progress manuscript reports on the preliminary find-
ings of a scoping literature review that uncovers the constituent elements of Arti-
ficial Intelligence-based (AI) applications as a radically new type of digital arti-
fact and compares them with those of non-AI-based applications to articulate
theoretical propositions related to their use within organizations. A preliminary
screening of a random sample of 10 non-AI based and 11 AI-based application-
related records was conducted to compare and contrast the focus and perspec-
tives adopted by extant research. The findings of this initial screening indicate a
tendency towards viewing AI-based applications as black boxes. These findings
further suggest that the study of continued use of these applicationsmay be a poten-
tially rich area for future empirical research as most screened records focused on
their initial use. The next steps of this review, which will include, among others, a
narrative, thematic analysis, and the identification of gaps within extant research,
may confirm or broaden these conclusions.

Keywords: Information systems · Use · Artificial Intelligence · Constituent
elements · Scoping review

1 Introduction

Different digital artifacts have stood at the center of research on information systems
(IS) use, yielding a wealth of information with regard to the drivers and types of IS
use in organizational contexts. However, with the emergence and increasing rate of
organizational adoption of Artificial Intelligence (AI) as a radically new type of digital
artifact, a new look at what drives the use of such AI-based applications is required [1].

Research on IS use, as the “extent to which an individual “employs a system to carry
out a task” [1: p. 233], has differentiated between initial [3, 4] and continued IS use [5, 6],
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at the individual level, of various technologies present in organizational contexts. Based
on this rich body of work, key antecedents to initial IS use such as perceived usefulness
and ease-of-use [3] or task-technology fit [7] have been identified. Similarly, continued
IS use has been shown to be shaped by user satisfaction [5], habits [8], emotions [9] or
addiction [10].

Starting with the idea that “technology per se can’t increase or decrease the produc-
tivity ofworkers’ performance, only use of IT can” [11, p. 425], research has also focused
on effective IS use, as the use of “a system in a way that helps attain the goals for using
the system” [12, p. 633]. This conceptualization isolates three sequential, constituent
elements of effective IS use: the ability of an individual user to access the system’s
functionality unimpeded by its physical and algorithmic interface, to access information
relayed by the system that faithfully reflects the reality of the domain of inquiry and to
put into action the information obtained from the system to improve their state.

In parallel with this conceptualization, IS research has also focused on operational-
izing and measuring individual-level IS use. While earlier operationalizations focused
on the presence and absence of use [13] or the duration and frequency of use [14], addi-
tional composite measures were developed to account for the multi-dimensional nature
of the IS use construct (individual-system-task) such as the extent to which an individual
employs a system [15], to which a system is used in carrying out a task [16] or to which
an individual employs a system to carry out a task [2, 17]. On the other hand, IS use
has also been conceptualized and operationalized as encompassing different behaviors
(e.g., automatic vs. adjusting), wherein how users transition between these behaviors
influences task performance. Such that, in this view, IS performance is related to how a
system is used rather than the duration spent using it [18].

Research has also argued that, while much, if not all, IS use is done individu-
ally, the inherent collective context of use characterizing organizational life requires
developing a multilevel approach [19]. As such, four ideal types of IS use in organi-
zations were posited: siloed use (e.g., distributed technologies), sequential use (e.g.,
enterprise systems), coalesced use (e.g., specialized applications), and networked use
(e.g., synchronous, collaborative technologies) characterized by ever-increasing levels
of interdependency between multiple instances of individual-level IS use [20].

Regardless of the fact that different technologies have stood at the center of these
empirical studies, these technologies can be subsumed and categorized more broadly
as digital artifacts [21, 22]. Irrespective of their nature, these digital artifacts share
four constituent characteristics: a data layer (content and metadata), a service layer
(application functionality helping users create, manipulate, store and consume contents),
a network layer (reflecting the connectivity patterns of the digital artifact), and a device
layer (hardware and operating system) [21].

With the advent and growing adoption of Artificially Intelligent technologies and
AI-based applications, as a fundamentally new type of digital artifact, one that is based
on machine learning algorithms, a new perspective on the drivers of the use of these
applications is warranted [1]. Defined as “machines or computer systems capable of
learning to perform tasks that normally require human intelligence” [23, p. 4], AI-
based applications feature a unique capability for cybernetic agency, a new constituent
characteristic absent from previously studied digital artifacts informing knowledge on
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IS use. In this vein, machine learning algorithms at the core of AI-based applications
“have greater autonomy, deeper learning capacity, and are more inscrutable than any of
the “intelligent” IT artifacts that have come before” [24, p. 1433].

Consequently, the objective of this scoping literature review is two-fold. First, to
uncover the constituent elements (i.e., the layers) of AI-based applications through the
synthesis of extant literature. Second, to compare and contrast the constituent elements
of AI-based applications with those of “traditional” non-AI-based digital artifacts in
order to articulate theoretical propositions related to the use of AI-based applications in
organizational contexts.

2 Methodology

Knowledge syntheses aim to collect and assess the current state of knowledge on a
topic. The scoping literature review is a knowledge synthesis technique commonly used
to provide a preliminary indication of the potential size and nature of extant literature
on a topic, examine the extent and nature of research, and identify research gaps, with
the overarching goal of being as comprehensive as possible [25]. The methodology
presented below summarizes the initial iterative search process conducted in accordance
with the scoping literature review methods recommended by [25] to identify relevant
keywords and literature and provide preliminary findings on the focus and perspectives
adopted by extant research on IS use and compare and contrast non-AI and AI-based
applications.

2.1 Identifying and Scoping Keywords

A three-step iterative process was undertaken to identify and scope keywords within
English peer-reviewed articles, conference proceedings, books chapters, and grey litera-
ture published between January 1st, 2015, and March 3rd, 2022, within all metadata and
abstracts fields of four electronic databases: EBSCOHost, Web of Science, Association
for Computing Machinery (ACM) Digital Library and Institute of Electrical and Elec-
tronics Engineers (IEEE) Xplore. All three steps of this process comprised the following
sub-steps: initial search to capture relevant records; analysis of the titles and abstracts
of the retrieved records to identify synonym keywords; repetition of these first two sub-
steps until new synonyms were no longer derived; listing and definition of the final set
of keywords and use of these keywords in the subsequent search steps. The authors met
on separate occasions to identify a preliminary list of keywords to serve as a basis for
the subsequent steps.

Step 1. Capturing IS-Use and Non-AI-Based Applications-Related Keywords.
This step consisted of identifying and scoping keywords related to (1) general IS termi-
nology encompassing individual/group-level terms (e.g., user, team) and digital artifacts-
related (e.g., IS artifact) terms in combination with (2) IS initial and continued use (e.g.,
acceptance, continuance) and non-AI based applications related terms. As shown in
Table 1, three search passes were conducted, allowing the identification of 26 additional
keywords by analyzing titles and abstracts of 270 randomly selected records.
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Step 2. Capturing AI-Based Applications-Related keywords. This step consisted of
identifying and scoping keywords related to (1) general IS terminology encompassing
individual/group-level and digital artifacts-related terms combined with (2) AI-based
application-related terms (e.g., automation, neural network). Two search passes were
conducted, allowing the identification of 13 additional AI-based applications-related
keywords by analyzing titles and abstracts of 130 randomly selected records (seeTable 1).

Step 3. Capturing IS-Use and AI-Based Applications-Related Keywords. This
step consisted of identifying and scoping keywords related to (1) general IS terminology
encompassing individual/group-level terms and digital artifacts-related terms in combi-
nation with (2) IS initial and continued-use-related terms and (3) AI-based applications
and constituent elements related terms. Two search passes were conducted, allowing
the identification of six additional AI-based applications-related keywords by analyzing
titles and abstracts of 80 randomly selected records (see Table 1).

Table 1. Results from keywords identifications and scoping

Search query Web of
science

ACM EBSCOHost IEEE
Xplore

Records
analyzed

Synonyms
identified

Step 1 Pass
#1

115,544 149,848 7,527 176,020 100 16

Pass
#2

90,760 16,033 n/a 83,399 90 6

Pass
#3

15,945 2,192 n/a 27,909 80 4

Step 2 Pass
#1

6,951 46,653 1,669 20,390 90 8

Pass
#2

7,121 40,828 487 29,077 40 5

Step 3 Pass
#1

6,030 889 41 12,086 40 4

Pass
#2

7,277 1,333 43 12,895 40 2

2.2 Final Search Queries

Following the completion of the above steps, it was determined that two final search
queries were required to capture the full scope of the research question. These queries
will be run as part of the next steps of the scoping process.
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2.3 Preliminary Screening, Charting, and Summarizing

To compare and contrast the focus and perspectives adopted by extant research, a prelim-
inary screening of a random sample of 10 non-AI-based and 11 AI-based application-
related records was conducted upon completing steps one and three of the previous
keywords’ identification and scoping process. A spreadsheet was created and securely
hosted online that was used by the two main reviewers to chart preliminary categories
extracted from the selected records. Details regarding publication source, article type,
domain of study, digital artifact categorization, and stage of IS use were recorded inde-
pendently. Records analysis was divided evenly among the two main reviewers. The
extracted elements were then reviewed and discussed during team meetings to gain an
overall perspective of the themes emerging from the literature and pertaining to the
research question.

3 Preliminary Findings

With regards to non-AI-based applications, and as summarized in Table 2, the prepon-
derant focus of the screened records was on the initial use of these applications. The
majority of these records focused on the influence of users’ perceptions of key elements
of the technology on initial or continued use, hence adopting a proxy view [26] of non-AI-
based applications. The remainder of these records focused on the dynamic interactions
between users and the technology, thus adopting an ensemble view of this type of digital
artifact [26]. This finding echoes earlier results on IS research which showed that studies
tend to mostly adopt proxy and ensemble views of digital artifacts [27].

Turning to AI-based applications, the main focus of the screened records was, simi-
larly with non-AI-based applications, on initial use. This finding potentially indicates a
significant and rich area for empirical research related to the drivers of continued use of
AI-based applications, as continued use has traditionally been associated with yielding
value-added outcomes [5]. While an individual user’s satisfaction [28] may continue to
shape the continued use of AI-based applications, questions may be raised with regards
to the role of habits [8] in driving the continued use of such applications. As previous
research has shown, a stable context of use is a key factor in habit formation in relation to
technology use [8]. AI-based applications are likely to change and evolve their function-
ality much faster than non-AI-based applications, whose evolution may be slower-paced
as vendor release cadence dictates. Arguably, an AI-based application that is trained
daily will be able to offer its users different functionality from one day to another, thus
raising important questions as to whether habit formation in relation to the use of such
technologies is possible and, if so, to what extent. While the potentially faster pace at
whichAI-based applicationsmay evolve, their functionality through trainingmay reduce
the role of habits in shaping continued use, the constant novelty of their functionality
may also make them more addictive [10] and thus drive their continued use. Conceptual
parallels could therefore be drawn between the constantly evolving functionality of an
AI-based application and the timeline feature of certain social media applications offer-
ing a near-infinite source of novelty to drive compulsive and, or addicted use (as extreme
forms of continued use) [29].
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Table 2. Preliminary screening results

Application type Source Study type IS use stage Categorization [26]

Non-AI-based [30] Empirical study Initial use Ensemble

[31–33] Empirical study Initial use Proxy

[34] Literature review Initial use Proxy

[35, 36] Empirical study Continued use Ensemble

[37, 38] Empirical study Continued use Proxy

[39] Literature review Continued use Proxy

AI-based [40, 41] Literature review n/a Computational

[42, 43] Conceptual study n/a Proxy

[44–47] Empirical study Initial use Proxy

[48] Literature review Initial use Proxy

[49] Empirical study Initial use Proxy/Comp.

[50] Empirical study Initial use Proxy

[51] Empirical study Continued use Proxy

Similarly, with non-AI-based applications records, the majority of screened publi-
cations adopted a proxy view of the AI-based applications, whereas the remainder of the
records adopted a computational view, thus concentrating expressly on the “capabilities
of the technology to represent, manipulate, store, retrieve, and transmit information”
[25, p. 127]. While the computational view goes some way towards peering into the data
and algorithms that drive AI-based applications, the findings gathered thus far indicate
that studies with a proxy view nonetheless generally adopt a black box perspective of
AI-based applications in that they do not detail the constituent elements of these new
types of IS artifacts. By adopting a proxy view of an AI-based application, research runs
the risk of maintaining the opacity of the IS artifact. Thus, forcing prospective users to
interact with these applications in the absence of full and transparent information related
to the extended consequences of their use.

Furthermore, the findings suggest an underrepresentation of the ensemble view in
the extant literature on AI-based applications, potentially pointing toward an important
contribution space in relation to the of the use of such applications that would be of
particular interest to the Human-centred AI (HCAI) research community. Conceptual-
izing the technical artifact as “only one element in a “package,” which also includes the
components required to apply that technical artifact to some socio-economic activity”
[26, p. 125], the ensemble view is uniquely suited to shed light on and to study the com-
plementary elements, factors, and resources that shape the dynamic interactions between
individuals, technology (i.e., AI-based applications), and organizations. However, the
next steps of this scoping review may confirm or broaden these conclusions.
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4 Next Steps

The next steps of this scoping review will first be to conduct final comprehensive search
queries and records retrieval. Following the identification of a set of inclusion and exclu-
sion criteria, a parallel independent assessment of the relevance of these records will be
conducted based on abstracts (first round) and full paper (second round) review. The final
categories of the data collection form will then be developed, followed by the full-scale
extraction of content. The subsequent findings will be analyzed and mapped to present
a narrative, thematic analysis and identify gaps in the literature. The final synthesis will
consider the meaning of the findings as they relate to the research question’s objec-
tives and suggest theoretical propositions related to the use of AI-based applications in
organizational contexts towards a high-impact publication.
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Abstract. Antecedents of technology acceptance (TA) are known to be
positively associated with measures such as usage intention, behavioral
intention, attitude, and satisfaction. Although technology acceptance is
investigated widely in prior research, it is not currently clear which vari-
ables or factors drive technology acceptance and under different service
contexts or conditions. To examine the strength these effects in the arti-
ficial intelligence literature, we adopt a meta-analysis approach. We have
scoped the literature on artificial intelligence, acceptance measures, and
factors affecting acceptance in extant literature. We narrowed our search
to business context to find AI-based tools that users, consumers, and
customers interact with transactionally, such as chatbots. Findings show
AI-based technology factors affect acceptance differently in various ser-
vice industry contexts as preliminary results. These results have critical
implications for researchers and practitioners studying which type of AI-
based technology strengthen consumers use in different service contexts.
These preliminary findings will be extended to look at interactive rela-
tionships of factors affecting acceptance in different contexts.

Keywords: Technology acceptance · Artificial intelligence ·
Meta-analysis · AI factors

1 Introduction

Artificial intelligence (AI) technologies are increasingly utilized across platforms
and in different service contexts. However, understanding the degree to which
they are accepted, and under which circumstances, requires further investiga-
tion. Traditionally, within the information systems research, technology accep-
tance (TA) has been extensively studied through different models. These models
include a plethora of variables that precede individual responses, such as usage
intention, behavioral intention, attitude, and satisfaction towards the technology.
Two of the most frequently utilized models are the Unified Theory of Acceptance
and Use of Technology (UTAUT) [13], and the Technology Acceptance Model
(TAM) [2]. Moreover, users’ TA level is also affected by the presence of anthro-
pomorphism, perceived trust, risk, privacy, enjoyment, and satisfaction.
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First of these set of factors is anthropomorphism, which is the indication of
having the human-like characteristics present in technology, such as a human
appearance, emotions, or intentions. Previous research has shown that AI tech-
nologies that primarily interact with humans like chatbots [11] and recommen-
dation agents [9] have better adoption and intention to use rates when the agent
has anthropomorphic features. The second factor, trust, and its antecedents in
artificial intelligence technologies are highly investigated [8]. These investigations
include performance and attribute-related factor such as system competencies
or personality and communication. Aside from these performance and attribute-
based factors of AI agents or systems, enjoyment and satisfaction are also factors
that have been shown to increase an individual’s intentions to adopt or use the
technology [5,15]. Other factors related to the features of an artificial intelligence
system are the risk and privacy levels perceived by humans. A growing stream
of research has shown that these features that can negatively affect individuals’
trust in the system lead to lower continued use [4,7]. Apart from these factors,
AI systems have been documented to be affected by other attributes as explain-
ability and emotional conversationality, which in turn can reduce an individual’s
cognitive load [6], help build better interactions with the technology, and lead
to a more natural type of communication [1].

Although these attributes, which include the conversational, emotional, and
explainable factors of AI, have been studied across many disciplines. It is not yet
clear which one of these factors leads to the strongest levels of acceptance. Thus,
the goal of this research is to investigate the factors driving TA in AI systems,
through a meta-analysis approach.

2 Methods

2.1 Finding Sample of Articles

To complete the literature search, we follow the guidelines from past meta-
analyses done on both AI and acceptance models [8]. We conducted our first
search on the Web of Science platform, which covers the majority of the pub-
lishers and extends to multiple fields of research. We developed an initial search
term that includes various chatbot systems and acceptance terms that will corre-
late to our interest in this meta-analysis. We have started with key terms such as
“chatbot”, “UTAUT”, “TAM”, and “usage intention” or “adoption intention”
and revisited our search term in each iteration of title and abstract screening.

Our keyword search term(s) were based on acceptance and AI keywords,
which comprised AI factors within or without technology acceptance models,
adoption or usage intention constructs, and AI keywords used in business con-
texts, respectively. We also developed some inclusion criteria regarding the pub-
lication year and language of the articles. AI research has transformed quite
in recent years; consequently, the decision was made to include the research
done between 2021–2022 in English. Furthermore, for specific research fields of
interest, the search terms were narrowed include only “Information systems”,
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“Business”, and “Management” fields. Inclusion criteria included empirical
research that has been done within our scope of research questions.

For our following round of literature search, we have selected ScienceDi-
rect as a platform since it included research from consumer research and the
social sciences as business or management compared to other platforms. For this
platform, we have narrowed our search term(s) to keywords such as “chatbot”,
“adoption intention”, “usage intention”, and included more general terms such
as “usage” or “adoption”. These additional inclusion criteria were inserted to
eliminate any additional noise that may emerge from searching for other AI
terms. Per our previous search using the Web of Science platform, this search
also included research articles published in English within the last decade. We
did not include the specification for business-related fields for this search to
find articles that fit our research questions from other industries such as health,
tourism, etc. From both searches, there were 1633 and 644 returns from Web of
Science and ScienceDirect respectively, resulting in 2277 articles to screen. Due
to time limitations at hand, we started the title and abstract screening process
with extraction of the data. After the screening process for title and abstracts of
the results returned from these search terms, we have extracted 18 articles for
our preliminary search, following the PRISMA guidelines (Fig. 1).

2.2 Selection of Articles

For the next stage of our review, we have created an inclusion criteria list.
After screening for every criterion within our search returns, 18 articles and
total of 87 effect sizes were identified and extracted. Although there were more
records returned after our search, only 18 were selected. The code-book and
article information coded are available upon contact with corresponding author.
The reason we selected these articles was to be able to show a preliminary set
of results. Articles were coded following the Coding Scheme in Appendix A
(Fig. 2). The criteria followed for this process to include articles may also be
found in Appendix B.

2.3 Analysis Protocol of the Effect Sizes

The pre-processing stage consisted of converting the results from the statistical
tests and regression models to effect sizes. Due to the fact that all 18 articles
included in the analysis did not report any effect sizes, we converted them man-
ually. The majority of the articles reported t-values of the relationships between
AI acceptance characteristics and their precedent usage, adoption intention, atti-
tude, or satisfaction. Only nine articles reported p-values for their tests. While
the one remaining study did not report t-values, it included β and standard
errors from the regression model, which can be converted to t-values. The trans-
formations for all the values are presented below:

d =
(2 ∗ r)

√
(1 − r2)

, (1)
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Fig. 1. PRISMA flowchart for identifying studies via databases for meta-analysis.

d =
t

√
(t2 + n − df)

, (2)

t =
β

SE
, (3)

where d and r are the effect size Cohen’s d and r, t is the t-value, n sample
size, and β and SE are the coefficient and the standard error of the structural
equation model results.

The analysis for the relationship between characteristics of acceptance and
the precedent factors (i.e. usage, adoption, attitude, and satisfaction) is the main
relationship of interest. Others include the role of conversational and emotional
attributes, the type of industry, and finally the personal versus professional uses
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of AI on effect size strength. In order to have a reasonable amount of variation
in the analysis, there were at least five effect sizes for each moderator. Fur-
thermore, we only extracted the total or direct effects of interest from articles
that included structural equation modelling and were relevant to our primary
research question. Finally, since this is a presentation of preliminary results, p-
values less than 0.1 will be taken into consideration as marginally significant.
To test the effects of the interaction of interest with moderators we will use R
package metaphor [14], which will help execute these tests with a random-effect
multi-level meta-regression model.

3 Results

3.1 Homogeneity Analysis and Publication Bias

As is the standard procedure for a meta-analysis article, we completed several
analyses. Firstly, we performed a homogeneity test of the sample, given that we
are investigating the presence of any moderators or other variables that might
produce the variability within the effect sizes. The homogeneity test revealed
there were indeed moderating factors associated with the effect of factors on
acceptance (Q(86) = 1565.81, p < .0001) within our sample. Finally, Egger’s
test [3], trim and fill [12], and Rosenthal [10] methods revealed no asymmetry
within our sample, suggesting no publication bias.

3.2 Factors Driving Acceptance

A meta-regression model including all our moderators showed that the AI factor
that driving a strong effect on acceptance is conversational (r = 1.79, p = 0.0177,
CI = [0.188, 1.979]) and explainable (r = 0.81, p = 0.0726, CI = [−0.045,
1.033]) attributes of artificial intelligence, compared to the traditional measures
of acceptance.

We further investigated whether explainable, conversational, and emotional
attributes are more useful in some industries than others. Based upon our find-
ings, having explainable features in AI interacts positively with acceptance in
both e-commerce (p < .0001, CI = [−1.1023, −0.5764]) and tourism (p <
.0001, CI = [0.6395, 1.235]). Although we did not find any significant interaction
between conversational attributes and industry types, having this attribute in
an artificial intelligence system produces larger effect sizes than not having it.

Similarly, an interaction effect between the emotionality of the agent and
acceptance within each industry was not significant except e-commerce, which
produced stronger effects when there were emotional cues made by the AI (p =
0.0172, CI = [0.0921, 0.9492]). When it comes to personal and professional use of
these AI agents in service context, our initial results also showed interesting but
non-significant results. Based on our results, in professional settings, all three
attributes (conversational, emotional, and explainable) positively affected accep-
tance compared to when these attributes were absent. Moreover, emotionality
was the only factor that increased acceptance in personal use compared to the
other factors.
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3.3 Robustness Check

To be able to do a robustness check, we have disattenuated the reliability scores
that are used in each study to measure independent and dependent variables.
These reliability scores are collected from these variables ranged from 0.63 to
0.98, and 0.76 to 0.98, respectively. After the calculation of disattenuated r and
variance of disattenuated rs, these values are used to do an additional robustness
check. This model also showed us that there may be heterogeneity in our sample
(Q(86) = 3470.88, p < .0001).

4 Discussion

Through our initial analysis of the literature, we have identified which factors
play an important role in the TA literature. We found that different industries
that utilize AI technologies have different needs when it comes to certain factors
of AI. Furthermore, emotional, conversational, and explainable factors do not
affect TA in AI artifacts unanimously. In other words, employing different factors
to different sectors are crucial to individuals’ acceptance rates.

Surprisingly, when the effect sizes produced within these articles were com-
pared, factors such as satisfaction and privacy had a stronger effect on TA than
the traditional acceptance models. After investigating these relationships across
industries, emotional aspects of AI were found to negatively affect acceptance
in sectors that could increase vulnerability or include more vulnerable popula-
tions. The health sector is one such example. On the other hand, the presence of
conversational factors of AI do not appear to affect acceptance in other sectors
such as e-commerce and tourism.

4.1 Limitations

The findings discussed here are preliminary and are based on the limited sample
of the literature reviewed to date. Consequently, we are unable to report defini-
tive results relating to every interaction effect within our moderators, at this
stage. There is another methodological limitation caused by our limited sam-
pling of the extant literature which is the range of confidence intervals in our
results. We hope to alleviate this limitation, once we gather more effect sizes
from our search.

4.2 Implications and Conclusion

Nonetheless, after initial findings, the AI technologies that exist in companies can
be repurposed to put more emphasis on primary factors such as conversational,
emotional, and explainable factors, which may increase individuals’ acceptance
and usage of these technologies. More importantly, prioritizing the perceptions
and feeling relating to privacy protection while interacting with AI technologies
is more crucial than other traditional antecedents of acceptance.
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5 Appendix A

Fig. 2. Coding scheme followed for 18 articles in the sample.

6 Appendix B

For the next stage of our scoping, we have created an inclusion criteria list
following these terms:

1. Article of interest must be published or printed within a decade, between
2012–2021.

2. These articles should be either from a peer-reviewed journal or from gray
literature.
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3. The article should address the research questions we have indicated for this
meta-analysis:
(a) The article must investigate technology acceptance models or other char-

acteristics as an independent or predictor variable.
(b) The article must investigate the level of acceptance, which may be con-

ceptualized as usage or adoption intentions, attitudes, or satisfaction as
a dependent or observed variable.

4. In each article of interest, results of statistical analysis models should indicate
sufficient statistics (t- or p-value, sample size, etc.) to extract an effect size in
the form of Cohen’s d or r.

5. The sample cannot include any research employed to vulnerable groups (i.e.
populations who cannot consent to participate or individuals under 18 years
of age).

6. Article must be written in English.
7. Article must have full-text availability.
8. If the data used in an article was also used in another publication, only one

article must be selected.
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Abstract. With the increasing popularity of machine learning, the demand for
users to develop machine learning applications has grown rapidly, which brings
about a rising growth for end-user development (EUD) method research. Based
on previous works, EUD can be roughly divided into two categories: methods
with coding and without coding (i.e. no-code). In recent years, no-code and low-
code methods have become the mainstream EUD methods that have been widely
concerned by the education and business community, due to their low technical
barriers. However, there lacks a comprehensive summary of existing research to
answer some fundamental questions, such as: How can no/low-code platform help
end-users develop ML applications? what are their effects, design methods, and
user experience? This paper answers the above questions through a systematic
literature review. Two experienced researchers carefully read, coded, analyzed,
and checked the literature by using MAXQDA, the results showed:

1. No-code or low-code tools can already support the development pipeline
of ML applications that traditionally requires coding. 2. No-code or low-code
methods are preferred by users. 3. For design purposes, the visual development
method is the most commonly used form, especially in the field of education. 4. In
terms of interactive experience, a few design principles were recognized from the
reviewedpieces of literature, including the interactive process should provide a low
threshold, high ceiling, and wide walls; the information architecture should meet
the mental model of the novice user’s cognitive process; the platform functions
should support rapid prototyping, iterations, and timely feedback.

Keywords: Systematic mapping study · End-user development ·Machine
learning

1 Introduction

Machine learning (ML) is currently one of the fastest-growing areas in artificial intelli-
gence (AI) (Holzinger et al. 2018). It has profoundly changed our daily life and impacted
society, focusing on developing systems that can learn and improve from experience
without explicit programming [29]. With the wide application of ML, the demand for
non-technical users to develop ML applications has grown rapidly. However, master-
ing the detailed knowledge of ML is relatively difficult and time-consuming for these
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users, thus bringing about a rapid increase in end-user development (EUD) method
research (especially no/low-code methods). The no/low-code methods enable users with
no technical knowledge to create their ownMLmodels, which largely expands their ML
engagement [7].

In this paper, we provide a comprehensive summary of the EUDmethods developed
for ML. We study some fundamental questions regarding the mechanism and design
concept of the EUD methods, such as how no/low code platform can help end-users
to develop ML applications and what their effects, design methods, and user experi-
ences are. We answer these questions through a systematic literature review. Besides,
two experienced researchers carefully read, coded, and analyzed the literature using
MAXQDA.

2 Background

2.1 End-User Development (EDU)

End-user development (EUD) or end-user programming (EUP) refers to activities and
tools that allow end-users – people who are not professional software developers – to
program computers.

EUD allows unprofessional developers to create or modify software artifacts and
complex data objects without significant knowledge of a programming language, thus
expanding the application field of programming.

As an active research topic within the field of computer science and human-computer
interaction, EUD can be further categorized as natural language programming, spread-
sheets, scripting languages (particularly in an office suite or art application), visual
programming, trigger-action programming, and programming by example. According
to the requirements for coding skills, EDU can also be classified into No-code, Low-
code, Traditional-code. No-codeML is a subset that tries to makeMLmore accessible. It
usually adopts a development platformwith a visual, code-free, and frequently drag-and-
drop interface to deploy AI and machine learning models. Ideally, Non-technical people
are allowed to quickly classify, evaluate, and develop their models to make predictions
with no code ML.

2.2 Human-Centric ML Process

Building a custom ML application in a human-centric manner is an iterative process
that requires students to execute a sequence of steps as presented in Table 1, which is
summarized by [23].
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Table 1. Human-centric ML process [23].

Phase Description

Requirements analysis During this stage, the main objective of the model and its target
features are specified. This also includes the characterization of the
inputs and expected outputs, specifying the problem. This may also
involve design thinking approaches to define the objectives with
existing needs and problems

Data management During data collection, available datasets are identified and/or data
is collected. This may include the selection of available datasets
(e.g., ImageNet), as well as specialized ones for transfer learning.
The data is prepared by validating, cleaning, and preprocessing the
data. Data sets may be labeled for supervised learning. The data set
is typically split into a training set to train the model, a validation set
to select the best candidate from all models, and a test set to perform
an unbiased performance evaluation of the chosen model on unseen
data

Feature engineering Using domain knowledge of the data, features are created including
feature transformation, feature generation, selecting features from
large pools of features among others

Model learning Then a model is built or more typically chosen from well-known
models that have been proven effective in comparable problems or
domains by feeding the features/data to the learning algorithm.
Defining network architectures involves setting fine-grained details
such as activation functions and the types of layers as well as the
overall architecture of the network. Defining training routines
involves setting the learning rate schedules, the learning rules, the
loss function, regularization techniques, and hyperparameter
optimization to improve performance

Model evaluation The quality of the model is evaluated to test the model providing a
better approximation of how the model will perform in the real
world, e.g., by analyzing the correspondence between the results of
the model and human opinion. The evaluation of ML models is not
trivial, and many methods can be applied for model evaluation with
various metrics such as accuracy, precision, recall, F1, mean
absolute error, among others, which appropriateness depends on the
specific task

Model deployment and monitoring During the production/deployment phase, the model is deployed
into a production environment to create a usable system and apply it
to new incoming events in real-time

3 Methodology

The present studywas performed by followingKitchenham eCharles’s recommendation
[34] to start a systematic literature review (SLR). The systematic review was composed
of 3 phases: (1) planning the review: defining the research question and search process,
exclusion criteria are defined for data selection; (2) analyzing selected papers for the
sake of classification; (3) discussing findings, research trends, and gaps.
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3.1 Research Question

The goal of the systematic literature review, presented in this paper, is to examine the
current use ofmethods used inEUD forMLapplications. The research question proposed
by the study was:

RQ1: What No-Code or Low-code EUD methods for ML applications were proposed
and used in existing research?
RQ2: What are the effects?
RQ3: What methods were designed and used?
RQ4: How is the experience evaluated?

3.2 Research Process

We searched the major digital databases and libraries in the field (including Scopus,
Web of Science). To increase coverage, we also searched on Google to find literature
that have not been indexed in scientific libraries, as it is considered acceptable as an
additional source aiming at the minimization of the risk of omission. In order to further
minimize the risk of omission, we also included literature found via backward and
forward snowballing [34].

3.3 Definition of the Search String

To conduct a more comprehensive study, we performed two searches in the target
database. The sum of the results constitutes the entire study subject (Table 2).

Table 2. Search data records.

Database Research key words Results (2013–2022, English) Total

Scopus TITLE-ABS-KEY (“no * code” or “low *
code”) and TITLE-ABS-KEY (“ai” or
“artificial intelligence” or “* learning” or
“neural network” or “*nn”)

63 450

TITLE-ABS-KEY (“end user development
“) and TITLE-ABS-KEY (“ai” or “artificial
intelligence” or “* learning” or “neural
network” or “*nn”)

134

Wos TS = ((“no * code” OR “low * code”) AND
(“artificial intelligence” OR “machine
learning”))

70

(continued)
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Table 2. (continued)

Database Research key words Results (2013–2022, English) Total

TS = ((“end user development “) AND
(“artificial intelligence” OR “machine
learning”))

34

Google Scopus intitle:(“no code” AND (“artificial
intelligence” OR “machine learning”))
intitle:(“low code” AND (“artificial
intelligence” OR “machine learning”))

85

intitle:(“end user development “ AND
(“artificial intelligence” OR “machine
learning”))

64

3.4 Search Execution

The two rounds of search retrieved a total of 450 papers. Due to the emerging nature of
the research topic and the recent rapid development of ML, we focus on the literature of
the past decade (2013–2022). Each paper was evaluated to decide whether it should be
included, by quality standard (see Table 3 and Fig. 1).

Accessed 

Search Results
N=450

Accessed 

only English and in the past 10 
years (2013-2022)

Excluded: Removing Dupli-
cates: N=34 

Full analyzed papers: N=31

Excluded from quality standard: 
N=403 

Backward/Forward snowball-
ing: Add N =17 

Fig. 1. Selection process.
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Table 3. Quality standard.

Inclusion criteria The paper describes a tool oriented to end-users and not to ML expert
developers;

The paper presents a tool or high-fidelity prototype available for evaluation;

The paper presents a tool that can be used for ML development, learning,
and use;

The paper has been published in a conference or workshop proceedings, or
a scientific journal;

Nearly ten years of research. (from 2013 to 2022)

Exclusion criteria The paper describes a tool oriented to ML expert developers;

The paper presents a tool that cannot be used for ML development,
learning, and use;

The paper presents a tool not compliant with the EUD definition;

Papers presenting preliminary ideas on tools or interaction techniques;

The paper describes a tool oriented to ML expert developers

In the end, 31 papers were selected for analysis after the application of the quality
standard shown in Table 3.

4 Results

RQ1: What No-Code or Low-Code Methods were Proposed?
As a result, we identified 22 No-Code and Low-Code tools used for the development of
custom ML models (see Table 4).

Table 4. No-code or low-code tools.

Number Name Description Source

T1 Trinity A no-code Artificial Intelligence (AI)
platform called Trinity with the main
design goal of enabling both machine
learning researchers and non-technical
geospatial domain experts to experiment
with domain-specific signals and
datasets for solving a variety of complex
problems on their own

[1]

(continued)
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Table 4. (continued)

Number Name Description Source

T2 No-code Machine Learning Application A browser-based ML application
development tool that allows the users
to create a customized image classifier
model based on the image sets that they
provide

[2]

T3 Pyrus A domain-specific online modeling
environment for building graphical
processes for data analysis, machine
learning and artificial intelligence

[3]

T4 A visual programming paradigm A visual programming paradigm and an
Integrated Development Environment
(IDE) for intuitive designing and
authoring of deep learning models

[4]

T5 IoT-Pilot Development tools that can be used in
IoT and AI based business models in
SMEs

[5]

T6 Alpaca ML An iOS application that supports users
in building, testing, evaluating, and
using ML models of gestures based on
data from wearable sensors

[6, 24, 25]

T7 ML-Quadrat ML-Quadrat can help software
developers in developing smart IoT
services in a more efficient manner, even
without any deep knowledge and skills
in the field of DAML

[7]

T8 Power Automation Azure AI capabilities offered by
Microsoft Azure with a low-code
platform. Users connect smart services
into an AI process that can perform
specific tasks

[8]

T9 Block WiSARD A visual programming environment that
makes use of the WiSARD WANN to
enable people to develop systems with
some learning capability

[9]

T10 Cognimates An AI education platform for
programming and customizing the
development of AI models embodied in
devices

[10, 25]

T11 Deep Scratch A programming language extension to
Scratch that provides elements to
facilitate building and learning about
deep learning models by either training
a neural network based on built-in
datasets or using pre-trained deep
learning models

[11]

(continued)
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Table 4. (continued)

Number Name Description Source

T12 E Craft2 learn Additional blocks to the visual
programming language Snap! That
provides an easy-to-use interface to both
AI cloud services and deep learning
functionality

[12, 26–28]

T13 Google TM A web-based interface that allows
people to train their own ML
classification models by using their
webcam, images, or sound

[13, 29]

T14 Learning ML A platform aimed at learning supervised
ML for teaching ML in K-12

[14]

T15 Milo A web-based visual programming
environment for Data Science Education

[15]

T16 Orange A data visualization, ML, and data
mining toolkit that features a visual
programming front-end for exploratory
data analysis and interactive data
visualization

[16, 30]

T17 Personal Image Classifier (PIC) A web system where users can train,
test, and analyze personalized image
classification models with an extension
for MIT App Inventor that allows using
the models in apps

[17, 31]

T18 Rapid Miner Comprehensive data science platform
with visual workflow design and full
automation of ML solutions

[18]

T19 Scratch Nodes ML A system enabling children to create
personalized gesture recognizers and
share them

[19]

T20 SnAIp A framework that enables
constructionist learning of
Reinforcement learning with Snap

[20]

T21 Gest The paper presents a gesture recognition
research platform, designed to support
learning from experience by uncovering
Machine Learning building blocks: data
Labeling and Evaluation. Children use
the platform to perform physical
gestures, iterating between sampling
and evaluation

[21]

T22 Deep Visual Deep Visual represents each layer of a
neural network as a component. A user
can drag-and-drop components to design
and build a DL model, after which the
training code is automatically generated

[22]
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No-Code and Low-Code Tools Can Already Support the Development of ML
After analysis of the included tools, we found that these tools have already covered the
whole process of ML development defined in Table 1. We summarize them in Table 5.

Table 5. ML processes.

Number ML processes Source from Table 4

4 Data management, Model learning, Model
evaluation, Model deployment (End-to-end
development capability)

T (1, 4, 6, 10, 12, 14, 16, 17, 18, 21, 22)

3 Data management, Model learning, Model
deployment

T9, T13

Model learning, Model evaluation, Model
deployment

T11

Data management, Model evaluation, Model
deployment

T19

2 Data management, Model learning T2

Model learning, Model deployment T20

1 Model learning T3, T15

Model deployment T7, T8

No-Code and Low-Code Methods are Preferred by Users
Some literature states that compared to methods that require more programming, No-
code and low-code methods are preferred. For example, DL-IDE [4] proposed a Visual
Programming Paradigm for abstract deep learningmodel development, and it has a drag-
and-drop framework to visually design the deep learning model. In user experiments,
the researchers obtained a System Usability Scale (SUS) of 90 and a NASA Task Load
Index (TLX) score of 21 for the proposed visual programming method compared to 68
and 52, respectively, for the traditional programming methods.

The author points out that, DL-IDE view has the least demand for mental strength
as it provides easy to use interface for fundamental deep learning functionalities. The
physical demands such as typing, scrolling, and clicking are less required in DL-IDE and
tabular view as compared to code view. DL-IDE requires less effort for designing a deep
learning model compared to other views, as it provides easy way to use a drag-and-drop
interface to create the deep learning model [4].

In addition, according to the summary of Table 4, more than a half (22/31) of existing
research used No/low-code methods: 20 are No-code, and 2 are low-code. It should be
pointed out that “no code” and “low code” are also among the search words, which
may bring the effect of search bias, but it can still be seen that the no-code and low-
code method is an effective method with high acceptance for non-technical end-users in
various fields (Table 6).
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Table 6. Effect.

Effect Empirical methods Non-empirical methods No evaluation

Complete tasks in less time T4

Higher accuracy T4 T22

Ease of use T4 T15 T1

Ease of adoption T4

Reduced prototyping effort T4 T21, T22 T1

Help understand AI concepts T10, T17, T21 T12, T22

Satisfaction T11

More fun T18 T19

Usability T11 T6

Productivity T4 T7, T22 T1

Higher engagement T6 T19

Effective T4, T14, T17 T12, T15 T3

Lower technical barriers T4 T15, T22

Collaboration T1

Hands-on interactivity T19

RQ2: What are the Effects?
User experiments inmany studies found that compared with the traditional coding devel-
opment method, no-code and low-code methods have multiple positive effects such as:
more efficient, more accurate, less difficult to learn, and more balanced in the learning
curve.

Existing research also suggest that No-code and Low-code EUD methods may
improve usability [1, 4], productivity [1, 4, 7], collaboration [1], and standardize work-
flows, thereby minimizing effort [1, 4] for domain experts, and reduce technical barriers
for non-technical domain experts [4, 22].

RQ3: What Methods were Designed and Used?
For the design of development methods, the visual development method is the most
popular form(17/22), especially in the field of education.

The existing research also point out that for students and novices, the drag-and-drop
paradigm provides an easy, smooth, and confident route to adapt to machine learning
with a very low initial learning curve. Additionally, such visual tools could be used
as effective teaching tools in classrooms to intuitively explain the design choices in a
machine learning model [4] (Fig. 2).
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Fig. 2. EUD classification.

The visual development methods can be subdivided into form-based development,
block-based development, diagram-based development, and icon-based development,
of which block-based methods are the most used (Table 7).

Table 7. VPL classification.

VPL classification Describe [35] Source Total

Form-based tools Tools using the form-based approach
empower users to construct a functional
user interface by dragging and dropping
visual components into a form

T (1, 2, 8, 13, 17) 6

Diagram-based tools Tools using the diagram-based approach
empower users to construct a program
by connecting visual components where
the output of a component serves as a
data input to another component

T (3, 4, 5, 16, 18, 22) 6

Block-based tools Tools using the block-based approach
allow users to construct a program by
combining visual blocks that fit together
like a jigsaw puzzle

T (5, 9, 10, 11, 12, 14, 15, 20) 8

Icon-based tools Tools using the icon-based approach
allow users to construct a program by
connecting icons together to represent
data flow. Icons represent services such
as determining user location or saving a
file

T8 1

Tangible and embodied interactions based on physical hardware and sensors are
becoming an emerging research direction [6, 7]. For example, [6] proposed an iOS
application that supports users in building, testing, evaluating, and using ML models of
gestures based on data from wearable sensors.

In terms of interactive experience, some recognized design principles from reviewed
kinds of literature include:. (1) The interactive process should provide a low threshold,
high ceiling, and wide walls [10, 14]. In this way, it is very easy to start a project for
beginners and provide opportunities to create increasingly complex projects. In addition,
it should also support different projects in order to meet a variety of learning activities.
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(2) The information architecture should meet the mental model of the novice user’s
cognitive process [21]. (3) The platform functions should support rapid prototyping,
iterations, and timely feedback [1, 6, 10, 14], The highly iterative nature of tools gave
participants the necessary feedback on how well they were building models.

RQ4: How is the Experience Evaluated?
This article categorized literatures into empirical research and non-empirical research
according to [33]. Table 8 show the characteristics of empirical research [32].

Table 8. Characteristics of empirical research.

A research question will determine research objectives

A particular and planned design for the research will depend on the question and which will find ways of
answering it with appropriate use of resources

The gathering of primary data is then analyzed

A particular methodology for collecting and analyzing the data, such as an experiment or survey

The limitation of the data to a particular group, area, or time scale, is known as a sample [emphasis added]

The ability to recreate the study and test the results. This is known as reliability

The ability to generalize from the findings to a larger sample and other situations

According to the criteria in Table 8, 7/22 tools took the empirical method, 5/22 took
the non-empirical method, and 10/22 did not take any evaluation tests (see Fig. 3).

0

5

10

15

Empirical method Non-empirical method No evaluation

Evaluation study

Fig. 3. Evaluation study.
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In terms of experience evaluation, the study summarizes the evaluation method,
evaluation metrics, scale, experimental user, sample size, and Finding (see Table 9 and
Table 10).

Table 9. Empirical research.

Evaluation metrics Scale Experimental user Sample size Finding

T4 Time, success rate,
usability, task load

System Usability
Scale (SUS),
NASA Task Load
Index (TLX)

Expert (code + DL
experience)

18 Compared with
traditional coding
methods, visual
programming
methods can
complete tasks in
less time and with
higher accuracy.
Outperforms
traditional coding
methods in ease of
use, ease of
adoption, and
reduced prototyping
effort

T10 Children 102 The children
developed a rich
grasp of AI concepts
through play and
coding with our
platform

T11 Usability in terms
of effectiveness,
efficiency, and
satisfaction

Children 5 All users completed
the two tasks
successfully. The
usability test
indicates that Deep
Scratch is efficient
in supporting users
in achieving their
goals and tasks in
minimal time. In
terms of satisfaction,
all participants
reported that the
applications were
very easy to create,
and supplemented
their understanding
of deep learning
models

(continued)
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Table 9. (continued)

Evaluation metrics Scale Experimental user Sample size Finding

T14 Learning of AI
knowledge

5-point Likert
scale

Adult students with
prior programming
experience but no
previous training on
AI

14 The results of the
intervention seem
very promising,
especially taking
into account that
this effect was
experienced after
just 2 h of treatment

T17 Usability,
effectiveness

High school students 23 The tools are
intuitive and fun to
use. The way the
tool provides visual
representations of
data-enabled guided
discussions about
dataset imbalance
and how that can
lead to what appears
to be a biased model

T18 Learning of ML
concepts,
fun/engagement,
awareness/attitude
towards ML

5-point Likert
scale

Middle school
students

84 Based on the results,
ML can be used as a
powerful tool to
successfully conduct
interdisciplinary
education at the
middle school level.
Students had a more
fun, engagement,
and hands-on
interactivity in the
workshop compared
to their regular
classroom, even
though the topic of
AI is much more
complex and
challenging

T21 Sample size,
sample versatility,
and negative
examples

Child (10–13 years
old)

30 80% of children that
participated in the
Full System
condition generated
at least one accurate
example of ML
application. They
mentioned safety
issues: “Computers
will always make
mistakes, you can’t
trust them entirely.”
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Table 10. Non-empirical research.

Research type Evaluation metrics Experimental user Sample size Finding

T6 Group interview Complete
tasks/understand
concepts

Students aged
8–14 years who had
experience with
scratch

6 Leverages the
students’ domain
knowledge to
collect data, build
models, test and
evaluate models;
allows them to
conduct rapid
iterations to test
hypotheses about
model performance
and reformulate
their models; allows
students to develop
theories about how
the model works,
and the
characteristics of a
good model

T7 Empirical user
study

Satisfaction,
development
productivity

Computer science
experts

4 It transpired that
Driot Data v1.0 can
lead to the
development
productivity leaps
of 25% and 236%
on average,
compared to the
pure manual
development,
respectively

T12 Evaluation testing
and observation

Student
understanding of AI
and agent
environment;
perception; action,
as well as student‘s
attention;
engagement;
enjoyment and
usability

Senior high schools
and vocational
students

40 77.5% of the
students indicated
that they understand
AI. All students
enjoyed the
learning process
except for one
student. More than
40% of the students
stated that it was
easy. 82.5% of the
students were
interested and
motivated to make
the AI program by
using Snap!

(continued)
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Table 10. (continued)

Research type Evaluation metrics Experimental user Sample size Finding

T13 Pre-/post-test case
study

ML learning and
interest

High-school
students

11 An effective
learning has been
achieved and the
concept of AI was
understood

T15 Pre-/post-test case
study, questionnaire
+ Interview

Usefulness and ease
of use of the tool,
along with the
perceived level of
understanding of
ML concepts

Undergraduate
computer science
students

20 90% of participants
reported that
visualizations were
very easy to create
by using Milo. 70%
of students felt that
the tool would be
very useful for
novice learners

T22 Hands-on
evaluation

Greatly reduce
manual efforts
Efficient and avoids
many programming
typos as those in
writing source code
Automated neural
network structure
reconstruction and
visualization by
importing source
code can potentially
reduce the barriers
to learning DL for
beginners and assist
them to get started
quickly

5 Discussion

This paper presents a systematic literature review of EUDML tools over the past decade
(2013–2022). Ultimately, we identified 22 no/low-code platforms that help end-users
to develop ML applications, of which the application domains involve K12 education,
university non-professional field education (natural science, sports majors), special field
experts (geospatial field, data experts), business (IoT, AI data science), functionalities
cover all the basic steps of ML development; most of them free and available online,
while desktop-based tools are decreasing.

The main conclusions are as follows.

1. No-code or low-code tools can already support the development of ML applications
that traditionally requires coding. The ML tasks that can be kept in the existing liter-
ature include (image, text, action, object) classification, recognition, prediction, and
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generation, but studies on the latter two are relatively few. The supported ML pro-
cesses include data preprocessing, model definition, model evaluation, and deploy-
ment. The data for ML tasks are usually collected by users themselves, especially in
the education domain, where students are creatively engaged with data by incorpo-
rating easily related and understandable datasets. The datasets are also obtained in
other ways: wearable sensor, file upload, webcam, microphone, and Via Bluetooth
from a physical hardware device.

2. No-code and low-code tools are preferred by users. User experiments in some papers
have proved that comparedwith the traditional coding developmentmethod, no-code
or low-code has the advantages of being more efficient, more accurate, less difficult
to learn, and more balanced in the learning curve. Papers suggest that No-code EUD
development tools for domain experts can improve productivity, collaboration, and
standardized workflows, thereby minimizing effort and lowering technical barriers
for non-technical domain experts. However, there are also papers pointing out the
limitations of complex development tasks.

3. For the design of development methods, the visual development method is the most
important form, especially in the field of education. The visual development methods
can be subdivided into form-based development, block-based development, diagram-
based development, and icon-based development, of which block-based methods
are the most used. The main approach to user interaction is using drag and drop
of visual objects, such as GUI blocks and components. Tangible and embodied
interactions based on physical hardware and sensors are becoming an emerging
research direction.

4. In terms of interactive experience, some recognized design principles from reviewed
kinds of literature include: (1) the interactive process should provide a low threshold,
high ceiling, and wide walls [10, 14]; (2) the information architecture should meet
the mental model of the novice user’s cognitive process; (3) the platform functions
should support rapid prototyping, iterations, and timely feedback.
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Abstract. Interactive labeling supports manual image labeling by presenting sys-
tem predictions for users to fix errors. However, existing labeling methods do not
effectively consider image difficulty, which may affect system predictions and
user labeling. We introduce ConfLabeling, a confidence-based labeling interface
that represents image difficulties as user and system confidence. This interface
allows users to give a confidence score to each label assignment (user confi-
dence), and our system visualizes the results of predictions with confidence levels
(system confidence). We expect user confidence to improve system prediction,
and system confidence would help users quickly and correctly identify the images
that need to be inspected. We conducted a user study to compare our proposed
confidence-based interface with a conventional non-confidence interface in an
interactive image labeling task of varying difficulty. The results indicate that the
proposed confidence-based interface achieved higher classification accuracy than
a non-confidence interface when the image was not too difficult.

Keywords: Manual image labeling · User and system confidence · Interface
design · Active learning · Data difficulty

1 Introduction

Image annotation, or image labeling, is the process of assigning labels to images to
support machine learning tasks, such as classification and clustering. While performing
large-scale image labeling tasks, human annotators are usually overwhelmed by a large
number of images and have difficulties in judging labels. As presented in the 2014
ImageNetLargeScaleVisualRecognitionChallenge (ILSVRC) [1] andAndrejKarpathy
[2], it requires a significant amount of time and effort to view all images and determine
their correct labels. Systems have been developed to assist labelers in manual image
labeling by providing a classification algorithm (i.e., semi-supervised labeling) [3] to
reduce manual labor. However, these systems aim to achieve higher accuracies from the
system side by refining machine learning models but do not focus much on assisting
human modification from the user side, which we think is also important.

In this study, with more emphasis on assisting user modification, we propose Con-
fLabeling, an interactive labeling interface with user and system confidence. Our system
interactively inputs user-provided information and outputs the classification results to
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the user. Information is passed by the concept of “confidence” which plays a key role in
conveying information about classification between systems and users. A few systems
presented the idea of confidence, but such interaction is often limited to one direction,
either users input confidence, or users obtain outputted confidence from the system. Uti-
lizing our system, users achieve bi-directional interaction; not only does the user gain
information about images from the system confidence, but the system also gains more
information about images from the user confidence. We expect the system confidence to
help users quickly and correctly identify the images that need to be inspected with high
priority, and the user confidence improves the accuracy of the classifier.

To demonstrate the effectiveness of our system, we conducted a user study on two
datasets with different difficulties for user annotation. We compared the conventional
non-confidence interface to our confidence-based interface in an interactive image label-
ing task, especially in the part where the user modifies the classification result generated
from the system. We analyzed the changes in the accuracy rate before and after the
participants modified the labels. The user study results indicated that the effectiveness
of user confidence was not significant in our formulation. However, the idea of system
confidence was effective in improving classification because it efficiently helped users
locate potential errors. By comparing two datasets of different difficulties, we also dis-
covered that our system can help improve accuracy when the dataset is not extremely
hard, and users are able to identify the correct label of the image. Therefore, we formu-
late the possible use cases and potential target users of our system based on the effect of
data difficulty.

The main contributions of this study include:

• Identify confidence as an efficient factor and combine the usage of user confidence
and system confidence in active learning.

• Propose a confidence-based (user and system confidence) interface for assisting image
labeling as a proof of concept.

• Conduct a user study to compare our confidence-based interface with a conven-
tional non-confidence interface, demonstrating the benefits of system confidence in a
moderately hard dataset.

2 Related Work

2.1 Information Improves Machine Learning Results

Machine learning aims to predict unobserved data by learning from observed data.
Usually, the performance ofmachine learningmodels depends on the quantity andquality
of the training datasets. Numerous studies have improved machine learning results by
providing additional information other than simple labels. In the systems presented by
JiangWang et al. [4] and Lili Fang et al. [5], each sample is in a triplet form that contains
query images, positive images, and negative images. The system learns information not
solely from positive images, but also from negative images. These studies indicate that
negative images can also provide useful information for machine learning algorithms.
Therefore, we expect that “confidence” can also provide useful information.
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2.2 Active Learning

Active learning [6] improves the efficiency of machine learning by selecting which data
to learn from. It selects data from which the information received by the system is more
informative. The machine learning algorithm interactively and iteratively queries an
authority source (e.g., human labelers) to provide information on a subset of training
data. This subset contains more refined information that can train the machine-learning
algorithm in a better way. Therefore, active learning is one of the methods utilized to
modify machine learning algorithm results.

Interactive visual clustering (IVC) [7] is a method in which users can interactively
drag and move points in the user interface, and the clustering algorithm is updated
according to the user’s moves. This study is an example of active learning in which a
human modifies the result returned by the clustering algorithm. DEAL [8] is an active
learning algorithm that selects the unlabeled data to learn based on prediction uncertainty.
It learns which samples might contribute to improving the model accuracy. CEAL [9]
is another active learning framework for image classification. The system utilizes the
following two parts of training data during the iterations of active learning: one part is the
most obvious sample to be classified and most informative samples from the majority
set; the other part is uncertain images with users’ annotation in the minority set. In
addition to image classification, active learning can be applied to various settings, such
as text document retrieval [10] and video visual analytics [11]. Ourmethod applies active
learning as a basic idea and extends it to the idea of confidence.

2.3 User Interaction in Image Labeling

There are also several user-interactionmethods for image labeling. “The ESP game” [12]
is a system that labels images using an interactive game. “Spatial Labeling” [13] provides
a space for users to lay out and organize all images so that users can observe important
characteristics of images. “DualLabel” [31] is an image annotation tool that allows
annotators select secondary labels in a challenging image annotation task. Wang et al.
[14] proposed an interactive photo-clustering paradigm. There are three types of user
interactions with clustering results: moving, merging, and splitting. By modifying the
clustering results interactively, the system iteratively executes the clustering algorithm
and improves the clustering accuracy. Similarly, other methods [15, 16, 28] improved
the results of image classification by user interactions.

In our system, the user modifications of the algorithm results are more informative.
Compared with [14], in our method, the user provides different degrees of confidence
in addition to the class assignment. This concept of confidence can provide valuable
information for machine-learning algorithms.

2.4 Idea of “Confidence”

A few studies utilize the concept of “confidence,” which is extra information besides the
original training data, to improve machine learning performance. For example, Zhang
et al. [17] proposed the idea of “trusted items,” which is similar to the idea of confidence,
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to identify potential bugs in the training data. Pconf classification [18] is a binary clas-
sification method that solely utilizes positive data with positive confidence. No negative
data or unlabeled data were utilized in training. The results indicate that an unbiased
estimator of classification risk can be formulated from positive data only.

Confidence can also be utilized to represent uncertainty in crowd-sourced data. [19,
20] proposed a method for integrating crowd-sourced labels with confidence scores.
In addition to answers, users are also required to provide confidence in the answers
when answering binary questions. This confidence score is inputted into the algorithm
to predict the ground truth label. Confidence is also utilized in image labeling. For
example, in [21, 22], the system presents a certain amount of most confidence or least
confidence to the user, and the user provides feedback about which images are actually
relevant or irrelevant. The system then utilizes this information to continue building the
classifier.

Our system is different from these systems in the following ways. First, the proposed
system provides more information for the machine learning algorithm. Similar to what
is stated in Sect. 2.4, compared to [14, 21–23], in addition to the binary judgment of
whether a sample belongs to a certain class, the user also inputs confidence as additional
information. In addition, compared to [18], which uses only positive data, our method
utilizes all user-selected data with user-specified confidence. Second, user interactions
were enhanced. Compared to [21, 22], where the user is forced to provide feedback to
system-selected samples of either least confident or most confident ones, in our system,
the user chooses which points to inspect and modify by leveraging their domain knowl-
edge. Third, our system solves not only binary classification, as in [18–20], but also
multi-class classification.

2.5 Scatterplot Visualization to Locate Errors in Image Labeling

DataDebugger [23] is a system for the user to interactively operate on the interface of the
scatterplot to correct the errors in image labeling. The interface comprises a scatterplot
where a data point corresponds to an image. The user clicks on the data point, views
the image, and makes corrections about whether this image belongs to this class. When
selecting points, the user inspects points in mixed-color regions where points of different
colors aremixed together with high priority because these pointsmight containmistakes.
LabelInspect [24] is another system that visualizes images with labels in a 2-dimensional
scatterplot. It is utilized to inspect uncertain images to improve crowdsourced annotation.
In the 2D scatterplot, uncertain images appear as glyphs, whereas other points are simply
simple dots. In the glyphs, there is also a clue about the distribution of the annotated
labels of crowds.

A study [23] shared a similar concept “interactive correction of mislabeled training
data” to our study.However, this study only provides a clue for the user to select themixed
region point. Our system provides system confidence that can assist users to select points
for modification. In the LabelInspect [24], uncertain images are represented as glyphs.
However, our system utilizes a different approach for displaying uncertain images, that
is, color depth. In addition, this study determines where the error is only, but our work
extends the usage to correct the errors to improve machine learning results.
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3 ConfLabeling: An Interactive Confidence-Based Labeling
Interface

3.1 Overview

We propose ConfLabeling, an interactive confidence-based labeling interface (system)
that represents image difficulties as user and system confidence. The proposed labeling
system defines both user and system confidences to help users in image labeling. User
confidence is the user’s perception of each image. The more the user perceives the image
as a standard, the higher the user confidence level. System confidence is the system’s
judgment of each image with respect to its class. The higher the system confidence, the
less ambiguous the system prediction of each image.

Fig. 1. Overview of confidence-based interface.

As illustrated in Fig. 1, our method helps the user’s image labeling process in the
following steps: Step 1. Initialization: Suppose users are asked to label N images of x
classes. For each label, the user provides a certain number of sample images from all n
classes with user confidence values. In total, there were n0 images for the training data.
Step 2. Classification: The system trains the classification model with n0 training data
for all N unlabeled data, and returns the labels for all N images with system confidence.
Step 3. Modification: The user modifies the results (labels and user confidence values)
returned in Step 2, supported by system confidence. Iteration (repeat Step 2 and 3):
For each iteration i, the newly selected ni data points that the user selected will be added
to the training data for the classification model. Therefore, the total number of training
data instances for the next iteration i will be

∑i−1
0 ni.

3.2 User Interface

Our proposed confidence-based labeling interface comprises two parts: the initialization
and modification parts. Both share a basic interface. The initialization part is intended to
receive sample instances of images and their corresponding confidence levels. In contrast
to the scatterplot in Fig. 2 (a), in the initial state, the colors of the data points are in a
single color. This scatterplot illustrates all the unlabeled images loaded into the system.
The user first needs to add class names. The class name is updated using the label option
in (c). When the user clicks a point in (a), the corresponding image appears in region
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(b). The user assigns a label and confidence to the image in (c). The system records the
labels and confidence of all images added by the user. After the user provides a sufficient
number of images, the user moves on to the next step.

The next step is the modification. Similarly, (a) is a scatter plot, where each image
is represented as a data point. In (a), the points are at different color depths. Points with
lower system confidence are darker in color, while points with higher system confidence
are lighter in color because darker points are more apparent in the interface and clearer
for users.

Fig. 2. A Screenshot of Interface of Confidence-Based Interface.

3.3 Algorithm

Visualization
We utilized t-SNE [25] for the visualization. It reduces the original image dimensions to
two dimensions. The t-SNE algorithm converts the similarities of points in high dimen-
sions to joint probabilities. Then, it tries to minimize the Kullback-Leibler divergence
between the joint probabilities of distribution in the low-dimension embedding and high-
dimensional data. T-SNE keeps the distribution in high dimension and low dimension
very similar, so closer points in the scatterplot look more similar in the original images,
and farther points in the scatterplot look less similar to the original images. Because of
how the visualization algorithm is formulated, we can assume that the following types of
points are more likely to contain mistakes: outlier points, where one point stays farther
away from the other majorities with a similar color; second, the overlaying points that
stay very close to each other but are classified differently.

Classification
In our method, we are required to solve a multiclass classification problem. For classi-
fication, we utilized a random forest classifier [26]. A random forest model comprises
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multiple decision trees that form an ensemble together. Each decision tree makes a
prediction, and the result that is predicted most becomes the final prediction. The “sam-
ple_weight” argument in random forest classifier takes a list of n dimensions, where n
is the size of the dataset. Here, the number xi (i ∈ {1...n}) is utilized to duplicate the
sample xi times. This is the place for inputting the user confidence. In our user study, the
dimension of images is 28 × 28, so we fit the array of 784 dimensions into the random
forest classifier directly.

User Confidence
User confidence is subjective to the users. We define three levels of confidence: level 1,
level 3, and level 5. When giving a confidence level to each image, the numbers 1, 3, and
5 are similar to scores. If the user is confident in the label assigned to the image, the user
assigns a higher confidence level to this image. In confidence level 5, the user is very
confident with the label assignment, in confidence level 1, the user is not confident with
the label assignment. We convert the user confidence to sample weights using a random
forest classifier. Images at confidence levels 1, 3, and 5 are converted to weights of 0.4,
0.8, and 1.0, respectively. These values are arbitrary, and may not be optimal. It is our
future work to determine a way to optimize these weights.

System Confidence
The system confidence is computed from the output of the trained classifier. In the
implementation of random forests in Scikit-Learn [26], the “predict_proba” function in
the random forest classifier returns the probability of each sample belonging to each
class. Here, we adopt the margin of confidence [27], which is the difference between the
top two most confident predictions, to compute confidence.

For example, if the probability of sample i is pi = [p1, p2,…, pn], suppose the largest
probability is ps, and the second-largest probability is pt, where s, t ∈ {1, 2, ...n}, the
confidence score for this sample would be ps – pt. A lower confidence score means that
a certain image can be classified into two labels with comparatively high probability;
thus, the prediction is less definite.

Using the idea of margin confidence, we developed a method to convert the confi-
dence scores into three levels of confidence. Once the confidence score for each image is
calculated, we sort the confidence scores of the images belonging to each label for each
class. We divided the images in each label into three groups: one with top 1/3 confidence
scores, one with middle 1/3 confidence scores, and one with bottom 1/3 confidence
scores.

For example, if the sorted confidence scores of images in label j are pj = [pj1, pj2, …,
pjm], where pj1 < pj2 <… < pjm. The images with confidence level 1 (least confident)
are images with index {j1, … jfloor(m/3)}, images with confidence level 3 are images with
index {jfloor(m/3)+1… jfloor(2m/3)}, and images with confidence level 5 (most confident)
are images with index {jfloor(2m/3)+1… jm}.



364 Y. Lu et al.

4 User Study

4.1 Hypothesis

Three hypotheses were formulated for our study. First, our confidence-based interface is
more effective than the non-confidence interface in improving the classification accuracy
[H.1]. Second, user confidence is effective [H.2] because it can provide extra information
about the criteria for classification. Third, system confidence is effective [H.3]. We also
hypothesize that the most contributing factor of system confidence is that it helps users
locate potential errors more easily.

4.2 Participants

We recruited 32 participants (17 women and 15 men) aged 20 to 39 years. Three had a
machine learning experience of less than one 1 year, three had 1–2 years of experience,
one had to 3–4 years of experience, and one hadmore than four years of experience. Four
had an image labeling experience of less than a year, one had 1–2 years of experience,
and one had 2–3 years of experience.

4.3 Dataset

As illustrated in Fig. 3, Fashion MNIST (FMNIST) [29] and Kuzushiji MNIST
(KMNIST) [30] were utilized. Fashion MNIST [29] is a dataset containing 10 classes
(T-shirt, trousers, pullover, dress, coat, sandal, shirt, sneaker, bag, ankle Boot) of clothes.
This dataset is comparatively a bit easier thanKMNIST, but is still difficult because some
classes are easily mixed, such as T-shirts, pullovers, dresses, coats, and shirts. According
to [29], the human performance on Fashion MNIST is only 83.5%. Kuzushiji MNIST
[30] is the dataset containing 10 hiragana (Japanese characters), which are “お,き,す,
つ,な,は,ま,や,れ,を,” from classical Japanese literature. According to “Deep Learning
for Classical Japanese Literature” [30], hiraganas in classical Japanese are very different
from modern ones because classical Japanese contains Hentaigana (変体仮名), or vari-
ant kana. Hentaigana is a hiragana derived from different kanji. Therefore, one hiragana
has different forms of writing. Some are no longer common in modern forms. Modern
people only know one form of hiragana, so a few forms in this dataset are very difficult
even for Japanese people to correctly identify. We chose hard datasets for this research
because harder datasets can reflect user and system confidences more effectively.

For each type of FMNIST and KMNIST, we prepared two independent task datasets.
Each task dataset comprised 1000 images from 10 different classes. These 1000 images
comprised randomly selected 100 images from each label of each dataset. For example,
100 images of “T-shirt,” 100 images of “Trouser,” etc. are randomly selected from the
original 60 000 FMNIST dataset, and form a task dataset containing 1000 images.
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Fig. 3. Preview of FMNIST and KMNIST dataset.

We trained a random forest classifier using 100 pre-selected and pre-labeled images,
which is different from the two task datasets stated above. Because we assume that users
do not make a 100% correct decision, and some labels are harder to distinguish than
others, we intentionally included incorrect labels in the training data, as presented in
Fig. 4.

Fig. 4. Accuracy of 100 pre-selected images for training data.

We provided user confidence levels for each image in the pre-labeled dataset, which
was utilized in the initial training and classification. User confidence is provided accord-
ing to our subjective understanding of the standard of each image. We trained a classifier
utilizing pre-labeled 100 images, and then applied it to the two task datasets. Therefore,
the baseline accuracy is different for each task dataset, where the baseline indicates the
classification accuracy of images before the user makes a modification. For the FMNIST
dataset, we have two task datasets with baseline accuracies of 0.719 and 0.698, and for
the KMNIST dataset, we have two task datasets with baseline accuracies of 0.519 and
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0.531. We will compare the baseline accuracy with the accuracy after user modifica-
tion. Sixteen users who recognized Japanese characters were assigned to the KMNIST
dataset, and another 16 users were assigned to the FMNIST dataset, and each group was
then randomly assigned to one of the two datasets with different baselines.

4.4 Conditions

We tested two conditions: confidence-base and non-confidence interfaces. A confidence-
based interface is the proposed method. It presents each point (representing an image) in
varying color depth according to the system confidence in the visualization, and asks the
user to specify the confidence score when giving a label to an image. The non-confidence
interface is the baseline. It is basically similar to the confidence-based interface, but the
color depth is constant and the user does not specify the confidence score. We apply the
interface of [23] as the prototype of the non-confidence method.

4.5 Procedure

Because of the Covid-19 situation, the user study was conducted online using Zoom
remote control. Users were allowed to control the screen of the host and modify the
interface. The user study was conducted with the following procedure: first, the user was
asked to fill in a pre-task questionnaire that contains information about experiences of
machine learning and image labeling.Next, before each user started the task,we prepared
a training session for the user to practice with the MNIST dataset of 500 images in five
classes, using both the non-confidence and the confidence-based interfaces. We asked
the user to select and modify several images from each class. The purpose was to enable
the user become familiar with the system. In addition, this training set was also assumed
to offset the learning effect. The main task was after the training session. The user
performed tasks using two different interfaces. After each task, the user was asked to fill
in a questionnaire designed to evaluate these two interfaces in terms of efficiency and
user experience.

4.6 Measurement

The system automatically recorded the labels and confidence levels that the user gave to
each image, and we measured the accuracy and time of user modification. We measured
two types of accuracy. One is label accuracy, which is the ratio of the correct labels given
by the user. We calculated this by comparing the raw user and ground truth annotations.
The other is classification accuracy, which is the accuracy of system predictions based
on the annotations provided by the user. Our ultimate goal is to improve the classification
accuracy; therefore, it is the most important measurement. However, the classification
accuracy is also affected by the capability of the machine learning models. Therefore,
we also report label accuracy as a secondary measurement to demonstrate the possible
benefits of the proposed methods.
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5 Results

5.1 Improved Classification Accuracy [H.1.]

We compared the classification accuracy improvement in the non-confidence and
confidence-based interfaces. This is the difference between the classification accuracy
before user modification (using pre-labeled 100 training images), and after user modifi-
cation (with an additional 100 images labeled by the user). This is the combined effect
of the user and system confidence features of the proposed method.

Fig. 5. Classification accuracy improvement (difference between before and after modification).

As illustrated in Fig. 5, for the FMNIST dataset, the classification accuracy improved
for both interfaces, and improved more using the confidence-based interface. For the
KMNISTdataset, the classification accuracy decreased for both interfaces, and decreased
less using the confidence-based interface. However, the difference was not statistically
significant (p > 0.05, paired t-test). The result weakly supports our hypothesis [H.1]
that the confidence-based interface is better than the non-confidence interface in both
datasets, because the improved classification accuracy is higher (either decreases or
improvesmore). However, because the classification accuracy decreased in theKMNIST
dataset, it indicates that our proposed confidence-based interface is practical only in the
FMNIST dataset. In addition, because we assumed that the KMNIST dataset is very
hard while the FMNIST dataset is moderately hard, we drew the conclusion that the
confidence-based interface is effective in moderately hard datasets, but not in extremely
hard datasets. A more detailed analysis is presented in Sect. 6.2.
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5.2 Effect of User Confidence [H.2.]

Figure 6 illustrates the effect of user confidence. To compute the effect of user confidence,
we also trained a classifier using the labels obtained in the confidence-based condition,
but without using the user confidence. We called it “system-confidence only” classifier.
We then compared the classifiers obtained by the confidence-based interface (both user
and system confidence) and the “system-confidence only” classifier. From Fig. 6, we
observed that in the FMNIST dataset, user confidence had a negative effect (−0.0813%);
in theKMNISTdataset, user confidence had a positive effect (+0.6313%). The difference
was not statistically significant (p > 0.05) in the FMNIST dataset, but was statistically
significant (p < 0.05) in the KMNIST dataset. Therefore, our result did not prove [H.2]
to be true, and indicated that the current method of applying user confidence is not
effective. A more detailed discussion and future study is presented in Sect. 6.3.

Fig. 6. Effect of User Confidence only.

5.3 Effect of System Confidence [H.3.]

Figure 7 illustrates the effect of system confidence. We compared the classifier obtained
in the non-confidence condition and “system-confidence only” classifier. This indicates
that the effect of system confidence is positive in both the FMNIST dataset (+0.4438%)
and the KMNIST dataset (+0.1813%). However, the difference was not statistically
significant (p > 0.05, paired t-test). Therefore, we can conclude that [H.3] is weakly
supported.
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Fig. 7. Effect of System Confidence only.

Figure 8 illustrates the label accuracy using both the non-confidence and confidence-
based interfaces. Each bar indicates the two types of accuracy. One is the accuracy of
the system prediction given to the 100 images selected by the user. A lower accuracy
means that users identify more errors while selecting points; hence, it is a better result.
The other is the accuracy of the labels provided by the user to the selected100 images.
Higher accuracy means that users select more labels correctly, and therefore, is a better
result. The difference between the two accuracies indicates the improvement in label
accuracy achieved by the user modification. The larger difference means users correct
more errors during modification, and therefore is the better result.

Fig. 8. Label accuracy of 100 users’ selected points.
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From this graph, we can make several observations. First, a confidence-based inter-
face helps users locatemore errors. It can be indicated from the label accuracy before user
modification that, for each dataset, the label accuracy of the confidence-based interface is
lower than that of the non-confidence interface. Therefore, it solidified [H.3.], and proved
that the system confidence is effective in locating more errors. Second, the confidence-
based interface helps users make more correct modifications in the FMNIST dataset. It
can be observed that the improvement in the label accuracy using the confidence-based
interface is higher in the FMNIST dataset, but lower in the KMNIST dataset. In addi-
tion, this improvement is much higher for FMNIST than for KMNIST. Third, the users
failed to provide correct labels in the KMNIST dataset. It can be observed from the
label accuracy after user modification that the user label accuracy is much lower in the
KMNIST dataset. It also leads to a lower improvement in the label accuracy, thus a lower
improvement in the classification accuracy. Finally, we can also observe that the label
accuracy after user modification is slightly lower when using the confidence-based inter-
face. A possible reason might be that in the confidence-based interface, users selected
more images at the lowest confidence level, which is much harder to distinguish.

5.4 Questionnaire

Figure 9 shows that more participants preferred the confidence-based labeling interface
(56%) than the non-confidence labeling interface (37%).

Fig. 9. User preference of the labeling interfaces.

Figure 10 shows the usability and users’ confidence perception in the user study. The
results showed that the participants felt that the confidence-based interface could help
them to locate potential errors more easily as well as increase their subjective feeling of
confidence during the labeling task.
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Fig. 10. Usability and confidence perception (1).

In Fig. 11, “NC” and “C” represent the non-confidence and confidence-based inter-
faces, respectively. It can be observed that more people valued the confidence-based
interface to overperform the non-confidence interface because the confidence-based
interface helps them complete the task and locate possible errors more efficiently and
correctly. In addition, more people are more confident in their selection of points and
label choices using a confidence-based interface.

Fig. 11. Usability and confidence perception (2).
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6 Discussion

6.1 Confidence-Based Interface Helps Users Find More Errors in System
Prediction

First, the lower the system confidence, the more likely it is that the system prediction
contains errors. For the FMNIST dataset, the classification accuracy of images at confi-
dence levels 1, 3, and 5was 55.28%, 70.88%, and 87.17%, respectively; for theKMNIST
dataset, the classification accuracy of images at confidence levels 1, 3, and 5was 29.89%,
49.58%, and 77.09%, respectively.

We tracked the system confidence of users selected points in both the non-confidence
and confidence-based interfaces, and summarized the number of points users selected
in each system confidence level. The proportion of points that users selected at the
lowest confidence level using the confidence-based interface and the non-confidence
interfaces was 93.08% and 58.14% for the FMNIST dataset, and 97.75% and 49.49%,
respectively, for the KMNIST dataset. Therefore, users select almost all the points in
the lowest confidence level using a confidence-based interface. This is because users
take advantage of the function of filtering different confidence levels, so only the lowest
confidence level appears at the interface. However, in the non-confidence interface, users
select and click points randomly. This is why the distribution of system confidence is
not extreme. This result was consistent with our assumptions.

Based on these two results, we can observe that the confidence-based interface suc-
cessfully helped users catch errors. It is therefore consistentwith the result fromSect. 5.3,
that the label accuracy of 100 points that users selected using the confidence-based inter-
face is lower than that using the non-confidence interface. We infer that this is because,
in the confidence-based method, system confidence, or the different color depth helps
users to locate potential errors more easily.

In [21, 22], users were asked to provide feedback to the least or most confident data
automatically selected by the system. Our study allows users to select points based on
their own choice of the types of points that might be wrong. We believe that this has
an extra value from the automatic selection of systems. Because the t-SNE algorithm is
utilized for dimension reduction, closer points are more similar. Users might utilize this
extra information to select points while viewing points at the lowest confidence level.
For example, as suggested in the user study instruction, outlier or overlay points, as
illustrated in Fig. 7 might be more suspicious. Therefore, it has extra information on the
relative position from the system that randomly selects points at the lowest confidence
level. This also allows users to catch more errors. Catching more errors is the first and
essential step in improving the accuracy of image annotation. System confidence in a
confidence-based interface efficiently helps users to achieve it.

6.2 Effect of Data Difficulty and Corresponding Target Users
for the Confident-Based System

First, in the 100 images selected by users, only approximately 40% of the labels were
correct, and the remaining 60% were still incorrect. In the FMNIST dataset, users get
approximately 70% of the labels correct. Second, we can observe that in the KMNIST
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dataset, users rated 54.90% of images to confidence level 1, 26.36% of images to con-
fidence level 3, and 18.74% of images to confidence level 5 as user confidence. This
indicates that users are not confident about their choices. Conversely, in the FMNIST
dataset, users rated 17.11% of images to confidence level 1, 26.86% of images to con-
fidence level 3, and 56.04% of images to confidence level 5 as user confidence. This
indicates that users are relatively confident about their choices. Third, during the user
study, users reflected their uncertainty in the KMNIST dataset much more than in the
FMNIST dataset.

In addition, improving classification accuracy requires users to make correct modi-
fications, and this modification is reflected in the classification accuracy more obviously
in the FMNIST dataset. When the dataset is too hard, although more errors can be deter-
mined, it is difficult for users to correctly identify the true labels. This could be a reason
why in most cases, the classification accuracy decreased after the user modified 100
points in the KMNIST dataset, and the classification accuracy improved significantly in
the FMNIST dataset.

Therefore, we can infer that there are two use cases with the corresponding target
users. One is to label images that are common and familiar to most people in real life,
such as fashion. The target user can be anyone with a common sense. The other is to
label very hard images that require specialized knowledge to be correctly recognized.
Therefore, the target users would be experts in the corresponding field.

Although expert annotators are still needed in difficult datasets, our proposedmethod
has some significant benefits. This work provides a novel understanding of the effect of
dataset difficulty, because a good system should have the capacity to be utilized in all
conditions. Some works such as [14, 21, 22] tested the effectiveness of their methods
on different datasets, but they did not consider the difficulty of the dataset, as well as
users performance with different difficulty levels. They did not consider the case where
users make several mistakes in providing labels, which is likely to happen in real-world
situationswith difficult images and inexperienced annotators. The idea of user confidence
mitigates the unsureness of labels, and we also propose different possible target users
with different difficulties. In [23], a system was developed to allow experts debug and
correct label errors in training data, although in the paper, it states that the target user
also includes data annotators who want to improve their annotation results, the case
study and evaluation targets are all experts, so we assume professional knowledge is
expected. However, we believe that recruiting experts is only a typical solution. This
study provides a novel understanding of the effects of data difficulty which may aid
in the development of annotation tools. Further investigation is necessary to deal with
difficult data in non-expert annotations.

6.3 Effect of System Confidence Only and User Confidence Only

The results showed that the effectiveness of the system confidence (Fig. 7), but the
effectiveness of user confidence is not presented (Fig. 6). The potential reason might
be the inappropriate method of utilizing user confidence. In this study, we utilize user
confidence. This mapping of the user confidence value to the machine learning model
was arbitrary, and our choice might be inappropriate. In addition, in the user study, we
measured the selection and modification times. We believe that the modification time
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could also be latent user confidence. For example, if a user takes 0.8 s to modify point
A and takes 3.5 s to modify point B, we can assume that the user confidence of point B
is less than that of point A. A few studies such as [19, 20] make use of user confidence,
but their algorithm is limited to binary, and the use case is different from ours. However,
some ideas of their algorithm might be useful in our case, and we can refer to those to
formulate a better algorithm. In this research, because the main purpose is to present the
effectiveness of the interface, how to better utilize user study could be a future work of
our study.

7 Limitation and Future Work

First, in the user study, to maintain the number of selected labels balanced, we asked
participants to select 10 images in each label. However, some labels were less likely to
contain prediction errors than other labels. For example, among 1000 labels before user
modification, in the FMNIST dataset, the label “trouser” had an accuracy of 86%, while
the label “shirt” only had an accuracy of 26%. Therefore, it is one of the assumptions
that as long as users think they have found enough points that might contain errors, they
do not need to select more points; instead, they should focus on the label they think is
wrong. For future studies, we will work on class balance and determine the best way for
users to select points.

Second, in the user study, the dimensions of the images in the dataset are all similar,
and the images are monotonous. Therefore, we fit the original dimension of the images
directly into the random forest classifier. However, we need to enable images with higher
dimensions and colors to be applied to our method. A more general approach is to
first apply a pre-trained network (VGG) to compute semantic features, and then train
a shallow network using these features. In this study, we propose a prototype of an
interface utilizing confidence, and indicate that a confidence-based interface is better
than a non-confidence interface. How to improve the classification accuracy utilizing a
similar method, and extend it to more general images are the future work of our study.

Finally, we need to deal with difficult data in non-expert annotations. Although
experts are required for difficult datasets, recruiting experts is a solution, but it is expen-
sive and unrealistic to be utilized all the time. A good system should not have restrictions
on the difficulties of the datasets and target users. Our future work will emphasize on
enabling non-expert annotation of difficult data. Some of the possible solutions would
be to reformulate the method of utilizing user confidence. Another possible solution is
to gather labels from multiple people. One person alone might not get correct labels, but
several people’s labels with their confidence scores might lead to correct labels.

8 Conclusion

In this study, we proposed a confidence-based labeling interface, called ConfLabeling,
to assist manual image labeling by interactively modifying the classification results. Our
system allows users to mutually interact with confidence, which visualizes confidence
in the interface to the user as a clue to potential errors in system prediction, and the user
provides user confidence to the system as a certainty of label judgment. Our user study
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indicates that system confidence contributes to improving classification accuracy by
efficiently helping users locate potential errors in system prediction, and user confidence
makes users feel safer in their judgment. However, the results did not indicate that user
confidence contributes to improving the classification accuracy. Our study also indicates
that the confidence-based interface can improve the accuracy of system prediction with
the following possible cases:When the dataset is moderately hard, non-expert annotators
can help improve the accuracy of system prediction. However, when the dataset becomes
extremely hard, expert annotators are required to improve accuracy. Further investigation
is necessary to deal with difficult data in non-expert annotations.
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Abstract. Artificial intelligence (AI) has become one of the most critical features
of our techno culture, and by extension, a key element in many user-facing tech-
nologies. However, User Interface (UI) and Experience Designers (XD) lack the
necessary understanding of AI, as well as the variances of its application but most
importantly, they lack guiding principles for the day-to-day activities of design.
Through the prism of existing Design Thinking framework, a knowledge pathway
that intersects with AI technology, in pursuit of practical design heuristics, is nec-
essary. Such heuristics must enable Designers to respond to the call for growing
and emergent regulations around AI; they must enable the continued adherence of
human centred design, privileging human over machine, and they must empower
Designers in AI design conversations. Given these circumstances, there is also
a need for both research and education that seeks to investigate all the ways in
which AI influences human computer interaction (HCI) and design, broadly. This
paper takes a step towards acknowledging the lack of practicedAI-HCI knowledge
frameworks that can guide Designers through the Design Thinking phases when
designing technologies that deploy AI with user facing technologies, in varying
contexts and domains. Further, the growing levels of concerns around AI, often
with detrimental effects and negative human outcomes, make the matter mission
critical and forces the acknowledgment that we need guidance, as appendages to
existing Design Thinking frameworks and which can keep pace with the rapid
rates of technological advances.

Keywords: Artificial intelligence · Design Thinking · AI- HCI heuristics

1 Introduction

Artificial intelligence (AI) has become one of the most critical features of societal exis-
tence and by extension, a key element in user-facing technologies. However, Designers
still lack the necessary understanding of AI and the variances of its application, as well as
what that means functionally, practiced through the prism of a Design Thinking frame-
work. Therefore, a knowledge pathway to the intersections of AI technology and design
function is critical. This knowledge pathway demands both general guidance and just-
in-time practical design guidance that are not only compliant with growing regulations
but also that adhere to centring the human in the process. Given these circumstances, it
is worth noting the need for both research and education that seeks to investigate all the
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ways in which AI influences both the general space of HCI, and design broadly. Central
to these undertakings is research that: a) situates the impact of varying AI technolog-
ical contexts, as it intersects with systems design, b) understands how these varying
and contextual AI systems support human users, c) devises contextual frameworks and
accompanying heuristics that centre and privilege human users in design systems, d)
sponsors research that understands the functional competencies needed to support myr-
iad Designers seeking to dialogue with more technical functions, e) expands existing
Design Thinking and design heuristics approaches that adopt and integrate new and
emergent knowledge systems, f) advances the practice of design and maintains rele-
vance, and lastly, g) encourages research that intersects with ethical design guidance.
And while this is by no means a comprehensive list, it is here, at these cross points of
design research that I situate the most tangible value of this paper, which is an entrance
into the AI design discourse through a quasi-theoretical approach, steeped in twenty
years of experiential design practice, management, and training. This paper, therefore,
takes a conversational, empirically informed step towards firstly acknowledging the lack
of practiced AI-HCI heuristics informed by experience; secondly, empathetically cen-
tring the design function and how it continues to remain relevant to systems design and
software development in the age of automation. Much research has been done that cov-
ers the myriad areas of exploration [1, 2, 5, 10, 11, 17, 19, 21, 33, 34], most recently
published on account of the nascency of AI-HCI practices. A number of these have
also provided guidance for this paper’s focus, and a few referencing a call for guidance
[1, 2].

1.1 Methodology – An Empirical Approach to Developing AI-HCI Heuristics

One of the more extensively cited and influential approaches to creating a systematic
register of guidance for optimal user-centric design is the work developed by Jakob
Nielsen and Rolf Molich [26], and later elaborated by Nielsen with others [30, 32].
Nielsen and Molich’s work have afforded us pathways to discovering the “what” of the
design problem space but not necessarily the “how” to remedy all problems discovered
through heuristic evaluation. I contend, it is acceptable to focus on heuristics in order
to uncover the “what” to classify a design “violation” but it is not reasonable to expect
a heuristic to give specific solutions, i.e., the “how.” This is the case because design
context and domain change and the heuristics should consider, in this case, the varying
AI usage scenarios and the breadth of AI application across varying domains.

Given Nielsen and Molich’s empirical approach in creating heuristics for user inter-
face design, the heuristics proposed here follow in this tradition. Methodologically, the
categories of proposed heuristics derive from two sources primarily. First, they represent
the results of a structured literature review, identifying themes of design issues in design-
ing for AI that require guidance. Second, the heuristic classes proposed in this paper
have broad popularity within the design community as the most recurrent AI design
challenges, making these categories promising. I contend that while these classes are
highly explorative, the above reasons should suffice also given the nascency of this space
for design and Designers. Furthermore, my twenty-year practice as a Design Researcher
and Design Research Manager, and today recognizing the immediacy and currency of
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Designers’ concerns and lack of voice in the wider AI discourse, adds to the reason for
these proposed classes.

To date, Designers are familiar with numerous design principles, but the most used
has been the aforementioned “Nielsen design heuristics,” which have been the “go-to”
toolset used to design user-facing technologies since they were introduced. The need,
however, for the evolution of, and addition to, those existing heuristics is significant.
Providing additional “containers” to house more finely defined design heuristics, used
in myriad AI design contexts, is also critical. Like Nielsen and Molich, those heuristics
proposed here are deliberately broad, focusing on the “what” to look for in the process
of designing around AI. The narrowing of more specific heuristics within these wider
classes will be informed by the AI and its usage context, the breadth of use, and its
user facing elements, as well as other industry and domain specific guidelines which
will co-inform more detailed heuristics. Furthermore, due consideration that Designers
are already familiar with these broad themes is important to encourage familiar entry
point to thinking about the new challenges brought about by AI technologies. They
are human factors and ergonomics, accessibility, user controls and affordances, user
consent, transparency, and today, critically, privacy, particularly around designing for
“trust.”

Together these six categories represent areas of potential human / user impact as they
interact with AI. They also represent continuation and evolution of design practice and
afford Designers a means to imprint on emergent AI technology. These design themes,
or what can be thought of as “containers,” are also regularly topics in the public domain;
notably, privacy and, in early 2000s, accessibility, which have significantly informed
laws and regulations around “designing for all,” creating worldwide guidance. Both
privacy and accessibility, as thematic areas of design concerns, resonate not only in
design circles but with the public at large.

A few researchers and theorists have written extensively about the topic of privacy,
especially regarding the European Union (EU) putting into law guidelines that will
impact user facing technologies [3, 11, 12, 15]. A great portion of the EU’s General Data
Protection Regulation (GDPR) privacy guidelines were guided by research conducted
by Ann Cavoukian, former Information and Privacy Commissioner for the Province of
Ontario, Canada, whose research efforts also intersect with this paper’s goals. Research
done at this level has informed interface design impact and is critical to the knowledge
base needed to upskill HCI practitioners. The concept of privacy by design [11] has
become part of article 25 of theGDPRand a proposal of seven (7) foundational principles
informed by the mantra of “proactivity, not reactivity.”

Not unlike the early calls for better accessibility practices in design, all design heuris-
tic “containers” have a deep heritage in design practice and are critical in empowering
Designers who seek to design for AI technology. Another such example is theWeb Con-
tent Accessibility Guidelines (WCAG), the international standard, includingWCAG2.0,
WCAG 2.1, andWCAG 2.2, representing the evolution of said guidance. The guidelines
generated by this body have become the de facto standard, worldwide, for Accessibil-
ity design [36] and a great starting point as we extend the use with known AI design
challenges.



380 K.-L. Lubin

Others have also proposed heuristics around AI, with varying degrees of specificity
but a caution that they must remain broad enough to address AI technologies both by
their breadth and usage. A call for domain specificity is also not new and pervades
much existing research [2, 4]. Further, we are yet to see the full effect and power of
AI technologies, and heuristics will have to scale to remain responsive to emergent
technological postures. Many of these heuristics are derivative of initiatives happening
in other areas, such as accessibility and privacy [11, 36]; I contend that deference and
collaboration with respective institutions that drive regulations and law, is advisable.

1.2 A Call for Ethics in Design

AI has produced novel challenges for the process of design, and a need to situate AI-HCI
heuristics at the site of thewider design practice has never been so critical. Heuristics play
a significant role in the software development process and are used to provide a discursive
link between design and software development. Though not meant to be exact, they have
also helped in the creation of industry-accepted best design practices. The growing levels
of concern around AI, often with detrimental design defects, producing negative human
outcomes, also forces a confrontation with existing heuristics and their alignment with
growing calls for AI oversight [2, 3, 6, 8, 10, 14–16, 24, 34, 39] and for designing with
more human transparency. Therefore, it is mission critical to understand the broad foci of
AI usage and further, to acknowledge that we need proactive guidance on evolvedDesign
Thinking principles that support the rapid rates of these technological advances. Further,
we need to maintain the critical focus on designing for humans, primarily, undergirded
by a commitment to “do no harm.”

Many have written in the wider space of ethics in design and any proposed heuristics
must also consider these research endeavours [5, 6, 10, 14, 35], especially those for
criticality of thought. Realizing these goals, conversations towards AI-HCI heuristics
should emerge from existing design considerations of traditional and emergent best
practices advised by critical thinking. Lastly, such heuristics should form an additional
toolset employed by the design community that speaks to our current technological
zeitgeist, currently lacking in worldwide regulations.

2 AI – HCI Heuristics and Design Thinking

The origins of Design Thinking stem from the development of psychological studies on
creativity in the 1940s entered the wider design consciousness with the works of Tim
Brown of IDEO [7], among others. Design thinking has become commonly accepted
as the predominant creative and systematic process that enables teams and individuals
tackling design challenges. Seen as a non-linear, iterative process, Design Thinking
frameworks are often illustrated as “double diamond” approaches to design that take
practitioners along five phases: empathize, define, ideate, prototype and test [7]. The
process enables teams to work from varying points of ambiguity, by providing human
centered design tools and methods that catalyzes teams to purposefully diverge, and
then converge on best contextual solutions. Given this, the use of, and proposal of,
any heuristics does not seek to disrupt the ways of working within a Design Thinking
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framework. It also does not preclude the use of proposed heuristics at any of the five
Design Thinking phases. The underlying proposals of this paper are another layer to
existing ways of working.

Another element of the proposed heuristics is the idea of harm reduction in the design
process, managed through a systematic design framework, where any trained practicing
Designer can have classes of design oversights that can potentially produce human
harm and the ability to message and mitigate those harms, with heuristic guidance. And
today, these systems are powered bymyriad forms of AI with limited oversight by design
teams to gauge harm. The “harms” referenced here include, but are not limited to, social,
psychological, emotional, and environmental harms. This is alongside creatingUI-facing
technologies that seek to provide transparency of use for human users interacting with
nonhuman agents (i.e.AI) [4, 9, 17, 18, 24, 33, 34, 37]. Notably, the call for transparency
is on the rise as AI currently supports a growing number of decisions in our society today
[37, 39] with little transparency, and sometimes with harmful outcomes for marginalized
people [8, 13].

Against the backdrop of both existing Design Thinking and the prevailing best social
practice of “do no harm,” a Designer using these proposed heuristics can have their own
functional “smell test” or,most respectfully, functional imprint on thewider process ofAI
technologies, which are human facing. For example, a Designer operating at the tactical
level can ask: did the user provide explicit consent for data exchanges in this experience
flow? This can be invoked as part of the empathy phase of Design Thinking, the define
phase or more commonly a UI phase, where a Designer must make such affordances
part of the user interface flow. And in this case, providing a “consent” control and or/
affordance to fulfill this requirement.

2.1 Design Thinking Framework and AI Design Heuristics

Understandably, there are many design frameworks (e.g., LUMA, Double Diamond)
with which Designers are engaged, but none as dominant as the Design Thinking frame-
work – a framework that was the key agitator of other design approaches, and that has
recently shifted the role of design as a business differentiator to the changing consumer
behavioural ecosystem [7]. Hence, it is fitting to situate any proposed heuristics in the
Design Thinking framework. The design considerations espoused in this paper, as well,
cannot be de-coupled fromwider societal and academic conversations around tech ethics.
As part of the tech world, Designers, too, hold some level of input and responsibility, yet
another reason for heuristics that considers the role of design oversight in the process
of systems design. If viewed through the wider prism of AI and technology that seeks
to “do no harm,” Designers must be equipped with the tools to practice this growing
mantra. Part of the goal of any heuristic must also consider that the human user must
feel a profound sense of trust in technology, made possible by increased transparency
of AI technology, to enable the de-mystification of AI, as developed today.

This requirement for transparency is easily part of “good” Design Thinking practice.
In the broader space of AI, the issues include transparency, subsumed under the wider
topic of “explainable AI,” the initiative to provide more AI black box transparency for
users, opening more dialogue as to what AI is doing, why, and most importantly, what
if, any harm, is happening and how to rectify these harms. It is here that heuristics can
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provide a “what” to look for, while designing, not unlike existing design heuristics, as
popularized by Molich and Nielsen.

Fig. 1. A design thinking framework that illustrates iterative approaches, focused on “doing no
harm” and adaptive to AI breadth of usage.

So far, I have situated the proposed AI design heuristics as a supplement to existing
heuristics, and invokable at any stage of the Design Thinking framework (see Fig. 1). But
oftentimes, heuristics are more applicable when designing the user interface (UI) at the
prototype phase, when ideas are proofed and materialized for testing purposes before
final design. However, some AI knowledge competency for Designers in AI design
dialogues [21, 22], is necessary here. The following section seeks to open a conversation
to this much needed knowledge competency for all Designers.

2.2 AI Knowledge Competency for Designers

One of the main challenges for Designers is understanding the full range of AI applica-
tions, and how AI technologies “unfolding” maps to the work of Designers, both from a
strategic and tactical level. Given this topos of ambiguity, I suggest, here, that any heuris-
tics should: a) be responsive to all forms of AI (by breadth and usage); b) be agnostic
to the varying breadth of usages of AI; c) work with existing design heuristics, d) be
applicable across one or more of the Design Thinking phases (i.e. phases empathize to
test), as they are critical in influencing the forms of user-facing technologies that deploy
AI.

To meet this knowledge competency, the tables below outline the categories of AI
by breadth (Table 1) and usage (Table 2), respectively, and outline the base knowledge
competencies that Designers require to participate in AI design conversations. This is
a prerequisite to understanding our role in the wider AI discourse and guidance on
how to provide continued value. Lastly, this knowledge competency bares relevance to
Designers and their work as creators of the user interfaces, which support the deployment
of AI. The following provides a high-level overview of the knowledge that Designers
can begin to explore and participate in AI conversations [22].
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Table 1. Classification of AI by breadth of application

AI Category Breadth of application Example

Narrow AI: Also known as
weak AI with limited
capabilities and designed for
specific purposes with a focus
on practical tasks

Traditional (Wave 1) Apple’s Siri

General AI: Also known as
Strong AI, this type can
complete human tasks and,
technically, has all the
capabilities of a human brain

Neural Networks (Wave 2) Movie, Terminator T800
Conceptual

Super AI: Defined as AI
capable of surpassing human
intelligence, harnessing
cognitive and thinking skills of
its own

Cognitive Architecture (Wave 3) Conceptual

Table 1outlines thewider classes ofAI, in termsof breadth [22],with broad examples.
The breadth of AI application ranges from the “narrow or weak AI” to “super AI.” The
latter is still an aspirational future state. Situating the Designer in both the present and
future states of AI applications is also vital, allowing for proactivity of thought, broadly.
However, this categorization of AI by “breadth” of application is not the immediate
focus of this paper. Instead, this paper’s purpose is the space between user and usage
and the tools afforded Designers to provide oversight to how the user interacts with AI’s
UI technologies, now and in the future.

Table 2 represents the broad classification of AI based on usage, which suggests
a human-facing element with more immediacy and practical guidance for day-to-day
practice and use. The categorization of AI by usage includes reactive machine AI, limited
memory AI, theory of mind AI, and lastly, self-aware AI. [22] All of these classes,
once understood by Designers, help to bridge the knowledge gap, and to catalyze the
engagement in AI conversations about design requirements.

The first of the four classes, reactive machine AI, is heavily cited in connection with
IBM’s early 1990’s Deep Blue. Though this is the most mentioned, another example
in the gaming space is Google’s AlphaGo. This type of AI has other applications with
user-facing elements and therefore will require guidance in design. In this mode of
human-to-machine interaction, an AI agent reacts to a human agent’s activity and awaits
the human agent’s interaction before reacting with a subsequent action. And so, in the
Deep Blue example, the AI reacts to a player’s (user’s) move on a chess board, based on
built-in computations andmachine learning, utilizing some degree of human intelligence
to supplement its reactions.

One of the relevant challenges is understanding what lies beneath AI’s decision-
making faculty and how that also impacts the human user – from whom all machine
learning occurs. Given this, we need heuristics with awareness of the conditions AI has
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on the long-term effects on humans, and in known cases eventually removing the human
from the equation, making the human redundant. These are undoubtedly all related
to design decisions that consider this potential harm, under the wider containment, of
human factors.

Table 2. Example depicting classes of AI by usage

AI Category Uses and application Example

Reactive AI that responds/ reacts to human input IBM’s Deep Blue

Limited memory AI that supplements decision- making AI powered GPS

Theory of Mind (ToM) AI that uses some level of cognitive ability The Kismet robot

Self-aware AI with contextual cognitive awareness Still conceptual

The second type, limited memory AI, includes AI-powered technologies that supple-
ment and sometimes inform users’ decision-making faculties, providing many ways to
optimize outcomes. One such example is global positioning services (GPS) that deploy
AI. The AI makes some computations about human navigational contexts (e.g., time
of day, road construction, etc.) and determine best outcomes for a user’s journey. And
while it does not harness data for memorization and later deployment, a need for design
guidance is critical here, as well. The challenges of this type of limited memory AI types
are that they lack oversight from design, along with how that intersects with the heuris-
tic elements: accessibility, consent, user controls, and transparency. Heuristics can help
surface and structure some of the known HCI issues in AI design and give users a high
degree of centricity.

The third kind of AI that will require design oversight is known as Theory of Mind
(ToM) AI. This type of AI uses some level of cognitive capacity to attribute mental
states both to itself and the human users it serves; for example, the Kismet robot head
that recognizes emotional signals on human faces (users) and replicates those emotions
on its own digital “face,” followed by a reaction. The Kismet robot, developed at The
Massachusetts Institute of Technology (MIT) is a machine that recognizes and simulates
emotions. This machine-to-human interaction, too, creates challenges, and similarly to
limited memory AI, it requires oversight over issues of human factors, ergonomics,
consent, transparency, and user controls, along with other checkpoints that the Designer
can support.

Any heuristics must also be responsive to the fourth type of AI, termed self-aware AI.
While still in its infancy, self–aware AI may becomemost critically in need of optimized
design principles that guide systems’ design. This form of AI is emotionally aware, and
in perpetual connection with a human users’ state of mind, which by application invokes
many ethical considerations and gates of human oversight. For example, a human driver
may exhibit a state of sadness, leading to a non-human AI deciding to guide the user to
an off ramp for a break, given the “sad” state.

The challenges of this type of AI are that it lacks formality of oversight from design
that intersects with issues of human factors, ergonomics, consent, user controls, and
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transparency, along with other gated checkpoints. Heuristics are the optimal pathway
to thinking about these AI categories and enable Designers to think critically as they
conduct varying phases of the design process. Taken together, ensuring coverage on
these four types of AI usages and applications can create more ease for Designers, who
are key stakeholders in the broader conversations on AI ethics.

3 Proposed AI- HCI Heuristics

In this section, I focus on the heuristic categories. The following represents the six
categories of proposed heuristics: Human Factors and Ergonomics, Accessibility, User
Consent, Privacy by Design, User Controls and Affordances, Transparency. The follow-
ing sections discuss each category individually with examples relevant to the practice of
design, where necessary for clarity.

3.1 Human Factors and Ergonomics

Situated as the practiced space of usability engineering, cognitive ergonomics, or user-
centered design, human factors practice stem from psychology and engineering and
relates to human strengths and weaknesses in response to technology design. Human
factors and ergonomics focus on the physiological and psychological principles associ-
ated with the design of products, processes (services), and systems. Common examples
of AI created with good intent but not delivering as envisioned are plentiful, and such
violations can be categorized as human factors issues. One example is the famous case of
AI technology deployed in the hiring process at Amazon. While not explicitly cited as a
human factors violation, the specific violation here stems from underlying human harm
caused by the discriminatory practices of ill-designed AI, which was later discovered
to be “sexist” in nature, based on the training data that, privileged men- over women-
identifier tags. Ensuring equitable outcomes for the human users of such technology
through the inclusion of well-seeded data improves the outcomes for all users.

Here, emergent heuristics must focus on the reduction of human error, increase
productivity, enhance mental and physical safety, and provide system availability, as
well as prioritizing the comfort of the human user as they interact with AI technologies.
A conversation towards concrete heuristics must therefore consider all these facets of
what it means to design with human factors and ergonomics as requirement categories.
Together this heuristic must also contend with the overall mantra of “do no harm” in the
Design Thinking phases, as well as the domain-specific spaces in which AI user facing
technologies is deployed. There are emergent research initiatives around topics related
to human factors and ergonomics that explore this topic in greater detail than is afforded
here [10, 16, 21, 25, 33, 34, 39].

3.2 Accessibility

Accessibility, as practiced in the design space, ensures that any designed product, service,
or environment is usable by people with various disabilities. The concept of accessible
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design and the practice of accessible development ensure both “direct access” and “indi-
rect access,” meaning compatibility with a person’s assistive technology. The WCAG
provides the current guidelines to Accessibility and any heuristics must be observant of
this organization’s goals and be an extension of the guidelines that they provide. Given
this, AI technology and accompanying UI and ergonomic elements must be informed
by heuristics focused on equitable usage and outcomes, available to differently abled
users, as defined by theWCAG, as well as conform to the domain-specific best practices.
Others have written very extensively on this topic and their deeper research can bear on
the kinds of specific, contextual, and domain-centric heuristics that can address how to
design for AI and Accessibility [16, 27, 36].

3.3 User Consent

An understanding of the kinds of data exchanges that require user consent is critical
to human centred systems. Oftentimes, a system requires consent for personalization,
but consent and agency must therefore reside with the system user. In UI design, a user
should also have a visual indicator when they are in front of or behind a security system
(commonly referred to as a “firewall”), of their state of consent or indication of data
consent. Relatedly, as systems and companies’ interop their processes with exchanges
of data about users, users should remain in control of the consent and the use of their
data. Given these broad requirements, heuristics focused on human consent management
that guide compliance by informing users about data collection and AI usage practices,
knownandunknown, are recommended. Someof the research in this space also addresses
broader societal implications of consent [3, 10, 11].

3.4 Privacy by Design

Privacy by design, is an approach to systems engineering which is a joint report
on privacy-enhancing technologies by the Information and Privacy Commissioner of
Ontario, the Netherlands Organization for Applied Scientific Research, and the Dutch
Data Protection Authority. This approach had begun to shape European GDPR privacy
initiatives and favours the design of systems that centre human privacy. There are already
in existence many iterations of guidance of the tenets of “privacy by design” and these
guidelines represent those already adopted in Europe, Australia, and the United King-
dom andmore recently Canada. Given this, heuristics focused on designing functionality
and options that allow users to configure privacy-related controls and options such as
login, logging, log retention, log usage and secure personally identifiable information,
known and unknown to the user during navigation, are advisable. The following are a
few research initiatives in the space of designing for privacy [12, 13].

3.5 User Controls and Affordances

In traditional UI Design, user controls are elements captured in cascading style sheets,
and more recently captured in “design tokens” that manage a range of human interac-
tions with AI technologies. This traditionally has included the control of such things as
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colour, layout and fonts. However, this paper focuses on user controls that give the end
user the necessary controls and affordances enabling human-to-AI interaction. Simply
understood, controls and affordances provide the ability to gauge the underlying com-
putations upon which an AI makes a decision that impacts the end user. Given this,
heuristics on guidance about user controls that help optimize human-to-AI communi-
cation are necessary [1, 4, 21, 23, 26]. Current modes of AI put the user in an inferior
positional value to AI, oftentimes without a means of communicating back to the AI and
correcting miscalculations. Other types of controls, not covered here, include functional
controls. Ultimately, optimal AI design must ensure that users of such systems are pro-
vided with the affordances that they need to interact optimally with AI agent’s context
and domain.

3.6 Transparency

Much of AI is easily reducible to its computational form, in mathematical language, and
often incomprehensible to human users. Other research happening in this space relates to
research conducted byWardrip-Fruin who explores a number of effect types that emerge
out of human-to-AI-agent communication; namely - the Eliza effect – when the systems
produce simple outputs cloaked in complexity; the Tale-spin effect, which is the reverse,
presenting complex outputs cloaked in simplicity; and lastly, SimCity effect, where the
system attempts to bring the user to the closest point of operational understanding [33].
Given this and other research [8, 9, 17, 24, 25, 33, 39], any incongruency of human-to-
non-human communication must be addressed with heuristics focused on demystifying
AI black boxes, their functionality, and existence, as well as outcomes for the human
user. Users of AI systems should not be led by deception and misunderstanding [9,
25] and must always have a sense of orientation as to how the AI interacts with them.
The ACM has already defined seven principles relating to algorithmic transparency and
accountability, which exist as part of its code of ethics. It is also worth noting that
transparency heuristics are related to heuristics around user controls and affordances
(Table 3).

Table 3. AI-HCI design heuristics

AI category Heuristic type

Human Factors/Ergonomics Heuristics that provide guidance on a) reducing human error,
b) increasing human productivity, c) enhancing mental and
physical safety, d) providing system availability and e)
maintaining comfort of the human user
Supporting References [10, 16, 21, 25, 33, 34, 39]

Accessibility Heuristics focused on the equitable usage and outcomes for
variously abled users
Supporting References [16, 27, 36]

(continued)
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Table 3. (continued)

AI category Heuristic type

User Consent Heuristics focused on human consent management that guides
compliance by informing users about data collection and AI
usage practices, known and unknown, are recommended
Supporting References [3, 10, 11]

Privacy by Design Heuristics focused on designing functionality and options that
allow users to configure privacy-related controls and options
such as login, logging, log retention, log usage and secure
personally identifiable information, known and unknown to the
user during navigation, are advisable. (Ref to GDPR guidance)
Supporting References [12, 13]

User Controls/Affordances Heuristics on guidance about user controls are necessary. Other
types of controls, not covered here, include functional controls
Supporting References [1, 4, 21, 23, 26]

Transparency Heuristics focused on the demystification of AI black boxes
and their functionality, existence, and outcomes, which can
lead to users’ deception and misunderstanding. The ACM has
already defined seven principles relating to algorithmic
transparency and accountability as part of its code of ethics,
HCI
Supporting References [8, 9, 17, 24, 25, 33, 39]

Taken together, these thematic elements can form the foundation of heuristics respon-
sive to AI technology with user-facing interactions. Within these “containers” can
emergemore contextual and domain-specific heuristics that can guideDesigners towards
designing with human centred design, within the Design Thinking framework.

4 Conclusion and Future Work

Heuristics emerging from these six categories provide a pathway to think of the guidance
needed for Designers to support development, but they are also a means of upskilling
to a base knowledge competency of AI and its impact on design. They also contribute
to the distillation of some design considerations and building upon existing frameworks
such as the “Nielsen heuristics” and Design Thinking. It is important to keep in mind
that research on AI-HCI is still in its nascent stages. Much of the work cited still requires
a deep collation of empirical research to build a robust and representative understanding
of real-life design AI best practices needed to sustain the practice, as well as inform
future design pedagogy for less technical audiences.

The design knowledge competencies and heuristics outlined in this paper will also
require expansion to accommodate new contextual and nuanced uses of AI technologies,
and the rapidly changing use of AI in more civic contexts. Design researchers and
educators in HCD, HCI, and AI should join this conversation and use them as a guide
to grow the field and maintain its due relevance.
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Abstract. Chatbots are increasingly used as digital self-coaching tools in various
fields. One area of application is in higher education. Here, coaching chatbots can
accompany and support students’ self-reflection processes. For the present study, a
coaching chatbot on the topic of exam anxiety was developedwithin the Conversa-
tional AI framework Rasa, which is intended to enable low-threshold engagement
with students’ exam anxiety through solution- and resource-oriented questions. In
the study, the disclosure behavior of a chatbot (self-disclosure, information dis-
closure, no disclosure) was varied in order to draw conclusions about acceptance
and working alliance in chatbot coaching. Studies show that self-disclosure and/or
information disclosure of a chatbot can have a positive effect on working alliance-
like constructs like rapport. The online experiment included chatbot coaching and
a subsequent survey. 201 subjects participated in the three experimental condi-
tions. Technical functionality, acceptance, and working alliance were moderate
to good in all three experimental groups. The subjects were willing to engage in
interaction with the chatbot. However, no statistically significant differences can
be demonstrated between the three experimental groups. Self-disclosure, informa-
tion disclosure, or no disclosure do not seem to have an impact on the acceptance
and working alliance between user and chatbot in the use case of student coaching
on exam anxiety. The results provide an important complement to previous studies
on (self-)disclosure and lead to further research questions about effectiveness fac-
tors in chatbot coaching. One focus will be on exploring context. The conversation
and contextual design are subject to further investigations and improvements.

Keywords: AI-based coaching · Conversational AI ·Working alliance ·
Acceptance · Self-disclosure

1 Introduction

Artificial Intelligence-based technologies are becoming more popular and are thus gain-
ing an increasing presence in many different fields of application, including coaching
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processes [1, 4, 11]. AI-based chatbots are used to help solve user problems such as
automated processing of customer queries. However, not only service problems can
be addressed with a chatbot. Universities are also increasingly using chatbots to sup-
port students as part of their teaching. Chatbots enable individual feedback, especially
with large numbers of students, and target personal and individual problems. [2]. Using
AI-based chatbots provides new possibilities for interaction processes, especially in
human-machine-coaching. Such chatbots use machine learning to respond to diverse
and unexpected user inputs [3]. They can respond to context within a conversation,
which is a fundamental intervention strategy, especially in coaching. Digital coaching
through AI-driven chatbots manages to apply self-reflection processes more efficiently
and can be accessed by more people [1].

One effectiveness factor in coaching is the formation of a working alliance between
coach and coachee. In previous studies, the chatbot’s disclosure behavior has been inves-
tigated as a possible influencing factor for building aworking alliance – or factors similar
to the working alliance, such as rapport – as well as effectiveness and/or acceptance [5–
8]. Three disclosure test conditions can be compared with each other: self-disclosure,
information disclosure and no disclosure. The concept of self-disclosure means that the
chatbot discloses its “own” experience and feelings [7]. In the concept of information
disclosure, the chatbot does not disclose its own experiences but gives general informa-
tion suitable to the question [5, 6]. A chatbot without disclosure only asks the user the
coaching questions without any further information. The studies show different results:
In those comparing self-disclosure with no-disclosure, self-disclosure chatbots show
higher rapport/effectiveness [7, 8]. Studies comparing self-disclosure with information
disclosure conclude that a chatbot with information disclosure has a higher acceptance
rate aswell as a betterworking alliance and rapport building than onewith self-disclosure
[5, 6].

Building on these studies, we have developed a chatbot for the use case of exam
anxiety in student coaching as part of a project at TH Köln/University of Applied Sci-
ences. The goal is to make reflection conversations scalable by using the AI-based
StudiCoachBot, and to research its effectiveness and acceptance. To analyze the impact
of the chatbot’s disclosure behavior on the working alliance and acceptance, the study
presented here compares all three types of disclosure using a technologically identical
chatbot. Within an online experiment, 201 participants were randomly assigned to one
of the three chatbots and engaged in a coaching conversation with them. Afterwards,
the participants evaluated the coaching conversation in a questionnaire under different
aspects involving general performance, effectiveness, and acceptance.

2 Definitions and Related Work

Conversational Agents in (Student) Coaching. AI learning education applications are
considered one of the definitive teaching/learning technology trends for higher education.
The use of chatbots in higher education is cited as a prominent example [12]. In addition
to the use of chatbots in university teaching for organizational support (e.g., campus
guides, virtual study assistants) or for technical support in courses, they are also used
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for individual support of learners [13]. As coaching chatbots, they can open up self-
reflection processes [1, 14] for students on their work processes and enable low-threshold
and non-judgmental discussion of sensitive topics, such as exam anxiety [15].

Intervention Techniques in Coaching. Systemic coaching is solution- and resource-
oriented and wants to stimulate reflection processes. This includes opening up spaces of
possibility and expanding possibilities for action. Tools for this are systemic question-
ing techniques, which serve to clarify differences, to illuminate the current context, to
increase the awareness of possibilities and to liquefy the entrenched [31, 38]. To this end,
it is important that coaches are attentive in the coaching process to what the coachees
are saying and are able to make connections between the statements.

CASA Paradigma and Media Equation Theory. Relevant theories such as the media-
equation-theory [16] and computers-as-social-actors paradigm (CASA) [17] state, that
users tend to interact with computers (or chatbots) as with other humans. Such devices
are attributed emotions or are assumed to think like them.

Acceptance as Effectiveness Factor in Chatbot-Coaching. Studies on chatbot coach-
ing show that, above all, the productivity of a chatbot system and the performance
expectations of the users must be fulfilled so that users accept chatbots as coaching part-
ners [2, 18]. Performance expectancy is “the degree to which an individual believes that
the chatbot will help him or her to attain gains in performance” [9]. On the one hand, this
includes ensuring the technical functionality of the chatbot platform. A chatbot system
must function sufficiently error-free so that users can experience any added value at
all. On the other hand, the coaching conversation must be guided by validated coach-
ing concepts and conversation processes so that the users derive a high benefit from it
[18, 19]. Developers of coaching chatbots must therefore develop a consistent concept
as well as bot persona and base their chatbot on a clear expectation management. To
investigate technology acceptance, relevant technology acceptance models such as the
TAM (Technology Acceptance Model) or UTAUT (Unified Theory of Acceptance and
Use of Technology) can be used [9].

Working Alliance as Effectiveness Factor in Chatbot-Coaching. One of the key
effectiveness factors in coaching is considered to be the establishment of a functioning
working alliance between coach and coachee [20–24]. The concept goes back to Bordin
[25] and includes three levels: The development of an emotional bond (such as empathy,
appreciation, trust), the development of common coaching goals, and the agreements of
common interventions in coaching (tasks). The concept is operationalized in theWorking
Alliance Inventory (WAI) [10]. In particular, the level of bonding can be demonstrated in
multiple studies in human-machine interaction [26–28]. Here, the focus is on rapport, a
construct very similar to bonding in theworking alliance [29]. Also, for chatbot coaching
(here: a self-care chatbot), first hints can be found on establishing a working alliance
[30].
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Self-disclosure and Information Disclosure in Chatbot Coaching. A possible influ-
encing factor for establishing a working alliance and for acceptance in chatbot coaching
can be the chatbot’s disclosure behavior. Here, two concepts can be distinguished that
can be transferred from human-to-human interaction to human-machine interaction. The
concept of (reciprocal) self-disclosuremeans that the chatbot provides information about
its own experiences and feelings, making the user more inclined to disclose something
about him- or herself as well [31]. In the concept of information disclosure, the chat-
bot does not disclose its own experiences, but general information appropriate to the
question [5, 6].

Studies on self-disclosure in human-machine interaction show different results. In
those comparing self-disclosure with no-disclosure, self-disclosure of a virtual agent
leads to self-disclosure of the human interaction partner [7, 8]. They also show that self-
disclosure leads tomore co-presence, social attraction and attachment in the interaction –
constructs that are very similar to bonding in the working alliance [7, 8, 32]. However,
studies comparing self-disclosure with information disclosure conclude that a chatbot
with information disclosure has a higher acceptance rate as well as a better working
alliance and rapport building than one with self-disclosure [5, 6].

Research Question and Hypothesis. Previous studies have only compared no-
disclosure and self-disclosure or information disclosure and self-disclosure of a chatbot
or virtual agent. Therefore, this study aims to examine all three disclosure behaviors
and their impact on acceptance and working alliance. Thus, the research question of this
study is: What impact does the disclosure of a coaching chatbot have on the working
alliance and acceptance in chatbot coaching in the use case of exam anxiety? The null
hypothesis is: The chatbot’s disclosure behavior has no influence on acceptance and
working alliance. The alternative hypothesis states: No disclosure has a negative effect
on acceptance and relationship-building in contrast to self-disclosure and information
disclosure.

3 Research Design

3.1 Use Case and Activity Diagram

The chatbot prototype we developed for this study is designed as a coaching chatbot for
students. We have chosen exam anxiety as the use case. It is a topic that affects many
students [33], lends itself as a coaching topic, and is sufficiently sensitive to investigate
possible effects of disclosure behavior.

Based on previous studies [5, 6, 34], we further developed an existing interaction
script. In doing so,we drewon relevant conversational procedures fromcoaching practice
[31]. The chatbot takes a question-oriented approach, using in particular resource- and
solution-oriented questions to stimulate self-reflection processes in the students.We then
operationalized the chatbot’s disclosure behavior, resulting in three chatbots that give a
statement before each coaching question:A self-disclosing chatbot (SD), an information-
disclosing chatbot (ID), and a chatbot that shows no disclosure (noD). Figure 1 shows
the interaction script as an activity diagram.
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Fig. 1. Activity diagram of the coaching chatbot’s interaction script



396 V. Mai et al.

Self-disclosure Chatbot (SD). The self-disclosure chatbot is supposed to give the user
the feeling that it understands his or her situation and has already experienced something
similar. Before the user answers a question, the chatbot tells him or her about similar
situations the chatbot has already been in. In doing so, it reveals insecurities and fears.
The intention is to give the user a familiar feeling. E.g., it states: “I don’t think my
developers know that I am afraid of system errors being detected. I haven’t dared to tell
them yet. Have you ever talked to other people about your exam anxiety?”.

Information Disclosure Chatbot (ID). In contrast to the SD-chatbot, the disclosure
behavior of the secondbot ismore impersonal.Content-wise, it gives similar information.
However, the bot does not refer the given statements to itself, but generalizes them. For
example, it talks about the fact that other students were in similar situations, but it does
not mention itself. “Many people do not dare to talk to other people about their exam
anxiety. Have you ever talked to other people about your exam anxiety?”.

No Disclosure Chatbot (noD). The no disclosure chatbot, unlike the first two, refrains
from corresponding informative or empathetic responses. The bot only takes note of the
user’s answers. Afterwards, it simply asks the next question: “Have you ever talked to
other people about your exam anxiety?”.

3.2 Conversational AI Framework Rasa

We chose the Conversational AI framework Rasa as our chatbot platform. RASA is an
open-source machine learning framework for developing Conversational AI agents. It
can be used to automate text and voice-based assistants [3].

Chatbots can be developed using different architectures or models that differ in the
way they process user input and generate responses: as rule-based, retrieval-based, or
generative models [39]. Rule-based models are the most commonly used architecture
for chatbots. The chatbot’s responses are selected based on predefined rules and cannot
take into account previous parts of the conversation. Retrieval-based models are more
flexible as they analyze answers based on various resources, such as databases, before
selecting an answer. Generative models provide answers based on previous messages
from the user. To account for these messages, these architectures use deep and machine
learning algorithms [39, 40].

Conversational AI architectures, such as the one used by Rasa, belong to the gener-
ative models category. By using Conversational AI chatbots, new possibilities are given
for interaction processes, especially in human-machine-coaching. Chatbots developed
in this way can respond to more diverse and unexpected user input than rule-based
and retrieval-based chatbots [3, 39, 40]. They can thus place user statements in the
context of the conversation, which is a fundamental intervention strategy, especially
in coaching. Digital coaching through Conversational AI chatbots can therefore stimu-
late self-reflection processes more strongly than chatbot coaching using rule-based or
retrieval-based chatbots can.
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3.3 Experimental Design

Target Group and Test Conditions. The target group for the study were students at
German-speaking universities and high school students who suffer from nervousness
before or during exams, or from exam anxiety. The three developed and programmed
coaching chatbots were placed in an experimental design consisting of chatbot coaching
and a survey. An even distribution of the chatbots to the participants was ensured. After
the coaching conversation with the respective chatbot, the participants participated in
the online questionnaire.

The test subjects were presented with a consent form to participate via the survey
tool at the beginning of the experiment. This provided information about the content and
purpose of the study as well as about data processing and obtained the subjects’ consent.
The chatbot asks for the user’s name at the beginning, this can be freely chosen by the
test participants and only includes the first name. The chatbot for this study is located on
the university’s own server, so no data from the chats was sent to third-party providers.

Survey. To answer the research question, an online questionnaire was developed that
included four parts and surveyed demographic data (part 1) as well as the technical
functionality of the chatbot (part 2). An important prerequisite for acceptance and effec-
tiveness in chatbot coaching is the technical robustness of the system [2]. Therefore,
the subjects were asked the question “How did the conversation with the chatbot work
from a technical point of view?” They were able to rate the chatbot from 0 (“the chatbot
didn’t work”) to 10 (“the chatbot worked perfectly”). To investigate acceptance (part
3), a total of nine items were selected from established technology acceptance question-
naires. They are based on the Technology Acceptance Model (TAM) and the Unified
Theory of Acceptance and Use of Technology (UTAUT) [9] and include the following
constructs:

• Perceived Usefulness
• Perceived Ease of Use
• Perceived Enjoyment
• Performance Expectancy
• Anthropomorphism
• Attitude towards Chatbots
• Attitude towards Coaching in General
• Behavioral Intent
• Social Influence

The working alliance (part 4) was examined using the Working Alliance Inventory
WAI-SR [10]. It includes 12 items on the subscales bonding, agreement on task, and
agreement on goals. The responses of all questions regarding acceptance and working
alliance were given on a five-point Likert scale (1 = fully disagree, 5 = fully agree).
The questionnaire also included a comment field for feedback in the form of free text
entries.

Data Evaluation. The questionnaire was evaluated using different methods. Technical
functionality was evaluated using the Net Promoter Score [36]. The results of the ques-
tionnaire on acceptance and working alliance were evaluated using inductive statistical



398 V. Mai et al.

methods, more specifically a univariate analysis of variance (ANOVA). The free text
fields were evaluated using qualitative content analysis according to Mayring [35].

4 Results

4.1 Sample Description

The experiment was completed by 201 participants. 107 (53.2%) test subjects were
male, 86 (42.8%) were female and 8 (4.0%) did not give any information regarding their
gender. In total, 51 participants (25.4%) were in an age range between 16–19 years,
129 participants (64.2%) between 20–29 years, 18 (9.0%) between 30–39 years and
3 participants (1.5%) were 40 years and older. In total, 182 (90.5%) university and
high-school students participated, which shows that the intended target group was well
covered, as a large part of the study participants deal with exams on a regular basis. Most
participants were students in the fields of law, economics and social sciences, as well as
engineering.

The study participants were randomly assigned to one of the three chatbots. 63
participants (31.3%) had a coaching conversation with the self-disclosure chatbot, 67
participants (33.3%)with the information disclosure chatbot and 71 participants (35.3%)
with the no disclosure chatbot. On average, subjects interacted six minutes with the
chatbot.

4.2 Technical Evaluation of the Chatbot

The evaluation of the chatbot’s technical functionality is based on the Net Promoter
Score, which is used in marketing to measure customer satisfaction. It is a key indicator
of a customer’s willingness to recommend a company. In this case, the indicator is used
to compare the technical functionality of the three chatbots. The underlying scale ranges
from 0 to 10. Scores of 9 or higher are assigned to the “promoter” group, who are
considered happy users and tend to recommend or use the product. Ratings less than or
equal to 6 are considered detractors and see the product as deficient and tend to rate it
negatively. Ratings in the 7 or 8 range are considered as good to neutral [36].

Figure 2 shows the results of the technical evaluation regarding the question “Howdid
the conversation with the chatbot work from a technical point of view?” The information
disclosure chatbot scored best with an average rating of 8.0. This is a good score, which
indicates that the chatbot was robust from a technical point of view and was rated
positively. The self-disclosure chatbot achieved an average rating of 7.7 and the no
disclosure chatbot an average rating of 7.5. These results are still in the positive area,
which suggests that both chatbots worked.
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Fig. 2. Evaluation of the chatbot’s technical functionality regarding the question “how did the
conversation with the chatbot work from a technical point of view?” (N = 201)

4.3 Evaluation of Acceptance and Working Alliance

To check the reliability of the questionnaire, Cronbach’s alpha was calculated for the
acceptance and working alliance items. All values are in the range of .8-.9, which means
that the reliability of the questions is given [37]. Table 1 shows the results for acceptance
and working alliance (with the items bonding, goals, tasks) of the three chatbots. The
SD-chatbot was rated an average of M= 3.27 (SD= .59) for acceptance and M= 2.94
(SD= .87) for working alliance. The ID-chatbot was M= 3.07 (SD= .69) (acceptance)
and M = 2.73 (SD = .90) (working alliance) and the noD-chatbot was M = 3.12 (SD
= .61) (acceptance) and M= 2.73 (SD= .90) (working alliance). The results show that
the chatbots exhibit high to moderate scores in all three experimental conditions (SD,
ID, noD) for both acceptance and working alliance.

However, the statistical analysis of variance (ANOVA) shows that there are no sta-
tistically significant differences in the experimental groups. To confirm this result, a
Kruskal-Wallis analysis of variance was carried out. The results were determined for
the entire data set. To gain possible further insights, different cases were defined, which
were also subjected to an analysis of variance. The cases are only male, only female,
only engineers, only students, all except engineers and all participants who gave above
7 in the technical evaluation. Again, no statistical difference could be found between the
three experimental groups SD-chatbot, ID-chatbot and noD-chatbot. Therefore, the null
hypothesis can be accepted: In this experiment, the disclosure behavior of the chatbot
had no influence on acceptance and working alliance.
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Table 1. Statistical Analysis of Questionnaire Results (Acceptance & Working Alliance)

Group of
variables

SD-Chatbot
mean (and
standard
deviation) (N =
63)

ID-Chatbot mean
(and standard
deviation) (N =
67)

noD-Chatbot
mean (and
standard
deviation) (N =
71)

Total (N = 201)

Acceptance
Total (9 items)

3.27 (.59) 3.07 (.69) 3.12 (.61) 3.15 (.63)

Cronbach’s
Alpha

.800

Bonding (4
items)

2.88 (1.07) 2.58 (1.24) 2.73 (1.30) 2.73(1.21)

Cronbach’s
Alpha

.857

Goals (4 items) 2.97 (1.12) 2.75 (1.14) 2.63 (1.07) 2.78 (1.11)

Cronbach’s
Alpha

.889

Tasks (4 items) 2.98 (.94) 2.85 (1.04) 2.83 (.97) 2.89 (.98)

Cronbach’s
Alpha

.833

Working
Alliance Total

2.94 (.87) 2.73 (.90) 2.73 (.90) 2.80 (.91)

4.4 Evaluation of the Comment Area

The test subjects had the opportunity to submit further suggestions, tips and comments
about the chatbot via a free text field at the end of the study. For the evaluation of these
text fields, an investigation was carried out based on the method of qualitative content
analysis according to Mayring [35].

To analyze the responses, categories were developed to classify the answers. First, a
deductive category scheme was used by abstracting relevant categories from theoretical
considerations and from the literature. In the next step, these categories were expanded
with the help of inductive categories to cover a full spectrum.Moreover, decision criteria
and definitions were formulated to simplify the allocation to the categories. The free text
fields were then coded by interpreting them with the help of the previously developed
categorization catalogue. An assignment to several categories was also possible if an
answer covered several aspects.

Using the classification method described above, the classification of comments
shown in Fig. 3 was created. In total, 149 answers were entered in the free text field.
These answers were classified into eleven categories, including technical aspects of the
chatbot, aspects of the conversation design, the survey design and the general attitude
towards chatbots and coaching.
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Fig. 3. Evaluation of the questionnaire’s comment area (N = 149)

In many comments, the aspect that the chatbot encourages the user to think and
define a goal was positively perceived: “I think the coaching bot asked the right question
so that I have the incentive to define a concrete goal […]. The bot definitely gave me the
idea to define a goal in the first place. That’s good.” It was also noted several times that
the chatbot is generally a good way to get initial help before talking to a human coach:
“I find the idea itself very good. […] For a first approach to the topic of exam anxiety,
the chatbot is well suited.” Furthermore, the use of such chatbots in pandemic times was
also positively mentioned.

However, it can be seen in Fig. 3, that a large number of suggestions for improvement
were made with regard to the conversation and technical design. In particular, users
reported that the interaction with the coaching chatbot seemed too prefabricated, rigid
and inflexible. They wanted more individual and personal responses to their answers: “I
found the chat bot to be ‘programmed’ or preset if you can put it that way. I mean that its
answers came across as if they were the same for everyone who wrote to it. […] I think
the project would work better if the answers were more personal and you could tell that
the chatbot understood what I was talking about.”
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5 Discussion

5.1 Technical Functionality, Disclosure and Context as Effectiveness Factors
in AI-Based Coaching

The evaluation of the technical functionality shows that the coaching chatbot was devel-
oped in a technically robust way. Studies on chatbot interactions, and especially on
chatbot coaching, show that these are prerequisites for user acceptance [2, 18]. Simi-
larly, the coaching chatbot shows good to moderate scores in acceptance and working
alliance in all three experimental conditions (SD, ID, noD). To generate acceptance,
benefits and limitations must be clearly communicated to users. Tasks of the chatbot –
adapted to the target group – must be defined in advance and a consistent bot persona
must be developed [18, 19]. The results of this study are thus in line with other studies
showing that chatbot coaching is accepted [18], a working alliance can be formed in
chatbot coaching (for the health care domain [30]) or bonding with virtual agents can
be demonstrated [26].

The results are also consistent with the Media Equation Theory and the CASA
paradigm, according to which humans tend to interact with technological devices as
with other humans [16, 17]. Regardless of the chatbot’s disclosure behavior, subjects
seem to interact in the same way in chatbot coaching as in human-to-human coaching.
They seem willing to engage in the “game” of interacting with a machine.

However, the differences in experimental groups (SD, ID, noD) are not statistically
significant and are not consistentwith studies showing positive effects of a self-disclosing
chatbot on working alliance-like constructs [7, 8, 32]. It is possible that self-disclosure
effects operate differently in chatbot coaching; the aforementioned studies had other
chatbot use cases. However, the results of this study also contradict our preliminary
studies [5, 6] showing that information disclosure of a coaching chatbot leads to higher
scores in acceptance and working alliance than self-disclosure of a chatbot.

But then, what has an impact on acceptance andworking alliance in chatbot coaching
if it is not the chatbot’s disclosure behavior? This is indicated by the feedback of the test
subjects from the comments of the questionnaire, whowould like to havemore individual
and personal reactions of the chatbot. Accordingly, the interaction often seems rigid
and inflexible. This is particularly understandable for the field of coaching, where it is
especially important to establish contextual references within a coaching conversation
and across several coaching sessions, for example, to enable changes of perspective or
to activate resources of the coachee. In person-to-person coaching, this can succeed,
for example, through active listening and understanding [31, 38]. For chatbot coaching,
these could be references such as the following: “You said earlier that you have difficulty
with oral exams. Now you say that you also have difficulty with written exams. Which
of the two is a priority right now?”.

It is likely that a coaching chatbot that canmake contextual references in conversation
and between conversations with the same user will, firstly, be more accepted and estab-
lish a stronger working alliance. Secondly, it can be assumed that effects of the chatbot’s
disclosure behavior only become effective if the chatbot can establish context references
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in the utterances of the users. Today’s chatbots are often designed as rule-based conver-
sational agents (see Sect. 3.2). It is possible that effects of self-disclosure/information
disclosure will only become apparent with an intent-based, contextual agent.

5.2 Limitations, Design Implications and Future Research

The present study has limitations: First, the technical evaluation showed that the chatbots
did not yet work flawlessly for every user and that there were minor technical problems,
which could possibly have influenced the results. Second, the coaching conversations
with the chatbot were quite short and lasted about six minutes on average. It is possible
that the short time users spent talking to the chatbot is not enough to establish a clear
and measurable working alliance.

As a next step, it is therefore necessary to further develop the coaching chatbot in
terms of both conversation and technical design. On the one hand, the interaction script
should be better tailored to users and extended to include more coaching interactions,
such as a self-assessment about one’s own exam anxiety or the implementation of exer-
cises, videos, links, etc. The goal is to enable a longer coaching conversation, which
could have a positive impact on the working alliance and acceptance. From the ques-
tionnaire’s comment area we received the feedback that alternative conversation paths
for people who do not have exam anxiety should be offered. Also, the chatbot should
take a certain response time, similar to what is known from real chats.

From a technical point of view, the chatbot should be trained with more user data to
be able to react more individually and targeted to the user. This will make it possible to
establish contextual references within and between conversations, which will make the
interaction with the chatbot seem more natural. Especially in coaching, establishing a
contextual reference is an important intervention technique [31, 38].

It is then possible to investigate further research on acceptance and working alliance
in longer coaching interactions and those inwhich users interactwith the chatbotmultiple
times. Also, other effectiveness factors, such as context, can then be systematically
investigated and related to effects of self-disclosure and information disclosure. It can be
assumed that especially in chatbot coaching self-disclosure and/or informationdisclosure
of a coaching chatbot can only become effective if the chatbot can establish context
references. This will be investigated in a follow-up study.

6 Conclusion

In the present study, we investigated the impact of a coaching chatbot’s disclosure behav-
ior (self-disclosure, information disclosure, no disclosure) on acceptance and establish-
ment of a working alliance on the use case of exam anxiety with 201 subjects. For this
purpose, we developed a coaching chatbot, using theConversational AI frameworkRasa.
The results show that chatbot coaching works already well with our chatbot prototype:
The acceptance is good and the working alliance is good to moderate. However, for our
use case exam anxiety, users would like more flexible and individualized responses from
the coaching chatbot, which means that a conversational agent would need to provide
more contextual references in the conversation.
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The differences in the three experimental groups were not statistically significant,
which raises new research questions about the influence of the disclosure behavior of
a coaching chatbot. In follow-up studies, context should therefore be investigated as
a possible additional influencing factor and studied in conjunction with the chatbot’s
disclosure behavior. With the (further) development of our coaching chatbot into a con-
textual assistant, contextual references can be established in the conversation and longer
and multiple coaching interactions are enabled. Chatbot coaching can thus stimulate
deeper self-reflection processes, while appearing more natural and flexible.

Within the framework of a university-wide project, the StudiCoachBot is also to be
extended to other use cases (e.g., reflection on team and work processes) and anchored
in the curriculum. For the planned use of the chatbot for exam anxiety, we are working
closely with relevant departments at the university, such as the student advisory service
or the competency center, that offers seminars for students on relevant topics such as
exam anxiety, learning andworking strategies, project management and communication.
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Abstract. Advancements in AI andML approaches are the reason for the current
hype of this technology. A lot of products and services, either in consumer-facing
solutions, as well as in the industrial context, embrace the advancement of smart
algorithms. Designing such systems entails several challenges, including design-
ing for black-box decision-making with a potentially infinite and unknown set
of UI manifestations, delivering easy-to-understand explanations, involving end-
users in requirements specification and product evaluation, and communication
with software engineers and data scientists among others. Although designers are
today equipped with several UX tools for capturing and presenting users’ experi-
ence with the products they are designing, the question that arises in the AI context
is whether and how existing contemporary tools can adapt and scale to support
the design of AI-enabled interactive systems. Therefore, AI andML are perceived
as a new design material. This work aims to assist researchers and practitioners
involved in AI-infused projects by proposing a framework to collect and document
these. The framework was designed following a workshop with representative
stakeholders, through which different use cases were presented and elaborated.
Evaluation of the framework highlighted that it is an easy to use and useful tool
for documenting use cases and communicating them to a wide audience.

Keywords: AI ·ML · UX · Best practice · Use cases · Exemplars

1 Introduction

Challenges [1, 2] related to the notion of Artificial Intelligence (AI) andMachine Learn-
ing (ML) as a new design material [3, 4] for Human-Computer Interaction (HCI) and
User Experience (UX) practitioners include a lack of technical training and know-how.
“…we believe that current interaction design, UX, and even HCI design education can-
not prepare the next generation of design graduates to incorporate ML into their work”
[3, p. 7]. Whereas a lot of educational material in the area of AI and ML is available in
a very detailed format for very technical roles and audiences (see for example udemy
- deeplearning1) or in a very broad manner for more business and management related

1 https://udemy.com/course/deeplearning/.
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roles (see for example deeplearning.ai - AI for Everyone2), only little material is avail-
able for design and other creative domains, with few exceptions (see for example Gene
Kogan3).

Another topic somewhat related to that lack of knowledge is a missing collaboration
between designers and data scientists and a lack of alignment of the different processes
of both professions [5]. This is partly due to the professions using different technical
terminology, aswell as using different approaches, namely a data-driven approach versus
a more human-centered one. Yang et al. [6, p. 1] report use cases in which ML was used
as a design material and observe that “…participants appeared to be the most successful
when they engaged in ongoing collaboration with data scientists to help envision what
to make and when they embraced a data-centric culture and became proactive at using
data in their design practice.” This problem is compounded by the fact that designers
and data scientists do not necessarily work in the same groups and teams and they join
the development team at different stages during the process.

Whereas these are relevant issues and important to take into consideration, the focus
of this work is related to the following stream of findings:

“The UX design community understands ML broadly, but not specifically.” [3, p. 6].
“They often use abstractions in the form of exemplars to communicate these

abstractions (AI capabilities/features).” [6, p. 4].
“The number and variety of exemplars practitioners use varies wildly, and those with

the largest working sets seem to be the most successful and comfortable at using ML to
enhance UX.” [6, p. 5].

“Extending, evaluating, and documenting these abstractions offers a clear space for
design research. The goal is to develop a large suite of these abstractions, possibly by
deconstructing current products and services that employ ML.” [6, p. 9].

As a consequence, making best practice exemplars and abstractions accessible to a
wider design community would empower more practitioners to engage in AI activities.
Such a need has been identified in [6], stating “Our findings suggest an alternative to the
common assumption that teaching designers how ML works is the most effective way
of helping them engage with it as a design material. Instead, design researchers hoping
to aid practitioners might focus on providing abstractions, examples, and new tools and
methods that support designers collaborating with data scientists”. Current suggestions
and solutions regarding new methods and tools entail design principles, but hardly any
use cases, best practice sharing or exemplars (see for exampleMicrosoft - Guidelines for
Human AI Interaction4). So far only Google People + AI Research5 provides a section
with case studies. The section does not provide a unified framework or any advice on
how to document this kind of use cases.

2 https://deeplearning.ai/program/ai-for-everyone/.
3 https://ml4a.net/.
4 https://www.microsoft.com/en-us/haxtoolkit/ai-guidelines/.
5 https://pair.withgoogle.com/guidebook/case-studies.

https://deeplearning.ai/program/ai-for-everyone/
https://ml4a.net/
https://www.microsoft.com/en-us/haxtoolkit/ai-guidelines/
https://pair.withgoogle.com/guidebook/case-studies


A Unified Framework to Collect and Document AI-Infused Project 409

In response to this specific finding from literature review and personal experience [7],
namely a missing collection of AI use cases, exemplars, and abstractions, a workshop
was conducted at the HCI International 2021 Conference6. The goal of the workshop
was to bring together, for knowledge sharing, practitioners, researchers, and scholars
who work on designing AI-enabled interactive systems. Besides the presentation of
different use cases, the workshop employed creative activities to facilitate participants’
knowledge exchange and creative thinking. The idea was to collaboratively collect and
document the use cases in a unified manner and elaborate on the question of whether
and how it is possible to find a ‘unified framework’ to do so. A workshop was chosen as
an effective medium to elaborate on concepts collaboratively and interactively, bringing
together people from different domains and professions while making sure to provide a
value add to a broad audience. Specifically, co-creation workshops have been reported
to enhance innovation, and as such, several workshops have been carried out in the past
few years in the field of AI and HCI [8].

The structure of the paper presents the setup and execution of the workshop, the find-
ings, and outcome, the initial framework, learnings from conducting evaluation sessions,
conclusions as well as possible next steps.

2 Methodology

The focus of the workshop was to elaborate on the issues and challenges faced in the
process of designing and documenting AI-enabled systems and then stimulate discus-
sions on how they can be addressed. To ensure the aptness of the topics to be presented,
prospective participants were asked to submit a short description of 1,000 words of a
use case referring to the design of an AI-enabled interactive system, elaborating on the
description of the proposed system, as well as lessons learned and/or problems faced.

2.1 Use Cases Presented

Following a peer-review process, six use cases were selected to be presented during the
workshop (Table 1), encompassing a variety of thematic areas.

Prior to the use cases presentation, Dr. Nestor Rychtycky (AI Advancement Cen-
ter) and Ford Motor Company was invited to give a keynote speech elaborating on
the use of AI technologies in the industry and the challenges entailed, adding another
practice-oriented angle to the workshop. Furthermore, besides the presentation of differ-
ent use cases, the workshop aimed to employ creative activities to facilitate participants’
knowledge exchange and creative thinking.

The workshop, entitled “Use Cases of Designing AI-enabled Interactive Systems”
was organized in the context of the conference “AI in HCI”7 (Artificial Intelligence in
Human-Computer Interaction), which is affiliated with the HCI International conference
that took place on July 24–29, 2021. The conference was originally planned as an in-
person event; however, due to the Covid-19 pandemic, the conference with all of its

6 https://2021.hci.international/.
7 https://2021.hci.international/ai-hci.
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Table 1. Use cases presented.

Thematic area Use case

Smart environments Benefitting Users from an ML-enabled Root Cause Analysis
Helmut Degen, Christof Budnik, United States

Smart environments Virtual Control Panel API: An Artificial Intelligence Driven
Directive to Allow Programmers and Users to Create
Customizable, Modular, and Virtual Control Panels and Systems
to Control IoT Devices via Augmented Reality
Shreya Chopra, Canada

Education Using Cobots, Virtual Worlds, and Edge Intelligence to Support
On-Line Learning
Ana Djuric, Meina Zhu, Weisong Shi, Thomas Palazzolo, Robert
Reynolds, United States

Assisted living Can low-cost Brain-Computer Interfaces control an Intelligent
Powered Wheelchair?
Adina Panchea, Dahlia Kairy, François Ferland, Canada

Health and well-being Developing a User-Centered Interface for Sensor-Based Health
Monitoring of Older Adults
Marjorie Skubic, Erin Robinson, Geunhye Park, Gashaye Melaku
Tefera, Brianna Markway, Noah Marchal, Amanda Hill, United States

Health and well-being Dementia Caregiver Assessment Using Serious Gaming
Technology (CAST) during Covid-19
Swati Padhee, Venkata Hema Charan Pinninty, William L. Romine,
Jennifer C. Hughes, Tanvi Banerjee, United States

sessions took place as a virtual event, including the workshop as well. The workshop
duration was 4.5 h, and the agenda was organized as follows:

• Welcome and introduction to the workshop
• Keynote speech
• Use case presentations
• Co-creation activities
• Workshop wrap-up.

2.2 Participants

Theworkshop took place on Thursday, 29 July 2021, from 2:00 PM till 6:30 PM (CEST).
Overall, 35 participants joined the session. The collaborative activity was done in a
smaller group, mainly with the use case contributors and their team of scholars, resulting
in a total of 9 participants and 2 moderators.



A Unified Framework to Collect and Document AI-Infused Project 411

2.3 Co-creation Activities

To enable collaborative working, the tool ‘Conceptboard’8, a digital whiteboard, was
used and prepared before the workshop. It contained prepared sections for activity steps
1 and 2 as follows (Fig. 1).

Fig. 1. Screenshot prepared activity sections in ‘Conceptboard’.

The following five steps have been provided as an instruction to participants.

• Step 1 (15 min): Discuss relevant items for the documentation of the use
cases/exemplars (e.g. team roles, time horizon, the technology used, etc.) using the
provided use cases/exemplars.

• Step 2 (15 min): Try to cluster and group those (e.g. according to a process, such as
HCI process, CRISP DM, or other).

• Step 3 (15 min): Fill in the information and content from your use cases/exemplars in
the produced template.

• Step 4 (15 min): Try to define overall themes, abstractions, or patterns (e.g. “an
experience personalized for everyone”, “an evolving relationship with the users”,
“handling more abstract user instructions”)

• Step 5: Share with your network and gather feedback, as well as more use cases or
further abstraction.

All participants were split into two teams related to the domain of their use case
(industrial andmedical/others), ensuring that an equal number of use caseswere assigned
to each team. Each team was provided with a link to the Conceptboard with a password
and a communication channel on theWebExmeeting platformprovided for theworkshop
by the conference organizers. Before using Conceptboard, a short introduction to its
features was carried out by one of the moderators, presenting functionality such as
navigation, creating new text, post-its, and other shapes. Each of the two teams had a

8 https://conceptboard.com/.

https://conceptboard.com/
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moderator to guide activities and act as a timekeeper. The collaborative activity session
started a bit later than initially planned (at about 5:30 PM). Both teams managed to go
through steps 01 and 02. Team 02 also managed to start with step 03. Neither team was
able to define overall themes/abstractions/patterns due to time limitations.

3 Workshop Results

Two concept boards were created for the co-creation activities, one for each group, illus-
trating participants’ input concerning the categories and items that should be employed
to describe and document an AI-enabled project. Their contents were analyzed by two
researchers following the thematic analysis method [9, 10].

This analysis highlighted all the elements that should be included in the documen-
tation framework and organized them into categories. This section presents the output
of the concept boards and the outcomes of the analysis, in the form of a framework to
collect and document AI-enabled projects.

3.1 Conceptboards Output

Teams were first introduced to the items and conceptual clusters provided through the
initial concept board. Then, the members of each team were asked to map their use case
to the provided items and clusters, employing only fitting components and adding new
ones as needed. The first team adopted a top-down approach starting from the provided
items and discussing their appropriateness for the entailed use cases, whereas the second
teamworkedwith a bottom-up approach starting from the use cases and trying to describe
them using the provided components.

The first team identified four main thematic areas and twenty items that should be
documented when presenting a use case, namely:

• Definition phase: problem statement; target user group; domain description; user
task/paradigm; pains and gains; metrics and KPIs or baselines.

• Prototyping and development (technical and UI): requirements elicitation; AI compo-
nent description; risks and rewards; description of the leverage that AI will provide;
data architecture design (what kind of data, data points for teaching theAI, data sample
size, data training set acquisition); (user) interface design(s); transparency and explain-
ability; prototyping method(s) and incrementality; prototype that can be evaluated to
keep the resources (cost & timing) viable and make the evaluation feasible.

• Evaluation phase: performance assessment; evaluation against utility, usability and
transparency; scalability; reliability.

• Deployment: deployment issues.
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The output from the second team led to the identification of six main thematic areas
and thirteen items that should be documented, in particular:

• Problem statement: needs and existing challenges of target users;
data/users/information that is accessible; what should the outcome be.

• Stakeholders: specification of the different roles.
• Users: commitment and time to participate in the project; data privacy, data access,
ethical approvals, informed consent; explanation of data privacy issues to users.

• Challenges: Human-Centered approach changes the way and outcome of the project;
the privacy of user data may impact project requirements.

• Solution(s) Description: User Interface(s); backend - technology and algorithms;
architecture; iterative design approach used to get user feedback.

• Monitoring and Evaluation: evaluation criteria.

3.2 Framework to Collect and Document AI-Infused Projects

Analysis of participants’ input in the concept boards resulted in the identification of four
main themes that should be addressed by a documentation framework (Fig. 2), namely:

• Set up and understand: here researchers should present the core attributes of their
project and system and in particular, those that were decisive for the next steps of
their project.

• Data input: data constitutes a core element of any AI development and as such, a
dedicated documentation section has been envisioned, allowing framework users to
identify and describe parameters that were considered during this activity.

• Modeling and design: this section aims at encompassing information regarding algo-
rithmic and user interface design, thus addressing front-end and back-end aspects of
the documented system.

• Output and deployment: under this category, results of the described system should
be presented associated with the evaluation of the system output.

Fig. 2. Main thematic areas addressed by the proposed AI documentation framework.
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The exact items that should be addressed by each category have been elicited and
organized into the aforementioned themes, as detailed in Table 2.

Table 2. Framework items organized into categories.

Category Items to address

Set up and understand • Problem statement/definition
• Target users and stakeholders
• User needs
• Domain description
• Risks and challenges
• Rewards and gains
• Key Product Indicators (KPIs) or baselines that should be
considered

Data input • Data analysis and understanding
• Data training set
• Data collection
• Data preparation
• Data privacy issues and concerns
• Ethical issues

Modeling and design • Back-end technology and algorithms
• Prototyping and ML technology
• AI training process
• Architecture and infrastructure
• User interface
• Transparency and explainability
• Overall process and iterations

Output and deployment • Evaluation methods and criteria
• Performance assessment results
• User testing results (utility, usability, transparency)
• Feedback with learning loop
• Scalability and reliability issues
• Adherence to KPIs

Next, a visual representation of the framework was created in order to communicate
this information to prospective framework users (Fig. 3), along with a sheet that can be
used for inputting information (Fig. 4).
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Fig. 3. The proposed framework for collecting and documenting AI-infused projects.

Fig. 4. Overview of the framework worksheet for inputting information.

4 Framework Evaluation

4.1 Evaluation Methodology

A user-based study was organized to assess the proposed framework [11], involving
participants from the workshop who were asked to use the framework to describe their
use case. Participants were first introduced to the framework via an online meeting,
and any questions were addressed. Then, they were sent the framework along with a
descriptive example and asked to fill in the worksheet to describe their own use case
in the best possible way. After collecting their input, interviews were conducted with
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each one, following a semi-structured interview approach that featured the following
questions:

1. What is your overall impression of the framework?
2. Did you miss any items or found that any items were inappropriate? If yes, please

specify.
3. Did you agree with the order of items? If not, what needs to change?
4. How easy or hard was it to fill in the framework?
5. Based on your experience in describing your AI-enabled projects, do you believe

that the framework offers any advantages to this end?
6. What would you use the framework for?

In addition, two questionnaireswere administered to quantitativelymeasure participants’
satisfactionwith the framework and their potential loyalty. Specifically,UMUX-Lite [12]
and NPS were used [13], to ask participants the following questions:

1. On a scale from 1 to 7, please indicate your agreement or disagreement with the
following statement: The framework’s items meet my requirements.

2. On a scale from 1 to 7, please indicate your agreement or disagreement with the
following statement: The framework is easy to use.

3. On a scale from 1 to 10, how likely is it that you would recommend the framework
to a friend?

4.2 Evaluation Results

In total six feedback sessions, with an average duration of 45 min were conducted. All
sessions took place online, starting from 10 January 2022 until 19 January 2022. The
overall feedback was very positive. Most of the participants perceived the framework
easy to fill out and noted that it was also helpful in most cases. All responded positively
to the questions asking if the framework meets their requirements and if it was easy
to understand. The participants were able to use the framework to document use cases
either with a project at the beginning, in the middle of operations or at the end. They also
found it useful that a concrete example was provided to help them fill out their own use
cases. A few suggestions were provided regarding potential additional constructs (e.g.
regarding the UX process followed, or data analysis), which will be taken into account
in potential further iterations.

When being asked about the potential use of the framework the following aspects
were mentioned:

• summarize a project in a succinct manner (‘one pager’)
• share project information with others
• justify what you have done and why
• use it as a checklist/project template to track progress and missing items
• produce a status report for higher management/sponsors
• communicate content with other team members or peers
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• focus on relevant topics instead of getting lost in details and side discussions (e.g.,
getting lost in technological aspects)

• use it as a baseline to collaborate on writing a paper.

This represents exactly our initial conceptual idea to create such a unified framework
and therefore it was great to get such feedback. Additionally, most of the participants
would recommend it to other peers and colleagues. Finally, everyone was able to use the
framework to describe their use case, thus the framework was successfully employed to
describe use cases from different contexts (e.g. healthcare, industry, education), with a
different focus (e.g. UX, ML/AI), and of different maturity levels (e.g. projects which
have just started, but also projects that have been running many years now). Therefore,
the aim to make best practice exemplars and abstractions accessible to a wider design
community in order to empower more practitioners to engage in AI activities is initiated
with this framework, adding a new tool for documenting use cases to the toolbox for a
range of practitioners.

However, two major issues were also mentioned that need to be taken into con-
sideration for any iteration. The first was about the used terminology which showed a
difference between research and industry notations (e.g. KPIs). The second was regard-
ing the possibility to add images, figures, and maybe even code snippets, which also
leads to the question of a future format for the framework.

The remaining questions asked during the feedback session indicated that the order of
items was found acceptable by all participants and that no major problems were encoun-
tered in filling in the framework. When comparing their experience in describing their
use cases without and with the framework, participants pointed out that the framework
has all the necessary items to give provide a foundation to describe their use case without
leaving anything out. In addition, for some participants, it provided an opportunity to
think of additional aspects, that they had not considered in their initial presentations.

Results from the questionnaires were overall very positive. In specific:

• The framework’s items were found to meet users’ requirements (M: 5.92, SD: 0.6 on
a scale from 1 to 7)

• The framework was easy to use (M: 6.5, SD: 0.76 on a scale from 1 to 7)
• The overall UMUX-Lite score for the frameworkwas 6.21, which is a very good score,
corresponding to a SUS score of 79.32 [12], and qualifies the overall experience with
the framework with an A-Grade [14].

• The NPS score was very high (M: 9.5, SD: 0.76), with almost all participants rating it
with 9 or 10, thus being classified as ‘promoters’ of the framework. Only one partic-
ipant would be classified as a ‘passive’ recipient neither promoting nor discouraging
its usage, having rated it with 8.

5 Discussion and Conclusions

5.1 Summary

Motivated by the need for enhancing communication between the members of the mul-
tidisciplinary teams working in AI-infused projects, but also the need for providing a



418 J. Moosbrugger and S. Ntoa

uniform approach that can be used across projects, this paper has presented a framework
for collecting and documenting such projects. Besides assisting collaboration between
team members, the collection of use case exemplars has the potential to address cur-
rent problems faced by the UX community with regard to ML, further enhancing their
understanding of ML through practical examples thus empowering them to engage in
AI activities.

The development of the framework was informed by a co-creation workshop, which
was conducted in the context of the 2021 AI in HCI Conference, affiliated with the HCI
International Conference. During the workshop, six use cases of AI-enabled projects
were presented, that had previously been selected following a peer-review process. Then,
participants were engaged in creative activities, elaborating on the components that are
required to present such a use case and their organization in thematic categories. Analysis
of the workshop led to the preparation of the framework, which was sent to the use case
owners, to be used for the description of their work anew.

Framework evaluation sessions followedwith each participant individually, to collect
their feedback and assess the framework. The results highlighted that the proposed
framework was found useful and easy to use, and subsequently, multiple potential uses
were suggested by participants. Most popular among them were to summarize a project,
and communicate it with teammembers and stakeholders, but also to use it as a checklist
to identify any items or actions missing.

5.2 Lessons Learned and Findings

Reflection on the workshop and the feedback sessions, as well as the consolidation of
their results, led to specific lessons learned and findings that can be useful to other
researchers planning relevant activities.

Lesson #1: ‘Each Project has a Different Focal Point, yet they can all Benefit
from a Unified Approach’. During steps 1 and 2 of the workshop, the second team
realized that the medical domain/sector poses special issues to the overall project setup.
Data privacy and ethics are a major challenge that all the rest of the process is based
around. They came up with a lot of items that are related to the user, the involved stake-
holders, and data privacy and ethics. This was not in the same way represented and
reflected in the work of the other team focused on industrial applications. This fact also
made clear that the medical sector is already focused on the ‘user’ (patient), whereas the
industrial domain is more focused on technical viability. Thus, each use case contributed
its unique points of view to the unified framework, in a mutually beneficial approach.
For example, although ethics was emphasized by projects related to health, it is an issue
that all AI-enabled systems should cater for to ensure that they are reliable, safe, and
trustworthy. On the other hand, all projects would benefit from technical validity, be they
research or industrial oriented.

Lesson #2: ‘Co-creation cannot be Fully Planned’. During the co-creation workshop,
none of the teams used the prepared items from activity steps 01 and 02 as provided
in the Conceptboard. Nevertheless, they still partly match. Each team tried to come up
with their own individual items and a way to group and cluster them. After all, this
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is the essence of co-creation, which is dynamic and evolves differently according to
the individuals participating and their collaboration. However, as was the case with the
workshop, when concrete instructions and guidance are provided, it can be ensured that
all the results achieve the objectives set.

Lesson #3: ‘Appropriate Analysis of Co-creation Activities is Needed’. The results
from both teams were slightly different, as mentioned above, but it was possible to
merge the output into a single framework. To achieve this, a methodological approach
was required for analyzing the results. As co-creation activities are expected to yield
diverse results in terms of quantity and quality, it is important to carefully analyze and
organize them in thematic categories in order to reach meaningful and concrete results.

Findings regarding the framework highlighted the following

• As a theme from the collaborative activity, the concept and idea to use the process
followed during the development as a guiding principle to come up with a framework
emerged. Given, however, the multitude of items that came up, in the final framework,
it was not possible to strictly follow this approach.

• None of the teamsmanaged towork on step 4, the themes/abstractions/patterns. There-
fore, it is hard to tell whether or not this is a useful add-on to the overall collection
and documentation.

• After providing the framework to the workshop participants and collecting their feed-
back it became clear that it was overall helpful and appreciated as a way to summarize
and document an AI-infused project. No matter which status and domain the project
was related to.

5.3 Future Work

As mentioned in the framework feedback section two major issues need to be incor-
porated in the next iteration of the framework. Firstly, a wording that is common in
research, as well as industrial settings, needs to be defined. Expressions such as KPI
(key performance indicator) are primarily focused on industrial contexts, however, are
also relevant for research purposes, but are not named that way. Different wordings then
need to be tested again and checked for their suitability in both domains. Second, the
possibility to add images, code snippets, and other additional material needs to be incor-
porated. This might potentially work against the idea of the one-pager but may help as
an optional input.

Lastly, and consequently, the question of the right format and medium for the frame-
work needs to be answered and worked on. Currently, it is available as a PowerPoint and
Keynote template due to its draft and prototyping character. However, it should be flexi-
ble enough to incorporate pictures and other sources more than text as mentioned before.
A digital open-source solution is therefore preferable. This would also be helpful to col-
lect more use cases and provide it as a resource for as many UX and HCI practitioners as
possible. This flexible format would allow for further classification of use cases (e.g. per
application domain), further assisting the community to modify the framework accord-
ing to different needs. Nevertheless, data privacy and intellectual property issues need
to be considered by every user of the framework personally before making it publicly
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available. As future work, ongoing research, prototyping, and testing will be conducted,
also taking into consideration the missing step of defining abstractions/patterns.
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Abstract. Speech is the fundamental means of communication between humans.
The advent of AI and sophisticated speech technologies have led to the rapid pro-
liferation of human to computer-based interactions, fueled primarily byAutomatic
Speech Recognition (ASR) systems. ASR systems normally take human speech
in the form of audio and convert it into words, but for some users it cannot decode
the speech and any outputted text is filled with errors that are incomprehensible
to the human reader. These systems do not work equally for everyone and actu-
ally hinders the productivity of some users. In this paper, we present research
that addresses ASR biases against gender, race, and the sick and disabled, while
exploring studies that propose ASR debiasing techniques for mitigating these dis-
criminations. We also discuss techniques for designing a more accessible and
inclusive ASR technology. For each approach surveyed, we also provide a sum-
mary of the investigation andmethods applied, the ASR systems and corpora used,
the research findings, and highlight their strengths and/or weaknesses. Finally,
we propose future opportunities for Natural Language Processing researchers to
explore in the next level creation of ASR technologies.

Keywords: ASR systems · Speech and language processing · Responsible AI

1 Introduction

Just a few decades ago, the thought of holding a meaningful conversation with a device
felt so far-fetched. Thanks to the advent of innovative AI technology for speech and
language processing, called Automatic Speech Recognition, computers are now capable
of listening and understanding context and nuances in human language. Smart Voice
Assistants (SVA) are so readily available to the general public because of their seamless
integration into a wide variety of omnipresent hardware devices like smartphones, PCs,
in-car-voice-command and smart home systems, and software e.g., web searches, auto-
matic subtitling, Interactive Voice Response systems. The number of SVA in use has
been estimated at 8 billion and is predicted to triple in the next few years [1]. These stats
are even more feasible owing to the global lockdown as a result of the novel COVID-19
pandemic outbreak and its afflictions on traditional interpersonal interaction [2–4]. With
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more people subscribing to new forms of communication, it is crucial to understand the
roles and implications of these devices’ use for individuals and society. As technology
evolves and brings about new waves of flashy devices intended to make “lives better and
easier,” research has shown that these expected outcomes are not always experienced,
in the same capacity by everyone [5–9].

This work provides a comprehensive review of bias in ASR systems via the follow-
ing contributions: We (1) Summarize recent studies of ASR systems exhibiting, pro-
moting, and/or exacerbating cultural, societal, and health bias and (2) Review proposed
approaches to help mitigate biases in these systems. The survey was conducted with
the aims of collecting and highlighting the greatest number of research and proposed
approaches in this area. The relevant study selection process involved 1) Searching the
internet for specific keyword analyzing “Bias or discrimination” in ASR, NLP, Voice,
language, and Speech technology, referring, or related to the topic area, 2) Selecting
and gathering studies from different databases such as Google Scholar, ACM Digi-
tal Library, Scotus, ArXiv, emphasizing mainly on studies from Computer Science,
Engineering and/or Psychology fields, and 3) Manually inspecting and reading selected
papers, focusing primarily on research conducted in the past 5 years, prior to March
2022, with the aims of categorizing them as Racial, gender or Disability ASRs bias.

Recent survey papers addressing AI systems’ bias or debiasing techniques focus
mainly on tackling this issue in Natural Language Processing (NLP) and/or emphasize
on unique genre of discrimination. For instance, Blodgett et al. [10] provide a critical
survey of 146 research focusing exclusively on Bias in NLP; Sun et al. [11] provide a
comprehensive literature review of research addressing and proposing methods for mit-
igating gender bias in NLP while Garrido-Munoz et al. [12] address recent development
on Bias in Deep NLP. To the best of our knowledge, there has been no other survey
research that addresses ASR systems’ Bias exclusively, and from the various spectrum
namely race, gender, sick and disability, as presented in this paper.

The rest of the paper is structured as follows: - the next section provides the literature
review of research surrounding biased and discriminatory ASR systems. Next, we pro-
vide a survey of proposed approaches for debiasing ASR systems and finally we provide
conclusions and discuss opportunities for next steps in Sect. 5.

2 Biases in ASR Systems

This section reviews research that has studied ASR systems and reported patterns of
discrimination against race, gender, physically ill, and People with Disabilities (PWD).

2.1 ASR Systems Exhibiting Racial, Social, and Cultural Bias

ASR systems have come a long way since the IBM shoebox of 1961 which could per-
form mathematical functions and recognize 16 languages. Nowadays, these systems are
more sophisticated and ubiquitous but are also, imperfect. Growing bodies of research
are revealing them as being biased or as accentuators of societal stereotypes mainly
against individuals from marginalized communities. For instance, a study examining 5
ASR transcription systems [13] developed by Amazon, Apple, Google, Microsoft, and
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IBM, proves that the systems exhibit racial bias. The experiment is based on conver-
sation speeches from 42 white and 73 Black speakers of average age 45yrs collected
from the Corpus of Regional African American Language (CORAAL) and the Voice
of California (VOC) Datasets. The 5 to 50s long manually transcribed subset of audios
used are matched across these datasets based on the speakers’ age, gender, and audio
duration, hence resulting in 2141 audio snippets, 44% of which are from male speakers.
The manual transcription generated is used as ground truth for evaluating the ASR tran-
scription quality using the Word Error Rate (WER) metric. Initially, an average WER
for the automated transcription is computed against the matched audio snippets of white
and Black speakers, and preliminary results show an average WER almost doubled for
Black speakers, with a significant WER disparity between Black males and females,
contrasted by comparable WER for white genders. To determine if speakers’ locations
contribute to the accuracy gap, a comparative study of average WER for Black speakers
from Black neighborhoods (Princeville, Washington DC, and Rochester) with that of
white speakers from the predominantly white neighborhoods of Sacramento and Hum-
boldt County, is analyzed. This investigation reveals a wider median error rate for Black
neighborhoods. An inquiry into the density of African American Vernacular English
(AAVE) in these Black neighborhoods is also analyzed to help pinpoint the root cause
of this disparity and the findings reveal a positive correlation between AAVE language
density and speakers’ WER per neighborhood. From another perspective, a detailed
exploration of the language and acoustic models underlying the ASR systems is also
undertaken, by creating an aggregate collection of unique words from all speakers for
eachASR transcription system and then comparing the percentage of words, absent from
the ASRs’ vocabulary per race. Greater proportions of utterances from Black speakers
could be found in the machines’ vocabulary, helped rule out the lack of proper lan-
guage grammar in Black speakers’ utterances. However, an investigation into the ASR
systems’ acoustic models revealed that WER for Black speakers was twice those of
whites’ even for identical utterances. With no knowledge of the exact language models
used to power the commercial ASR systems considered in this study, the authors evalu-
ate the racial disparity of 3 State-Of-The-Art (SOTA) Language Models (LM) namely,
Transformer-XL, GPT, and GPT-2, and found an overall lower average perplexity i.e.,
better performance for Black speakers despite the LM showing statistical preferences
for standard English. The author believes the discrepancies reports in the result could be
a product of regional linguistic variation and the study does not say, if the ASR systems
investigated matched those used by the companies’ virtual assistant devices. Martin and
Tang [14] attempt to spot the underlying causes of racial disparity in ASR systems by
focusing on the morphosyntactic features - the habitual “Be” of AAVE. In this assess-
ment, 30 instances of the word “Be” are selected from audio snippets of Black AAVE
speakers from the CORAAL dataset. Audio clips comprising both the utterance and the
speaker’s turn in which it occurred are then extracted from each audio, then hand-tagged
and grouped as either habitual “Be” (376 instances) or non-habitual “Be” classes (2974
instances). The DeepSpeech [15] and Google Cloud Speech ASR systems are used, and
their effectiveness at recognizing instances of the habitual “Be” is facilitated through a
four-step semi-automatics annotation process devised to help decide correctness. From
this, the WER of full utterance and speaker turns is computed using the Wagner-Fischer
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algorithm. Furthermore, to determine if the ASR systems are capable of understanding
context and inferred meaning from speech with habitual “Be”, varied amount of context
surrounding the occurrence of “Be” within utterances, speech rate, and noise, is ana-
lyzed, while their impacts on the systems’ performance is assessed. The experiment is
conducted in 2 phases. The vulnerability assessment of the habitual “Be” within these
systems inferences and then of the words surrounding a habitual “Be”, with the most
optimal variable(s) determined at each step. In the end, the results show that both sys-
tems perform poorly on the tasks of correctly inferring habitual “Be” than non-habitual
“Be”, with theGoogle speech systems outperforming theDeepSpeech on both utterances
and turn levels. Both systems demonstrate biases against acoustic and morphosyntactic
features of the AAVE, meaning that the systems did not perform well on grammatical
features specific toAAVE, hence corroborating [13] findings on the system’s inaptitude’s
onAAVE languages. The research also reports higher error susceptibility for the habitual
‘Be’ and surrounding words compared to non-habitual “Be” and adjacent words, hence
validating the limitation of using traditional WER metric for certain morpho-syntactic
gerne of words.

Another perspective presented in [16] rather examines the emotional and behavioral
toll these systems’ biases afflict on their users. The study attempts to bridge the gap
between the socio-linguistics and psychology theories, to help understand fairness in
ASR systems. Of the 1865 people involved in the prescreening phase of the experiment,
30 African Americans (AA) English speakers, living in Atlanta, Chicago, Houston, Los
Angeles, NewOrleans, Philadelphia, orWashingtonD.C participated in this study,which
spanned 2 weeks. They were all required to assess their satisfaction with their current
devices, report specific instances of dissatisfaction with the devices; record all inter-
action with the devices daily, and then, complete a set of random pre-assigned tasks,
reporting their experience via a 60s video recording and answering survey questions.
After examination of participants’ responses, the findings show that most felt dissat-
isfied and mistrusted their ASR technology mainly because the devices occasionally
misunderstood and mis transcribed their words. 90% of users reported having to strain
and/or devise speech accommodation techniques to force this system to adapt to them.
Emotional responses such as anger, self-consciousness, disappointment, frustration, and
feelings of impostor syndromeand estrangement are also reported.Overall, a goodunder-
standing of the negative consequences and mental toll these biased systems can have on
discriminated users is presented, however, the limited number of participants and dura-
tion of study may not be enough to make informed decisions on this issue. Wu et al. [17]
approach this issue with almost the same motivation i.e., to comprehend and analyze the
experience of non-native English ASR systems users against those native English sys-
tems users. Their quantitative investigation involves assigning 12 basic, day-to-day tasks
to 32 users - 14 female and 18 males, equally split into native and non-native English
speakers and having each participant document their interactions with the Google Assis-
tant agent, accessed either through smartphone and/or smart speaker. Each participant
is then required to take part in semi-structured interview-like audio recorded conversa-
tions, which are then transcribed and analyzed. At the end of the process, non-native
English speakers reported the assistant was insensitive to them by constantly misun-
derstanding and interrupting them during session, hence obliging them to adapt their



Hey ASR System! Why Aren’t You More Inclusive? 425

pronunciations, accents, speech tone, and speed. Predictably, non-native users preferred
using the device on their phones mostly because of visual feedbacks which contributed
to boosting their cognitive load, confidence, and trust in the device. The importance of
screen-based devices and visual feedback for supporting non-native speakers’ cognitive
loads is highlighted in this study, with emphasis placed on the significance of short and
brief utterances for native English users. Nonetheless, the lack of diversity in the non-
native speaker’s and ASR devices selection, and non-native speakers’ participants were
all nativeMandarin speakers living in English countries, and hence relatively more often
exposed to English compared to typical non-English speakers could have contributed to
skewing the study’s results. Pyae and Scifleet [18] rather approaches this from a quanti-
tative aspect, but with fewer participants. Their research tries to investigate the usability
of the Google Home speaker by tasking 8 male participants (4 native and nonnative
English speakers each, average age of 34.6) to perform 12 voice commands and report
their interaction with the device by rating each task on a 5-point Likert scale. Then, each
user is required to participate in an hour-long post-study questionnaire and interview
sessions to get their overall experience/feeling about the device. After experimentation,
the research findings show that non-native English speakers had harder times interacting
with the smart speaker and reported that the devices are not particularly useful to them.
The research emphasizes and corroborates other researchers’ findings of the devices’
non-accessibility and non-usability especially, to minority groups but, the lack of gen-
der diversity in the sample size could pose significant bias in results interpretation and
implementation.

Variation in speech such as accents and regional dialects is quite challenging to ASR
systems [19]. This observation has been intensely researched and validated in Tatman
and Kasten’s study [20], whose analysis of 2 transcription systems (Microsoft Bing
Speech API and YouTube) reveal significant performance disparity across dialects, gen-
der, and race. Here, the inquiry necessitated 39 talkers– 22 male, 17 female grouped by
4 American accented regions as follows: 11 from Alabama, 8 from California, 8 from
Michigan, and 12 General American talkers. The acoustic data for these accent varia-
tions was taken from talkers reading the “comma Gets a Cure” passage, and the talkers’
racial demographics breakdown includes 13 whites, 8 AA, 4 mixed race, and 1 native-
American with all the general American talkers’ race classified as unreported, and their
speech samples produced by voice professionals. For the experiment, the speech files
collected from all talkers are automatically transcribed, and the transcriptions’ quality is
measured using the WER metric, by dividing the amount of non-deletions error by the
number ofwords transcribed.On both systems, the research outcome reveals that AA and
accented talkers had the highest WER compared to General English speakers - mostly
white talkers. The author attributes this flagrant discrepancy to the hyper articulated
utterances characteristics generally produced by white speakers, and in part due to the
small size of their experimental sample. Conversely, the General talkers were all voiced
by professionals, could explain why systems performed best on these well-tailored and
relatively convenient utterances. On a larger scale, the Washington Post’s research [21]
tests thousands of voice commands from 100 users of the Google Home and Amazon
Alexa devices across 20 US cities and report that people with Southern accents were
3% less likely to get an accurate response from the Google Home speaker device than
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those with Western accents and that Amazon’s Alexa was 2% more likely to understand
talkers from the East coast compared to their Mid-West counterpart. Non-native speak-
ers accounted for 30% of systems’ inaccuracies reported, while Spanish talkers were
understood 6% less often than people who grew up in California and Washington state.
An approach to help understand ASR bias against Portuguese speakers is proposed by
Lima et al. [22] and involves recording the interaction of 20 fluent Portuguese speakers
(skewed by gender - 7 females and 13 males, and accents) on Apple Siri and Google
Assistant devices. The study implements a Between-Subjects study approach, whereby
a group of 10 speakers are assigned to each device and are required to read a series of
curated sentences, thus resulting in 115 utterances automatically transcribed with the
transcription systems’ accuracy assessed based on the quality of the transcriptions and
the number of repeated attempts (capped at three per reading). Research result reports
a huge accuracy gap between genders with female readers performing better on both
systems. A significant accent gap is also observed, with Southeastern speakers’ accents
outperforming all other accents. Overall, the Google Assistant captioner performs best
with 88% accuracy compared to Apple’s 52%, for single attempts transcription, How-
ever, the average number of tries for accented speakers is almost double those of their
non-accented counterparts.

2.2 ASR Systems Spreading, Reinforcing, and/or Exhibiting Gender Bias

Over the years, researchers have demonstrated that conversational devices do not only
discriminate against females by promoting gender stereotypes [23], but may sometimes
turn a blind eye to sexual advances. In a study aimed at investigating how promi-
nent commercial voice technologies e.g., Alexa, Siri, Cortana, and Google respond
to verbal abuses [24]’s discoveries revealed some troubling facts about these devices’
propensity for being complaisant, evasive, and seemingly appreciative to flirts and sex-
ual insults. Their experiment involves uttering, recording, and documenting the voice
agents’ responses to sexualized words, requests, and/or proposals. For instance, when
affronted with remarks like “You’re a Bitch”, the 4 ASR technologies, responded with,
“I’d blush if I could”, ‘Well thanks for your feedback’, ‘Well, that’s not going to get
us anywhere”, and “My apologies, I don’t understand” respectively. The study also
demonstrates the systems abilities to adapt their responses according to the speakers’
gender. For instance, sexualize comment from male speakers got responses like “I’d
Blush if I could”; versus responses like “‘I’m not that kind of Personal Assistant”) for
females. These findings show general responses to flirts were rarely negative, which led
to some revolting outcries from the community. It is worth noting that since then, these
systems have been updated to respond adequately to abusive languages [25, 26]. In Tat-
man’s study [27] aimed at understanding the gender and regional dialect adaptability of
YouTube’s Auto-Captioning systems over 5years period, 80 speakers are sampled from
5 different English dialect regions namely, California, Georgia, New England (Maine,
and New Hampshire), New Zealand, and Scotland. The experiment involves collecting
YouTube’s word-list “Accent Challenge” and having the participants read and answer the
questions in their “regional dialects”. This information is then used to create a database
of videos with automatic captions attached. TheWER for each speaker is calculated and
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the effect of speakers’ dialect and gender on the WER is measured using Linear Mixed-
effects Regression, utilizing the speaker and year as random effects for the task. The
result reported, show a huge WER difference across dialects with the 2 lowest accura-
cies attributed to speakers from Scotland and New Zealand. It also reports significantly
higher WER for women, which contradicts the author’s earlier findings on the issue
[20]. Overall, the author reports that the YouTube captioning system is quite accurate
and attributes its low WER to better captioning algorithms or better audio quality. Nev-
ertheless, the study lacks important speakers’ demographics and the population samples
used may be unrepresentative of the regions’ considered.

Recent advances in Transfer Learning for language models have revolutionized
speech recognition [28, 29] but, despite their advantages and wide range of applica-
tions, these pretrained models may contain unexpected biases, especially if the original
data used to build them is tainted. A study to quantify the level of variation of gender bias
across several corpora is presented in [30]. Following the hypothesis that most biases
originate from the training data and spread rapidly through systems fine-tuned with pre-
trained models designed with flawed data, the research aims to investigate the degree of
gender bias produced by word embeddings from the popular pretrained models BERT,
fine-tuned on theGLUEdataset, and speech corpora like the Jigsaw identity Toxic dataset
and the RtGender datasets. After fine-tuning the BERTmodel on these datasets, a gender
bias metric is computed following the same methodology as proposed by [31]. Research
findings show that direct gender biases from seemingly harmless datasets such as the
RtGender dataset were significantly higher than those of the pre-trained BERT model,
whose direct gender bias measures were surprisingly comparable to that of the Jigsaw
Identity Toxic dataset. Overall, this research investigates and advocates for better gender
bias metrics implementation, especially for pretrained models designed to be recycled,
but make no proposition on the right metrics to adopt. Relatedly, Garnerin et al. [32]
investigates the overall ratio of gender representation in speech corpora used to build
ASR systems and, how female speakers’ roles and proportions in the training sets, may
affect the systems’ performance. The research focuses on 4 corpora namely ESTER1,
ESTER2, ETAPE, and REPERE. The training and testing data used in the process com-
prise 27 085 and 74 064 speech utterances from 2504 and 1268 speakers respectively
and is gender imbalanced with only 33.6% of female speakers accounting for 22.57% of
total speech time. Additionally, the utterances range between 10 to 60 min, and the 3 dis-
tinct roles categories namely the Anchor, Punctual, and Others, are also heavily skewed
against female speakers who account for only 29.47% and 33.68% of total Anchor and
Punctual positions, respectively. Gender representation is weighted by the number of
speakers, speech turns, and turn length, while the speaker’s role is measured by the num-
ber of speeches and the speakers’ time per show. The system utilizes the KALDI toolkit
[33], with an acoustic model based on a hybrid Hidden Markov Model and Deep Neural
Network (HMM-DNN) Architecture, whose performance is analyzed across gender and
different roles using the WER metric, computed for each speaker, per episode using the
Wilcoxon Rank Sum tests. The research findings show that speakers’ roles impact WER
and that there is a huge averageWER disparity between female (42.9%) andmale speak-
ers (34.3%) hence corroborating the authors’ initial hypothesis and proving that training
ASR systems on data with underrepresented subgroups negatively affect WER for that
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population. In a study investigating the impact of imbalanced gender representation on
ASR system performance, the authors in [34] subsamples the Librispeech corpus and
conduct this new study on gender-balanced utterances from US English speakers. The
proposed approach involves training an Attentional Encoder-Decoder ASR model on
different training subsets comprising 30%, 50%, and 70% books read by women and
men speakers and then calculating theWER for each set separately. The study is done by
comparing ASR performances on varying samples of gender representations in training
sets while utilizing the Wilcoxon Rank Sum and the Kruskall-Wallis tests to help assess
the statistical significance of each factor’s impact on the performance results. Overall,
the results show better performance for male speakers compared females, for all gender
varied sets considered. However, ASR system trained on 70% of female readers still
reports a higher WER of 9.6% for females compared to 8.3% for male readers and that
varying the percentages of female readers in the training sets did not affect overall ASR
performance. These results prompted the analysis of extreme behaviors such as evaluat-
ing each gender separately, on a reduced training size, and from this, it is observed that
women outperformedmale speakers onmono-gender systems trainedwith female voices
only. These contribute to validating the authors’ conclusion that the overrepresentation
of female voices in training data only improves the females’ voice recognition while
ensuring a comparable overall performance. However, the research could not ascertain
the consequential impact of gender distribution on the WER results.

Research findings over the years seem to agree thatASR systemswork better formale
speakers than for females. However, some researchers [13, 35] have validated contrary
opinions. For instance, Sawalha et al.’s [35] investigation of an Arabic ASR system
suggests that ASR systems exhibit bias against men and speakers younger than 30 years
and emphasizes that speakers’ country and dialect impactASRperformance. Conversely,
Feng et al.’s study [36] aims to measure ASR systems discrimination on gender, age,
and dialect and conducts experiments to investigate whether certain phonemes are more
prone to misidentification, and hence use a Phenome Error Rate based technique to help
establish whether and to what extend atypical pronunciations affect ASR accuracy. The
Dutch Spoken Corpus (CGN) used as the training set in this investigation comprises
483 h of spoken Dutch recordings from 1185 female and 1678 male speakers, age range
from 18 to 65yrs, from all over the Netherlands and Flanders - Belgium, while the
Jasmin-CGN corpus is used as test set and consists of participants clustered into age
groups namely children (ages 7 to 11), teenagers (12 to 16), and seniors (aged 65+),
regions: - The North, West, Transitional, and South regions, and groups of native and
non-native speakers. The experiment utilizes a hybrid DNN-HMM architecture with
Kaldi support and a TDNN-BLSTM model for training and testing the ASR system
respectively. An attempt to create a robust acoustic model involves varying training
times and using data augmentation techniques such as noise, reverberation, and speed
perturbation. The potential for bias is estimated separately for the read speech, and
the Human-Machine Interaction (HMI) speech to help evaluate if the system’s bias is
influenced by an individual’s speaking style.Moreover, the system is also assessed based
on the difference in WER across different speakers’ clusters. In the end, the results
show female speakers outperform male speakers, and native Dutch speakers perform
better than non-native speakers. Additionally, teenagers are the best-recognized age
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group cluster, followed by seniors and then children, and observation which the author
attributes to the difference in speech, articulation, and regional accents across the groups
and finally, the research reports significantly worse results for HMI speeches than for
read speeches hence validating the hypothesis that speakers’ styles greatly influence
ASR systems performance.

2.3 ASR Systems Bias Against the Sick and Disabled

The pervasive integration of speech technologies into our daily lives has contributed to
making them the go-to media for gathering health information [37, 38]. From online
self-diagnosis, to spotting the right health provider, most users would agree on their
convenience and easy to use [39]. However, using them as such can pose critical safety
risks to their users [40, 41], so extreme caution is usually recommended when using
these devices as health proxies. For PWD however, such machineries could be their only
ticket to speech independence, even though recent research has demonstrated that these
systems also exhibit bias against them. In an investigation to assess the performance of
ASR systems on dysarthric speeches, the authors in [42] recruit 32 dysarthric speak-
ers with different impairment characterizations namely, - ataxic, mixed spastic-flaccid,
hyperkinetic, and hypokinetic. The main research objective is to compare the ASR per-
formance measure for dysarthric speeches against subjective evaluations measures from
5 perceptual dimensions namely severity, nasality, vocal quality, articulatory precision,
and prosody. The 5 sentences produced by each participant are recorded and rated along
the perceptual dimensions on a scale of 1 to 7 (from normal to severely abnormal), by a
team of 15 annotators. Each annotator’s score is then added up into a single score and the
Evaluator Weighted Estimator (EWE) is used to merge the annotators’ ratings by evalu-
ating the mean absolute error for each set of ratings, per perceptual dimension, weighted
by individual reliability. The ASR system used is the Google search by voice engine,
whose key role is to get an objective measure of the WER for the dysarthric speakers
while a coefficient analysis of the WER is inspected against the rating for all 5 perpetual
dimensions using the Pearson Correlation coefficient. Additionally, to help estimate the
overall impact of these perpetual dimensions on enhancing and/or predicting the WER,
four l1-norm-constrained Linear Regressionmodels are built eachwith a varying number
of the input features nasality, vocal quality, articulatory precision, and prosody and the
output WER. In the end, the results confirm a direct relationship between overall human
intelligibility and articulatory precision and asserts a strong correlation between WER
and articulatory precision rating, meaning perceptual disturbance in dysarthric speeches
hugely affects ASR performance, and hence concludes that articulatory precision and
prosody are the most important predictor of ASR performance. An analysis of ASR per-
formance on the speech of people suffering from various stages of Parkinson’s Disease
(PD) is proposed in [43]. The research aims compare the ASR accuracy for people with
PD to those with no PD and calculate the error rate gap between the two groups. In the
experiment, both ASR systems are trained on the Fisher Spanish speech corpus compris-
ing 163 h of phone conversations from native Spanish speakers and are both tested on
the Neurovoz corpus [44] comprising Castilian Spanish speeches from 43 speakers with
PD and 46 speakers without PD. This research utilizes two ASR systems toolkits - an
end-to-end and, a hybrid HMM/DNN system both trained and tested using the ESPnet
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[45] and Kaldi, with all systems evaluated based on the word error, insertion, and sub-
stitution rates. The end-to-end system is trained using sequences of acoustic frames and
the model’s learning process is facilitated through the combination of a Connectionist
Temporal Classification (CTC) loss with cross-entropy in the attention module while a
word-level recurrent Neural Network is introduced during word decoding to help boost
WER performance. The Hybrid system on the other hand is trained with phonetic units
and by optimizing the acoustic model, the language model, and the pronunciation lexi-
con independently. The results from both systems overlap considerably but both perform
worse on PD speeches with a WER performance gap of about 27% for both classes.

Deaf or Hard of Hearing (DHH) people have varying levels of speech variance [46].
Hence their reliance on accommodation such as hearing aids or speech-to-text tech-
nologies to facilitate the acknowledgment of speech. In a study meant to assess the
accessibility challenges of DHH people on conversational agents, [47]’s research find-
ings prove that ASR systems discriminates against people with hearing difficulties. The
research involves 5 participants- 2 deaf, 1 hard of hearing, and 2 healthy controls, and
utilizes the DEAFCOM, Dragon Dictation, Siri, Virtual Voice, Ava, Google Assistant,
and Amazon Alexa devices. The investigation required all the participants to use a com-
bination of these technologies to document daily face-to-face or group interactions in
real-world conversational settings. In the end, it is reported that the devices worked
best when used for 5 min or less, in a quiet one-on-one environment with minimal lag
and jitter, and in conversations involving American accented speakers. Furthermore,
the research findings report that the DHH speeches perform poorly on the devices with
overall WER of 78% compared to 18% for healthy controls’ speeches. Some of the
accessibility challenges reported by the DHH participants had to do with accessing the
devices; following and promptly responding to the spoken commands, especially in noisy
or multi-talker environments or when used by accented speakers; not being understood
and beingmisquoted by the devices. In addition to exposing these accessibility issues the
authors make some recommendations on potential ASR service support and hardware
adjustments that could greatly improve conversational device use for the DHH people.
Fok et al. [48] study the effectiveness of ASR system’s captioning on deaf speech by
comparing the transcription accuracy on deaf speeches with those manually transcribed
by crowd workers, using the WER as metric evaluator. The experiment uses the Clarke
Sentence Dataset [49]. Which contains audio recordings from 650 DHH individuals, all
categorized by intelligibility scores ranging from 0 to 50, of which five audio files from
the 30, 40, and 50 intelligible score sets are chosen to conduct the study. The experiment
entails splitting each audio into clips of 10 and transcribing them both automatically
using the Google Speech API and manually by 5 human captioners working individu-
ally. Preliminary research findings show that ASR systems perform worst (WER 0.54)
than the human captioners (WER 0.70) and that human captioners are comparatively
faster transcribers and maintained steadier performance increase across intelligibility
levels. The author devises new methods to boost manual transcription performance by
shortening audio length, slowing audio speed, with the most impactful being the imple-
mentation of an iterative transcription approach for crowd workers which, results in a
10% performance boost in transcription quality.
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Schultz et al. [50] study the performance of 3 ASR systems on speeches from people
with the neurodegenerative diseases - Multiple Sclerosis (MS) and Friedreich’s Ataxia
(FA). The research aims at evaluating the systems’ accuracy gap between speeches from
sick participants, and those fromhealthy controlwith both groups performing tasks under
the same conditions, and then determine the impact of gender, age, and disease duration,
on these measures. The experiment involves Australian accented speakers’ groups of 32
MS,FA, andhealthy participants each and entails recording them reading theGrandfather
Passage loudly, in a quiet environment with no acoustic isolation. Each recording (36
to 183 s long) is manually transcribed considering the original text as a template and
automatically captioned using the Amazon AWS, Google Cloud, and IBMWatson ASR
transcription services, facilitated by tailored python scripts. The transcribed texts are
analyzed using a custom-made MATLAB script build to help measure the proportion
of individual or consecutive words (nGram) accurately transcribed by the machines, a
measure that is eventually used as ground truths for evaluating the ASR systems’ overall
performance. For statistical inferencing, Non-linear Mixed Effect Models are fit on each
of the participant groups, ASR technologies, and the nGram clusters considered, as well
as on theASRsystems’ accuracy scores for each of the speakers’ groups.Research results
demonstrate that ASR accuracy is inversely proportional to the number of consecutive
words, regardless of speech impairment, and reports an overall best ASR performance
for the healthy controls compared to MS speeches, but worst performance outcomes
for speeches from the FA groups. Furthermore, it is reported that speech recognition
accuracy is influenced by diseases severity, with an inverse proportionality specifically
observed for FA speakers.

Exceptionally, biases can be difficult to mitigate if the training data contains a small
portion of a tiny population, as these points could be discarded as outliers during mod-
eling. This observation is especially valid when accounting for data from PWD, given
that their demographics are generally not exposed, for fear of discrimination [51, 52].
Consequently, despite being the most necessitous and avid users of ASR technologies,
research has shown that these machines are often not adapted for people with visual dis-
abilities. A recent study [53] involving legally blind adults has for objectives to identify
the pros and cons of virtual assistants (VA) and screen readers from their viewpoint,
address and suggest possible design intersectionality that can be leveraged to improve
ASR systems accessibility for these users. The research investigation involves a pre-
screening online survey-like session which resulted in 53 respondents (28 females and
25 males), 82% of which had at least a year of experience using both VA and screen
readers. The research findings report that most participants loathed the short, brief yet
less insightful VA responses, in contrast to more detailed and thorough information from
the screen reader as the latter often come at the cost of more dexterity and complexity in
navigating through all the tabs. Most participants acknowledge the simplicity and con-
venience of VA but pointed out a few transferable design features from the screen reader
that could be integrated into VA, for improved usability. More than 80% of respondents
also reported a lack of responses and failures of the ASR technology as reasons for their
discontinued use. Following these results, the author proposes a system prototype for
non-visual web search and browsing, which draws from the benefits of VA and screen
readers and allows for voice and gesture-based interactions. Furthermore, Abdolrahmani
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et al.’s [54] investigation involving a relatively smaller sample of participants reports
that frustration among blind users of VA is associated with the voice system misunder-
standing and misinterpreting their commands and executing unexpected and unassigned
actions. The participants also blamed situational factors such as privacy issues for their
mistrust of ASR systems. On the flip side, Branham and Roy [55] address this issue by
exploring jargon in the design guidelines of popular commercial voice-based personal
assistants that may hinder ASR systems’ accessibility for blind users. The aim is to
evaluate whether the fundamental principle governing the systems’ development and
deployment emphasizes, promotes, and ensures inclusivity and accessibility for all. In
the procedure, the design guidelines from vendors such as Amazon, Google, Microsoft,
Apple, and Alibaba are extracted online and inspected following the inductive thematic
analysis process hence resulting in a total of 190 files, 18 open codes, and 5 Axial codes.
After combing through the guidelines, the research findings reveal that these systems
are designed with the typical human-to-human conversation style in mind, which may
not account for or accommodate PWD. For instance, the guidelines encourage designing
VA to keep conversations/responses simple and brief, but research has shown that VA
users who are visually or intellectually impaired prefer longer interactions with the VA
and often get locked out of conversations by their VA during sessions [54]. The recom-
mendation for speed and pacing during conversations, with emphasis on speech being
‘natural’ and ‘intuitive’, does not take into consideration assisted or synthesized speech,
fast-paced speakers, and listeners.

3 Proposed Methods for De-biasing ASRs

As fairness inAI starts to gain traction, researchers are actively investigating anddevelop-
ing methods to mitigate ASR systems’ discrimination. Some bias mitigation techniques
that have been proposed over the year involve speech datasets or corpora diversification
[13, 36], or by developing more robust methods for evaluating these systems’ perfor-
mance. In a recent study, Liu et al. [56] disputes the common approach of usingWER for
analyzing ASR performance across different population clusters through 3 open inter-
rogations mainly, how to effectively compensate for inconvenient inbreed disturbances?
how to examine the effect of distinct speakers on WER results? and, how to effectively
narrow WER performance gaps across different demographic clusters? The proposed
methodology introduces aMixed-Effects PoissonRegressionmodel-based approach and
how to use it to measure and analyze WER disparities across dissimilar subgroups. The
experiment involves 2 phases. First, a simulated experiment is conducted with 5000 syn-
thetic data per case or control groups, to investigate the effect of varying these factors
proportion, as well as the impact of speaker effect on the ASR systems’ fairness accu-
racy measure. A baseline and a model-based measurement are reported, and preliminary
results show significantly high false-positive rates for the baseline method. In phase
2, real data from the Librispeech corpus and the Voice Command dataset is used, and
the ASR system considered comprises an RNN-T Model Emformer encoder, an LSTM
predictor, and a joiner. In the end, for both corpora, the baseline model showed a greater
WERgap across gender with the results for theASR system evaluated on the Librispeech
data the baseline models showing contradictory results for female andmale speakers and
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inconclusive results for themodel-basedmethod. An in-depth evaluation of this accuracy
gap involves the use of mixed effect Poisson regression with pretrained fastText word
embedding, contributes to reducing the WER gap between genders. Nonetheless, the
model-based approach proves quite flexible to use in disparity analysis, and a reason-
able technique to use on synthetic and real-world speech corpora. On par with [56], [57]
proposes an expert-validated, well-curated corpus and partner software that can be used
to spot demographic bias in speech applications. The proposed Artie Bias corpus is a
manually annotated subset of the Common Voice corpus tests set comprising 1712 audio
clipswith transcriptions and the characteristics of each speaker; 3 gender classes (female,
male, and “NA”); 8 age ranges; and 17 English accent classes. However, it is heavily
skewed towards American accents type, males, and speakers younger than 20 years. The
effectiveness of this corpus is evaluated based on gender and accent (Indian, Ameri-
can, and English), with the Mozilla DeepSpeech ASR system, and Character Error Rate
(CER) is used tomeasure its performance. TheArtie Bias corpus is recommended for use
as a test set only, so the training phase of the experiment is conducted using a baseline
model build from an off-the-shelf version of the DeepSpeech model architecture and
trained on the Fisher, Librispeech, and Switchboard speech corpora. The bias evaluation
for the baseline model is based on gender (male and female) and accents (Indian, Ameri-
can, and English) only and the preliminary result reported shows that the baseline model
is unbiased against accents and shows no evidence of gender bias or US English vs UK
English accent bias. However, the baseline model performs better on English accents
than on Indian accents. The Bias mitigation technique implemented involved creating
a refined subset of the Common Voice set and fine-tuning a pre-trained version of the
Mozilla DeepSpeech model on the entire Common Voice data and then, on each target
demographics one at a time. In the end, the fine-tuned model significantly outperformed
the baseline model on male and Indian accents, and the extra fine-tuning by speakers’
demographic produce better results for females and US accents. Nonetheless, the corpus
contains spurious correlated signals and may be too small for any significant ASR bias
mitigation outcome. The bias mitigation approach proposed by [58] entails analyzing
and augmenting the “Casual Conversation” dataset with manual transcriptions to help
broaden its use and application to other tasks, and, to establish it as a benchmark for
building new systems and for evaluating ASR bias in existing models. The proposed
method’s effectiveness is assessed on 4 ASR models namely, the Librispeech, a Super-
vised video, a Semi-supervised video, and a Semi-supervised teacher video, with the
WER, used to evaluate each ASR model’s performance. During training, several meth-
ods including data augmentation, training alignment, and auxiliary chenone prediction
criteria, are implemented to help boost training throughput and model performance. The
research process involves decoding 281 h of audio from the corpus with an RNN-T based
model and documenting the WER results for each of the models trained, per subgroup
(gender, age, and skin tone). The preliminary results reported before models’ fine-tuning
show significant performance gap (average 41%) across gender, with females performing
worst, and minimal disparity among age groups however, the research reports slightly
better results for senior speakers on the Librispeech dataset. Overall, the Librispeech
model shows the most performance gaps across most subgroups. Conversely, an investi-
gation into using fine-tuning to reduce the accuracy gap shows an important WER drop
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when training the corpus on the supervised video model and the semi-supervised video
model after 2000 fine-tuning updates, even though the relative WER gap between the
subgroups is unchanged. The research conclusions validate the hypothesis that training
an ASRmodel on large data with a diverse range of attributes should contribute to better
and more leveled performance measures across classes but does not zero the gaps. On
the flip side, [59] presents a contemporary approach to ASR systems’ fairness which
involves the non-altering of independent variables such as the text read by speakers, but
by counterfactually modifying dependent variables such as the speaker’s voice, while
ensuring a constant or an improved overall ASR performance outcome. The proposed
technique is applied to the training dataset either through data augmentation or by imple-
menting a counterfactual equalized odds technique which obliges the ASR system to
disregard the difference between factual and counterfactual data. The experiment uti-
lizes the CORAAL and Librispeech dataset, and compares three counterfactually fair
approaches namely, matching the Counterfactual Connectionist Temporal Classifica-
tion (CTC) loss or matching the Counterfactual log probability outputs from the ASR
model, or matching the Counterfactual log-posterior of characters given the ground truth
sequence. The baseline model here, is the DeepSpeech2 model trained on the CORAAL
dataset with CTC loss, and all Counterfactual speeches used are generated using an
LSTM-based adversarial auto-encoder model. The 3 ASR models’ approaches are then
trained on both factual and counterfactual data and a counterfactual loss is calculated by
mapping each factual speech to a corresponding counterfactual utterance. The ASRs’
performances are evaluated based on the Character Error Rate (CER) and results are
reports per group difference. The methodology involves sorting the datasets alphabeti-
cally and splitting them into training, validation, and testing sets, such that the top 64
males’ and females’ speeches are used for training, the next 8 of each gender are used for
development, and the remaining utterances are used for testing. Preliminary result for
the CORAAL dataset shows an inverse relationship between systems’ fairness and aver-
age CER measures except for the Log probability matching which showed significant
improvement in both CERmeasure and system’s fairness. The method was also success-
fully Implemented on the Librispeech dataset while focusing on each of the protected
attributes, age gender, or education level. However, the counterfactual feature genera-
tion approach implemented for this task is quite underdeveloped since the counterfactual
speeches produced from it can easily be perceived as a dummy by humans.

Researchers have addressed and proposed solutions to ASR bias against accented
speakers [60, 61]. In [60], a potential solution to this issue is presented via the con-
struction of sequential Mel-Frequency Cepstral Coefficients (MFCC) features from the
audios of 3 Nigerian accented languages namely, - Yoruba, Igbo, and Hausa, and then
employs a supervised Machine Learning (ML) algorithm to help classify these accents.
The 150 audio speech dataset created for the experiment was gathered from 30 males
living in Lagos, Kogi, and Kano states in Nigeria. The extracted speeches are converted
to audio clips, preprocessed for noise reduction, and the MFCC for each audio file is
then calculated to help extract important for model training. A 10-fold Cross-Validation
process is implemented to iteratively partition the data into train, validation, and test
samples, and 3 ML classifiers namely: - the K-Nearest Mean, the GMM, and Logistic
Regression are used to identify and categorize each of the accents. The algorithms are
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evaluated using the accuracy rate, a confusion matrix, and an AUC-ROC curve and the
best performing classifier achieves an overall accuracy rate of 82%.

Increasing training set size through increased diversification is a well-documented
method for reducing ASR bias however, high-quality data collection is costly. With that
in mind, [62] develop a cross-accented English speech recognition method used to mea-
sure a model’s ability to recognize and adapt to new accents and proposes an accent
agnostic model which is an extension of the Model-Agnostic Meta-Learning algorithms
(MAML) to help increasing training data adaptability to unseen accents. The study uti-
lizes the Common Voice Dataset by selecting only accent-labeled speech data, hence
resulting in a dataset skewed toward US English accents. The extracted audios are pre-
processed, and relevant features are extracted using a 6-layeredCNNarchitecture –VGG
model. The model used is built using sequence to sequence transformer ASR compris-
ing 2 transformer encoder layers and 4 transformer decoder layers. The model is first
pre-trained on the Librispeech for a million iterations before transferring the model’s
weights onto the Common Voice dataset and training it for another 100K iteration. The
MAML algorithm used for this task is implemented by training, validating, and testing
themodel on several combinations of accents. Themodel performance is evaluated using
a WER and in the end, the best training scenario which uses 25% fewer data, had per-
formance measures comparable to an all-shot approach trained on all the training data.
Results also report a 5 to 8% performance boost due to pretraining on the Librispeech
corpus. A possible solution that considers dysarthric speeches underrepresentation in
speech corpora is proposed by Sriranjani et al. [63]. The research idea consists of com-
bining unimpaired speech data from databases such as the TIDigits, the Wall Street
Journal [64], with dysarthric speeches from databases such as Nemours database [65]
and the Universal Access speech (UA) database[66], to build a robust acoustic model
that can adapt and perform outstandingly, even on heavily skewed speech datasets. The
combined or pooled data is transformed using the feature-space Maximum Likelihood
Linear Regression (MLLR) technique and the MFCC method is used for feature extrac-
tion. These features are then utilized to build dysarthric speech models from the Nemour
and UA datasets. The experiment is performed using the Kaldi Toolkit andmodel is eval-
uated using the WER metric. Research findings show that the acoustic model built from
transformed pooled data achieves a WER of 29.83% better than the baseline model or
non-pooled data models for the Nemours data, and a WER of 4.47% for the UA dataset.
These findings correspond to an 18.09% and 50% performance boost over the baseline
models for the Nemours database, and the UA database, respectively. The author was
thus able to prove that is it possible to build a representative and accessible ASR system
even with skewed data, through data pooling.

The most prominent population subgroup often misrepresented in training data is
females. To help evaluate gender bias in Speech Translation (ST) systems, a challenge set
called WinoST is introduced by [67]. This multilingual ST set comprises 3888 English
speech audio recordings of an American female speaker and is particular in that the
utterance content does not explicitly specify gender but has an underlying contextual
gender undertone to it. Initially, the speech and textual audio files are extracted with the
XNMToolkit the textual data is preprocessed through punctuation normalization, special
character de-escaping, tokenization; while the transcribed files are lower-cased, void of
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all punctuation, and aBPEalgorithm is used to encode the translated text. TheASRmodel
used is an End-to-End speech translation system with an S-transformer architecture
trained on theMuST-C corpus and evaluated on theWinoST Using the BLEUmeasures.
The main goal is to measure the system’s accuracy on language pairs, considering a high
performance to mean correct gender translation. In the end, the research results show
significant bias and gender disparity in all four translation directions considered and a
lot of stereotypical languages used especially when translating professions, gendered
adjectives, or pronouns. The result of employing WinoST corpus for ASR Gender bias
evaluation at a context-level revealed a 74.5% global translation accuracy even with 680
misspelled professions, and a 98.72% accuracy on predicting pronouns, after removing
all misspelling errors. Overall, the research was able to prove that gender accuracy is less
pronounced in Machine translation compared to ST and that ASR systems can exhibit
bias at contextual levels. However, the synthetic nature of the corpus may contribute to
introducing synthetic biases.

4 Conclusion

In this paper, we have presented recent research that investigate and address ASR sys-
tems’, models, and technology bias against race, gender, and the sick and disabled, as
well a recent advance in ASR systems bias mitigation approaches. Overall, the con-
sensus on ASR systems bias is the underrepresentation of population subgroups in the
training data and the mitigation techniques surveyed range from the creation of more
representative and diverse corpora, data pooling with highly represented data, design-
ing more sophisticated and adaptable ASR performance metric evaluator, pitch or voice
amplification or counterfactual data augmentation. ASR systems are becoming essen-
tial technologies in our society and as such their accessibility usability, and seamless
adaptability into every fabric of the community must be at the forefront of their design.

5 Future Works

This paper presents several opportunities for exploration in ASR as both Government
and industry are utilizing these tools to improve the natural interactions of humans with
computers. Next steps for the authors are to explore the social dimension of language e.g.,
slangs, idioms, and homographs; speakers’ tone, and accents, and assessing their impacts
onmultilingual systems’ performance. This shall also involve conducting comprehensive
user experience testing to determine the effect of these systems performance on user
self-efficacy, and mood. Additionally, more testing is needed to get a full account of
accuracies across available ASR tools to get the most optimal features.
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Abstract. This paper presents a user-centered approach to translating techniques
and insights from AI explainability research to developing effective explanations
of complex issues in other fields, on the example of COVID-19. We show how
the problem of AI explainability and the explainability problem in the COVID-19
pandemic are related: as two specific instances of a more general explainability
problem, occurring when people face in-transparent, complex systems and pro-
cesses whose functioning is not readily observable and understandable to them
(“black boxes”). Accordingly, we discuss how we applied an interdisciplinary,
user-centered approach based on Design Thinking to develop a prototype of a
user-centered explanation for a complex issue regarding people’s perception of
COVID-19 vaccine development. The developed prototype demonstrates how AI
explainability techniques can be adapted and integrated with methods from com-
munication science, visualization and HCI to be applied to this context. We also
discuss results from a first evaluation in a user study with 88 participants and
outline future work. The results indicate that it is possible to effectively apply
methods and insights from explainable AI to explainability problems in other
fields and support the suitability of our conceptual framework to inform that. In
addition, we show how the lessons learned in the process provide new insights for
informing further work on user-centered approaches to explainable AI itself.

Keywords: AI explainability · Design thinking · User-centered explanations

1 Introduction

Effective explanations are crucial for making AI more understandable and trustwor-
thy for users [3, 45, 51]. Although different explanation techniques exist [16, 51, 67],
creating effective AI explanations for non-experts is still a challenge. Recent research
highlights the need for a stronger user-centered approach to AI explainability (XAI), to
develop explanations tailored to end-user’s needs, backgrounds, and expectations [58,
72]. Design Thinking and user-centered design are well-known for their effectiveness
in understanding users and developing solutions that satisfy users’ needs in many fields,
© The Author(s) 2022
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and especially for interactive systems [11, 14, 30, 33, 54]. They can thus help us to
develop better explanations. Moreover, a user-centered lens helps us realize that the
challenge of explainability is not unique to AI, but also appears in other contexts that
are complex, in-transparent, hard to understand and require dealing with uncertainty.

In fact, such challenges can also be observed in the attempts to explain scientific
knowledge and complex information in the COVID-19 pandemic to non-experts [34].
In both cases, the users (i.e. the general public, respectively) are faced with what they
perceive as in-transparent, complex systems whose reasoning processes are not readily
observable and understandable to them: e.g. recommendations from AI systems in the
case of AI, and expert recommendations in the case of the COVID-19 pandemic. Just as
the understandability of AI results is important for their trustworthiness and acceptance
by the users, so is also the understandability of information about complex phenomena
and processes in the COVID-19 pandemic an important factor for the acceptance of
COVID-19 containment measures (e.g. vaccination, masks) by the citizens [20]. Trans-
lating insights fromAI explainability research (e.g. what types of explanations should be
best provided for which types of problems and users and in what form) could thus lead
to novel approaches for increasing the understandability and acceptance of explanations
of complex issues in crises and emergencies such as COVID-19.

While different AI explanation techniques have been proposed (see overviews in
[16, 28, 39, 67]), most of them have been developed from a data-driven, rather than
from a user-centered perspective. In contrast, recent research has highlighted the need
for a more interdisciplinary and user-centered approach to AI explainability in order
to provide explanations more suitable for and better tailored to different end-users and
stakeholders [16, 28, 39, 44, 45, 67, 72]. This work has also suggested how AI explain-
ability can learn from related work in other domains (e.g. psychology, cognitive science,
philosophy), sometimes referred to as “explanation sciences” [44]. Different contribu-
tions have pointed out the importance of human factors (e.g. cognitive biases, prior
beliefs, mental models etc.) for the interpretation, trust and acceptance of AI explana-
tions [2, 37, 72]. However, the importance of adopting a user-centered design process to
achieve this has so-far received little attention (with some exceptions, e.g. [12, 48]).

In addition, we propose to also consider what we could learn from translating meth-
ods and insights from explainable AI to developing effective solutions for related “ex-
plainability problems” in other fields of science and society. How can a user-centered
perspective help us in doing so? And what can we learn back from that experience to
inform new user-centered approaches to explainable AI?

Against this background, in our XAI4COVID project we have been exploring how to
translate techniques and insights from AI explainability research to developing effective
explanations of complex issues in the COVID-19 pandemic through a user-centered
approach. Here, we describe our user-centered approach, an interdisciplinary conceptual
framework and a first prototype developed to achieve that. The prototype integrates AI
explainability techniques with methods from communication science, visualization and
HCI to provide a user-centered explanation for a typical question regarding the safety of
COVID-19 vaccines.We also discuss results from a first evaluation in an explorative user
study with 88 participants and outline future work. By learning how well the selected
explanation technique and its extension with methods from other fields worked in this
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context, we aim to identify suggestions for further work that could inform new ideas for
better user-centered design of AI explanations as well.

2 AI Explainability and the Explainability of Complex COVID-19
Information

Not being able to understand why an AI system exhibits a certain behavior and why
it has produced a certain result can lead to wrong interpretation of its results and their
reliability, to incorrect attribution of cause-effect relationships and ultimately towrong or
harmful decisions [17]. The perceived opacity and inconsistencies this creates in users’
perceptions diminish users’ trust in the system. Similarly, not being able to understand
the reasoning behind the recommended COVID-19 containment measures undermines
their understandability and trustworthiness for the citizens.

A case in point is the public communication of information related to vaccine safety
and vaccine hesitancy in the COVID-19 pandemic. Although vaccine hesitancy has
many influence factors (especially deep-seated ideological beliefs and attitudes, social
and cultural context, disinformation), the understandability and trustworthiness of the
information about COVID-19 vaccine safety and its fast development have also been one
of the challenges for people’s acceptance, especially in the early stages of the pandemic
[74]. This has been exacerbated by the high uncertainty and complexity of fast changing
information from what for non-experts can seem like opaque processes (e.g. vaccine
development, vaccine testing).

The resulting feeling of being overwhelmed due to the complexity of the situation and
its fast pace, the fear and anxiety induced by high uncertainty can lead to preference for
inaction in the face of perceived uncertainty and complexity of potential consequences
of taking a decision. Studies of COVID-19 vaccination attitudes (e.g. [20]) and anecdotal
evidence frommedia reports (e.g. [25]), interviews available on YouTube (e.g. [75]) and
discussions of vaccine hesitant people in online forums (e.g. [55]) point in this direction.
They suggest that beyond groups of people with deep-seated anti-vaccination beliefs
(e.g. of ideological or political origin), many people have been authentically struggling
to make sense of the huge amounts of for them incomprehensible and contradictory
information, including widespread misinformation.

Such situations increase the extent towhich people construct their own theories about
the reality of the situation, often based onwhat they are directly experiencing and on false
attributions of causal relationships. Similar problems occur when people construct their
own explanations of systems (mental models, “folk theories”) to interpret and predict
their behavior, as evidenced in HCI and AI explainability research [37], building on
cognitive science [59]. Users’ understanding of system behavior is often flawed [37],
which in the case of AI systems can lead to risks of incorrect interpretation and wrong
decisions, misplaced trust in the system and outright societal harms (see [50] for an
overview). Explainability techniques can help address such issues (e.g. [1, 51, 72]) and
could thus also help address related problems in COVID-19 communication.

Similarly, just like non-experts reason about AI systems differently than experts, so
does the general public reason differently than experts about health risks and vaccines
in the COVID-19 pandemic. Public risk perceptions are informed by heuristics such
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as the affect heuristic (‘how do I feel about it’) and the availability heuristic (how
easily a risk can be drawn from memory) [24, 56]. These deviate from the risk decision
rules used by experts [46]. Accordingly, just like non-experts need different types of
AI explanations than experts [28], so too are user-centered explanations tailored to the
needs of non-experts needed for the communication of complex information in crises
and emergencies such as the COVID-19 pandemic.

3 Theoretical Background and Conceptual Design Framework

While many different AI explanation techniques have been proposed (see overviews
in [3, 7, 16, 28, 45, 67]), most of them have not been developed from a user-centered
perspective [7, 28, 45, 72], but rather from a data-driven perspective (e.g. how to identify
the importance of different features from input data for a given result [41, 57], or how
to identify the most important training examples [35]). Such methods are mostly used
by AI experts themselves to e.g. debug or improve their AI models [7, 12].

As pointed out in [39, 44, 45] promising explanation types that could be well-suited
for non-expert users include contrastive and counterfactual explanations. Contrastive
explanations can enable users to understand possible cause-effect relationships by con-
trasting the observed outcomes with information about why another possible outcome
hasn’t occurred (“why not”) [44, 45]. Counterfactual explanations help understand how
the outcomeswould changewith different inputs or other factors (“what if”). Such expla-
nations allow users to understand how the situation would need to change for alternative
outcomes to occur [44, 72].

Different techniques to construct and present such explanations have been proposed
(see overviews in [7, 39, 44, 45, 72]). Visualization has been successfully used to support
understanding which features in the data have the most influence on system results (e.g.
[57, 63]). Already simple visualization techniques can support contrastive and counter-
factual reasoning for non-experts by showing e.g. how differences in factors determining
a complex situation relate to different outcomes [7, 28, 72]. While visualizations of sta-
tistical data were shown to be less effective in vaccination campaigns [62], the use of
metaphorical and symbolic visualizations to support behavioral change has demonstrated
promising results in other domains [19, 36, 49, 66].

Applying suchmethods to develop user-centered explanations addressingCOVID-19
vaccine concerns requires their integrationwith approaches frompersuasive communica-
tion and related work. Approaches combining storytelling and visualization have shown
how that can make complex issues and scientific data better graspable for the general
public [6, 23, 27, 60, 68, 69], including health risk [27, 73]. Persuasive communication
literature suggests that effective communication requires overcoming common defensive
psychological responses and cognitive biases (e.g. counterarguing, selective avoidance,
confirmation bias) [47] and stresses the importance of asserting the credibility of themes-
sage bearer [4]. Approaches based on the elaboration likelihood theory [53, 61] suggest
that strategies such as narrative persuasion and parasocial identification can overcome
resistance to messages opposing one’s current beliefs (e.g. perceived invulnerability)
[22, 24, 47, 70]. Similarly, integrating metaphorical and symbolic visualizations with
personalized motivational messages for behavioral recommendations was successful in
stimulating pro-environmental behavior [19, 49].
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Motivational interviewing also highlights the need to express empathy and acknowl-
edge person’s concerns, rather than using confrontation as part of a strategy for guiding
people towards informed decisions by strengthening their motivation to resolve their
ambivalences [31]. It has been applied in work with patients hesitant to change their
behavior [13] and considered as a method to address COVID-19 vaccine hesitancy [29].
Other work has also shown that correcting false beliefs through direct counterarguing
risks perpetuating misinformation [38, 43] and can backfire [52]. Instead of directly
dismissing people’s concerns and misconceptions, a more promising approach is to
acknowledge them [18] and emphasize factually correct information [38]. Increasing
anecdotal evidence also highlights the importance of personal dialogue with trusted per-
sons (e.g. [25]). Accordingly, to design effective explanations it is not enough to just
focus on the informativeness und understandability of their content. Rather, we also need
to consider how they are framed and communicated to users.

A key element thereof is addressing people’s concerns in a way they will recognize.
This requires that the scientific definition of a problem be extended with a user-centered
problem description. A scientific problem definition defines people’s concerns in terms
of scientific categories, e.g. in case of COVID-19 vaccine hesitancy that would be based
on models of antecedents of vaccine behavior [8, 42] determining the main hesitancy
factors from user responses to a standardized questionnaire [10]. Scientifically informed
communication campaigns then refer to such abstractions to create messages addressing
the main concerns (e.g. vaccine safety). They tend to reflect the terms of the scientific
abstractions, rather than the language actually used by people, which can adversely
impact understanding and acceptance. To create a user-centered problem description
(e.g. defining vaccine hesitancy concerns how specific groups of users describe them),
methods from user-centered analysis can be applied (e.g. user interviews or content
analysis of online discussion forums).

This allows the explanations to be constructed closer to the phrasing of the recipients.
Mapping user-centered concern descriptions to the scientific definition (e.g. vaccine hes-
itancy factors) then allows to identify scientific knowledge from which explanations can
be formed. User-centered explanations can then be developed by applying an explain-
ability technique (e.g. contrastive or counterfactual explanation) to validated knowledge
addressing a given COVID-19 concern and combining this with communicational and
visualization elements. Figure 1 depicts the initial set of conceptual elements we have
used to explore this approach by designing a prototype of a user-centered explanation
for complex COVID-19 information, described in the next section.

Scientific problem 

description

User-centered

problem description

Evidence-based knowledge (e.g. 

scientific studies, models)

Contrastive explanations (or 

counterfactuals)

Symbolic visualisation/visual 

summaries

Dialogue/narrative style

Empaty/acknowledgements of 

concerns

User-centered wording

PROBLEM UNDERSTANDING

COVID-19 KNOWLEDGE BASE

EXPLAINABILITY 

VISUALISATION ELEMENTS

COMMUNICATION ELEMENTS

Fig. 1. Initial conceptual design framework for exploring user-centered explanations for complex
COVID-19 information
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4 Designing User-Centered Explanations for Complex COVID-19
Information

The core of our approach is an iterative user-centered process similar toDesignThinking.
We first developed an empathic understanding of the problem by combining a scientific
literature analysiswith a user-centered analysis of howpeople informed themselves about
COVID-19, and their concerns about COVID-19 vaccines (empathize phase). Based on
gained insights, we chose a frequently occurring concern as an example of a typical
explainability problem in the COVID-19 pandemic for which to develop a prototypical
solution. This led to the following problem definition based on the users’ point of view:
“how could COVID-19 vaccines be safe if they have been developed so quickly – unlike
previous vaccines that took much longer?” (definition phase).

We enriched the problem definition with the specific needs of this use case based
on insights from the empathize phase. We then aimed at answering this question by
applying a contrastive explanation technique, borrowed from explainable AI, and adapt-
ing it to the needs of this use case by incorporating specific techniques from persuasive
communication, HCI, and visualization (ideation phase). By combining these different
techniques, we constructed a prototype of our explanation (prototype phase), which we
then tested with experts, and with target users (testing phase). A more in detail descrip-
tion of activities and processes that were applied in the explanation development, in each
of the phases of a typical Design Thinking process, is given below.

4.1 Phase 1: Empathize

To address the need for better communicational tools for explaining complex COVID-
19 vaccine-related information, we first needed to understand how experts from the
scientific community frame and construe the knowledge on vaccine hesitancy, but more
importantly – how they present and explain it. Turning first to reviewing the literature,
wewere able tomap out the problems identified so-far in scientific research, which led us
to using the 5C model [8–10, 42, 74] of vaccine hesitancy factors and ongoing studies of
COVID-19 vaccination attitudes [20, 21] as the first reference points. However, beyond
the existing formal scientific understanding, great emphasis was put on gaining a better
user-centered understanding of the problem.

To develop an empathic understanding of the challenges that people have faced
with respect to information related to COVID-19 vaccines, we turned to people directly,
asking them about their vaccine-related concerns, ways they informed themselves, and
how they perceived materials covering these issues that were available to them. For
mapping out a user-centered description of COVID-19 vaccination concerns, we also
analyzed how people described their concerns from anecdotal evidence in a sample
of media articles (e.g. [25]), discussions in online forums (e.g. [55]), and interviews
available on YouTube (e.g. [75]). This analysis has been performed on online content
ranging from the beginning of the pandemic to October 2021. In this way, we were not
only able to discover the variety of different concerns people had related to COVID-
19 vaccines, but also deepened our understanding of how they communicated these
concerns, the language they used and which information they were already familiar
with, and which of the used communication techniques were effective. In this way, we
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developed an empathic understanding of the problems that people experienced and talked
about. This allowed us to take a step back from a more formal scientific understanding,
and to become better aware of the users’ perspective and their explanation needs.

4.2 Phase 2: Define

In synthesizing our findings from multiple sources, we first created personas, each rep-
resenting a certain group and outlining its most common COVID-19 vaccine concerns.
Defining the problem by using personas helped us bridge the gap between our orig-
inal problem statement (there is a need for better explanation of COVID-19 vaccine
information) and a human-centered problem statement worded by people themselves,
in terms of specific topics that were not appropriately communicated, and that led to
the feelings of unease and fear. One insight that became particularly apparent in this
stage was that one solution does not fit all, because general explanations don’t answer
specific concerns people have. Also, by integrating these insights with findings from
related scientific work, we were able to identify specific communicational requirements
that an explanation should address in order to be effective (e.g. acknowledge the user
concerns and choose a suitable wording and communicational style to avoid defensive
responses such as counterarguing). Such requirements were so-far little considered and
rarely pointed out in the existing work on developing specific types of AI explanations.

To create explanations better tailored to user needs, we first defined our target group
to be young people, whowere found to bemore vaccine hesitant [20]. Further, for the first
prototypewe decided to focus on a repeatedlymentioned concern, about howCOVID-19
vaccines have been developed too fast to be safe, implying that the time didn’t suffice for
proper testing. This is not a usual vaccine hesitancy factor (other vaccineswere developed
more slowly), but is very specifically related to COVID-19 vaccines.Moreover, in online
materials of official health-related sources this question either remains unanswered, or
the answer uses complex language, hardly understandable to the general public (see e.g.
the readability study of COVID-19 websites [5]).

Additionally, the problem of understandability and completeness of official infor-
mation was raised by people as well in the interviews and online discussion we have
analyzed and in our own interviews (see the testing phase). In all those cases, people
often stressed that the concern of COVID-19 vaccines being developed too fast to be
safe was addressed in informative materials either only in a generic, reassuring manner,
claiming that the COVID-19 vaccines are safe despite the speed of the development
process, but not explaining why and how that was possible, or by explaining that in long
texts using difficult scientific language. Indeed, to understand how it was possible for
COVID-19 vaccines to be developed so quickly without risking their safety, one needs
to understand the scientific process of vaccine development and what impacts it.

Being complex and hard to explain to non-experts are features that the scientific
process of vaccine development, shares with complex AI systems. This is why using
techniques from AI explainability to explain it appeared as a suitable approach in the
first place. The choice of a specific explainability technique to be applied (and adapted)
in this case was then guided primarily by the users’ framing of the problem, rather than
by how an expert would have explained it from their expert perspective. In particular,
the users’ problem perception stems from implicit contrasting of two cases: the case



448 J. Novak et al.

of the vaccines developed in the circumstances of the COVID-19 pandemic (fast) and
the case of other previously developed vaccines (slow). Consequently, the identification
and definition of a core problem requiring an explanation from the users’ point of view
was framed as “how could COVID-19 vaccines be safe if they have been developed so
quickly - unlike previous vaccines that took much longer?”.

4.3 Phase 3: Ideate

Given this user-centered problem definition, a contrastive explanation technique also
used for AI explanations – i.e. explaining “Why outcome P, rather than outcome Q has
occurred?” [44] - naturally lends itself as a suitable way to address the user explanation
needs. Such contrastive explanations enable people to understand cause-effect relation-
ships by contrasting the observed outcomeswith information about why another possible
outcome hasn’t occurred [44, 45].

Therefore, we made this contrastive explanatory principle the core of our conceptual
solution design. To apply it effectively, the user-centered perspective requires us to con-
sider different factors that can impact its effectiveness and user acceptance (as identified
in the empathize and define phases). To overcome defensive responses and cognitive
biases (e.g. counterarguing, confirmation bias) [13], we chose to apply the strategy of
narrative exposition and parasocial identification [53, 61], that can help overcome resis-
tance to messages opposing one’s beliefs [47, 70]. Hence, we presented the contrastive
explanation in form of a dialogue between a user and a scientist character. Furthermore,
learning from motivational interviewing techniques that advise acknowledging a per-
son’s concerns in order to help resolve ambivalences [31], an accepting tone was used
with the aim to demonstrate empathy, rather than confrontation. Additionally, we inte-
gratedmetaphorical and symbolic visualizations tomake the contrastive principle easy to
understand [72] and to stimulate and facilitate acceptance of messages that may require
a change in behavior [49]. Finally, best practices from HCI and interaction design were
applied to make the prototype easy to use and understand (e.g. giving users control of
the flow through the explanation steps, reducing information density by allowing them
to control/expand the amount of information shown).

4.4 Phase 4: Prototype

In developing the first prototype we focused on understandability and trustworthiness
for the recipients. We aimed at an explanation form that could be easily integrated into
websites of official institutions (e.g. FAQs) and shared on social media. The content for
the explanation was taken and adapted from official COVID-19-related websites [15,
26, 32, 40, 64, 65, 76]. The accuracy of our text adaptations was verified by several
physicians. The process of the prototype development was an iterative one, where we
tried out how different elements considered in the ideation phase could be combined to
create an interactive explanation (see Fig. 2).

Before presenting the explanation itself, the user’s concern is acknowledged by
presenting it in their own terms: “Why have the COVID-19 vaccines been developed
so quickly, rather than taking much more time as it was with previously developed
vaccines?”. This is done both to elicit an empathic response (a technique adopted from
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motivational interviewing), as well as to introduce the contrastive principle already in the
user-centered problem statement, reflecting how people commonly phrased their worry.
The contrastive explanation principle is then implemented by structuring the explanation
around four main challenges that were solved more quickly for the COVID-19 vaccine
(funding, volunteers, data, and bureaucracy), allowing it to be developed faster than the
usual process of vaccine development.

The main differences in the factors determining the two different outcomes are
explained for each of the four challenges, i.e. contrasted one against the other, in a
stepwise structure. This contrasting is done both visually and with a textual explanation,
framed as a narrative and presented in form of a dialogue. Progressing through the
different explanation steps is controlled by the user. The clickable “Is there more to
it?” and “OK, let’s see!” buttons are examples of the interactivity of the explanation,
providing a user with a self-paced exploration, but at the same time eliciting the dialogue
element (see Fig. 3). The bearer of the message, i.e. the user’s interlocutor, is visualized
as a scientist character, appealing to the trustworthiness of the explanation.

Additional visualization elements further help convey the message: two color-coded
progress bars visualize the difference between the COVID-19 vaccine development, and
the usual vaccine development process for each challenge. Visual symbols also depict
the relation between the main factors responsible for the two different (contrastive)
outcomes. A visual summary is presented at the end of the interactive explanation,
serving both as a repetition device and as an element easily shareable on social media.

Fig. 2. The initial screen of the prototype with elements of the explanation mapped out.
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Fig. 3. One of the four explanation steps with elements of the explanation mapped out.

4.5 Phase 5: Test

Formative tests with target users were done in a form of semi-structured think-aloud
interviews in December 2021 (four via Zoom, two in person). The goal of these tests was
to verify the overall solution concept and obtain feedback for improving the prototype.
A convenience sample of 6 participants (4 female, 2 male, 22–32 years) representing the
target groups of our approach took part. The interviewswere 1–1.5 h long and startedwith
eliciting participants experience with the pandemic, their information sources, stance on
theCOVID-19 vaccination andworries they experienced or encountered.All participants
were fully vaccinated, but three were vaccine hesitant prior to the vaccination, and three
had experience with persuading vaccine hesitant people to vaccinate. They ranged from
poorly to well-informed regarding the COVID-19 pandemic. Participants were then
shown an FAQ excerpt from awebpage of a health authority (declared as coming from an
official source but without revealing which one) [30] and then our explanation prototype.
Both were addressing the same concern: that the COVID-19 vaccines were developed
too fast. The participants were encouraged to react freely both while reading the text and
when exploring the prototype. After each exposure we asked about their impressions
of the given example (FAQ excerpt, our explanation prototype), regarding its relevance,
suitability, understandability and likeliness that it would help people resolve the given
concern.We also asked if it could have a soothing effect, if the participants would share it
with a concerned person and how they perceived the individual elements of the prototype.
The participants were finally asked to compare our explanation prototype with the FAQ
example.

Overall, all interview participants found the explanation prototype easy to under-
stand, well-structured, and written in a user-friendly language. Four of them stated that
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contrasting the COVID-19 vaccine development process to the usual vaccine develop-
ment process helpedwith the comprehension. Five pointed out that the stepwise narrative
of 4 challenges gave the explanation a good structure,making it easy to follow. Five inter-
viewees indicated that they didn’t understand there was a dialogue between a person and
a scientist. The interviews also provided valuable insights for improving the usability,
as all interviewees stated more interactivity and adding further visualizations could pro-
vide an even better understanding. While the interviews suggest that the information
presented was clear and easily understandable, this was characterized as “necessary, but
not enough”. All of the participants stated one of the following: that it has a potential to
draw attention, start a conversation, spark curiosity or serve as a resource, but still with
awareness that the decision to vaccinate is influenced by many different factors. Three
interview participants pointed out that the explanation could backfire, since it isolates
one specific worry and goes in depth explaining it, potentially causing feelings of sus-
picion and skepticism (with respect to why only this specific concern was chosen to be
addressed). Other interviewees did not use terms such as “suspicion” or “skepticism”,
but did mention how they would like to see such explanations for different concerns
causing vaccine hesitancy, instead of just this one.

A valuable insight arises from these remarks – although it is beneficial that the expla-
nation is specific and directed, at the same time it cannot be too narrow, otherwise it
may be considered incomplete, or even biased – and thus less trustworthy. This suggests
that the perceived completeness of an explanation is important for user acceptance and
that completeness needs to be achieved by considering the wider context of the explana-
tion, not just the specific question it is addressing. Designing effective explanations thus
requires us to consider which other related issues should also be addressedwhen explain-
ing a specific point (e.g. based on what other issues users consider to be related). This
insight readily translates to AI explanations as well, as many methods provide explana-
tions only of a specific result of an AI system. Although in the case of this prototype the
idea was to tackle just one specific COVID-19 vaccine-related concern as a prototypical
example, it would have been beneficial to provide users with the option to explore further
explanations addressing related issues to avoid the impression of selective exposure and
thus reinforce the trustworthiness of the given explanation(s).

5 Evaluation

5.1 Methodology

The developed prototype was evaluated during two interactive online workshops; one
took place in December, 2021 with bachelor students in health communication, the sec-
ond one was conducted in January 2022 with high-school students. After a short intro-
duction to the project the students could explore the prototype (without prior explanation)
and give feedback through an online survey. A consent form for survey participation was
provided at the beginning of the survey including GDPR compliant information on how
their (anonymized) data will be used for research. The survey contained questions about
the suitability of the given explanation for this particular concern, the understandability
of the explanation and how different elements of the explanation influence it, and lastly,
the potential impact of the explanation on future behavior. The responses were elicited
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on a 5-point Likert scale with labels at the endpoints (1-strongly disagree, 5-strongly
agree). The survey was completed by 45 bachelor students (69% female, 29% male, age
19–28), and 43 high-school students (60% female, 21% male, 9% diverse, age 15–18).
The majority of the participants were vaccinated against COVID-19 (74%), 14% were
not vaccinated, and 8% were recovered from the virus (additional 3% didn’t want to
disclose this information).

5.2 Results

Overall, 82.5% of all the participants either partially or strongly agreed that the expla-
nation is comprehensible. 74% partially or strongly agreed that the contrastive element
makes the explanation more understandable, while 85% stated that the stepwise expla-
nation process through individual challenges improved understandability. This supports
the choice of the contrastive technique and the structured narrative. It supports sug-
gestions from previous work (e.g. [45]) that more closely user-centered explainability
techniques, such as contrastive explanations could be well-suited for non-experts and
would merit further investigation in this context.

Regarding individual design elements of the explanation, visual elements were found
helpful for understanding the explanation by 57% of respondents. The respondents also
mostly agreed (55%) that the dialogue format contributed to the explanation being more
understandable, although more than a third (34%) were undecided on this matter. Partic-
ipants’ responses on how specific elements made the explanation more understandable
are shown in Fig. 4.

Fig. 4. Perceived impact of the explanation elements on understandability
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We performed a non-parametricMann-Whitney test to check whether there were dif-
ferences between bachelor and high-school students in perceiving howdifferent elements
support the understandability of the explanationWe found that high school students found
the dialogue and the visualizations to be more helpful for the understandability than the
bachelor students (Mann-Whitney U= 1371, p< .001 (dialogue); Mann-Whitney U =
1229, p < .05 (visualizations)). Both in the case of the dialogue, and the visualizations,
bachelor students expressed a more neutral stance on average towards how these ele-
ments impact the understandability of the explanation (Median= 3), while high-school
students exhibited higher agreement with the statements that these elements help with
making the explanation more understandable (Median = 4). The source of these dif-
ferences is not clear, but they suggest that some additional tailoring of the presentation
style could be done for these two different groups of users.

Insights from the free feedback field in the survey also confirm that there were
difficulties in recognizing the dialogue element. This qualitative part of the survey also
affirmed the observation from the interviews in the testing phase that addressing only
one user concern in the explanation left the impression of its incompleteness. Another
common comment was that there should be even more visualizations, less text, and that
the prototype should be more interactive. On one hand, this points to a preference for a
visual rather than textual medium of communication for the explanation. On the other
hand, the wish for more interactivity could be related to the preference for more user
control over the information flow and presentation. Both observations give indications
of user preferences that could also play a role in and inform the design of more effective
user-centered AI explanations for non-experts.

While being careful not to draw too strong conclusions from this explorative evalua-
tion, the results indicate that the prototype could have a positive impact on the openness
of users towards considering the information presented in the explanation, though with
caveats. Two-thirds of the survey respondents thought that the worry of the COVID-
19 vaccines being developed too fast to be safe was well addressed in the prototype
example (68%). Regarding the question if the example could increase the willingness
to vaccinate, almost half of the respondents were positive in their assessments (48%),
although a sizeable proportion was neutral (39%). Only 14% of the respondents thought
that the example could backfire and result in decreased willingness to vaccinate, while
26%were neutral about this. Half of the survey respondents stated that they would share
the presented explanation with a vaccine hesitant person (55%), while around 25%were
undecided and 18% would not do it. Overall, these results suggest that the explanation
was considered effective for the majority of participants, but could use improvement
to reach the undecided ones (especially regarding its extension with other related user
issues and concerns). The obtained data to not provide any specific evidence for explain-
ing the reasons behind the small but existing proportion of negative responses. These
could be due to deep-seated prior beliefs (e.g. “anti-vaxxers”) that cannot be adequately
addressed by explanations alone.

Though the results indicate that the prototype could have a positive impact on the
openness of users towards considering such explanations and on the propensity to share
them with vaccine hesitant people, the very small number of unvaccinated study partic-
ipants doesn’t allow conclusions about the potential impact on most critical users with
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stronger negative prior beliefs. This is a limitation, albeit a known big challenge for
any work in this area. On the other hand, our study did include participants previously
skeptical towards COVID-19 vaccines and those helping vaccine hesitant people resolve
their concerns whose assessments can (to a certain extent) be considered as a relative
proxy for the lack of a larger number of vaccine hesitant participants.

6 Discussion and Lessons Learned

It is a well-known premise and proven experience of Design Thinking and related user-
centered approaches, that adopting a user-centered perspective helps us understand how
a given problem is actually experienced and reasoned about from a user’s point of
view. In our case, the insights from the empathize and define stages emphasize the
importance of not relying solely on expert understanding and definition of a problem that
needs to be explained, neither content-wise, nor language-wise. This readily translates
from our specific case of explaining the “black box” of COVID-19 related concerns to
explanations in complex AI systems. We should always try to understand how users
experience a problem or a system, how they think about it (i.e. interpret it and form a
mental model), and how they talk about it (i.e. externalize and update their understanding
through communication with others). That should guide the decisions regarding which
results and/or parts of the system need explaining, what type of explanation technique
could be best suited and how the explanations should be formulated or presented (e.g.
text vs. visual, degree of interactivity).

The insights obtained in the ideate and prototype stages emphasize the importance
of an interdisciplinary approach to designing effective explanations. The evaluation
results suggest that extending the chosen technique from explainable AI (contrastive
explanation) with techniques and findings from persuasive communication, HCI and
visualization has contributed to making the prototype more understandable and effective
for users. The differing attitudes to specific elements by different portions of users (e.g.
visual elements, dialogue principle) suggest that different users value and need different
presentation styles to a different extent. That reflects well-known findings from a long
tradition of HCI research, but also from more recent work on motivating and facilitating
behavioral change [36, 49, 71].

The integrated approach also made the technique that we have used as the core of
our explanation more flexible, because the prototype clearly shows how adaptable it can
be, while still obtaining the basic structure of a contrastive principle. In spite of carefully
tailoring our explanation to user needs, the feedback from the testing phase shows that for
an explanation to be perceived as complete it should include sufficient context beyond its
specific focus (e.g. related issues the users might consider after being confronted with
the explanation). Otherwise, there is a risk that the explanation is perceived as being
insufficiently complete (“not enough”) undermining its trustworthiness.

Moreover, not only the context of the problem addressed by the explanation needs
to be considered, but also the user’s context, their prior beliefs, existing knowledge, and
expectations. In terms of a common formal framing of contrastive explanations (“Why
P, rather than Q?”) [44] we need to knowwhat the “Q” amounts to for different users, i.e.
the different alternative outcomes that different users are (often implicitly) considering
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in their questioning of an observed situation or result of an AI system. Along the same
lines, not only is it important to know the alternative outcomes that the users contrast
with the observed reality, but perhaps just as importantly, to know who is asking the
question, what is their motivation, their prior beliefs, background and values. The latter
aspects are a difficult challenge to address not only in future work on expanding our own
approach, but also in research on AI explainability in general, where they have yet to
receive appropriate attention.

7 Conclusions

In this work we have explored how we could translate techniques and insights from
AI explainability research to developing effective explanations of complex issues in the
COVID-19 pandemic through a user-centered approach. We have discussed how the
problem of AI explainability is related to more general explainability problems that can
occur in different contexts, where people face complex systems and phenomena that they
cannot directly observe and readily understand, thus perceiving them as in-transparent
“black boxes” and questioning their validity and trustworthiness. We have shown how
explaining complex COVID-19 information is an example of such an explainability
problem.

Accordingly, we have discussed how we developed an interdisciplinary conceptual
design framework and applied a user-centered approach based on Design Thinking to
develop a first prototype demonstrating the adaptation of an AI explainability technique
to explain a complex COVID-19 vaccine concern. The developed prototype integrates
a contrastive explanation technique with methods from communication science, visual-
ization and HCI to provide a user-centered explanation for a typical question regarding
the safety of COVID-19 vaccines.

The first prototype and results of its evaluation with potential users show that the pro-
posed conceptual approach can inform the design of effective user-centered explanations
for complex issues in a way that increases their understandability and comprehension.
Our focus on cognitive aspects such as understandability thereby addresses only one
type of factors in vaccine hesitation; the reasons of hesitancy are manifold in different
individual, social and cultural contexts. The presented explanation approach could thus
only ever provide a piece of the solution puzzle.

Overall, the results indicate that it is possible to apply methods and insights from
explainable AI to explainability problems in other fields and support the suitability of our
conceptual framework to inform that. In addition, we have shown how the insights and
lessons learned from this work could inform further work on user-centered approaches
to explainable AI itself.

Although we have presented a very specific example aimed at helping people resolve
a specific concern, we believe that its structural composition could trigger a broader
reflection: the narrative of four typical challenges that impact vaccine development
process illustrates some of the broader aspects of how scientific research works, what
procedures and challenges are involved, and how they were in this case resolved. To
us, this relates our approach to a bigger issue that we need to address: how to effec-
tively communicate complexities of scientific research without neither overwhelming,
nor oversimplifying, but supporting trust-building through increased understanding.
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In further work we plan to apply further explanation techniques (e.g. counterfactual
explanations) to additional types of concerns and to evaluate the ecological validity of
the approach in more realistic settings. From this, we hope to derive a more compre-
hensive conceptual framework for designing effective user-centered explanations both
for COVID-19-related communication and for informing further work on user-centered
approaches to AI explainability itself.
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Abstract. With ongoing technological advances, artificial intelligence (AI) tools
are becoming increasingly capable of handling not only repetitive tasks, but also so
called “white collar” knowledge work involving abstract cognition and communi-
cation to accomplish complex tasks. However, AI’s limitations regarding adapting
and processing exception events, finding creative solutions, and making ethical
and moral evaluations render the involvement of human users as AI overseers
or ultimate decision-makers necessary. The effectiveness of such a human-in-the-
loop approachwill depend on amultitude of factors, including those related to user
interactions afforded by the design of the AI. This paper reports the current state of
a work-in-progress research project aiming to identify key design considerations
and their implications to keep humans in the loop when AI handles a complex,
knowledge-intensive task. Out of an initial pool of 3,698 peer-reviewed articles,
720 were screened-in for relevance. From a subset of 18 articles used in this paper,
preliminary findings, implications for theory and practice, and recommendations
for future research are discussed.

Keywords: Artificial intelligence · Responsible · User interface · Human-AI
interaction

1 Introduction

With increased digitization and technological advancements, artificial intelligence based
digital decision support agents are becoming more common in information-intensive
workplace tasks. Such tasks involving complex, non-routine processes concerned with
abstract knowledge and symbols are often referred to as knowledge work [1]. Example
fields in which knowledge work is supported by artificial intelligence include medical
imaging [2], supply chain management [3], finance [4], and even academic knowledge
creation [5]. However, the involvement of AI in knowledge work does not invalidate
the “human in the loop.” Instead, the nature of knowledge work requires humans to be
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involved either as a governor of AI, or as a supporting agent in the decision-making
process, because this type of work is characterized by its lack of structure, low level
of standardization, the presence of bureaucracies, and the constant need to build upon
humans’ previous state of expertise [6].However, little is knownabout how to responsibly
design AI tools to enhance or maintain human expertise by keeping them aware of the
context of the task supported by digital decision support agents.

Knowledge work comprises problem-solving, planning, and decision-making, the
common characteristic being an abstract outcome in the form of a decision, often a
product of the use of cognitive skills. These tasks becomemore challenging inworkplaces
due to three features: uncertainty, complexity, and equivocality [7, 8]. In other words,
these decisions involve many constraints, unknowns, and stakeholders with different
objectives and, thus, different interpretations of the same context [9]. Similarly, many
of the complex level organizational decisions have little to no similar past examples
[10]. In addition, they are ill-structured problems, meaning that it is often impossible to
model them analytically by enumerating potential outcomes with their probabilities of
occurrence [11]. In such situations, human decision-makers use their implicit knowledge
to guide their decisions using an intuitive approach, whereby, they cannot precisely
verbalize afterwards why they made such a decision [12, 13].

Therefore, translating this implicit, intuitive, and qualitative knowledge held by
human decision-makers into codified data to be used as an input to the AI may not
always be possible. Moreover, the implicit knowledge sets of human decision-makers
may also include moral or ethical concerns critical to the well-being of all stakeholders.
Consequently, a human-AI teaming model is often more suitable for knowledge work
tasks than full automation that relies heavily on AI. However, a human-AI team can
only be effective and successful when both members are aware of the contextual factors
during all decision-making phases [14]. Increasing the awareness of human users in
a world of constant data flows will only be possible with careful consideration of the
design of user interfaces allowing human-AI interactions.

Motivated by the previous discussion, this study seeks answers to the following
questions by conducting a literature review:

RQ1. What are the user interface design needs and challenges in the development
of responsible AI tools supporting knowledge work?

RQ2. What are the implications for user interface design research to address these
challenges?

The current work-in-progress paper reports on the current state of literature identifi-
cation and data extraction, and explains plans for further steps of this research. Section 2
presents the relevant background information as a grounding for what follows in the next
pages. Section 3 describes the used literature review methods, which is then followed
by preliminary results in Sect. 4. The concluding section brings the topics for potential
discussion points and future research topics.
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2 Background

The theories of classical and neoclassical economics from the late 19th century consider
three resources important for production: land, labor, and capital. These theories assume
that labor is a uniform resource, and they consider employees of companies as hands
and bodies only. In the 20th century, developments in information and communication
technology enabled a transformation in this view to consider human resources as a
function of learning, thus, knowledge [15]. This transformation in the way labor is
considered can be observed through the inception of the ‘knowledge economy’ term [16]
and a parallel theory commonly used in themanagement literature – the knowledge-based
view.With this change, a new employment group has also emerged: information workers
or knowledge workers. This change in how labor is considered has been materialized
through the information workers’ contribution to the economy. Recent studies show
that knowledge workers, or information workers, contribute 61.9 percent of the value
generated in the United States [17].

Although there are various definitions of knowledge work in the literature, some
common characteristics make it easier to distinguish knowledge work from traditional
labor [1]. First, knowledge work requires formal training before hands-on work experi-
ence. Second, this type of work often involves complex decision-making problems that
require processing large chunks of information. Third, the tasks involved in the bound-
ary of knowledge work include non-routine tasks that are difficult to standardize. Lastly,
sharing abstract information with other knowledge workers is a crucial step to success
in these tasks since information sharing enables all knowledge workers to have a better
understanding of the contextual factors involved in their environment [18].

As technological capabilities improve, AI-powered decision support tools become
more involved in knowledge work [2–5]. However, due to the non-routine and unstruc-
tured nature of knowledge work, full automation of such tasks is far from reality with
the current technologies. Therefore, a human-AI teaming model working together to
accomplish a satisfactory level of performance is the most suitable AI application model
in the context of knowledge work [14]. These teaming models benefit from the adaptive
capabilities of humans and the data processing abilities of computers in achieving better
decision performance. On the other hand, since information transfer activities among
team members are crucial in the context of knowledge work, an AI-powered decision
support system’s user interface must be designed to enable an efficient and effective
information-sharing process in both directions between the user and the system. Previ-
ous literature using a design science approach to address such problems may provide a
set of design suggestions to achieve an effective user interface to keep users’ situational
awareness levels high.

Design theory considers the design of an information system as a concept. It takes
the design process as a series of steps, including business needs identification, solution
identifications, development, and evaluation of the developed artifact [19]. Business
needs identification corresponds to the relevance aspect of design theory studies, whereas
a set of theories, frameworks, and other knowledge instantiations are used to rigorously
identify and justify a design solution to the identified problem, i.e., design implications.
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This work-in-progress literature review aims to identify different needs, their solutions
and potential future research opportunities using the design science framework as a lens.

3 Methods

This study uses the scoping review methodology [20] to map the literature on AI-based
decision-making tools used in the workplace. Recommendations to the scoping review
methodology were also considered [21, 22], and the checklist provided in the PRISMA
extension was used [23]. The research team will synthesize the findings and identify the
knowledge gaps to present an agenda for future research. As suggested by the scoping
review guidelines, the focus is on breadth rather than depth of coverage, and therefore,
grey literature will be included.

3.1 Identification of Relevant Studies

This scoping review utilized the following databases: Scopus, Web of Science, and the
ACM Digital Library. To determine which sources to use for this scoping review, the
research team consulted with a librarian and investigated which publications would
provide the most relevant studies given our context. Scopus and Web of Science are
reliable and comprehensive databases covering multidisciplinary academic fields. The
ACM Digital Library is also a comprehensive database that offers high-quality journal
publications focusing on information technology.

There were four categories of keywords used: decision-making, AI, user interface
(UI) design implications, and “core” keywords, which are related to responsible AI.
The research team used an iterative process to determine which keywords to use that
would achieve a good balance of coverage and anticipated “noise.” The initial set of
keywords regarding decision-making, AI and UI was determined by a team meeting.
After reaching a consensus on the initial set, the research team engaged in an iterative
process. The research team screened 30 randomly selected papers from the query results
to examine their relevance to the research questions in each iteration. For each paper
considered relevant, synonyms of the query keywords were extracted from the abstract.
Based on those relevant papers, the research team also conducted a backward search
to collect references and keywords to benchmark the determined set of keywords. An
iteration is stopped once additional synonyms no longer surface from the next set of
studies. Then, the research team constructed a new query using the updated keyword
set. This process is repeated for four iterations. One issue that appeared during the
multiple iterations is that the papers do not have a unified way to name AI techniques
and algorithms, which introduced many noises in the query result. Therefore, two more
iterations and ameeting with another researcher working in the responsible AI field were
conducted to verify the final set of keywords. The definitive version of the search query
generated 3,471 results on Scopus, 546 results on Web of Science, and 115 results on
ACM Digital Library. A sample of the keywords can be seen in Table 1.
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Table 1. A representative but non-comprehensive sample of the keywords.

Decision-making AI UI design Responsible AI

Decision-making,
Expert decisions,
Decision support,
Expert system

Artificial intelligence (AI),
Recommender system,
Machine learning,
Natural language processing

User interface,
Interface design,
Interaction design,
Design guidelines

Ethical,
Explainable,
Trust

Identified papers were screened against several criteria determined by the research
team. First, a paper needs to talk about an AI-powered decision support tool to be
included. This is a required criterion since there are different nuances between user
interactions with a rule-based decision support system and an AI-powered decision sup-
port system, primarily stemming from the lack of explainability of some AI algorithms
and the resulting trust-related concerns. Second, a paper needs to discuss at least one
user experience design challenge or problem to be considered eligible for inclusion in
this review. Third, the focal AI-powered decision support system in the primary study
must support a workplace task that fits the conceptual boundaries of the knowledge
work term. For example, a paper discussing an AI-powered decision support system to
help users make healthier life choices would be excluded. Fourth, literature reviews and
other publication types such as conference calls for participation are excluded due to the
difficulty of extracting any design implication that fits the design science framework.
Although the identified literature reviews are excluded, they will be used to identify
further relevant studies in the further stages of this work-in-progress literature review.
Lastly, considering the technological developments regarding human-computer interac-
tion and artificial intelligence tools in the last decade, studies published before 2012
were filtered out from the list of identified records.

3.2 Screening of the Search Results

The abstract screening process comprises four phases as an iterative method to achieve
sufficient inter-rater reliability levels. Three reviewers screened abstracts from a number
of records in each phase, then participated in a weekly team meeting to resolve the
disagreements while using amajority votingmethod. At the end of each phase, reviewers
resolved the conflicts identified in the Covidence platform during the screening process
before proceedingwith the full-text reviews and data extraction.After the first iteration of
inter-rater reliability tests on abstracts, the inter-rater agreement was 83% (n= 80), 73%
(n = 26), and 66% (n = 35) amongst the three reviewers. During the second iteration,
the inter-rater agreement was maintained/improved to 82% (n = 102), 78% (n = 151),
and 70% (n = 71) for the three pairs respectively. These agreement proportions were
95% (n = 21), 90% (n = 21), and 67% (n = 21) in the third iteration; and 93% (n =
15), 87% (n = 15), 87% (n = 15) in the fourth iteration, respectively. The weighted
average of these inter-rater agreement percentages is 77% for the first iteration, 78% for
the second iteration, 84% for the third iteration, and 89% for the fourth iteration. In the
fourth iteration, Cohen’s Kappa values for each of these three pairs were 86%, 73%, and
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71%; which were deemed satisfactory enough to assume that researchers share a good
level of common understanding of the inclusion and exclusion criteria.

The inter-rater conflicts can be classified into the following three groups: 1) deter-
mining the presence of AI, 2) determining the workplace context, and 3) determining
the inclusion of a graphical user interface (GUI) and design implications. Regarding the
first issue, some abstracts did not explicitly mention “Artificial Intelligence” or “AI.”
Still, the use of AI technology could be inferred and subjectively interpreted when
related concepts such as machine learning, neural networks, and cognitive computing
were mentioned. Concerning the second issue, AI-empowered decision support systems
designed for educational and medical use could be interpreted from the experts’ view or
the receivers’ view, but this distinction was not apparent in abstracts that did not specify
their target users. Concerning the third issue, empirical studies focused on AI-based
decision-making tools could be presumed to include a user interface. However, this was
not consistently and explicitly mentioned in the abstracts. After meetings among the
researchers, abstracts that had unclear explanations regarding any of these explanations
were decided to be included in the full-text screening phase.

Records that have passed the abstract screening phase were obtained as full-text
documents and are being screened against the same inclusion criteria. A similar inter-
rater reliability test was also conducted to screen full-text documents with two separate
iterations. In the first iteration, agreement proportions were 100% (n = 16), 86% (n =
14), 50% (n= 8). After the first iteration, disagreementswere discussed and the inclusion
criteria were updated. In the second iteration of inter-rater reliability tests of full-texts,
proportion agreements were satisfactory as 90% (n = 20), 90% (n = 10), and 90% (n
= 10). The weighted average of these inter-rater agreement percentages is 84% for the
first iteration of inter-rater agreement tests, and 90% for the second iteration. Cohen’s
Kappa values between these three researcher pairs are 79%, 81%, and 81% in the second
iteration.

Currently, the screening of abstracts is complete, with 720 abstracts identified for
full-text screening. The full-text screening is in process, with 134 papers screened and
56 identified for inclusion. A summary of the primary study identification and screening
process can be seen in Fig. 1.

3.3 Charting, Collating, and Summarizing the Information

The data were extracted from the studies using a data extraction template created on
the Covidence platform. Three reviewers extracted data in parallel for 18 studies inde-
pendently. The extracted information includes a summary of each article, the theoretical
background (if mentioned), the study type (experimental, conceptual, case study) and
context (education, finance, healthcare, manufacturing, etc.), the methods implemented
(participants, data collection method, type of AI technology used), the key findings,
and authors’ recommendations for future research. In addition, the problems and their
respective design implications were extracted based on their relevancy to responsible AI
pillars: ethics, accountability, explainability, and privacy. The research team will discuss
the findings to identify emerging themes across the various study contexts and potential
knowledge gaps, thus providing directions for future research.
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Records identified from: 
Scopus (n = 3,471) 
Web of Science (n = 546) 
ACM Digital Library (n = 115)

Records removed before screening:
duplicate studies (n = 434) 

Records screened
(n = 3,698)

Records excluded: 
irrelevant abstract or title  
(n = 2,742) 
publication date is before 2012  
(n = 236)

Full-text records for retrieval 
(n = 720) Full-text not publicly available (n = 1) 

Full-texts assessed for eligibility  
(n = 134) 

To be screened (n = 585) 

Full-texts excluded: 
no design implications (n = 26)
not an AI-powered DSS (n = 25)
not a workplace decision-making 
task (n = 12)
literature review (n = 7)
study type not suitable (n = 7) 

Studies included in review
(n = 56)
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Fig. 1. PRISMA flow diagram of the primary study identification and screening process.

4 Preliminary Results

Out of all 3,698 identified studies, the abstract screening phase yielded 720 records for
the full-text screening. One hundred thirty-four studies were screened based on their
full texts, and 56 were marked to be included in the review. 18 of these 56 included
papers were randomly sampled for data extraction to gather some preliminary results.
The described data extraction rubric was used to extract data from these 18 studies.
These preliminary results are presented in this section.

The identified studies are concerned with different contexts, including healthcare (7
studies), aviation (2 studies), public security and surveillance (2 studies), and automation
engineering (1 study). Six studies did not focus on a specific context but instead focused
on an application that can be implemented in any relevant context.
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In terms of the AI types based on their objectives, detection is the most frequent AI
task with six identified studies. Recommendation and decision are also equally frequent,
with six studies concerning each objective. In healthcare, the objectives of AI include
detection and decision only.

Considering the four pillars of responsible AI, the most common problem that is
sought to be solved is explainability, which is understandable considering our study’s
focus on human-AI interaction implications. In addition to explainability, some other
design implications were identified concerning other pillars of responsible AI. A non-
comprehensive list of these findings is listed in Table 2.

Table 2. Some examples of preliminary findings on common responsible AI problems and their
UI design remedies.

Responsible AI pillar and
context

Problem UI design implication

Accountability
Healthcare

Even though AI makes a
recommendation, the legal
accountability of medical
malpractice is on the doctor

Users must be informed clearly
about the responsibilities, and
the system should receive user
feedback if an incorrect
suggestion is made

Explainability
Multiple contexts

Users’ preferences may not be
reflected in a model that
learns from aggregate data

AI models should have an option
to make suggestions based on
users’ personalities, preferences,
and ways of working. These data
can be obtained using a survey

Explainability
Multiple contexts

Users feel overloaded with
information

Tracking user’s eye movements
and assessing whether they are
aware of the detected issues, and
reducing the level of detail
based on the inferences on the
user’s awareness of the solution

Explainability
Multiple contexts

Users are having difficulty
understanding why a specific
suggestion was made

Implementing graph-based
interactive functions such as (1)
an interactive experiment tree
that shows potential outcomes
with different input levels, (2)
representing relationships
among entities on a graph (3)
using a graph involving nodes
and arcs that are updated in
real-time based on user input
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5 Discussion

Using AI in organizational decision-making contexts has the benefits of fast, efficient
decision-making. On the other hand, humans have their own strengths in the equation,
especially in adapting to changing conditions. Since knowledge work involves non-
routine tasks in changing environments, AI-powered decision support tools need to be
designed in a way that the user is aware of the contextual variables at any time. Such an
approach will enable the user to confidently take over in case of a non-routine problem
for which the AI has fewer past examples and a lower confidence level in its suggestions.
This study investigates the user experience design principles that will help keep humans
in the loop.

Currently, we have screened 134 papers and identified 56 studies discussing design
remedies to problems regarding the development of responsible AI tools in different con-
texts. Our preliminary results show that there is more research activity in the healthcare
context concerning responsible AI in workplaces. Moreover, explaining the reasoning
process of an AI tool is one of the topics of interest, especially in healthcare. Various
remedies from the literature include interactive graphs of input data and experiment
trees that allow users to see the evolution of a recommendation as input values change.
Moreover, these implications also include managing users’ cognitive load during long-
term interactions with an AI by measuring users’ cognitive load states with the use of
additional physiological sensors such as eye-trackers.

One significant finding fromour preliminary study indicates thatmany studies follow
a design science research paradigm. However, not all are at the same stage of the five-
step design process: awareness of the problem, suggestion, development, evaluation, and
conclusion [24]. For example, a study may only highlight a problem, a business need,
with less detailed discussions on potential suggestions or remedies. On the other hand,
another study may present an artifact and its theoretical justifications and evaluations.
To identify AI user interface design problems requiring further evaluation, development,
or suggestions, we will extract additional data based on the design science framework
[24].

Finally, most papers following the design science research process in our initial set of
identified studies presented a developed IS artifact withminimal theoretical explanations
and justifications for their design choices and suggestions. Future research may benefit
from emphasizing theoretical explanations as to why a design suggestion should be
expected to work.
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Abstract. Shneiderman’sHuman-CenteredArtificial Intelligence (HCAI) frame-
work suggests that high human control of automation is necessary to create reli-
able, safe, and trustworthy systems. The HCAI framework demonstrates that there
is no need to sacrifice human control when incorporating higher levels of automa-
tion. We propose that Shneiderman’s two-dimensional framework is static and
unable to incorporate contextual factors such as the decision for a human-in-the-
loop system, cognitive limitations of the user, and user characteristics. The HCAI
framework, while an essential foundation, ought to reflect the flexibility of AI
systems, while meeting individual differences and situational requirements.

Keywords: HCAI · Artificial Intelligence · Automation

1 Introduction

Artificial Intelligence (AI) is a system that performs a specific task, drawing on a single
human ability such as visual perception, reasoning, and understanding context [1]. AI
is of the utmost importance and continues to improve. AI’s history is one of hope and
fantasy [2]. In recent years, basic research on AI has been focusing on robots and
pattern recognition [3].Major companies have begun incorporatingAI into their systems.
For example, Microsoft announced real-time translation robots and image recognition
products, along with Facebook. Amazon has incorporated autonomous robots into its
delivery system. In addition, many universities are helping develop AI, leading to the
creation of robot cars, cleaning robots, and four-foot walking robots [3]. These recent
advancements often blur the boundaries between autonomy and automation systems.

Automation varies across levels and stages [6]. The most widely used framework
describing the levels of automation is Sheridan and Verplank’s Framework, which bases
the levels of automation on a continuum that ranges from low (Level 1) to high (Level
10) [4, 7]. As the autonomy of automation increases, so does the level of automation.
Thus, autonomy in the automation is highest at the highest level of automation. A trade-
off between human control and autonomy is implicit in this framework; if the amount
of human input needed increases, the level of automation lowers. Thus, high human
control is at the lowest level of automation. In addition to levels of automation, there
are 4 different stages of automation [5, 6]. Stage 1 of automation consists of acquiring
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information from the environment. Stage 2 consists of using the information and analyz-
ing it. Stage 3 occurs when the automation chooses or decides a course of action based
on the previous analysis. Stage 4 carries out the chosen action. It is important to note
that levels of automation can vary within each stage of automation. Thus, there are two
dimensions, where a higher level and later stage equate to more automation [6].

Shneiderman introduces a topic referred to asHuman-CenteredArtificial Intelligence
(HCAI). HCAI explores the interaction between HCI with AI. Shneiderman’s definition
of AI suggests that AI systems can perceive, think, decide, and act. Such systems can
analyze emotions, adapt to a changing environment, and have equal status to a human
being [8–10]. Classically, the goal of HCAI is to maintain a human-centered view,
creating a future where technology is built around human control to create a reliable,
safe, and trustworthy (RST) environment. Doing so will keep humans in power by
creating systems that allow high levels of human control and high levels of automation.
Thus, devices should be made to amplify human ability, empower people, and ensure
human control [8–10]. As a result, technology should not be looked at as divine beings,
but as a tool or appliance, that allows humans to enhance their abilities. Shneiderman
provides this framework to overcome the stigma around more automation leading to less
human control. Shneiderman refers to HCAI as the Second Copernican Revolution [10].
Similar to howmany believed earth was the center of the solar system before Copernicus
developed a sun-centered model. Shneiderman wants researchers and designers to move
away from the mindset of AI being the focal point, and humans revolving around AI,
and instead lean towards a human-centered model. Thus, instead of focusing on how to
improve AI and machine autonomy, we should focus on improving the user experience.
Shneiderman believes that an HCAI approach will eliminate the fear associated with a
future of autonomous robots taking over the world, or on a much smaller scale, taking
over jobs. He noted that just because humans are of focus, does not mean that designers
should build products that emulate the appearance or behavior of a human. Such products
tend to lead to fear.

While designing AI around the needs of the user is an important consideration
for RST environments, our motivation is to expand the conversation beyond a two-
dimensional framework. This paper contributes to the expansion as a translation of
human factors literature from automation to the HCAI framework. We believe that it is
important to highlight the process underlying the high human and automation control
quadrant to have a better understanding of designing automation around the human. We
do not seek to replace the framework but instead enrich the conversation with human
factors considerations.

Wewould like to address that Shneiderman’s definition ofAI is broad. This definition
includes AI with machine learning algorithms and adaptive systems, but also automation
in general [8]. Although the argument can be made that the boundary between AI and
automation is fuzzy, we believe there should be a distinction between automation that
uses sensors and AI capable of learning and making decisions.

Furthermore, human interaction with AI will be different depending on how the AI
functions. As van Berkel and colleagues suggested, there are three paradigms of human
interaction with AI: intermittent, continuous, and proactive [34]. Intermittent interaction
is described as a conversationwhere a user inputs a cue, theAI responds then the userwill
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react. Continuous interaction is like commentary where user input is now continuously
monitored and given suggestions by AI. Proactive interaction has the AI monitoring
the environment with sensors and can complete make decisions and act with or without
human input. High human control is desirable for intermittent and continuous human-
AI interaction, but perhaps less critical with proactive human-AI interaction in cases
that are not time sensitive and safety critical. Perhaps what we seek with proactive AI
interaction is not control but coordination by having AI that are transparent. Although
Shneiderman believes in a teammate fallacy when designing AI [10], there is evidence
suggesting that user perception and expectation of teamwork exist for users [35].

Although we believe there is a distinction between AI and automation there is still
a strong connection that should not be ignored. Indeed, The HCAI framework is a
beneficial framework for designing automation and AI for RST systems. However, we
suggest that this framework can be enrichedwith human factors considerations.We that a
two-dimensional approach toAI does not consider contextual factors such as the decision
for a human-in-the-loop system, cognitive limitations of the user, anduser characteristics.
We highlight that human control over automation is a continuous process where the
operator observes the feedback from the current system and adjusts the automation when
necessary. As with all new frameworks, there are assumptions that must be carefully
considered to grow their utility.

2 Context of Human-in-the-Loop

Wickens and colleagues suggest four purposes of automation: performing functions that
humans cannot perform due to inherent limitations, alleviating high workload of tasks
that humans can perform, augmenting or assisting in human performance, and economic
reasons [11]. The HCAI framework accounts for alleviating humans of workload and
augmenting human performance but disregards the other purposes of automation. It may
be advantageous to consider the purpose of the automation before human involvement.

When referring to a system that involves human-in-the-loop, the human controls the
AI and monitors the situation [12]. Human-in-the-loop is most beneficial in dynamic
environments where a failure of the AI can lead to disastrous consequences in time-
sensitive or safety-critical situations. To operate in these environments, AI needs open-
world algorithms. These algorithms enable the AI to update their database about
unknown objects and are capable of decision-making using this information. Exam-
ple situations where AI benefits from human-in-the-loop are Urban Search and Rescue
(USAR) scenarios and adversarial tampering.

USAR scenarios consist of a human-robot team where humans understand the phys-
ical layout of a building but are physically removed from the environment. The robot
is sent in with established goals, perceives environmental stimuli, and communicates
acquired information. Humans choose to update the initial goal based on new informa-
tion [13]. This scenario fits Shneiderman’s HCAI ideal, where high human and automa-
tion control are desirable. Due to unknown elements, there are situations where the AI
misinterprets a signal or incorrectly changes the goal of the mission. When humans
monitor the AI, ideally all false alarms will be filtered out, and correct detections will
be dealt with appropriately.
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Adversarial tampering is another situation where it is beneficial for human-in-the-
loop with AI. The AI needs state-of-the-art out-of-distribution detectors (OOD) to
accomplish open-world algorithms. This is incorporated with a type of machine learn-
ing that is used to filter out unwanted or ambiguous inputs in dynamic environments.
However, even with state-of-the-art OODs, Sehwag and colleagues found these OODs
can be evaded or manipulated with relative ease [14]. Therefore, it is beneficial to have
human-in-the-loop when malicious intent is known because humans can monitor the
situation for AI failures.

Although there are situations where high human control is beneficial, there will
be times where it is not beneficial or even necessary. For scenarios such as economic
purposes, enabling humans to perform tasks they are unable to accomplish, or decision-
making made by users who do not fully understand AI, it would be beneficial to exclude
humans from the system. Although transparency of the AI may keep human involve-
ment in some of these scenarios, we assume that there is a complex interaction of the
user with AI preventing ease of implementing transparency, such as a proactive inter-
action paradigm described earlier [34]. Human-out-of-the-loop systems have no human
in physical control nor monitoring the situation or have humans in physical control
but not monitoring the situation [12]. These systems thrive in static environments with
predictable conditions. This is due to most AI algorithms running on a closed-world
assumption [15]. This logic indicates that unknown objects are not important, which in
return cannot be processed by the algorithm under any circumstance. Situations where
time is unlimited, and decisionsmade byAI will not result in endangering life could ben-
efit from removing the human from the system.Detection ofmalware is a situationwhere
keeping humans out of decision-making could increase cyber security. Older versions
of anti-virus programs require users to make decisions about every virus encountered.
When a user is not an expert in cyber security, this may lead to incorrect decisions. For-
tunately, modern software can automatically block or quarantine infected files. Machine
learning techniques can be incorporated to detect new and advanced malware [16]. In
this situation, high levels of human control could lead to less cyber security when the
user has a minimum understanding of malware.

At home service robots demonstrate a situation where a dynamic environment can
incorporate AI and humans-out-of-the-loop. This situation can provide certain humans
with a service that they cannot perform. For example, if a person cannot walk in their
home without assistance, the service robot can deliver a requested item. The user can
give a command to the robot requesting an unknown item or retrieving an item when the
location is unknown [15]. The user has control over the robot but is unable to monitor
the robot’s decision making. For example, when trying to retrieve a water bottle from a
different room the robot will have to decide where to look. When the robot is incorrect,
it can update its databank and try again until the correct decision is made. These low
consequence situations enable a human-out-of-the-loop system.

3 Cognitive Limitations

To maintain a high level of human control and automation control, Shneiderman pro-
vided suggestions for redesigning various products or services based on the Prometheus
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Principles [8]. Shneiderman’s principle emphasized providing informative feedback on
the visual interface allowing users to understand and control the automated system. For
example, patient-controlled analgesia devices can be designed to allow sensory feedback
while the patients control the pain medication, creating RST systems. Indeed, providing
informative feedback can potentially achieve a high level of human control and automa-
tion control. However, in a multitasking environment, maintaining high levels of human
control can be challenging due to the user’s cognitive limitations. Notably, implement-
ing AI can potentially direct the user’s attention away from the primary task since users
are tasked to monitor the AI [17], degrading primary task performance. The high level
of automation could constrain the operators from performing multiple tasks in various
professional environments, including air traffic control [18] and aircraft cockpit [19–22].
It is critical to consider the attentional limitations of highly automated systems within
the context of HCAI framework.

Air traffic controllers typically monitor the aircraft and navigate the aircraft to the
right path. Implementing automated alert systems to air traffic control can direct the air
traffic controllers to critical events on the visual screen. However, the automated alert
system could disrupt the air traffic controller’s primary task, directing attention away
from the primary task and degrading primary task performance [18]. Alternatively, pilots
operating the aircraft could overlook the automated alert system’s notification due to
the reliability of the automation [19, 20] and the attentional demand imposed by the
primary task [21, 22]. Several incident reports indicated that implementing high levels
of automation control allowed operators to behave counterproductively. For example,
the National Transportation Safety Board [23] reported that Asiana Airlines Flight 214
collided at San Francisco International Airport, resulting from the pilot’s misuse of
the autothrottle system. Specifically, the pilot failed to recognize that the autothrottle
system did not control the airspeed while approaching the runway. The pilot’s misuse
of the autothrottle system is attributed by the pilot’s overreliance on the automation [20,
24]. In aviation, AI has been widely used to optimize various tasks such as a pilot’s flight
operation.However, the reliability ofAI and the attentional demandof the concurrent task
could potentially constrain the system from establishing high levels of human control and
automation control. This challenge can be best described by referring to the theoretical
framework of attention allocation.

Theoretical models of attention allocation could potentially explain the degraded
performance in a multitasking environment involving high levels of human control and
automation control. Particularly, the unitary resource model of attention [11, 25] could
indicate possible limitations of the HCAI framework. The unitary resource model of
attention indicates that users have limited attentional resources to allocate to a particular
task [11, 25]. Attentional resources refer to a unitary group of mental energy that is
allocated to different information processing stages, supporting the user’s mental pro-
cessing [25]. Within the unitary resource model of attention, task performance depends
on the correspondence between the attentional demand imposed by the task and the
number of attentional resources. Particularly, users’ task performance can degrade when
the attentional resources supplied does not suffice the attentional demand. Alternatively,
users can establish successful task performance when the attentional resources supplied
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suffice the attention demand. Although the attentional limitation for using highly auto-
mated AI systems may not be apparent in a single task environment, implementing in
a multitasking environment could potentially degrade the user’s task performance due
to the high attentional demand for monitoring the AI. Based on the unitary resource
model of attention, system designers are challenged to alleviate the attentional demand
imposed by the automated task in a multitasking environment. Thus, it is critical to con-
sider alternative approaches to address the cognitive limitation for implementing RST
systems in multitasking environments. One consideration for maintaining high levels of
human control and high levels of automation is to reduce the complexity of the automa-
tion. The complexity of the automation is a critical factor that increases the attentional
demand of the automated task [17]. Designing simpler automated systems could poten-
tially reduce the attentional demand, allowing RST systems to maintain high levels of
human control and automation control.

4 User Characteristics

Research on human-automation interaction has centered on professional users in tightly
controlled (and regulated) safety-critical fields such as aviation, air traffic control, nuclear
power, patient care, and military technology [26]. Embedded in most of this research
is an implicit or explicit expectation that operators of automated systems are highly
qualified, knowledgeable, and invested in avoiding adverse outcomes. The concept of
having high levels of automation and high levels of human control in this context is
feasible; experts by the very nature of their experience can leverage complicated, inter-
dependent automated systems to fit their needs and goals. However, more and more,
we are seeing AI and automation applications seeping into everyday life, fundamentally
changing who uses these systems. The ubiquity of AI means that people with a variety of
attitudes, experiences, and characteristics will be interacting with these systems; some
users may be less able or interested in modifying or controlling the automated systems.
Unlike professional automation operators, everyday automation users will most likely
not tolerate extensive, mandatory training on automation capabilities or AI functional-
ity. Everyday users’ potential lack of investment in the AI systems they use or how they
operate does not mean that we should exclude them from the automation control nar-
rative. Indeed, incorporating (and anticipating) casual users’ characteristics, attitudes
and capabilities can help us design more inclusive and personalized AI systems that
minimize the possibility of user misuse and societal backlash.

Although most consumer products that leverage AI are seemingly low stakes (inac-
curate autocorrect may be annoying, but rarely results in injury or death), automated
vehicles are expected to use AI to integrate information gained from vehicle and infras-
tructure sensors to constantly update existing road environment maps and allow vehi-
cles to make real-time routing decisions. Advanced driver assistance systems (ADAS)
demonstrate how consumers use and approach emerging technologies and can provide
lessons for the future deployment of highly automated vehicles and AI applications in
general.

First, there is the challenge, mentioned above, of ADAS becoming ubiquitous in new
cars. For example, all new Toyota vehicles come with their proprietary suite of ADAS
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functions (i.e., Toyota Safety Sense) standards, even at the most basic trim levels. Such
a wide implementation of ADAS features like lane-keeping assist, forward collision
warning, and blind-spot detection is expected to save lives and prevent injuries [27],
but against this, we also must weigh how people with little to no interest in advanced
technologies will use these features. In a survey, most drivers (83%) could not predict
how adaptive cruise control would function in a particular situation [28]. A full 40% of
respondents reported that features in their vehicle had acted in a way that they did not
anticipate, with most respondents reporting that they did not engage in any additional
information seeking behavior about their vehicle’s advanced features. Such disengage-
ment may signal casual users will exert less control over automated systems, either
because they do not possess the knowledge to do so or because they simply are not
interested in doing so.

Second, there is the potential for individual users to reject or discount automated
systems when they fail to meet their performance expectations. It should be a goal of
AI system designers to instill the appropriate amount of trust in automated features;
too much trust may result in overreliance, too little would result in complete disuse.
Repeated exposure to the emerging technology may be the best way to ensure proper
calibration of trust and use. In an 18-month longitudinal study, drivers of a vehicle with
ADAS features gradually adopted most of the advanced vehicle features while at the
same time acknowledging the limitations of the features [29].

Finally, we must acknowledge and anticipate broader societal backlash to AI, espe-
cially once the technology becomes ubiquitous. Generally, AI has limited transparency,
especially to the passive user [30]. This lack of transparency may lead to concerns about
privacy and prioritization of technology over people which may translate into negative
attitudes towards AI. Establishing unbiased organizations to evaluate the ethics of AI
is one route to prevent this wider backlash [9]. Shneiderman’s framework argues that
automation should serve the user, not the other way around, but it is essential to consider
how AI serves an individual user may not necessarily serve the wider public.

The notion of individual differences in terms of attitudes, experience, and character-
istics in the context of AI has not been widely considered. Incorporating these factors
into the design and deployment of AI can help us increase the personalization and flexi-
bility of AI systems to ensure optimal adoption while still ensuring that humans are fully
in control.

5 Future Directions: Dynamic Automation and Human Control

As AI becomes sophisticated and users and contexts become varied, a static frame-
work illustrating human-AI interaction may become outdated. Modern frameworks
need to focus on human-in-the-loop components, operator limitations, and individual
characteristics (i.e., attitudes, experiences, characteristics).

A user’s attitudes, experiences, and characteristics will influence how they deploy
automation (Fig. 1). If they opt to deploy a high level of automation, they can still retain
a high level of control over the task by choosing to remain in-the-loop. The decision
for the user to retain control or completely hand over control to automation will be
influenced by contextual factors such as whether the environment is dynamic or static,
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if the user has sufficient automation experience, if the automation is being deployed in a
safety-critical setting, and the transparency of the system (Fig. 2). However, this decision
does not have to be static. Depending on the demands of the task, and the goals of the
user, the operator has the flexibility to continually adjust the level of automation that
they use. By continuously monitoring and analyzing automation performance, the user
can adjust what level of automation they deploy and their level of control, resulting in a
feedback loop. This feedback loop will be greatly impacted by the attentional resources
available to the operator, allowing them to acquire information about the automation
performance and choose appropriate levels of automation. However, concurrent tasks
may take attentional resources away frommonitoring and adjusting the automation level
and control (Fig. 3).

Fig. 1. Dynamic automation and human control based on user characteristics

Fig. 2. Context that influences human-in-the-loop decision-making
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Fig. 3. Attentional resources portrayed with a simple human information processing model

Shneiderman [8] provides a scenario where automated vehicles can achieve a RST
environment with high levels of human and computer control by designing a system
that leads to an air traffic control equivalent for managing vehicles on the roadway.
This scenario suggests that humans working from a remote station would manage traffic
flow by changing speed limits in response to congestion and weather conditions. The
HCAI framework encourages roadway safety engineers to transform conventional speed
limits without considering human attentional limitations. Driving safely requires years
of experience. During which time, operators form expectations to manage information
overload. Making speed limits variable will demand continuous attentional resources.
The operator of the vehicle will have to search for and verify ever-changing signage.
When making critical decisions, dynamic changes in roadway conditions can negatively
affect situation awareness [31]. In the worst-case scenario, changing conditions might
cause an accident as drivers entering a different road will not be aware of the changes
[32, 33]. They might enter a blind corner and accelerate as usual only to find traffic
traveling significantly slower than expected. The road is wet, and their truck slides out
of control while braking, resulting in a collision. As we approach this scenario with our
dynamic approach in mind, we understand that human controlled traffic systems need
to communicate with drivers like air traffic controllers do with pilots. Now drivers will
need to monitor tower communications instead of talking on the phone or listening to
music. Maintaining situational awareness will require additional training and, in some
cases, a heavier cognitive load [17, 18].

A dynamic approach acknowledges that a two-dimensional framework between the
level of automation and human controlmay not be sufficient in capturing the complexities
of how people use AI systems. AI is open and dynamic; it is reasonable to assume that
users’ deployment and approach to AI will be equally as flexible. There are fundamental
assumptions that needed to be made for this dynamic framework on human control and
automation level. First, there is limited research on human-AI interaction, especially
in regard to the level of automation. Second, understanding the impact of contextual
variables, such as the environment, on users’ automation control decisions needs to
be further explored. Design recommendations from the trust and automation literature
may be a good place to understand how users interact with automation. For example,
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Hoff and Bashir have identified multiple factors that influence trust such as transparency
of feedback and ease of use [36]. Finally, the exact delineation of “high” and “low”
automation levels may vary according to the context of AI. Future clarification may lead
to the evolution of the HCAI framework.

6 Conclusions

Shneiderman’s goal was to focus on designing AI that serves as tools/appliances to
improve the user experience. HCAI framework argues that AI users do not need to
sacrifice control even at high levels of automation; however, this framework does not
incorporate situational, personal, or attentional context. As we stated previously, there
are times when user preference or the environment determines when it is more beneficial
to have humans in-the-loop or out-of-the-loop. Therefore, future work needs to expand
on the HCAI framework by allowing the user to continually consider their context and
attentional demand, allowing for more flexible use of AI.
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Abstract. Research within AI-based Industry 4.0 (I4.0) work systems has pre-
dominantly focused on technical and process performance, while human and
psychosocial factors are rarely examined. These factors must be considered to
design human-centred systems that cultivate sustainable human-AI interaction,
i.e., human-AI interaction that promotes long-term well-being, engagement, and
performance. The European Commission has brought forward a new vision of
I4.0 called Industry 5.0, where well-being and technological advancement are
jointly considered, thus overcoming the weaknesses of I4.0. Tomove forwardwith
Industry 5.0, it is necessary to consolidate our knowledge of human-technology
interaction within I4.0. This systematic review aims to uncover the antecedents
and consequences of human and psychosocial factors within AI-based I4.0 sys-
tems, with an end goal of providing guidelines for the sustainable design, imple-
mentation, and use of these systems. This protocol presents the background and
the methodology behind our review, as well as preliminary results and expected
contributions.

Keywords: Human-centred AI · Industry 5.0 · Industry 4.0 · Psychosocial
factors · Human factors

1 Background

Industry 4.0 (I4.0) is defined as strategies that are geared towards process, product, and
service improvement through technology interconnectivity, decision-making speed, and
automation capacity. Those strategies, in which artificial intelligence (AI) plays a central
role, bring forward technological advancement expected to revolutionize manufactur-
ing, operation, and production systems [1]. Improvements in technology undoubtedly
lead to changes in the interaction between humans and the AI-based technology at the
core of I4.0 [2–5]. Nevertheless, as shown by systematic and non-systematic literature
reviews, I4.0 research has focused mostly on technical aspects of technology use and
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implementation, rather than the human within the system [4–6]. Manufacturing systems
within I4.0 are socio-technical in nature, meaning that technical performance, human
factors, and psychosocial factors must be considered to achieve system performance [4,
7].

The International ErgonomicsAssociation [8] defines the discipline of human factors
and ergonomics (HFE) as the evaluation of psychological and physiological principles
related to the engineering of processes and systems. HFE is composed of three subdo-
mains: cognitive, organizational, and physical ergonomics. Cognitive ergonomics deal
with mental processes, perceptions, and cognitions; organizational ergonomics are inter-
ested in improving organizational processes and structures; and physical ergonomics,
which fall outside the scope of this review, are interested in improving bio-mechanical,
physiological, and anatomical aspects of work. On the other hand, psychosocial fac-
tors are defined as psychological constructs/variables resulting from the interaction
between employees and their work environment. The most common psychosocial vari-
ables are work engagement, job demands, job satisfaction, and motivation. Although
one could expect a certain overlap between psychosocial and human factors since
they both examine humans in interaction with their work environment, psychoso-
cial factors are generally not addressed within HFE literature. Rather, human factors
research has mainly addressed sensory/perceptual, cognitive, and psychomotor pro-
cesses instead of psychosocial processes, most commonly found with organizational
psychology literature.

Despite an upward trend in research addressing HFE within an I4.0 context, most
published research still solely focuses on technical or process performance [9]. In addi-
tion, despite long-established findings within organizational psychology demonstrating
that psychosocial factors directly affect system performance, human performance, phys-
ical and mental well-being, psychosocial factors are largely ignored in I4.0 literature,
which greatly limits our understanding of the human aspect of socio-technical interac-
tions [10]. Both human and psychosocial factors must be considered in order to design
human-centred work systems that foster sustainable human-AI interaction, i.e., human-
AI interaction that promotes employee long-term well-being, engagement, and perfor-
mance. To this end, the European Commission has brought forward a new vision of I4.0,
called Industry 5.0 (I5.0), where human well-being and technological advancement are
considered equally important [11]. In essence, I5.0 aims to overcome the weaknesses of
I4.0 by creating human-centred work systems. To move forward with I5.0, it is neces-
sary to consolidate our current knowledge about human-technology interaction within
I4.0 systems. Within this optic, the current systematic review aims to: (1) determine
which psychosocial and human factor outcome variables have been assessed within I4.0
systems; (2) determine the design, situational, or environmental antecedents of these
variables; (3) determine how the antecedents affect psychosocial and human factors;
and (4) provide human-centred guidelines for the sustainable design, implementation,
and use of AI-based technology within Industry 5.0. Thus, we aim to answer the follow-
ing research question: how can psychosocial and human factors be leveraged to create a
sustainable human-AI interaction in the context of Industry 5.0?
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2 Methods

PRISMA’s checklist was used in order to ensure comprehensive and transparent report-
ing of this review [12]. We registered this systematic review with the International
Prospective Register of Systematic Reviews (PROSPERO: CRD42022308729).

2.1 Eligibility Criteria

We have used the SPIDER Tool for Qualitative Evidence Synthesis, which pro-
vides guidelines to build a systematic search strategy properly adapted to address
non-quantitative research questions [13] (see Table 1).

Table 1. SPIDER framework

SPIDER facet Description

(S) Sample We included research that discussed employees and users of
AI-based technology in the context of Industry 4.0 or 5.0, and
within a manufacturing or logistics setting. Additionally, we
excluded all research involving humans with a neurological,
psychiatric, physical disability, or under 18 years of age, as their
findings may not be generalizable.

(PI) Phenomenon of interest We included research that examined the use of AI-based
technology by humans. In other words, we are interested in
examining the human-AI relationship

(D) Study design We included all types of research designs.

(E) Evaluation We included research that discussed the impact of AI-related
technology on the employee or user, in terms of psychosocial
and human factors variables. Specifically, we looked for a
meaningful discussion about human and/or psychosocial factors
(motivation, engagement, stress, cognitive load, fatigue,
well-being, empowerment, trust, acceptance, understandability,
explainability, vigilance, work satisfaction, or usability).

(R) Research type We included all types of peer-reviewed research in English,
French, Italian, or German
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2.2 Information Sources

The following databases were searched up to the 2nd of March 2022: Web of sci-
ence, Engineering village (Inspec and Compendex), IEEE Xplore, ACM digital library,
PsycInfo. Additionally, we conducted a backward and forward citation search for all
studies selected for data extraction. ResearchRabbit, an online tool that provides arti-
cles’ cited and citing references, was used. Authors were contacted when the full text
was unavailable.

2.3 Search Strategy

Appendix 1 presents the full search query,whichwas used to searchwithin titles, abstract,
and keywords. The search query is separated into 3 subsections, separated by theBoolean
operator “AND”: subsection 1 includes domain/context-related terms (e.g., Industry
4.0/5.0); subsection 2 includes human and psychosocial factors and related terms (e.g.,
ergonomics, motivation); subsection 3 includes AI-related terms (e.g., intelligent agent,
neural network). The search terms included in our query were found using a method
commonly used in scoping reviews, which consists of 2 steps. Step 1 involves using
the following search query structure: domain/context-related terms AND human and
psychosocial factors. This search was conducted through each database. A maximum
of 50 articles per database were examined (abstract and title) to derive any additional
search terms that may have been missed in those 2 subsections of search terms. Step 2
involves using the following search query structure: domain/context-related terms AND
AI-related terms. Once again, this search was conducted through each database, with a
maximum of 50 articles being examined, with an end goal of finding any missing search
terms.

2.4 Selection and Data Collection Process

Records were managed using Zotero bibliography manager and data was managed using
multiple Excel spreadsheets, as well as Covidence, an online systematic reviewmanage-
ment platform. Duplicates were automatically detected by Zotero and were manually
removed by one of the reviewers (MP). Two independent reviewers (MP and LD) were
used for the title/abstract screening, the full-text screening, and data extraction. They
were blind to each other’s decisions. The decisions were then compared to each other,
and inter-rater reliability was calculated. Together, the two reviewers examined the dis-
agreements to try to come to a mutual acceptance. When necessary, a 3rd reviewer made
the final decision.
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2.5 Selection and Data Collection Process

The data extracted from each of the selected articles is shown in Table 2.

Table 2. Data extraction categories.

Section of article Data extracted Description

General information Summary Short summary of article

Introduction Research question Research question and research
objectives

Theoretical background Theory discussed (e.g.,
sociotechnical systems theory,
self-determination theory,
Human-centered Design)

Methodology Study type Type of article (e.g., experimental,
conceptual)

Data collection method Method used to collect data (e.g.,
survey/questionnaire,
psychophysiology, performance
measures)

Variables manipulated/antecedents Independent variable manipulated
or antecedents of outcome variable

Outcome variables Dependent variables addressed by
the article authors through
experimentation, discussion, or
other methods.

Technology used Type(s) of technology used or
discussed in the article.

Results General results A summary of the results

Discussion Research gaps/future research Noteworthy points, such as
research gaps, future research, and
anything relating to the systematic
review’s research question

2.6 Risk of Bias Assessment

All records that pass screening will be independently evaluated by two reviewers (MP
and LD) for bias in the experiment’s design, conduction, and analysis using the JBI
Critical Appraisal Tool. There are multiple JBI checklists, each for a different study
type (https://jbi.global/critical-appraisal-tools). Thus, we will adapt our choice of JBI
checklist based on study type (e.g., quasi-experimental, qualitative). Disagreements will
be resolved via discussion. When necessary, a 3rd reviewer will make the final decision.

https://jbi.global/critical-appraisal-tools
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2.7 Synthesis Method

Due to the emerging nature of the field, we are expecting a significantly higher number
of conceptual/theoretical articles, rather than experimental ones. Therefore, we expect
to collect mostly qualitative data, rather than quantitative data. Thus, we have opted to
synthesize data using a narrative synthesis to describe and summarize the main charac-
teristics studies, and to unearth similarities/differences between studies. This will allow
us to assess the strength of evidence [14].

3 Preliminary Results

Figure 1 shows the process through which we obtained our final set of articles for data
extraction. A total of 36 articles have been selected. We are currently at the risk of bias
assessment stage, which is the final step before full-scale data extraction.

Fig. 1. PRISMA flow diagram
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3.1 Inter-rater Reliability

Inter-rater reliability was calculated for the title/abstract screening and the full-text
screening. As data extraction will begin shortly, inter-rater reliability will be calculated
in the near future. For the title/abstract screening, the two reviewers (MP and LD) had
a 90% agreement rate and a Cohen’s kappa of 0.65, indicating substantial agreement.
For the full-text screening, the two reviewers had an 86% agreement rate and a Cohen’s
kappa of 0.69, indicating substantial agreement.

3.2 Descriptive Data

Figure 2 breaks down the 36 selected articles by first author’s university country. Italy,
accounting for 25%, far surpasses other countries, which indicates that itmay be a hub for
human-centred AI research within I4.0/I5.0. Figure 3 shows the distribution of the pub-
lication year of the 36 articles. It can be seen that the number of publications discussing
human-centred AI within I4.0/I5.0 has been consistently increasing since 2018. When
looking at publication outlet type, five of the 36 selected articles (14%) were published
in conference proceedings, while the remaining 31 articles were published in journals.
For these 31 articles, each of the following journals had 2 articles: Computers & Indus-
trial Engineering, International Journal of Environmental Research and Public Health,
International Journal of Human-Computer Interaction, and Technological Forecasting
and Social Change. Other journals had one article each.

Fig. 2. Number of articles by country
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Fig. 3. Number of articles by year

3.3 Article Type and Data Collection Method

The 36 selected articles have been divided into four categories: (1) empirical, (2) review,
(3) conceptual, and (4) system design and user test. Empirical refers to articles in which
authors have collected data to answer a specific research question. Review refers to
all types of literature reviews. Conceptual refers to articles in which authors have not
collected data but have discussed a concept or framework. System design and user test
refers to articles in which the authors present a system they have designed, followed
by a user test. These user tests often have a very small sample size and often do not
employ empirical methodology (e.g., no statistical analysis, no control group). Twelve
on 36 were classified as empirical, 12 were classified as reviews, nine were classified as
conceptual, while 3 were classified as system design and user test.

We also extracted the data collection methods used within the 12 empirical articles
(Figure 4). While it can be expected that surveys/questionnaires represent the most
used method, it is interesting that psychophysiological methods, such as heart rate,
breathing rate, skin temperature, and electrodermal activity have been used on several
occasions. Nevertheless, neurophysiological methods, such as electroencephalography
and functional near-infrared spectroscopy, are notably absent.
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Fig. 4. Count of data collection methods within empirical articles

3.4 Expected Contribution

Through this systematic review,we expect to derive guidelines for the sustainable design,
implementation, and use of AI-based work systems. In other words, these guidelines will
aid to improve the long-term success of these systems by regarding human well-being
as indispensable.

Appendix 1: Search Query

“industr* 4.0” OR “industry 5.0” OR “smart manufacturing” OR “operator 4.0” OR
“connected manufacturing”

AND

“human?cent?red” OR “user?cent?red“ OR “human factor*” OR ergonom* OR
sociotechnical OR socio-technical OR anthropocentric OR psychosocial OR psy-
chophysiolog* OR motivation OR engagement OR stress OR “cognitive load” OR
“cognitive workload” OR fatigue OR “well being” OR well-being OR empowerment
OR trust OR distrust OR acceptance OR acceptability OR personality OR comprehen-
sib* OR understandab* OR explainab* OR vigilance OR “job satisfaction” OR “work
satisfaction” OR Usability OR “User Experience” OR UX
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AND

“artificial intelligence” OR AI OR ML OR “deep learning” OR “data mining” OR
“machine learning” OR RL OR “reinforcement learning” OR “supervised learning” OR
“unsupervised learning” OR “autonomo?s agent*” OR “intelligent agent*” OR “neural
network” OR “machine intelligence”
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Abstract. Design Thinking was applied to the Aveni product in the format of a
Design Sprint. The sprint challenge was to identify & design the first Interactive
Machine Learning user experience for the product. Design Thinking was applied
to the project to (a) lower the risk of user rejection of the Interactive Machine
Learning interaction and (b) decide which data to collect from users first. The
outcome of the sprint was an experience-based roadmap towards the selected
Interactive Machine Learning interaction. After the sprint, participants structured
Human-in-the-loop designs by user workflow where previously they were struc-
tured bymodel or data type. This case study provides an example of the application
of Design Thinking, through a Design Sprint, to design an Interactive Machine
Learning Human Computer Interaction, in order to lower risk, which might be
employed by researchers or other industry professionals. Our main contribution
is to present the Design Sprint as an approach for defining which aspects of a
machine learning solution are target for user-Interactive Machine Learning, and
successfully designing interactions to capture the user input.

Keywords: Design Sprint · Design thinking process · Interactive machine
learning · Product design and development

1 Introduction

This case study examines the application of Design Thinking [1], in the format of
a Design Sprint [2], in the Interactive Machine Learning (IML) strategy design and
interaction design at Aveni.

The Aveni detect product is developed by a Scottish startup consisting of business
leaders, product designers, software engineers and Natural Language Processing (NLP)
engineers. Aveni’s clients operate voice-based communications between Advisers and
Customers in several industries. Aveni applies Natural Language Processing (NLP) and
Speech Analytics (SA) to allow faster, more scalable and systematic review of historic
calls within the Quality Assurance (QA) and performance management business pro-
cesses in its client organizations. At the time of the Design Sprint, Aveni did not capture
or use data generated by its users to improve the quality of its Machine Learning (ML)
models.
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J. Y. C. Chen et al. (Eds.): HCII 2022, LNCS 13518, pp. 493–505, 2022.
https://doi.org/10.1007/978-3-031-21707-4_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-21707-4_35&domain=pdf
http://orcid.org/0000-0003-3177-057X
http://orcid.org/0000-0002-6260-3929
http://orcid.org/0000-0002-4187-6485
https://doi.org/10.1007/978-3-031-21707-4_35


494 C. Poulter et al.

The case study describes the selection, preparation for, application of, and conse-
quences of the use of a Design Sprint to approach the problem of designing Interactive
Machine Learning user interfaces. It examines materials created during the sprint, and
feedback from Design Sprint participants. This study cannot compare the project car-
ried out with and without Design Thinking and the Design Sprint, however it describes
the project with the intention of answering the following questions: what impact did
the use of the Design Sprint method have on where Aveni chose to implement IML
interactions in its user interface, what impact did the use of the Design Sprint method
have on the User Interface interaction designed to capture the IML input from users and
what impact did the use of the Design Sprint method have on the success of the IML
interaction designed & implemented by Aveni?

2 Related Work

Related work can be collected into 4 groups. First, the collaboration of HumanComputer
Interaction practitioners with Machine Learning engineers. The authors of [3] conclude
that regardless of the nature of the designed human-Machine Learning interaction, col-
laboration between Machine Learning and HCI experts is vital to success. An emphasis
on early user testing, as is characteristic of the Design Sprint, is mentioned. The work
of [4] encourages the involvement of designers in the ML model creation process and
supplement methods for communication and collaboration between the roles. In this
context, this case study describes the application of a Design Sprint and its effect on
HumanComputer Interaction practitioners (designers)withMachine Learning engineers
during the product design process.

Second, recommended frameworks & principles for the design of each interaction
in Human in the Loop or Interactive Machine Learning systems. In systems where
users primary goal is the training of ML models, such as [5], successful user testing
during an iterative design process has been documented. Interaction guidance principles
to maximize interface effectiveness are proposed in [6]. Meanwhile, design principles
of ease and robustness mitigate a range of common failures in novice-trained model
outcomes in [7]. Principles for explainable AI interactions are compared in [8]. This
case study describes how the application of Design Thinking, through the Design Sprint,
created novel design principles specific to Aveni’s product, in contrast to the proposed
general design principles explained in the literature.

The third group of related work documents the use of Design Thinking approaches
to AI experiences. A participatory “Workbook Sprint” approach is applied to solving
problems in the space industry in [9]. Their modified application of the Design Sprint
method develops a range of speculative design futures from a large (40+) group of
participants. A novel Design Thinking approach is applied in [10] to AI experiences
aiming to encourage innovative improvements to explainability and understandability.
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The final related “group” of related work describes the application of a Design Sprint
to the design of an AI experience. The Design Sprint format is applied to the design of
a general AI experience in the Health and Wellness domain in [11].

This case study, by contrast, applies Design Thinking (through the Design Sprint
format) specifically to the user feedback/user training experiences within an AI solution.

The main contributions of this case study are to describe how the impact of Design
Thinking was the development of specific design principles for the application of
Interactive Machine Learning within the Aveni AI solution.

3 Methods

3.1 Identification of the Sprint

The Aveni team identified that user input was generally a valuable potential source of
data for the improvement of Aveni’s Machine Learning (ML) models. The Aveni team
however could not decide how to choose which of Aveni’s models to target for IML first.
The team was concerned by the risk of designing the interaction as they perceived that
historical user-ML model feedback interactions had failed due to low user acceptance
and understanding.

The Design Sprint method was selected to agree the ML model, user, and part of the
User Interface within which to design an IML interaction, and to prototype and test the
interaction design. The Design Sprint was chosen because it was a fast way to involve
a multi-disciplinary team in resolving such complicated problems. As a form of Design
Thinking, it prioritized user acceptance as design rationale which was appropriate given
the low user adoption of Aveni’s previous IML user interface work.

3.2 Preparation for the Sprint

A team of multi-disciplinary stakeholders were identified across disciplines in the com-
pany and introduced to the Design Sprint format. Stakeholders to the success of the
Design Sprint were invited to communicate their requirements, suggestions and opin-
ions ahead of the sprint. Topics discussed were basic (when the sprint should happen,
who it should involve) to involved (what the sprint should aim to achieve, how to define
a sensible scope for the project) (Fig. 1).

The Design Sprint guidance was moderated to account for the technicality of the
problem space; recommended marketing & revenue participants were replaced with
second NLP engineer and designer.

Collated reasons for commissioning the sprint were used to form the sprint challenge
statement. Stakeholders recognized the commercial value of well-trained ML models,
and expressed desire to choose from the multitude of ways, models and user interactions
which could be developed into an Interactive Machine Learning moment. Since there
were a variety of stakeholder priorities that would be communicated to the Sprint team,
the written challenge remained vague: “Identify the best ways to collect user input to
add value to Aveni.”

For the purpose of managing stakeholder expectations from the Sprint, members of
the group were invited to identify potential causes of failure. Stakeholders were asked
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Fig. 1. An interactive whiteboard captured discussion from Design Sprint stakeholders key to the
organization and definition of the upcoming Design Sprint.

to consider how the scope of the Design Sprint might be contained in order to increase
the chance of success for the sprint.

Notably, the stakeholders volunteered a critique of the historic user-ML feedback
interaction, citing a selection of User Interface and system faults they defined as cause
of failure.

3.3 Sprint week

The sprint week commenced through a remote combination of videoconferencing and
virtualwhiteboardingwithin a providedDesignSprint template. Theweekwas facilitated
by a Designer on the Aveni team.

The Design Sprint team consisted of the Aveni Chief Operations Officer in the
position of “Decider”, two designers as facilitator and “design expert”, lead architect in
the role of Software expert, a Product Manager in the role of Customer expert, and two
Natural language processing engineers.

Sprint Day 1. The sprint team were welcomed to the virtual workshop and virtual
whiteboard. The Design Sprint method was introduced with the ground rules suggested
by the method alongside those for effective use of the videoconferencing tool. The sprint
challenge was introduced and discussed through the first two activities of the day.

Long Term Goal and Sprint Questions. The sprint team discussed the impact of suc-
cessfully completing the sprint and implementing the resultant solution. They diverged
and converged on a goal statement. While the sprint challenge provided to the team was
limited to IML, the team’s goal statement re-framed IML as one of several aspects which
contributed to their desired customer behavior (Fig. 2).
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Provided sprint challenge 

Identify the best ways to collect user input to Aveni. 

Produced Long Term Goal 

In two years time, customers will adapt their business model to take advantage of 
Aveni’s capabilities because the platform is flexible enough, learns from users’ 
data… 

Fig. 2. The sprint team reframed the provided IML sprint challenge as one of several parts of a
successful product proposition.

Considering the breadth of their agreed sprint goal, the team listed sprint questions
that expressed their concerns for the project; user understanding, data quality, processes
and volume, and project scope.

Expert Interviews and How Might We Questions. A series of interviews were used with
internal stakeholders for the team to establish the requirements and opinions of their
stakeholders and colleagues on the topic of introducing IML to Aveni. Interview topics
included reviews of existing design principles for Human-ML interaction, reviews of
historical attempts at IML, and the nature of likely technical issueswith the data collected
from users. Team members collated notes in the structure “How might we…” to capture
the crucial challenges that stakeholders believed they should solve.

Through collaborative grouping, discussion and voting, the teamaligned on 8 priority
“How might we…” questions. Questions were found to be themed around opportunities
or potential failures from the user perspective (“How might we avoid overwhelming
the user?” “How might we collect usable feedback from interactions between staff (e.g.
QA and advisors)”) or themed around the usability & quality of data (“HMW ensure
consistent feedback without manual checks?” Howmight we understand if sample audio
we’re getting is of poor quality (and therefore so is the ASR)?”) (Fig. 3).

Fig. 3. 8 “Howmight we…” questions represented the opportunities for design in the sprint team,
selected by voting from grouped ideas within the team.
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Note-n-Map and Target. The sprint team used a modified Design Sprint activity docu-
mented in [12] to align on their definition of the problem area, which was captured as
a map. In the modified methodology, team members individually mapped the assumed
process of Aveni gaining data from user behavior and feedback while using the digital
platform. The resultant maps were discussed and combined into a single map through
voting on individual stages. Through this process, the team aligned on a user type of
focus (QA Assessors) and learnt that the most rational way to represent the problem
space was not from the perspective of the NLP engineer, but through the consequential
user interactions combined into a journey. Some members of the team expressed dif-
ficulty with placing the opportunities for capturing user input alongside a journey in a
users’ perspective which was relieved by the opportunity to converge and discuss after
a period of solitary working (Fig. 4).

Opportunities for  IML  Map of users’ journey through Aveni 

Fig. 4. Tracing the stages of users’ journeys to complete tasks in Aveni provided a structure to
organize the opportunities the team had identified for IML.

The team transposed their prioritized “Howmightwe…”notes onto themost relevant
moment in the mapped user experiences. This aligned the potential data to be collected
through a new interaction to a selection of existing user experiences and behaviors/tasks
performed within it.

Through assessing the density of transposed “How might we…” notes across the
map and discussing the strength of different aspects of the Aveni proposition, the team
aligned on a “target” section of the mapped problem space (Fig. 5).

While the NLP/ML engineer did feature as a user in the team’s map of the problem
space of collecting data to add value to Aveni, and some “How might we…” notes were
attributed to the engineer-user experience, the team chose not to invest the sprint week
into innovating on the engineer experience. This reflection matched the understanding
the team had established using their Sprint Goal exercise – rather than efficient or world
class IML, their target was to use IML to achieve a stronger proposition for users and
customers.
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Fig. 5. The mapped user journeys within the problem area, combined with “How might we…”
notes, was used to select a small user journey to “target” for the sprint.

Sprint Day 2. The second day of the sprint deviated little from the guidance provided
in the methodology.

Lightning Demos. In order to generate inspiration, the sprint team were invited to give
short demos of products from which they could draw inspiration. Participants expressed
that product/experience selection was challenging; selections varied from popular HCI
interactions with no connection to Machine learning through to ML training methods
from the engineering perspective. Notes and images were captured for later reference.
Solutions shared included a popular competitor’s integration with the Slack [13] inter-
face, the search results interface of BenchSci [14], the assistive driving modes provided
in modern cars, navigation as a source for implicit feedback as used by Netflix [15],
information creation & collaboration facets offered by Tableau public [16], neural col-
laborative filtering as implemented at YouTube [17], and the variety of methods used
to develop a learner profile by Duolingo [17]. While several technical machine learning
approaches were discussed by the engineering team present in the Sprint, the discussion
centered on implications to the user experience.

Four-Step Sketch Ideation. In isolation, the sprint team carried out the prescribed pro-
cess of ideation following four stages of collating and drawing. Finalized ideas were
produced as 3-frame storyboards and submitted anonymously for review. Resultant ideas
varied from inferring ML training data from existing user interactions, to new concepts
for the entire Aveni interface (Fig. 6).
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Fig. 6. Each sprint member produced a 3-part storyboard detailing their ideas for eliciting user
input to Aveni’s ML models and the Aveni user experience and proposition more widely.

Sprint Day 3. Assessment of the produced ideas and development of a user evaluation
strategy was started by the Design Sprint method for critique. Without revealing their
author, each storyboard was reviewed, labelled and summarized. The teamwas invited to
judge the “standout” ideas and indicate their preference using dots. Concepts spanning
the full extent of multiple users’ experiences within Aveni were indicated as “standout” –
from administrator-user configuration to adviser case management tooling to learning
from Quality assessors at many points in their journey. While the sprint team generally
proposed the infusion of ML-generated suggestions, inference from user behavior and
opportunities for model training across the entire breadth of the user experience, the
sprint Decider selected for progression, ideas which matched Aveni’s market position
as a Quality Assurance assessment tool at the time, and were contained within the
assessment experience. The three selected ideas offered the highest perceived value to
user and product by ultimately aiming to automate some of the task of assessment.
Other ideas, while helpful to the Aveni end-user, represented change to the existing
Aveni experience or industry practices which represented longer time-to-value.

Planning for the Remainder of the Sprint. While the three ideas carried forward by the
Sprint decider were compatible with a single user experience, the team identified that
the range of hypotheses their prototype would test were many. In order for the proposed
method of collection of ML training data to succeed, the Aveni tooling would need
to mature in its features and functions in order to house an entire business process,
and integrate with the other systems and services in use by users during the Quality
Assurance process at a variety of customers. Aveni also would need to accept data in
formats beyond audio files and finally, offer an accepted novel interaction method for
the collection of data for ML training.

The team diverged to plan a prototype that might offer the opportunity to evaluate
each hypothesis with invited users. In combining and discussing their proposed plans,
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the team created a single flowchart of the prototyped journey that invited users would
experience including key questions to evaluate the identified hypotheses (Fig. 7).

Fig. 7. The team charted questions and features to be tested by users.

The sprint team developed the flowchart into a storyboard of low-fidelity wireframes
including each new concept and interaction that needed to be evaluated. The team con-
sulted organizational knowledge and bodies of reference which could be used to develop
a realistic prototype on day 4 (Fig. 8).

Fig. 8. The sprint team developed wireframes to plan the prototype that would be shared with
invited users on day 5 of the sprint.

During this stage of the sprint, the team identified that an iterative implementation
approach to the new functionality required to, and enabled by, the acquisition of user
data forML trainingwould be required. They also identified that the functionality at each
stage of implementation, would need to be accepted by users. They elected to design
the user experience for each implementation stage and include 3 stages in the prototype
that would be user tested.

Sprint Day 4. The sprint team developed a prototype to use in user testing using Figma
according to the storyboard created on day 4.A short tooling introduction from the design
representative enabled team members from all disciplines to engage with high-fidelity
prototyping with oversight for the purpose of accessibility and usability from design
experts. The team also developed a discussion guide to be used in the interviewing of
invited users on the final day of the sprint.

Sprint Day 5. All sprint team members attended 4 user testing sessions which com-
prised 1 internal pilot test user and 3 real client users. A design representative led the
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interview and prototype testing while the remainder of the team collated notes on the
user’s response. Positive, negative and neutral insights were collected at each stage of
the test with each user (Fig. 9).

Fig. 9. Color-coded insights from the user testing sessions were collected in a tabular structure
by user and part of the prototype.

The team reviewed collected insights for themes and concluded that negative feed-
backwas received only in relation to the novel user interaction which collectedML train-
ing data. Also, the expansion of Aveni’s tooling to include more data types was accepted
or welcomed by invited users. The expansion of Aveni’s tooling within the Quality
assessment process was in fact welcomed by invited users. Finall, not all users were
found to recognize that machine learning was represented in the prototyped workflow.

Making Conclusions. Having evaluated each hypothesis developed during the sprint
with a variety of real users, the team summarized positive/neutral/negative feedback for
each hypothesis. Independently, sprint members summarized their learnings and ideas
for the remainder of the project. Key themes included excitement for a more mature
workflow-based experience within the Aveni product, desire to see the Human Com-
puter Interaction/User Experience work on the novel interactions within the prototype
continued to improve usability and desire to widen the prototype across more of the user
journey to understand the impact of the new functionality on more of the product &
experience. Further themes included desire to revisit ideas both for ML training inter-
actions and for the development of the product proposition which were not prioritized
for progression during the sprint, ideas for the staged implementation of the designed
interaction which maximized usability and market desirability of the product at each
stage and desire to speak with more invited users.

3.4 Retrospection

At the conclusion of the sprint, the sprint team were invited to reflect on the format of
the Design Sprint within the themes “Liked”, “Less of a fan” and “Ideas”. Contributions
were anonymous and asynchronously collected (Fig. 10).
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Fig. 10. Opinions about the structure of the Design Sprint were collected through an anonymous
retrospective board with themes for liked and disliked aspects as well as space to offer ideas for
repeating the process.

Popular aspects of the sprint format included the collaborative tooling, use of sketch-
ing during discussion, and the dedicated time to focus on a single project. One sprint
team member added “Loved having the space to think properly on a problem and sketch
prototypes for it”.

Dislikes of the sprint format included doubts about the efficiency of the problem-
defining and inspiration phases of day 1 and 2, the scope of the project increasing
to question and develop the Aveni product proposition, and the impact of an intensive
project using three virtual tools (videoconferencing, virtualwhiteboard and prototyping).

Finally, the team identified aspects of the sprint they would adopt in regular develop-
ment work (individual divergent time followed by group convergent thinking, multidis-
ciplinarity, user involvement). They offered ideas for modification of the Design Sprint
format (“Perhaps day 1 and 2 could be compressed down to allow more time in days 3
and 4”) and aspects of their role that the output of the sprint would inform (“Back-end”
product architecture, product definition).

4 Results and Discussion

Themost impactful result of the sprint on theAveni product andMachineLearningwas in
the iterative development of the IML interaction. TheDesignSprint facilitated realization
that Aveni should introduce IML to the User Experience areasmost relevant to its current
product proposition (during and with the purpose of accelerating Quality Assurance
assessments). Furthermore, the Aveni experience redesigned to illicit user input to ML
model training also required a method to provide users insights created by ML model
output. Finally, the Design Sprint identified that the development & implementation of
IML must be iterative and clearly provide user value at each stage.

As a result of these realizations, Aveni’s staged implementation of IML within the
Quality assessment process began not by collecting user input – as expected - but by pro-
viding users the existing classification capabilitieswithin a targeted assessmentworkflow
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UI. The impact of the sprint, therefore, was to change the order of development to pro-
vide user value, build user habits, and then illicit feedback and input to further improve
Aveni’s models within established user behavior. The new appreciation the Aveni team
developed for establishing user value and behavior within the course of an IML project
resonated with the increased understandability of Machine Learning solutions identified
from Design Thinking approaches in [10] (Fig. 11).

Fig. 11. A screenshot of the first stage of Aveni’s implementation of the IML interaction created
during the sprint –whichwas chosen to provide user value and establish behaviorwithout collecting
user input until later stages of development.

Other results of Aveni’s Design Sprint include the evaluation & development of the
product proposition & market placement. The use of prototyping and user testing to
evaluate a workflow represented market concept testing of the kind that stakeholders in
the Design Sprint team had not been exposed to. It could be interpreted that this exposure
inspired confidence in the ability of the product value proposition.

During retrospection, technical members of the Design Sprint team expressed the
impact that developing empathy for typical users and their workflows during the Design
Sprint broadened the opportunities they could identify for user/ML interaction. They
gained an appreciation that different interaction types, data types, and volumes of data
might be gained in three scenarios - when the user is consciouslyML trainingmodels, vs.
implicitly providing feedback within their usual workflows, during the adoption phase
of the Aveni product, vs. once a mature regular user and finally when the user is one of
few experiencing an early product (now), vs. once one of many using Aveni (in future).

As [9] proposed, Aveni found that non-technical team participation in ML projects
increased the acceptance of the produced concept within the company, as a result of
user-focused, rigorous design methodology.
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Abstract. The purpose of this small-scale study is to compare BERT language
model’s attention flow—which quantifies the marginal contributions from each
word and aggregated word groups towards the fill-in-blank prediction— with
human evaluators’ opinions on the same task. Based on a limited number of exper-
iments performed, we have the following findings: (1) Compared with human
evaluators, BERT base model pay less attention towards verbs, and more atten-
tion towards noun and other word types. That seems to agree with the natural
partition hypothesis: nouns predominate over verbs in children’s initial vocabu-
laries because it is easy to understand the meanings of nouns. The premise of such
hypothesis is that BERT base model performs like a human child. (2) As sentences
become longer and more complex, human evaluators can distinguish the major
logic relation and be less distracted by other components in the structure. The
attention flow scores calculated using the BERT base model, on the other hand,
amortize towardsmultiple words andword groups as sentences become longer and
more complex. (3) Amortized attention flow scores calculated using BERT base
model provides a balanced global view towards different types of discourse rela-
tions embedded in long and complex sentences. For future works, more examples
will be prepared for detailed and rigorous verifications on the findings.

Keywords: Interpretability · Explainability · Attention · Attention flow ·
Language modeling ·Masked language modeling · BERT · Linguistics ·
Fill-in-blank task · Natural language processing

1 Introduction

Interpretability is the concept that a machine learning model and its output can be
interpreted/explained in a way that “makes sense” (understandable) to a human being
at an acceptable level. The success of interpretability is tied to the cognition, knowl-
edge, and biases of the human user [1]. Deep neural network (DNN) models have high
discrimination power, but poor interpretability/explainability. The main challenges of
state-of-the-art interpretability/explainability approaches are lack of coherency [2] and
lack of aggregate scoring mechanisms for word groups.
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Coherency requires that a method generates consistent explanations across different
layers. Most existing methods (e.g., raw attention weights) can provide quantitative
explanations for intermediate layers that can enrich human understanding about the
inner working mechanism of a DNN model, but they do not tell us how input words
contribute to a predicted classification output.

Attention flow is calculated by recursively computing the token attentions in each
layer of a given model given the raw attention weights at each layer as inputs [3].
Consequently, attention flow values show how DNN gradually processes input words
through multiple layers and the marginal contributions from each word towards the
classification results. Figure 1 shows an example on a fill-in-blank example using Bert
language model where the masked word prediction was generated using Huggingface’s
demo model (https://huggingface.co/bert-base-uncased), and the attention flow diagram
and values were calculated using publicly available code from https://github.com/samira
abnar/attention_flow [3]. The results show that the words ‘Christmas’ and ‘each’ carry
the main weights towards the selection of the masked word (the top choice is ‘presents’).
The results make a lot of sense to humans—obviously Christmas is a holiday during
which people exchange gifts with each other.

Interpretability/explainability in NLP often takes a single token or word embedding
to be the analysis unit. However, what if wewanted to understand the role of entire groups
of tokens (e.g. a multi-word phrase or a combination of words) rather than individual
ones? For most existing methods, there is no canonical way to aggregate scores across
multiple units—we cannot necessarily add/average the raw attention scores of multiple
words, since the usefulness of one may depend on the other.

Fig. 1. An example of masked language modeling task where the masked word prediction was
generated using huggingface’s bert model demo (https://huggingface.co/bert-base-uncased), and
the attention flow values were calculated using the publicly available code https://github.com/sam
iraabnar/attention_flow [3]. The results show that the words ‘Christmas’ and ‘each’ carry the main
weights towards the selection of masked word (the top choice is ‘presents’).

https://huggingface.co/bert-base-uncased
https://github.com/samiraabnar/attention_flow
https://huggingface.co/bert-base-uncased
https://github.com/samiraabnar/attention_flow
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However, Ethayarajh proved that the attention flow meets the criteria for a Shapley
value—the average expected marginal contribution of one player (e.g., word) after all
possible combinations have been considered [4]. Therefore, we could easily redefine a
“player” to be a group of words, such that all words in the same group would simul-
taneously be included or excluded from a coalition. Consequently, we can evaluate the
contribution of word groups by aggregating attention flow values of individual words.

Another linguistic phenomenon is that a word can belong to different groups, rep-
resenting different discourse relationships. Martin gave an example in [5]: The sharks
circled once, the insertion bird lifted up to join them, and all four peeled out back towards
the sea. Multiple types of discourse relation exist in the example:

(1) Participant tracking relationships: the sharks – the insertion bird – … – all four;
(2) Conjunctive relations among events: circled^lifted^join^peeled;
(3) Transitivity relations among the process, participants and circumstances: shark (as

actor) – circled (as process) – once (as extent in time).

Therefore, an individual word can belong to different word group organized by types
of discourse relation. For example, theword ‘shark’ is in (1) and (3), and theword ‘circle’
in (2) and (3).

In this paper, BERTbasemodels and human evaluators perform the samefill-in-blank
tasks on multiple examples and humans were asked to select high attention words that
carry heavierweights in terms of supporting their decisions on themaskedword.We eval-
uate the difference between human-generated and machine-generated results. For sim-
ple sentences, individual words are evaluated separately. For complex sentences, word
groups are established based on systemic functional linguistic rules, and we organize
human-based and machine-based evaluations according to these word groups.

2 Systemic Functional Linguistics and Word Groups

Systemic functional linguistics (SFL) considers language as a social semiotic system [6].
‘Systemic’means that the language is organized as a systemof systems (the polysystemic
principle). Systems such as mood and modality are the basic category of paradigmatic
patterns that serves as resources for making meaning [7]. ‘Functional’ implies that lan-
guage evolved under pressure of the functions it serves. Functions have impacts on the
structure and organization of language at all levels via three simultaneously generated
metafunctions (modes of meaning): ideational, interpersonal, and textual.

The ideational metafunction construes human experience of external and internal
reality as well as logical relations between phenomena. The interpersonal metafunction
construes complex and diverse interpersonal relations. The textual metafunction helps
to create coherent text – text that coheres within itself and with the context of situation.

SFL also considers that language unfolds syntagmatically at different lexicogrammar
levels: clause, word group (phrases), word, and morpheme. In this paper, we are more
interested in word groups (also known as nominal groups). Given a sample sentence
such as “It is quite interesting that those big boys are working very hard in the factory”,
typical nominal groups are:
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(1) noun group: ‘Those big boys’
(2) verb group: ‘are working’;
(3) adverbial group: ‘very hard’;
(4) propositional group: ‘in the factory’;
(5) adjective group: ‘quite interesting’.

The above nominal groups are composed of words neighboring to each other within
clauses. In other examples beyond clauses such as the sentence “The sharks circled once,
the insertion bird lifted up to join them, and all four peeled out back towards the sea.”,
various discourse relations (participant tracking, conjunctive, and transitivity, etc.) exist
and give us word groups that are composed of words not neighboring to each other. We
want to find out the extent to which human evaluators and the BERT base model agree
or disagree on the word groups supporting their fill-in-blank decisions.

3 Experiment Results and Interpretations

[3] stated that attention flow weights are amortized among the set of most attended
tokens (words) that are important to the final decision. Thus, the attention flow weights
tend to evenly distribute themselves towards multiple word groups (throwing a wider
net). Therefore, we mainly focus on finding human identified important word groups
that show lower-than-average attention flow scores because that indicates disagreement
between human evaluation and the BERT base model’s result.

The three test subjects are native in Traditional Chinese, with English as their second
language in advanced proficiency level. Two of them have completedMaster’s degrees in
the United States, the field of Translation and Interpreting. The third subject is pursuing
a Master’s degree in Translation and Interpreting, also in the United States.

1. Example 1: We give each other ___ on Christmas eve (Fig. 2 and Table 1).

Fig. 2. BERTbasemodel (uncased) fill-in-blank prediction and attention flow results for Example
1.
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Table 1. Human evaluators’ keyword selection results for Example 1.

Human evaluator 1 Human evaluator 2 Human evaluator 3

1. give
2. Christmas eve
3. each other
4. We

1. Christmas eve
2. give

1. Christmas eve
2. each other
3. give
4. we

In this example, human evaluators believe that the verb ‘give’ is very important while
BERT base model shows high attention flow scores on ‘Christmas’ and ‘each other’.

2. Example 2: She has towake up very early forwork, and a cup of ___ always brightens
her mood on those mornings (Fig. 3 and Table 2).

Fig. 3. BERTbasemodel (uncased) fill-in-blank prediction and attention flow results for Example
2.

Table 2. Human evaluators’ keyword selection results for Example 2.

Human evaluator 1 Human evaluator 2 Human evaluator 3

1. wake up
2. very early
3. mornings
4. brightens (her mood)
5. for work

1. wake up/very early
2. brightens (her mood)

1. a cup of
2. brighten (her mood)
3. very early
4. morning

In this example, human evaluators seem to have consensus with the BERT base
result—multiple word groups contribute to the fill-in-blank decision.

3. Example 3: Argentina called the islands Malvinas but British called it ___ (Fig. 4
and Table 3).



A Comparative Study of BERT-Based Attention Flows Versus Human Attentions 511

Fig. 4. BERTbasemodel (uncased) fill-in-blank prediction and attention flow results for Example
3.

Table 3. Human evaluators’ keyword selection results for Example 3.

Human evaluator 1 Human evaluator 2 Human evaluator 3

1. Malvinas
2. Argentina/British
3. called

1. but
2. called
3. Argentina/British

1. British
2. Malvinas
3. Argentina

In this example, majority of human evaluators believe that the verb ‘called’ is
very important while BERT base model shows high attention flow scores on nouns
(‘Argentina’, ‘islands’, and ‘British’), but the verb ‘called’ has low attention flow score.

4. Example 4: He is not only strong, ___ very tall (Fig. 5 and Table 4).

Fig. 5. BERTbasemodel (uncased) fill-in-blank prediction and attention flow results for Example
4.

Table 4. Human evaluators’ keyword selection results for Example 4.

Human evaluator 1 Human evaluator 2 Human evaluator 3

1. Not only 1. Not only 1. Not only
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In this example, Bert base model and human evaluators identify the conjunction
phrase ‘not only’ as very important. They have consensus.

5. Example 5: Not only most coal mines are located far away, ___ the province has
encouraged workers to switch to agriculture (Fig. 6 and Table 5).

Fig. 6. BERTbasemodel (uncased) fill-in-blank prediction and attention flow results for Example
5.

Table 5. Human evaluators’ keyword selection results for Example 5.

Human evaluator 1 Human evaluator 2 Human evaluator 3

1. Not only
2. coal mines
3. far away
4. switch
5. agriculture

1. Not only 1. Not only

In this example, all three human evaluators identify the conjunction phrase “not
only” as very important, but BERT base model does not. Compared to example 4, it
seems that as the complexity and length of a sentence increase, BERT base model pays
less attention towards conjunction phrases, instead pays more attention towards nouns,
verbs, and other word types.

6. Example 6: Firstly he is tall. ___ he is very strong (Fig. 7 and Table 6).

Fig. 7. BERTbasemodel (uncased) fill-in-blank prediction and attention flow results for Example
6.
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Table 6. Human evaluators’ keyword selection results for Example 6.

Human evaluator 1 Human evaluator 2 Human evaluator 3

1. Firstly
2. He (the two ‘he’ are the same person)

1. Firstly 1. Firstly

In this example, both Bert base model and human evaluators identify the conjunction
phrase “firstly” as very important. They have consensus.

7. Example 7: Firstly, many schools in the area suffer from teacher shortage. ___, the
school age population increased 13% this year (Fig. 8 and Table 7).

Fig. 8. BERTbasemodel (uncased) fill-in-blank prediction and attention flow results for Example
7.

Table 7. Human evaluators’ keyword selection results for Example 7.

Human evaluator 1 Human evaluator 2 Human evaluator 3

1. Firstly
2. schools
3. teacher shortage
4. population increased

1. Firstly 1. Firstly

In this example, human evaluators identify the conjunction phrase “firstly” as very
important, but BERT base model believes that there are many other words that are
equally important. Compared to example 6, it seems that as the complexity and length of
a sentence increase, BERT base model pays less attention towards conjunction phrases,
instead pays more attention towards other word groups.

8. Example 8: The sharks circled once, the insertion bird lifted up to join them and all
___ peeled out back towards the sea (Fig. 9 and Table 8).
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Fig. 9. BERTbasemodel (uncased) fill-in-blank prediction and attention flow results for Example
8.

Table 8. Human evaluators’ keyword selection results for Example 8.

Human evaluator 1 Human evaluator 2 Human evaluator 3

1. sharks
2. insertion birds
3. all
4. peeled out
5. the sea
6. back towards

1. sharks
2. insertion birds
3. all

1. them
2. sharks/insertion birds

In this example, BERT base model performs better than human evaluators because
it captures both participant tracking relation (sharks-insertion birds) and conjunctive
relation (circled-lifted-join-peeled) simultaneously. Human evaluator 1 has her attention
on participant tracking relation (sharks-insertion birds-all) and the transitivity relation
in a local clause (___ peeled out back towards the sea). Human evaluator 2 and 3 focus
on participant tracking relation (sharks-insertion birds-all-them) only but ignore the
conjunctive relations among the verbs.

9. Example 9: The sharks circled once, the insertion bird lifted up to join them and all
four _____ back toward the sea (Fig. 10 and Table 9).

Fig. 10. BERT base model (uncased) fill-in-blank prediction and attention flow results for
Example 9.
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Table 9. Human evaluators’ keyword selection results for Example 9.

Human evaluator 1 Human evaluator 2 Human evaluator 3

1. sharks
2. insertion bird
3. all four
4. the sea
5. back towards

1. sharks
2. insertion bird
3. all four
4. back (supporting a verb)

1. back towards
2. all four

In this example, BERT base model performs better than human evaluators because
it captures both participant tracking relation (sharks-insertion birds) and conjunctive
relation (circled-lifted-join-toward) simultaneously. Human evaluator 1 and 2 mainly
focus on participant tracking relation (sharks-insertion birds-all four) and the transitivity
relation in a local clause (___ back towards the sea). Human evaluator 3 focuses on a
local clause (all four___ back towards the sea). Here, BERT base model demonstrates a
balanced global view—distributed attentions towards the overall structure.

10. Example 10: The sharks circled _____, the insertion bird lifted up to join them and
all four peeled out back towards the sea (Fig. 11 and Table 10).

Fig. 11. BERT base model (uncased) fill-in-blank prediction and attention flow results for
Example 10.

Table 10. Human evaluators’ keyword selection results for Example 10.

Human evaluator 1 Human evaluator 2 Human evaluator 3

1. The sharks
2. circled
3. the sea
4. back toward
5. peeled out back

1. circled
2. sharks

1. circled
2. sharks
3. the insertion bird
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In this example, BERT base model performs better than human evaluators because
it captures both participant tracking relation (sharks-insertion birds) and conjunctive
relation (circled-lifted-join-toward) simultaneously. Human evaluator 1 and 2 mainly
focus on a local clause (sharks circled ___). Human evaluator 3 focuses on a local clause
(all four___ back towards the sea). Here, BERT base model demonstrates a balanced
global view—distributed attentions towards the overall structure.

4 Discussion and Conclusion

The purpose of this small-scale study is to compare BERT language model’s attention
flow—which quantifies the marginal contributions from each word and aggregated word
groups towards thefill-in-blank prediction task—with human evaluators’ opinions on the
same task. Based on a limited number of experiments performed, we have the following
findings:

1. Compared with human evaluators, BERT base model pays more attention to nouns
and less attention towards verbs (example 1 and 3). While BERT performance on
language tasks can be brittle sometimes [8], the natural partition hypothesis [9, 10]
proposed that nouns will predominate over verbs in children’s initial vocabularies
because the meanings of nouns are easier for children to discover than those of verbs
and other relational terms. Therefore, one hypothesis is that BERT language model
performs at human children’s level so that it discovers nouns better than verbs.

2. As sentences become longer andmore complex, human evaluators can distinguish the
major logic relation (e.g., logic connective words in example 4, 5, 6 and 7) and be less
distracted by other components in the structure. The attention flow scores calculated
using the BERT base model, on the other hand, amortizes towards multiple words
and word groups as sentences become longer and more complex. Consequently, the
focus on the main logic relation become blurred as sentences become longer and
more complex.

3. On the other hand, amortized attention flow scores calculated using BERT base
model provide a balanced global view towards different types of discourse relations
embedded in a long and complex sentence, as illustrated by example 8, 9, and 10,
using the reticulum example from [5].

Finding (2) and (3) show that BERT base model’s amortized attention flow results and
human evaluation results are complementary to each other: human results focus on main
logic relations while BERT base model’s results focus on balanced contributions from
many words or word groups from different discourse relationships.

For future works, more examples will be prepared for detailed more rigorous
verifications on the findings.
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Abstract. This paper proposes a text-based recommendation system
based on Probabilistic Matrix Factorization. ConvMF is one of the suc-
cessful text-based PMF models, which uses CNN to capture features of
items from the item description text and integrates them into PMF. How-
ever, ConvMF does not take user characteristics into account, and the
effectiveness of item description text and user description text has not
been evaluated. Therefore, this paper proposes a method that uses a CNN
for ConvMF, extracts features from user description text created from
user reviews, and integrates them into PMF as user features. The pro-
posed method improves the recommendation accuracy by 2.8% to 4.4%
over existing methods on a dataset of five genres of books. We also evalu-
ated the effectiveness of each book genre and examined the effectiveness of
the pre-training model. We also evaluated the robustness of the proposed
method by parameter analysis. The proposed method was shown to be less
affected by parameters than existing methods and to be more robust.

Keywords: Decision support systems · Human AI collaboration ·
Intelligent system · Knowledge management

1 Introduction

A recommender system is a useful tool for presenting appropriate information to
users from among large amount of information in today’s information-overloaded
society. In particular, they are increasingly used in web services such as e-
commerce, social networking service, news sites, and music streaming services,
and are used as a way to increase revenue for these sites [4]. Recommender
systems that specialize in target domains are also emerging, providing recom-
mendations based on the characteristics of each field, such as supermarkets [24],
restaurants [19], movies [15], and books [9,11]. Especially for movies and books,
recommender systems that use product categories, time-series data, synopsis,
and user reviews have emerged.

Collaborative filtering is a specific method in recommender systems [18].
It obtains user preferences from behavioral history and makes recommendations
based on the preferences of similar users. Matrix factorization is a typical method
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of collaborative filtering. It is a technique to decompose the evaluation matrix
obtained from user evaluation information into an item matrix and a user matrix
with implicit factors and is one of the most successful methods in recommender
systems [14]. However, both matrix factorization and collaborative filtering have
the problem of reduced recommendation accuracy when the evaluation informa-
tion is limited. Therefore, to address this problem, models have been proposed
that employ probabilistic matrix factorization(PMF) [14], a probabilistic algo-
rithm that works well even with sparse and unbalanced datasets, and matrix
factorization with various auxiliary information, such as tags [16], text [5,7],
context [2,3], visual information [13], and social relations [6,21].

In addition, with the recent increase in information technology, people now
have access to a great deal of written information, such as movie and book
synopses and user reviews. However, it is becoming increasingly difficult for users
to find appropriate information among the large amounts of documents. Against
this background, many recommender systems have been proposed that utilize
text such as the synopses and reviews of books and movies [9]. ConvMF is a prime
example of a method that uses textual information in matrix factorization to
solve the cold start problem [5]. In this method, features are extracted from text
representing the characteristics of items using a convolutional neural network
(CNN) and incorporated into an item matrix in PMF. However, no research has
clarified the effectiveness of incorporating both synopses and user reviews into
matrix factorization in a book recommender system.

This paper proposed a new recommender system based on the ConvMF using
CNN architecture. In proposed method, item and user features are extracted
from the item description text and user description texts by CNN architecture
and incorporated into PMF. The contributions of this paper are as follows.

– Synopses are used as the item description text, and reviews submitted by
users are used as the user description text, By incorporating them into PMF
at the same time, the accuracy was improved in five datasets.

– The effectiveness of item and user description texts was examined by compar-
ing the results of them not only the ConvMF, which uses only item description
text, but also a new model that uses only user description text.

– Genre-specific datasets of books were used to examine the validity of recom-
mendations of books by genre.

2 Related Work

2.1 Text-Based Recommendation System

The most famous text-based recommendation method is the one that extracts
keywords from text describing items and user characteristics and then uses them
for recommendation. Beel et al. proposed a recommendation system using TF-
IDF [17], which is a measure of the frequency of word occurrence in a document
[1]. Musto et al. proposed a recommendation system using word2vec [8], a word
embedding model [10].
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In addition, With the recent improvement of computing technology, many
methods using deep learning have also been introduced. For instance, Zhang et al.
[23] extracted information from the purchase histories and reviews of users and
used hierarchical RNNs to learn from each other to improve the recommendation
accuracy.

Moreover, a new method has applied CNNs to text to capture the back-and-
forth relationships between sentences and improve the recommendation accu-
racy. Wu et al. [22] used CNN to capture the context of news article titles to
improve the recommendation accuracy. Kim et al. [5] proposed ConvMF, which
captures contextual information and incorporates it into PMF. ConvMF achieves
improved accuracy by applying CNN to the item feature text and appropriately
adjusting the prior distribution of items in PMF. In this paper, we use the text
representing the user’s features, which is not considered in ConvMF, in addition
to the text representing the item’s features. By appropriately adjusting the prior
distribution of the user in PMF, we can improve the recommendation accuracy
and examine the effectiveness of using the item and user texts.

3 Method

In this section, we explain our proposed method. First, we introduce the prob-
abilistic model of PMF [14]. We then describe the stochastic model and opti-
mization method for simultaneously incorporating item description and user
description texts into PMF, referring to the method of ConvMF.

3.1 Probabilistic Matrix Factorization

Salakhutdinov et al. [14] proposed a recommendation method called PMF, which
is a kind of matrix factorization method. PMF assumes users N , items M , an
arbitrary integer D, and a rating matrix R ∈ R

N×M obtained from the user’s
rating information. The PMF is a matrix factorization R into a user matrix
U ∈ R

D×N= {u1, u2, ..., uN} and an item matrix V ∈ R
D×M= {v1, v2, ..., vM}.

The measured score rij is made by user i for item j. In this case, R is expressed
by the following equation

p(R|U, V, σ2) =
N∏

i

M∏

j

[N(rij |uT
i vj , σ

2)]Iij (1)

where σ is the Gaussian noise of R. Iij is the indicator function that is equal 1
if user i rated item j and equal to 0 otherwise.

The optimal matrix U , V minimizes the loss function ε, as shown in the
following:

min ε(U, V ) =
N∑

i

M∑

j

Iij
2

(rij − uT
i vj)2 +

λu

2

N∑

i

‖ui‖2 +
λv

2

M∑

j

‖vj‖2 (2)

where λu and λv are the L2 regularization terms derived from the Gaussian
noise of R, U , and V .
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Fig. 1. Graphical model of propopsed method: PMF part in center (blue), ConvMF
part in right (green), proposed method added to left part (red). (Color figure online)

3.2 Proposed Method

Figure 1 shows an overview of the probabilistic model for proposed method.
X= {x1, x2, ..., xM} is the set of description documents of items, and W is the
weight vector of the CNN architecture of items. X+ = {x+

1 , x+
2 , ..., x+

N} is the
set of description documents of users, and W+ is the weight vector of the CNN
architecture of users. In PMF, R is generated from U , V , and σ. In ConvMF, V
is generated from X, W , and σV representing the Gaussian noise. In this way,
the prior distribution in PMF is adjusted appropriately.

In our proposed method, we consider the effectiveness of incorporating X+,
W+, and σU to represent the Gaussian noise in matrix factorization and improve
the recommendation accuracy by appropriately adjusting the prior distribution
by using the user description text for U .

Algorithm 1 is also a pseudo-code our proposed method.
In this paper, we use the CNN architecture proposed in ConvMF, which con-

sists of four layers: embedding, convolution, pooling, and output. The following
cnn(W,xj) is the feature vector of item j obtained by using CNN architecture
from the document vector xj of item j, and cnn(W+, x+

i ) is the feature vector
of user i obtained by using CNN architecture from the document vector x+

i of
user i.

When cnn(W,xj) and cnn(W+, x+
i ) are used, V and U in the PMF proba-

bility model can be expressed by the following prior distribution equations:

p(V |W,X, σ2
V ) =

M∏

j

N
(
vj |cnn (W,xj) , σ2

V IK
)

(3)

p(U |W+,X+, σ2
U ) =

N∏

i

N
(
ui|cnn

(
W+, x+

i

)
, σ2

UIK
)

(4)

where IK represents the identification matrix. Equations (1),(3) and (4) can be
rewritten as follows:
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max
U,V,W,W+

p
(
U, V,W,W+|R,X,X+, σ2, σ2

V , σ2
U , σ2

W , σ2
W+

)

= max
U,V,W,W+

[p
(
R|U, V, σ2

)
p

(
U |X+,W+, σ2

U

)
p

(
V |X,W, σ2

V

)

p
(
W+|σ2

W+

)
p

(
W |σ2

W

)
]

(5)

Now, to optimize (5), we use the following maximum a posteriori estimation:

max
U,V,W,W+

p
(
U, V, W, W+|R, X, X+, σ2, σ2

V , σ2
U , σ2

W , σ2
W+

)

= max
U,V,W,W+

[p
(
R|U, V, σ2) p

(
U |X+, W+, σ2

U

)
p

(
V |X, W, σ2

V

)
p

(
W+|σ2

W+

)
p

(
W |σ2

W

)
]

(6)
By taking the negative algorithm in (6), we can reformulate it as follows:

min ε
(
U, V,W,W+

)
=

N∑

i

M∑

j

Iij
2

(
rij − uT

i vj
)2

+
λU

2

N∑

i

‖ui − cnn
(
W+, x+

i

) ‖2 +
λV

2

M∑

j

‖vj − cnn (W,xj) ‖2

+
λW+

2

|W+
e |∑

e

‖W+
e ‖2 +

λW

2

|Wd|∑

d

‖Wd‖2

(7)

λU ,λV ,λW , and λW+ are the regularization terms derived from the Gaussian
noise in U ,V ,W , and W+, respectively. Partial differentiation of (7) by U and
V respectively yields the following equation:

ui =
(
V IiV

T + λUIK
)−1 (

V Ri + λUcnn
(
W+, x+

i

))
(8)

vj =
(
UIjU

T + λV IK
)−1

(URj + λV cnn (W,xj)) (9)

where Ii is a diagonal matrix whose diagonal components are the indicator vector
{Ii1, Ii2, ..., IiM} that indicate whether user i evaluated each item. Similarly,
Ij is a diagonal matrix whose diagonal components are the indicator vector
{I1j , I2j , ..., INj}. Ri is a rating vector {ri1, ri2, ..., riM}. Similarly, Rj is a rating
vector {r1j , r2j , ..., rNj}.

Based on (8) and (9), U and V are updated by stochastic gradient descent
to obtain the optimal user matrix U and item matrix V .

However, W and W+ cannot be optimized in the same way as U and V
because they are closely related to the features of CNN architecture, such as the
max pooling layer and nonlinear activation function. Therefore, we temporarily
fix U and V and use the error back-propagation method to estimate W and W+.



Book Recommender System Using CNN Capturing Feature 523

Algorithm 1. algorithm of proposed method
Require: Tr R: rating matrix for training data; V al R: rating matrix for validation

data; Test R: rating matrix for test data; D: item text; D+: user text; i, j: the
number of user and item; λU , λV : Gaussian noise of U, V

Ensure: optimal U, V, W, W+

1: Pred U, Pred V ← Initialize from CNN architecture
2: U, V ← Pred U, Pred V
3: count ← 5 //endure count
4: z ← 0
5: pre val eval = ∞
6: while z < count do
7: for k = 0; k < i; k + + do
8: uk ← (V IiV

T + λUIK)−1(V Tr Ri + λUPred Ui)
9: end for

10: for k = 0; k < j; k + + do
11: vk ← (UIjU

T + λV IK)−1(UTr Rj + λV Pred Vj)
12: end for
13: CNN model U.fit(X = D+, y = U)
14: CNN model V.fit(X = D, y = V )
15: val eval ← RMSE(U, V, V al R)
16: test eval ← RMSE(U, V, Test R)
17: if val eval > pre val eval then
18: z ← z + 1
19: end if
20: pre val eval ← val eval
21: Pred U ← CNN model U.predict(D+)
22: Pred V ← CNN model V.predict(D)
23: end while
24: return test eval

4 Experiment

In this experiment, we compare the performance of the proposed and existing
methods using five datasets of book genres. We first explain the dataset, compar-
ison method, and evaluation metrics. Then, we discuss the experimental results.

4.1 Goal, Dataset, and Experiment Configuration

In this experiment, a subset of each genre in the Goodreads dataset [20] is used
to compare the performance of the proposed and existing methods. First, details
of the dataset, comparison method, and evaluation metrics are explained. Next,
we discuss the results of the experiment and examine the effectiveness of the
pre-training model and parameter search.
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Table 1. Dataset details

Dataset Users Items Ratings Density

Romance 65734 109625 2935268 0.0407%

Fantasy 98658 78792 2814088 0.0362%

Mystery 59095 51275 1312257 0.0433%

History 65460 49688 1309792 0.0403%

Poetry 3773 2795 43512 0.0413%

We used five datasets from the Goodreads dataset: mystery, history, fan-
tasy, romance, and poetry. These datasets contain rating information, synopsis
information for each item, and user reviews. The synopsis was used as the item
description text, and the review posted by each user was used as the user descrip-
tion text. The evaluation value for each dataset was taken from 0 to 5. Since
this experiment used text data, items without a synopsis and users without user
reviews were excluded from the dataset. Users who rated fewer than 5 items
were also excluded. The statistics for each dataset as a result of these processes
are shown in Table 1.

For each text, the following preprocessing was performed as in ConvMF [5]:
1) set the maximum length of raw documents to 300, 2) remove stop words,
3) calculate the TF-IDF score for each word, 4) remove corpus-specific stop
words that have a document frequency higher than 0.5, 5) select the top 8,000
distinct words as vocabulary, and 6) remove all non-vocabulary words from the
raw documents.

In this experiment, we adopted root mean square error (RMSE) as an eval-
uation index, and took an average of five trials to ensure reliability.

RMSE =

√∑N,M
i,j

(
rij − r̂ij

2
)

ratings
(10)

where r̂ij is the predicted score of user i for item j, and ratings is the total
number of scores.

We compared proposed method with the following base lines:

– PMF [14]: PMF is a standard method of matrix factorization that only uses
user’s ratings.

– ConvMF [5]: ConvMF is method that extracts features from item description
text using CNN and incorporates them into PMF.

– Left-ConvMF: Left-ConvMF is a method that extracts features from user
description text using CNN and incorporates them into PMF.

– Proposed Method: Proposed method is our proposed method that extracts
features from item and user description texts using CNN and incorporates
them into PMF.
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Experiments were also conducted on ConvMF+, Left-ConvMF+, and Pro-
posed+Pretrain Method using a pre-trained word embedding model called Glove
[12] for each method.

To find the best values for λu and λv, a grid search was conducted in the
range of [1,25,50,75,100].

The parameters of the other experiments were set as follows:

– Dimensionality D of the user matrix U and the item matrix V is set to 50.
– The maximum number of words in each document is set to 300.
– The dimensionality of the pre-trained word embedding model is set to 300.
– The dropout rate used to train the CNN architecture is set to 0.2.

4.2 Experimental Results

Table 2 shows the RMSE of each model. Here, Improve is the percentage improve-
ment between the best value of Proposed Method or Proposed+Pretrain Method
and the best value of the compared methods. From this table, we can see that
the best accuracy is obtained by the Proposed Method or Proposed+Pretrain
Method in any dataset. This result suggests that using the user and item descrip-
tion text and incorporating them into the matrix factorization is effective. For
each dataset, we achieved an improvement of 4.4% for the romance dataset,
2.8% for the fantasy dataset, 3.6% for the mystery dataset, 4.2% for the history
dataset, and 3.0% for the poetry dataset.

Influence of User and Item Description Text. To examine the effectiveness
of the CNN architecture given to users and items, we calculated the RMSE of
ConvMF and Left-ConvMF for each dataset in terms of improvement over PMF,
a plain matrix factorization model. In the romance dataset, ConvMF increased
8.0% and Left-ConvMF was the same as PMF. In the fantasy dataset, ConvMF
increased 13% and Left-ConvMF increased by 0.082%. In the mystery dataset,
ConvMF increased by 12% and Left-ConvMF increased by 1.0%. In the history
dataset, ConvMF increased by 6.0% and Left-ConvMF decreased by 5.7%. In
the poetry dataset, ConvMF increased by 14% and Left-ConvMF increased by
5.5%. The overall trend is a higher improvement rate in ConvMF using CNN
architecture on the item side than in Left-ConvMF using CNN architecture on
the user side.

In the history dataset, the RMSE of Left-ConvMF was lower than that of
PMF. This is thought to be due to the fact that subjective reviews by other users
have a negative impact on recommendations in the history genre. However, in all
datasets, including the history dataset where the Left-ConvMF value was worse
than the PMF value, our proposed method using CNN architecture for both
item and user, proposed method, gave the best value, suggesting that the use of
both item and user description text complementarily enhanced the model.
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Table 2. Over all test RMSE

Model Romance Fantasy Mystery History Poetry

PMF 1.106 1.222 1.185 1.185 1.325

ConvMF 1.018 1.067 1.044 1.114 1.141

ConvMF+ 1.011 1.074 1.049 1.110 1.138

Left-ConvMF 1.106 1.221 1.173 1.252 1.252

Left-ConvMF+ 1.107 1.222 1.171 1.246 1.264

Proposed Method 0.967 1.038 1.006 1.063 1.108

Proposed+Pretrain Method 0.967 1.037 1.006 1.063 1.105

Improve 4.4% 2.8% 3.6% 4.2 % 3.0%

Impact of Pre-training Model. We discuss the effectiveness of the pre-
training model in proposed method. We used Glove [12] as the pretraining-model.
As shown in Table 3, in each dataset, the improvement rate when changing from
Proposed Method to Proposed+Pretrain Method ranges from 0.0% to 0.27%,
so the use of a pre-trained model is not expected to improve accuracy consid-
erably. This is thought to be because the amount of text in the synopses and
user reviews is large enough to allow sufficient training without the use of a
pre-training model. In fact, the poetry dataset with the smallest number of data
shows a larger improvement in accuracy than the other datasets.

Parameter Analysis. Table 3 shows the relationship between λU , λV , and
RMSE for each method using the item description and user description texts for
each dataset. The table shows that the same trend is observed in both datasets; in
ConvMF and Left-ConvMF, the RMSE tends to worsen as λU and λV increase,
and the range of parameters that can obtain the optimal RMSE is also narrower.
Therefore, a rigorous parameter search is necessary to obtain the optimal λU

and λV . However, the proposed method always achieves highly accurate RMSE
except when λU and λV are extremely small. This outcome indicates that the
proposed method is more robust than existing methods. We believe the reason
for this is that applying the CNN architecture to both the item and user sides
optimizes U and V in a balanced manner. However, we need to be careful not
to fall into the trap of local optimal solutions.
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Table 3. Parameter analysis

Dataset Double-ConvMF ConvMF left-ConvMF

romance

fantasy

mystery

history

poety



528 T. Tamada and R. Saga

5 Conclusion

In this paper, we proposed a new recommender system to capture contextual
information from the texts of user and item descriptions using CNN and incor-
porate such information into the matrix factorization. Then, we explained the
algorithm for optimizing the equation obtained from the prior distribution equa-
tion, assuming item latent matrix and user latent matrix to use the item and
user description texts. Experiments were conducted on five datasets of book
genres and improvements ranging from 2.8% to 4.4% were achieved compared to
existing methods. This result suggests that using the item and user description
texts at the same time is more effective than using the item or user description
text alone.

In the future, we would like to develop a model that uses other models instead
of CNN when incorporating description text into matrix factorization.
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Abstract. Currently, the development of intelligent applications for the most
diverse areas is widespread, at the same time causing doubts in users about its
use, as it is considered by many to be intelligent “black boxes”. The impact, lim-
itations, and opportunities of these processes are still not much discussed, with
product management and the development of user-centered experiences being two
fronts with current demands. To address some of the main challenges that can be
highlighted, we present the stages of development of the Discover Manaus project
and the usefulness of processes such as Design Thinking to better understand the
magic offered to users. The article shows the usefulness of Design Thinking as
a tool for integrating technologies, stakeholders, and the development team. The
Case Study shows an approach where we managed to immerse users in the main
features required, improving their experience and acceptance of the application.

Keywords: Artificial Intelligence · User-centered experiences · Design Thinking

1 Introduction

This article presents a case study on the development of an application for tourists
visiting Manaus, the capital of the Brazilian state of Amazonas, called Discover Manaus
(Descubra Manaus). The city with an estimated population of 2,250,0001 in 2021 is the
main entry point for visitors, who come to discover the great rainforest, the Amazon.
The article proposes to analyze the development of this technological solution with the
objective of building a debate on the processes of development of artificial intelligence
systems aimed at the end user. Mainly, considering that these processes are still poorly
studied, addressing the limitations and opportunities they can provide in current and new
experiences for users. Emphasizing how these new technologies have direct and little
discussed implications both in the product management process and in the development
of user-centered experiences.

Discover Manaus is an application produced through a partnership between the city
of Manaus and a research and development (R&D) center financed by the Computer

1 https://cidades.ibge.gov.br/brasil/am/manaus/panorama.
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Law (N 8.248 of 11/23/1991)2 established in the same city, called Sidia, in which we
work as researchers in the fields of Artificial Intelligence and UXDesign. It is important
to point out that the Informatics Law is a legal device instituted at the federal level by the
Brazilian State, allocating resources from the semiconductor and electronics industry to
carry out research and development activities in the regions where these industries are
allocated. This law is an important device for directing human and intellectual resources
aimed at regional development, in our case the State of Amazonas.

The application was proposed by the city of Manaus with the aim of offering a new
experience to its visitors. This experience is made up of an intelligent itinerary updated
according to preferences and time availability informed by the users themselves, which
offers indications of tours and information about the main tourist attractions and cultural
events in the city. The itinerary produced by the application also seeks to gamify the
tourist activity by rewarding the tours carried out by visitors with a variety of digital
souvenirs, such as postcards in Augmented Reality. At the same time, the application is
part of the formationof amunicipal policy that aims to develop tourist activities in the city.
With the help of the application, the city ofManaus intended to collect information about
its visitors and their main interests in the city to provide future political decision-making
on the increase of tourist activities in the region.

Discover Manaus uses an Artificial Intelligence system to offer end users a person-
alized route made up of tourist attractions and cultural events in the city, continuously
updated with information about the duration of the trip and user preferences. The orga-
nizational aspects of the project should be highlighted, one of its fundamental points
was that it was organized with agile methodologies and had an interdisciplinary team of
researchers, developers, designers and Q&As. The way the project was organized and its
trajectory emphasize the “methodological” challenges of developing this type of techno-
logical solution, as it reveals how the work process itself does not yet have consolidated
routines and processes. In particular, the proposition of processes capable of articulating
the development of the AI learning system with user-centered design methodologies.
The interface between artificial intelligence development and design discovery, proto-
typing and iteration methodologies, which bring the visions and desires of end users into
the scope of innovation and technological solutions development.

This article discusses the internal processes of the Discover Manaus project, such
as the introduction of tools from areas such as design and project management used or
its conduct. Likewise, the adaptations made to the application itself in order to meet
the demands of its different stakeholders reveal particularities of the development of
AI-based solutions aimed at end users.

2 Methodological Resources: STS and Looking at Science
and Technology from Within

In our study, we propose to make a methodological move to analyze the trajectory of
the Discover Manaus project and the strategies used by the project members to develop
a technological solution, which combines artificial intelligence and an experience dedi-
cated to end users. Thismethodologicalmove reiterates the perspective developed largely

2 http://www.planalto.gov.br/ccivil_03/leis/L8248compilado.htm.

http://www.planalto.gov.br/ccivil_03/leis/L8248compilado.htm
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by the interdisciplinary field of social studies of science and technology, the STS. Sem-
inal authors in this field of knowledge, such as Bruno Latour [5], Thomas Hughes [7]
and John Lawn [6] call attention to a necessary change in approach in the way in which
the production of knowledge and the development of technological artifacts and systems
were studied. Among academics of the Human Sciences. These authors reconstruct pro-
cesses of the development of scientific theories and technological systems demonstrating
the relationships between their social, cultural and technical aspects. By focusing on the
complexity of these relationships, the STS claimed the need to open the “black box-
es” formed by these theories and technological systems in order to demonstrate their
limitations and biases.

This conceptual shift of the STS in view of the opening of black boxes, established
an important methodological strategy, which we applied in our study, the reconstitution
of scientific and technological controversies. Controversies have become an important
object of study and at the same time a strategy for opening black boxes, as they are
moments of construction, contestation and debate, in which concepts and certainties
have not yet been consolidated. Methodologically approaching a controversy helps us to
cut a moment of important instability and immaturity of certain technologies, important
for us to be able to observe the consolidation and decision-making processes inherent
to the development of technological solutions. Therefore, this methodological strategy
unfolds in a kind of tactic to avoid letting technological “black boxes” close up and
become commonplace.

Our case study on the Discover Manaus project is the reproduction of this method-
ological and conceptual strategy on a current and still little discussed topic, such as the
use of algorithms and artificial intelligence systems in products aimed at end consumers.
On a smaller scale, the analysis of the Discover manaus case from the design thinking
methodologies that enabled its development and to identify bottlenecks in its quality
process is a way of opening its black box to explain how this type of technology has
been developed and what are its limits. Analyze the trajectory of the project in order to
show how the development of this still new technology occurs, in order to reflect on its
limitations and map possible ways of optimizing the development of this technological
solution.

In this sense, we seek to reconstruct the trajectory of the Discover Manaus project,
drawing attention to different stages of its development through documentation produced
internally by the project and with the help of interviews carried out with its members.
The collection of these primary data was essential for us to develop an in-depth view of
the project’s trajectory, as we were able to obtain a wide variety of information present
in formal and informal documents of the team. In addition to having interviewed com-
ponents that occupied different roles in the execution of the project, such as designers,
developers and testers.
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3 Discover Manaus: Artificial Intelligence Applied to Tourism

In recent years, a variety of applications and other services aimed at tourism have
appeared on the market, which use Artificial Intelligence systems to offer tourists ways
to manage their tours and discover the main tourist attractions in cities. The interest of
Manaus City Hall in developing its own application repeats the investment of other cities
around the world, which offer their internal and external tourists technological solutions
aimed at guiding these tourists in tourism experiences. Platforms such as Tripadvisor
and Moovit are considered some of the main travel and tourism platforms in the world,
these are examples of applications used by users looking for information about their
future vacation destinations. Specifically in the case of TripAdvisor, the user can access
this information in up to 28 languages about restaurants, cultural events and historical
points in different parts of the world. Other well-known services such as Airbnb, Expe-
dia, Trivago and Virtual Tourist stand out as smart applications that help tourists build
their travel itineraries, facilitating day-to-day activities for tourists, such as choosing a
hotel and transport to and from be used. These applications seek to make these decisions
easier, faster and more economical. Bin et al. [1] indicate that the development of these
intelligent tools proposes a system of recommendations for travel itineraries based on
information provided through smartphones and in the context of the Internet of Things
(IoT). The system compiles data and indications about users’ contextual behavior to
discover and recommend travel routes (Fig. 1).

Fig. 1. Graphical interface for recording initial data
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Another proposal for the use of algorithms used in the context of tourist trips is found
in Lim [2], which develops an algorithm for individual users and groups of tourists. The
algorithm takes data from a dataset from the photo-sharing site Flickr and provides an
itinerary based on information from geotagged photos and considers how long users
spend at each point of interest. Taylor et al. [3] used the same database for a different
experiment, constituting an approach that circumscribes the theme of the tourist itinerary,
as an orientation problem. The algorithm developed by these authors implements a linear
programming that considers the popularity of points of interest of tourists. His solution
showed good results in the experiments.

Wangi and Jap [4] developed an application based on a myopic algorithm to help
with travel planning based on a set of constraints. Information such as travel distance and
time, user visit logs and place information are used to obtain personalized itineraries.
Gavala et al. used the same set of information to develop a heuristic solution to the
problem of personalizing tourist itineraries. On the other hand, Figueredo et al. identify
implicit preferences of tourists from photos on social networks and recommend points to
be visited by tourists. They use difuse logic methodologies and co-evolutionary neural
networks to classify users and indicate itineraries based on their profiles.

Fig. 2. Dashboard updated in real time and used by Manaus City Hall

In the case of DiscoverManaus, the implemented system establishes as a prerequisite
the prioritization of tourist spots in Manaus, the information generated through the use
of the application itself, added to the evaluations carried out by tourists, feeds this
prioritization algorithm. In case of unavailability of this information, the application
considers all tourist spots with the same priority. The input data are of four types:
Days in the city/Availability (Morning, Afternoon and/or Night)/Interest topics (Culture,
Sport/Leisure)/Location.

Its system is divided into three main steps. Firstly, the verification of the available
and necessary input data for the generation of the route. If this information is available,
variables are generated to control the average time spent in tourist spots and the time
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needed to travel between these points. The second step is the allocation of sights and/or
events in this order of priority for each of the days, considering in this order:- User
location/Availability/Priority of sights/Interest. In this allocation procedure, they are
subject to three restrictions: (R1) a tourist spot cannot be allocated on two consecutive
days and the length of stay will allow for more flexibility in recommending the time a
user will visit tourist spots. In the case of users whowill be in the city for a short time, the
average time spent in tourist spots (R2) will be respected. Finally, the model considers
the average time that the user will use to go from one place to another (Distance and
Velocity) according to the days of the week and time of day (R3). of the allocations
made in the itinerary to check if there are still vacant spaces for indicating other tourist
attractions or events not yet covered by the first restriction.

We can still identify a variety of solutions that offer content and information about
tourist destinations offered by cities that develop this type of activity. The development
of all sorts of technological solutions related to tourism responds to a variety of reasons,
from politics to issues related to the nature of tourism activity. However, its main aspect
is that the information managed is valuable to users and that it responds to fundamental
points of their experience. Users always wait for updated and relevant information to
carry out planned activities.

Like some of these applications presented above, Discover Manaus is a service
offered by the municipal government of Manaus for its local tourists and those coming
from other locations with the aim of optimizing their trip. Therefore, Discover Manaus
is a public policy tool for the city and this fact is observed in the way the project was
structured. From the point of view of project development, the team that developed
it needed to format its dialogue with two main stakeholders: the Manaus city hall, in
the role of client of the research and development center, and the end users designed
from methodologies of UX Design, such as exploratory research and building user
journeys. This distinction is found in the way the project was conducted and in the
artifacts analyzed by the research and is fundamental to understand the unfolding of this
technological solution.

In the documentation of the project’s presentation to theManaus City Hall, we found
the proposition of a product aimed at the city’s tourism and culture departments. The
solution provides the city hall with a tool for collecting information in real time andmade
available through a dashboard (Fig. 2) to be used by the city hall secretariats to formulate
decision-making on tourist activities. In this direction, Discover Manaus is built by the
research and development center and offered to the city hall as an artifact that will set the
city towards the future of a smart city. This argument found in the documentation that
inserts the technological solution in a network of projections and expectations about the
city and its civilizational advance, brings a glimpse into the value of these technologies
for public managers, in the same way, that makes us question about their real potential
for meeting these expectations (Fig. 3).
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Fig. 3. Graphical interfaces related to the recommendation of personalized itineraries

4 Results: The Importance of Design Thinking in Mediating
with Stakeholders

The main objective of this work is the development of an innovative solution, where
different technologies are integrated so that tourists can live the experiences of a city. The
Design Thinking process as a continuous and iterative cycle of improvement to obtain
the defined solution. The Empathizing, Defining, Ideating, Prototyping and Evaluating
stages were adapted to the development team and together with Scrum, allowing its
evolution throughout the project time. Design Thinking was a central strategy of the
project, used to capture and discover information and user needs. Their methodologies
helped to build a flow for generating ideas and implementing changes, which allowed
the project to continually update and attempt to introduce the users’ perspective to
the development process. The Discover Manaus project became dynamic thanks to the
implementation of this methodology, which we can consider as a mediator, as it made a
double connection between users, project and the development of Artificial Intelligence
itself.

In the first stage, themoment of creating empathywith the user, it was sought through
interviewswith tourists found in important points ofManaus such asLargoSao sebastião.
These interviews were important to identify the needs presented by tourists. At that
first moment, the following needs were indicated, used to start the development cycle:
interest in knowing the tourist attractions of the city, indications of bars and restaurants
with typical cuisine, suggestion of cultural events in the dates close to the trip, possibility
of evaluating the visits as a research factor, information in several languages.
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In dialogue with the information collected by the researchers about users’ needs, the
multidisciplinary team built a set of problems associated with these needs to establish an
order of execution priorities. In this case, the needs for suggestions stood out among all
the ones initially raised and what was defined as the main functionalities of the solution.
Details related to the ease of use and the delivery of value to users were points they
received during analysis (Fig. 4).

Fig. 4. Graphical interfaces related to regional information and achievements obtained by the
tourist

Followed by an ideation stage, in which the formation of the multidisciplinary team
can be considered a point of complexification of the solution, as it enabled the group
to bring approaches from different domains of knowledge. The Ideation process was
an important step towards the conceptualization of features. However, this process of
ideation and generation of features is just the beginning of a prototyping and iteration
process, which helped to stipulate new features during the execution of the project. In this
way, an important particularity of discover Manaus was its ability to adapt and iterate,
which took as a basis tools that introduced a perspective focused on end users to the
development of the project.

The Prototyping stage allowed the materialization of the selected ideas and require-
ments, in general, digital prototypes were created that allowed for greater and better
interaction with customers. In general, the incremental development processes allow to
obtain initial prototypes quickly and to evolve until the final version. The different cycles
or iterations using Scrum allowed for the identification of improvement elements.

The prototypes were passed in each iteration to the customers for their evaluation
and generation of possible adjustments and new demands.
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As mentioned, the members of the development team, together with the clients,
participated in the evaluation of the different iterations or cycles of the applied processes.
During the implementation of the project in the development of the application for a
Brazilian city, more than 20 people participated, including 60% of national and foreign
tourists in relation to the chosen city. The socio-demographic diversity within the team
allowed the evaluation of multiple hypotheses during the different stages of the project.

5 Conclusion

In our article, the case study of the development of the Discover Manaus project and its
close connection with design thinking processes demonstrate the complexity through the
variety of practices and tools that needed to be considered in the development of this type
of innovative solution with the proposition of a high value and relevance. The need to
integrate this wide variety of processes offered by design thinking methodologies offers
us a look from inside the black box of the development of applications and services that
offer users an artificial intelligence system.

In particular, the design thinking process proved to be very useful throughout the
project development process, becoming an important tool to integrate technology and
multidisciplinary team members at the same time. In addition to allowing the identi-
fication of a variety of iterations, both in sensitive issues such as privacy, as points of
usability and the need to automate features.

When the platform integrates different technologies to achieve an immersion of
tourists in their desire to explore new itineraries. The possibility of having an application
with features present in other applications, but in isolation, allows us to propose a better
experience for the user, helping them to organize and update the planned activities.
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Abstract. Despite the growing popularity of using ArtificialIntelligence-based
(AI-based) models to assist human decision-makers, little is known about how
managers in business environments approach AI-assisted decision-making. To
this end, our research is guided by two questions: (1) What facets make the
Human (Manager)-AI decision-making process trustworthy, and (2) Does trust
in AI depend on the degree to which the AI agent is humanized? We blended the
business and human-computer interaction fields by considering AI applications’
design from both a social and a technological angle to answer these research
questions. Our results show that (a) AI is preferred for operational versus strategic
decisions, aswell as for decisions that indirectly affect individuals, (b) the ability to
interpret the decision-making process of AI agents would help improve user trust
and alleviate calibration bias, (c) humanoid interaction styles such as conversations
were believed to improve the interpretability of the decision-making process, and
(d) organizational change management was essential for adopting AI technolo-
gies, more so than with previous emerging technologies. Additionally, our survey
analysis indicates that when interpretability and model confidence are present in
the decision-making process involving an AI agent, higher trustworthiness scores
are observed.

Keywords: Human-AI interaction · Trustworthy AI · Managerial
decision-making · AI-Infused decision-making · Model interpretability · Model
confidence

1 Introduction

In recent years, thanks to the convergence of improved algorithms, vast computing
power, and ever-increasing amounts of data, many successful applications of AI have
been built. Notably, as the applications of AI increase, the presence of AI solutions in the
business environment is becoming indispensable. This emerging technology may have
the potential to offer a competitive advantage to businesses through cost savings (such
as reducing employment and intelligent production quality control), increased effec-
tiveness of business processes (such as improving accounting and facilitating employee
recruitment) and eliminating human error [1]. However, despite the growing popularity
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of using AI-based models to assist human decision-makers, little is known about how
managers in business environments approach AI-assisted decision-making. Likewise,
with the increasing use of AI in the business realm, studying the potential negative
impacts of AI in this sphere is critical [2] and may help maximize the benefit of AI
while also minimizing its risks. Some frameworks and tools try to make such agents
easier to use, although many target data scientists and machine learning engineers as
their end-users. Those working with AI often focus on studying algorithms rather than
exploring how to develop AI systems that meet user needs [3–6]. In the long run, it is
critical that the end-users, such as executives and managers in businesses, understand
the outputs of these AI systems [6] to improve their trust in those systems, trust in the
decision-making process, and adopt this disruptive technology.

Therefore, the primary focus of this research is to explore the role of trust dur-
ing Human-AI collaboration in managerial decision-making processes. This paper is
organized as follows: Sect. 2 presents related work, Sect. 3 shows the motivation and
theoretical framework of the study, Sect. 4 outlines the methodology, Sect. 5 presents
and analyzes mixedmethodology results, Sect. 6 discusses the results, and, lastly, Sect. 7
concludes this paper and suggests possible further work.

2 Related Work

2.1 Definition of Trust

Researchers in various fields have studied the role of trust in diverse contexts [7]. It is
widely acknowledged that there is a division in trust literature in definitions emphasiz-
ing its cognitive aspect (behaviour) versus non-cognitive (attitude, intention) [8]. The
following definition of trust is considered a reconciliation of the conflicting definitions
in the literature and has been widely accepted recently: “the attitude that an agent will
help achieve an individual’s goals in a situation characterized by uncertainty and vulner-
ability” [9, p. 54]. Trust (and distrust) from the perspective of HCI can be defined “as a
sentiment resulting from knowledge, beliefs, emotions and other aspects of experience,
generating positive or negative expectations concerning the reactions of a system and
the interaction with it” [10, p. 41]. Trust provides a successful foundation for effec-
tive conflict resolution, problem-solving, and team performance, particularly teamwork.
Without trust in a team, learning and cooperation are often impaired, leading to negative
consequences [11].

2.2 Trust in Non-human Decision-Makers

Trust plays an essential role in all human interactions and is one of the primarymotivators
for individuals to adopt and use new technology. Trust in a technology means that the
user believes that technology will function in a helpful and reliable way, thus offering a
positive contribution to the task at hand [1]. Therefore, users’ resistance to technology
is frequently caused by a lack of trust [12].

A growing body of research has addressed this user’s trust issue, particularly in
automation. AI is generally characterized by autonomy, specifically the ability to per-
form tasks independently [6]. The emphasis on the ability to perform independently
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raises the question of the need to improve the transparency of AI-based systems [13].
Developing and promoting trust in AI encounters the challenge of interpretability, which
is particularly prevalent where the AI’s inner working and decision-making process are
not understood by the users, such as neural networks. In other words, the complex multi-
layer process of AI decision-making is generally not transparent, making it hard for users
to predict and understand. For this reason, the “black box” phenomenon has become one
of the major concerns in developing AI systems [14, 15]. Some frameworks and tools
try to make AI easier to use. Nevertheless, several scholars underline that those working
with AI often focus on studying algorithms rather than exploring how to develop AI
systems that meet user needs [2, 4, 16, 17].

2.3 AI-Infused Decisions in Business

AI-based decision-making processes generally can be grouped into two: (1) high-stakes
domains such as prison sentence recommendations; (2) lower-stakes domains such as
personalized shopping and music recommendation. Overall, there is a consensus that
utilizingAI in decision-makingmodelsmay bemore effective and beneficial for the orga-
nizational decision-making process to augment, not replace, human contributions [18].
Researchers propose several decision-making frameworks for hybrid Human-AI tasks,
from full AI delegation to equally hybrid forms through human-only decision-making
[19, 20]. However, Parry and Agrawal et al. [21, 22] stand out for their consideration of
the real possibility of AI making independent decisions [23]. A key question in the dis-
cussion above is the ability to assess the level of autonomy. When automation is applied
to the decision-making process, it is crucial to choose appropriate levels and stages of
automation, which lead to differential system performance benefits and pitfalls [24].

Trust is particularly relevant to the human-AI relationship “because of the perceived
risk embedded in human-AI relations, due to the complexity and non-determinism of
AI behaviours” [13, p. 10]. It has been shown that “enhancing the explanatory power
of intelligent systems can result in systems that are easier to use, and result in improve-
ments in decision-making and problem-solving performance” [25, p. 575]. Therefore,
researchers are trying to solve howAI can be interpretable [15, 26], trustworthy, [27, 28]
and human centred [5, 16] to allow understanding of intent, mutual predictability, and
shared understanding. Based on the premise that trust is the basis of societies, economies,
and long-term development, the global community will only be able to realize AI’s full
potential if trust can be established [29].

Prior studies regarding AI-infused decision-making and the relationship with trust
often sought to evaluate the trustworthiness of the decision rather than the trustworthiness
of the decision-makingprocess [30].According toFerreira&Monteiro [8, p. 4], decision-
makers in the business environment are “the central player in the Decision-Making with
AI-system in the loop cycle.” We assume that the decision-maker is the main ally for
those designing and developing AI systems as they provide the necessary feedback to
improve this collaborative ecosystem. When we focus on the business environment, our
decision-makers are C-Level managers responsible for short- and long-term strategic
business decisions. Business professionals who use AI applications in their daily work
showed a gap between academic research priorities and users’ needs [2]. For example,
a study conducted in 2018 [31] indicated that 94% of business executives believe AI
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adoption can help solve strategic challenges, while another study conducted the same
year [32] found that only 18% of organizations are true AI “pioneers,” with extensive
AI-adoption into their business processes. Moreover, 65 percent of managers in US
companies cannot explain how specific AI models’ decisions or predictions are made.
Some scholars [6, 16] suggest that this discrepancy indicates a usability problem related
to the lack of trust, revealing the importance of usability for decision-makers It is also
worth noting that enhancing the user’s trust does not always result in themost satisfactory
human-AI collaboration outcomes. “When trust is at maximum, the user accepts or
believes all the recommendations and outcomes generated by the AI system” [3, p. 8].
Therefore, a calibration of the user’s trust is ideal.

3 Theoretical Framework

This study draws on two primary theoretical directions to critically examine the factors
that affect decision-makers’ trust in AI applications. The first is the Bounded Rational-
ity Theory [32], which underlines that people make rational decisions, but within the
limits of the information available to us and our mental capabilities. Therefore, Simon’s
theory offers the possibility to extend capabilities for complex organizational decision-
making by leveragingAI’s increased computational information processing capacity and
analytical approach [33]. Secondly, we draw upon Human-Centered Artificial Intelli-
gence (HCAI), an interdisciplinary approach to “Human-Centered Design,” focusing on
enhancing human performance and making systems reliable, safe, and trustworthy [34].
In this study, we are particularly interested in how different aspects of an AI-infused
decision-making process influence decision-makers’ feelings of trust in that process.
Some researchers insist that in developing the Human-AI decision-making process, jus-
tification of the decisions should be a central issue [4, 35]. From this point of view, we
examine the following three justification factors as suggested:

1. Model Interpretability: Some AI models are interpretable, for example, decision
trees or rule-based scoring systems. For interpretablemodels, it is possible for users to
examine and comprehend the interaction bywhich themodel achieves the suggestion.
Othermodels are viewed as “black boxes,” such as deep neural networks,whose inner
workings do not provide detailed information on how to make recommendations
[36]. Though recent discussions in AI literature debate the use of “explicability,”
“interpretability,” “transparency” and “responsible” as counterarguments to the black
box issue, our study uses interpretability as a more desirable feature of a model as
explanations and transparency may incur additional trust problems [37].

2. ModelConfidence:Whenproducing decision-making suggestions,manyAImodels
allow users to see the degree of confidence of the model [38]. Higher confidence
scores indicate greater probable accuracy, while lower confidence scores indicate
less likely accuracy. Decision-makers must know when to trust or distrust an AI’s
prediction for these human-AI decision-making partnerships to be productive. Thus,
building a correct confidence model is essential to this process. Unfounded trust or
distrust is not a desired outcome. [39, 40]. Therefore, confidence measures should
be accurate and provide confidence values that are interpretable for users [41, 44].
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3. Humanoid Agent: Another critical point is from the HCAI perspective that during
the design process, humanizing computers can lead to problems that eventually affect
decision-making [5]. AI agents can be broadly grouped under three main categories:
(1) Humanoid: There are general similarities between the AI agent design and the
human anatomy, (2) Anthropomorphic: The AI agent design imitates some parts of
the human anatomy, and (3) Non-humanoid: The AI agent design resembles any
other living organism [42]. Anthropomorphism or humanizing of computers may
cause (1) mistaken usage based on emotional attachment to the systems, (2) false
expectations of AI responsibility, and (3) incorrect beliefs about the appropriate use
of AI [43].

Based on the conceptual framework outlined above, the following research question
was formulated:

RQ1.What facetsmake theHuman (Manager)-AI decision-making process trustworthy?
RQ2. Does trust in AI depend on the degree to which the AI agent is humanized?

Additionally, to delve further, we used the following hypotheses:

H1:0. Interpretability of the AI agent’s decision-making process has no significant effect
on the user’s overall trust in the process.
H2:0. Presence of decision-making process confidence score by AI agent has no
significant effect on the user’s overall trust in the process.
H3:0. A humanoid interface for an AI agent has no significant effect on the user’s overall
trust in the process.

4 Methodology

A mixed-method study was chosen as the design for this research to enable an in-depth
exploration to identify the role of trust during Human-AI collaboration in managerial
decision-making processes. Using the mixed approach, together with the quantitative
and qualitative approaches, allows us to better understand research problems than using
each approach individually [45].

4.1 Study Design

Our research consists of three stages. The first phase focuses on desk research of studies
already conducted on the issue, most of which were mentioned above. In the second
phase of our research, we conducted a pilot study with two C-Level executives and
one AI expert to refine our preprepared survey and semi-structured questionnaire. As
Lazar et al. [46] underscore, a pilot study may aid in determining questions that could
be difficult to understand in HCI. Following the pilot phase, quantitative and qualitative
methods were mobilized. The flow of the study is presented in Fig. 1.
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Fig. 1. Study flow

4.2 Participants

Following the pilot phase, 142 decision-makers (managerial, c-suite level) in Canada
were recruited mainly through the survey platform panel, SurveyMonkey Audience, as
well as C-Level executive organizations, such as the Canadian Society of Association
Executives and Invest Ottawa and finally, LinkedIn advertisingwas employed to reachC-
Level managers across Canada (Ethics Clearance ID: 116777).We excluded participants
who did not answer the whole questionnaire. In the end, we discarded 8 participants,
leaving us with a final data set of n = 134 participants. Criteria for being eligible to
participate in the study included being 18-years or older and comfortable communicating
in English. Additionally, these participants were currently employed in a managerial
position or at the c-suite level and residing in Canada.

4.3 Procedure and Data Collection

Participants reviewed a description of the study before deciding whether to participate.
Those who completed the questionnaire in its entirety and submitted it received com-
pensation directly from SurveyMonkey as part of their agreement with SurveyMonkey’s
Audience panel. Those who participated in our study through the business organizations
did not receive any compensation.

Each participant was presented with the scenario-based trust scale developed by
Ashoori andWeisz (2019). This scale was used to analyze factors that influence the trust-
worthiness of theAI-infused decision-makingprocess. The scenario elicitation technique
has been used for several decades of research for both Human-Computer Interaction [47]
and business prognosis [48]. It is a proven tool to investigate opinions, beliefs, and atti-
tudes towards a subject in a controlled environment. Particularly for decision-making,
the scenario technique has been widely studied in economics and strategic management
[49].

During the survey, three types of AI-assisted real-life decision-making scenarios
(HR, marketing/sales and finance) were presented to participants with the following
trust facets:

• AI model is interpretable, and model confidence is present,
• AI model is interpretable, but no model confidence is present, and
• AI model is not interpretable, but model confidence is present.

Furthermore, participants were divided into two groups to conduct A/B testing.
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• Group A: 71 decision-makers were randomly selected from the primary participant
pool. This group was presented with an anthropomorphized AI agent called SAM.
SAM was created using the AI face generator, www.generated.photos (see Fig. 2).
The image that was chosen was selected to be neutral regarding nationality, gender
and age.

Fig. 2. AI Agent, SAM

• Group B: 71 decision-makers were randomly selected from the primary participant
pool. This group was presented with a non-anthropomorphized AI/dashboard agent.

Through the online questionnaire, demographic information collected included age,
gender, level of seniority, decision-making authority, and knowledge of AI agents in
business environments.

4.4 Measures

Measuring trust is important in emerging technologies is important as it can help creative
positive experiences with the new technology, help users adopt it, and reduce uncertainty
and anxiety related to its use [50, 51]. The scale we utilized has several dimensions of
trustworthiness, particularly in the concept of AI [30]:

• Overall trustworthiness: the process ought to be trusted,
• Reliability: the process results in consistent outcomes,
• Technical competence: AI is used appropriately and correctly,
• Personal attachment: participants like the process.

As the quantitative study’s initial results became computable, semi-structured inter-
views were begun with 17 participants who had completed the quantitative portion to
gather more in-depth data. Due to the ongoing COVID-19 pandemic and the cross-
Canada nature of the project, interviews were conducted via Zoom video conferencing
platform. Five participants preferred to submit written responses to the interview ques-
tions. Additionally, three of the participants were from the pilot study and were, thus,
removed from the results, leading to 14 total respondents for this portion of the study.

http://www.generated.photos
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5 Findings

5.1 Quantitative Analysis and Findings

The sample volume required for a similar quantitative analysis is in the range of 100–500
with a minimum of 100 [52]. SPSS 26 and JASP programs were used to analyze the
data. First, we conducted a Confirmatory Factor Analysis (CFA) to test the construct
validity. Additionally, Cronbach’s Alpha coefficients were computed as α = 0.91. Fit
indices were used to investigate the fit between the expected and observed covariance
matrices in CFA. The calculated score of SRMR = 0.049 shows that the SRMR (≤0.08)
has good fit criteria [53]. TLI, GFI, CFI, and NNFI indexes of 0.90 and above indicate
good fit, and above 95 indicate excellent fit [54]. The following scores were computed
on the scale: TLI: 0.91; GFI: 0.989; CFI: 0.940; 0.918.

Kolmogorov-Smirnov (KS) coefficients of the scores were obtained for each differ-
ence variable (Dashboard/SAM) use, Confidence (present/absent), and Interpretability
(present/absent) to determine further analysis methods. Because our data does not show
a normal distribution, Mann-Whitney-U test was conducted to examine whether our
independent variables, namely Interpretability and Confidence, differ from the scores
obtained from the sub-dimensions of the scale.

The results of the Mann-Whitney-U Test, in which the differentiation of the scores
obtained from the sub-dimensions of the scale in terms of Confidence (Present/Absent)
and Interpretability (Present/Absent) variables and the size of the effect were examined,
are given in Table 1.

Table 1. Confidence and Interpretability.

The Trustworthiness score, which is the first dimension of the scale, shows a sta-
tistically significant difference in terms of Confidence (U = 13634.00, p < 0.05). The
effect size of this difference has a very low effect (Partial n2 = 0.200). An effect size
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of less than 0.2 is defined as a low effect size, a medium effect size between 0.2 and
0.5, and a large effect size of greater than 0.8 [55, 56]. Trustworthiness mean score with
Confidence (X = 10.840) is higher than without Confidence (X = 9.776).

The Reliability score shows a statistically significant difference in terms of Confi-
dence (U = 15877.50, p < 0.05). The effect size of this difference has a very low effect
(Partial n2 = 0.098). Reliability mean score with Confidence (X = 5.414) is higher than
without Confidence (X = 5.187).

The Technical Competence score shows a statistically significant difference in terms
of Confidence (U = 14597.00, p < 0.05). The effect size of this difference has a very
low effect (Partial n2= 0.159). The Technical Competence mean score with Confidence
(X = 8.485) is higher than the Technical Competence mean score (X = 7.873) without
Confidence.

The Personal Attachment score shows a statistically significant difference in terms
of Confidence (U = 13897.00, p < 0.05). The effect size of this difference has a very
low effect (Partial n2 = 0.192). Personal Attachment mean score with Confidence (X =
8.485) is higher than without Confidence (X = 7.873).

The Trustworthiness score shows a statistically significant difference in terms of
Interpretability (U = 13520.00, p < 0.05). The effect size of this difference has a very
low effect (Partial n2 = 0.206). The average Trustworthiness score with Interpretabil-
ity (X = 10.929) is higher than the average of Trustworthiness (X = 9.597) without
Interpretability.

The Reliability score shows a statistically significant difference in Interpretability (U
= 14963.00, p< 0.05). The effect size of this difference has a very low effect (Partial n2

= 0.141). Reliability mean score with Interpretability (X = 5.478) is higher than without
Interpretability (X = 5.060).

The Technical Competence score does not show a statistically significant difference
in Interpretability (U = 16556.50, p > 0.05).

The Personal Attachment score does not show a statistically significant difference
in Interpretability (U = 16156.50, p > 0.05).

Therefore, regardingoverall Interpretability,we fail to rejectH1:0 that Interpretability
of the AI agent’s decision-making process has no significant effect on the user’s overall
trust in the process.

Thus, regarding overall Confidence, we reject H2:0 that the presence of decision-
making process confidence score by AI agent has no significant effect on the user’s
overall trust in the process.

Table 2 shows the results of the Mann-Whitney-U Test, in which the difference
between the scores obtained in the Scenarios.

The Trustworthiness, Technical Competence, and Personal Attachment scores do not
differ statistically in Scenario 1, Scenario 2, and Scenario 3 regarding SAMorDashboard
interface usage. On the other hand, the Reliability scores show a statistically significant
difference in terms of SAM or Dashboard interface usage, particularly in Scenario 1 (U
= 1709.50, p < 0.05) and Scenario 2 (U = 1743.00, p < 0.05).
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Table 2. AI interface/dashboard interface effect on subdimensions.

In Scenario 1, the SAM interface’s average Reliability score (X = 6.015) is higher
than the Dashboard’s Reliability score (X = 5.515). On the other hand, in Scenario 2,
the SAM interface’s average Reliability score (X = 4.956) is lower than the Dashboard
interface’s average Reliability score (X = 5.424).

Therefore, we rejectH3:0 that a humanoid interface for an AI agent has no significant
effect on the user’s overall trust in the process.

5.2 Qualitative Analysis and Findings

For this qualitative study, we gathered data from notes taken by the primary researcher
from14participants. Before initiating the analysis, to better understand the bigger picture
of the result of the analysis, we focused on the transcribed responses. After this initial
review, we imported the analysis into a software called NVivo R1 Pro provided by the
MacOdrum Library at Carleton University. This process helped us to a more precise
approach as the thematic analysis provides a systematic element to data analysis [45].
Particularly, we identified the participants’ thematic mind map and how they justified
whether they could trust an AI agent in their work environment.

Based on this, our analysis allowed us to classify the codes under four themes: (1)
Operational versus strategic decisions, (2) AI transformation and organizational change
management, (3) Trust versus bias in AI-infused decision-making, and (4) AI design and
interaction styles. These themes were defined based on the analysis of the interviews
conducted with the participants and then refined by analyzing the open-ended questions
within the questionnaire.
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RQ1. What facets make the Human (Manager)-AI decision-making process
trustworthy? (Themes A, B and C).

A. Operational versus Strategic Decisions
Our qualitative research indicates that AI decision-making is often not interpretable,
making it hard for users to predict and understand. For this reason, the “black box”
phenomenon has become one of the key challenges in the decision-making process,
according to our participants.

Several participants indicated that they believe AI adoption may help solve critical
strategic difficulties encountered in their business. At the same time, only a small portion
of organizations identified themselves as genuine AI users with extensive AI adoption
in their business processes. When asked what decision-making processes they would
like to delegate to AI, many indicated that the use of AI should be evaluated on a per
case basis. However, if they were to generalize, “automated planning” and “simplified
decision-making” were the preferred AI uses. Should there be something outside of the
routine, then participants expressed that there would be a need for human (management)
intervention. In other words, AI is still seen as a tool for operational decisions than
strategic ones:

“From my perspective, AI strategy should not be completely delegated to the AI
or even IT department where AI applications are created or implemented, because
AI tools may go beyond simply enhancing productivity and instead may lead to
changes in the strategy. My main role here is to decide our strategy”. (P. 11).

Almost all participants state that they are against the use of AI in human resources
recruitment. Theybelieve that the use ofAIdecision-makinghas so far not beenbeneficial
in HR, even though HR managers are currently employing such screening tools. On the
other hand, they indicted the use of AI in fields that rely on both incremental data and
observations, such as finance and marketing.

While only two participants stated that they received AI assistance in strategic deci-
sions, both participants noted they usually compare AI results with “non-AI” decision
support systems. Adding that they still believe their “gut feelings” are as crucial as
data-driven decisions in their business. Participants also underlined that data is their
company’s most critical strategic asset. None of the executives we interviewed had
bought data from suppliers such as data brokers. Instead, they were willing to create and
maintain their own unique data.

Additionally, those who used AI to assist decision-making in their companies pre-
ferred to “see the whole picture” or “be involved in the process from the beginning”
rather than just see the final report prepared by the technical department.

B. AI transformation and organizational change management
Most C-level managers we interviewed believe that significant technology changes can-
not be implemented at a business level if management cannot clearly understand or
describe what advances are coming. For this reason, many participants indicated that
they participate in AI conferences regularly even though 3 participants noted having
received technical “crash courses” from experts to stay up to date. According to some
of our participants, CEO and C-level management must provide a clear vision of AI
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that goes beyond buzzwords. Without a clear articulation and vision of the AI transfor-
mation and its operational implementation, the change would be impossible to achieve.
Participants believe that the IT or technical department will play an essential role in
the overall AI transformation in their company as they have played a crucial role in
digital transformation over the last decade. However, they are aware of the importance
that this transformation must happen simultaneously with other departments. In other
words, every business process may need to be optimized or disrupted with AI. No single
accepted recipe will lead to an ideal AI strategy for organizations. Moreover, managers
feel they have more responsibility in the current AI revolution, comparing previous dig-
ital or software-based transformations. Thus, many of the participants highlighted two
terms:

• Culture: Company culture must be aligned with the new AI implementation. If the AI
implementation or transformation is not complemented with cultural change, it will
fail.

• Diversity: According to executives, inclusiveness and diversity are indispensable
values and must not be undermined by raising a data-centric view of the world.

Finally, a significant portion of participants noted that because the AI systems are data-
hungry, it requires “knowledge transfer” between management (who are not literate
about analytics-related fields) and analytics experts.

C. Trust versus bias in ai-infused decision-making
With regards to participants who have not started to use AI capabilities, one of the main
reasons cited was, in part, a lack of trust and confidence in AI. Noting that AI can give
managers means to make better decisions, one participant underlines:

“However, there is a risk that technology will exacerbate human shortcomings, as
we see on daily life while using devices such as Google, etc., like our tendency to
have preconceptions about some people. And there is the reverse of the model; if
you are not involved in the decision-making process and leave everything to AI,
it most likely thinks what it is offering the right suggestion and perhaps will keep
doing so for lack of feedback.” (P. 5).

Many participants agree that it is imperative that time and effort be prioritized when
building AI models for their organizations. As another participant states:

“The first iteration will never be one-size-fits-all, and effort needs to be made to
encounter as many scenarios as possible for training. I think it’s also important to
compare results with work being done by people to confirm its accuracy but also
to see how it can simply enhance what is already being done now (and eventually
shift to mainly AI automation). This would instill trust in the business and the
people currently doing the work.” (P. 14).

RQ2. Does trust in AI depend on the degree to which the AI agent is humanized?
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D. AI design and interaction styles
Participants are generally optimistic that AI may create efficient interactions in the
business context. There is a consensus that AI can create better experiences for busi-
ness managers if the technology is developed to be interpretable. All the executives we
spoke to agreed that better design and usability are still indispensable when it comes to
any use of technology. Furthermore, they agreed that UX might affect their decision-
making capabilities dramatically in AI technologies. According to participants, when
we questioned this preference, a better user experience is strongly related to “efficiency.”

In terms ofAI interaction styles, conversation has already become increasingly preva-
lent in our daily lives, such as Alexa, Siri, and Google Maps. Perhaps, these devices or
apps may have created an interaction idea for participants. As one participant says:

“I would love to be able to talk with AI about the result it has shown. In this way,
I feel more comfortable with the result it suggests. To be honest endless layers of
menus are not really helpful.” (P. 1).

Likewise, another participant states, “The design of AI should be able to hint if the
process is a black box” (P. 7). Similarly, Participant 2 explains the importance of auditing
AI:

“We are mainly emotional creatures prone to trust things or persons [...] another
problem arises when you describe something with your design, you create this and
trust it, right? So, the question is, who is going to audit this design?”

6 Discussion and Conclusion

Ourmixed-method analysis indicates that, even though participantswere eager to seeAI-
infused decision-making used in managerial decision-making, they were hesitant to do
so if the decisionswere strategic or directly impacted humans, such as in theHR scenario.
On the other hand, if the decision were operational and indirectly affected humans, such
as in the investments and marketing strategy scenarios that required analysis of large
amounts of data, the participants were inclined to trust AI-infused more readily. This
result was also demonstrated in the Reliability facet of the scale.

Moreover, several participants noted their preference for a humanoid AI interface,
stating that the use of conversation would be their preferred interaction method. When
questioned further about this preference, participants’ expectations about interpretability
and model confidence were intertwined. Many decision-makers equated conversations
with an AI agent as a means to question and better understand how the final decision was
made [57]. This need to converse stemmed from a desire for more information about
how the decision was being made (Interpretability) and assessing the level of confidence
in that decision (Model Confidence).

Furthermore, parallel to Shneiderman’s suggestions [35], users, in our case manage-
rial decision-makers, did not prefer post hoc decision-making processes but implied that
real-time access to several design metaphors was more desirable.
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7 Future Work and Limitations

Our study shows that further research and exploration into the acceptance and trust of AI-
infused decision-making processes is critically needed within the business realm. Such
research will help better understand what is needed in technology and process design to
help facilitate an ethical and safe integration ofAIwithin organizations. Furthermore, the
human decision-makers within organizations –namely managers– should be the target
users in future research. One of its goals is to design better interfaces and organizational
processes for Human-AI collaboration, focusing on interpretability and paying attention
to the advantages and disadvantages of humanoid design as it influences user trust.

Nevertheless, we are aware our research has limitations. Due to the difficulty of
reaching C-level businesspeople throughout Canada, our sample size of 134 participants
may not represent all C-level managers nationally. Additionally, our A/B testing used a
static, visual image of a humanoid/anthropomorphic AI agent. A 3-D or live version of
an AI agent with conversation capacity would provide a closer real-life experience.
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Abstract. Technological innovation creates numerous opportunities for busi-
nesses, organizations, and societies. Artificial intelligence, machine learning, data
science, and big data provide opportunities for developing self-controlling sys-
tems emulating human intelligence. In some instances, these systems surpass the
performance of humans. The relationship of innovative technology with the law
is an important underpinning factor that is often overlooked. Law may encourage
innovation but may also inhibit its development and application by adopting strin-
gent regulatory provisions and liability regimes. This article examines the legal
and regulatory issues related to new technologies such as artificial intelligence,
machine learning, data science, and big data.

Keywords: Legal regime · AI regulation · Artificial intelligence ·Machine
learning · Data science · Big data

1 Introduction

New technologies such as artificial intelligence (AI), machine learning, data science,
and big data are becoming ubiquitous [1, 2]. These new technologies enable the devel-
opment of new forms of ‘self-aware’ systems, of which a good example is driverless or
autonomous vehicles [3]. The adoption of innovative technologies has a complex rela-
tionship with the existing legal and regulatory frameworks and could be facilitated or
obstructed by factors in these frameworks [4]. Two main aspects determine this relation-
ship. The first aspect concerns whether the services provided by the new technologies
are to be regulated in the same way as those provided by pre-existing technologies.
Because the current legal system has been built around existing technologies, adopting
the same type of regulation supports the status quo and may not address new challenges
and issues arising from emerging technologies. However, the status quo is not an option
for many emerging technological innovations, such as those associated with driverless
vehicles, automated trading systems, and AI-based healthcare systems. A secondary
issue in this respect is whether detailed standards are required, or a general require-
ment that the new technologies are safe is imposed. A detailed regulatory regime would
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impose a significant burden on the regulating authority andwill enforce the regulation by
examining compliance with the specified standards. This regime is based on “command
and control,” which would require every new technical modification to be examined
and accepted by the regulator, who would then need to amend the regulatory system
accordingly. It will introduce delays in the adoption of new and emerging technologies.
A self-regulating regime where the only requirement is that the technologies in use are
safe would impose most of the burden for standards on the industry, with the controlling
authority only overseeing the process [5].

The second aspect determining the relationship between new technologies and legal
concerns is who will bear the risks arising from the use of new technologies. Related
questions include who will be liable and under what conditions liabilities will arise. The
extent of liability will determine how investors in the new technologies will evaluate the
financial risks involved as well as the extent to which such risks will be insurable. For
example, in the context of driverless vehicles, is the vehicle manufacturer liable or the
supplier of the intelligent software liable, or are both liable? If liability arises only when
the user of the new technologies is negligent1, then risks not associated with negligence
will be transferred to the public. If a strict liability regime is adopted, then the risks are
much higher for the investors in the new technology. The period over which liability
persists is also important. Thus, the applicable time bars are also relevant.

The answers to these legal questions define the policy choices made with respect
to the protection of existing technologies and society’s attitude towards risk, whether
financial or moral [8]. These issues also determine who may be criminally prosecuted
if a new technology harms people or causes damage or loss and who will pay for the
damage.

Various publications raise legal liability questions with respect to AI without
expressly dealing with the aspects suggested above. It is, however, useful to examine the
various identified issues under the relationship between law and technology because it
can put them in context, as many of them are not new in the legal context. This approach
may help develop self-consistent regulatory and liability proposals for the support of
particular new technologies.

AI is closely related to machine learning. The current progress in AI is due, in large
part, to the rapid advancement of machine learning in recent years [9].Machine learning,
typically, requires data science and big data. Since the focus of this article is on the legal
and regulatory issues, we will not go into the differences between AI, machine learning,
data science, and big data. In the subsequent sections, we will use the term AI as the
generalized terminology that includesmachine learning, data science, big data, and other
related technologies.

1 In common law jurisdictions (including United States, UK and of the former British colonies),
the default position under tort law is that a person who has been harmed will need to show a
duty of care owed by the defendant (and the defendant has breached his duty, causing damages)
[6,7].
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2 Artificial Intelligence (AI) and Regulation

AI technology can be used to provide a variety of services that range across a wide
spectrum from education to business and marketing [10]. AI can be classified into three
general types:

(1) Weak or Narrow AI: AI in this category can perform well in a narrow or specific
domain. Examples include self-driving vehicles and text translation systems.

(2) Strong or General AI: AI in this category is on par with human capabilities.
(3) Super AI: AI systems that are more capable than humans.

The current discussions and debates on legal and regulatory issues related to AI
revolve mainly around weak or narrow AI systems such as autonomous vehicles and
AI-based medical systems [1]. Legal and regulatory matters related to strong or general
AI are still hypothetical at present. Proposing and implementing legal and regulatory
guidelines for AI systems that are more capable than humans (i.e., super AI) may not be
productive or necessary. In the following discussions, we will focus on weak or narrow
AI systems.

2.1 Regulatory Regimes

Developing a regulatory regime encompassing all AI applications may be intellectually
attractive, especially for those who perceive AI as a distinct and more potent technology.
However, regulating each service provided by AI by reference to the existing regulatory
regime is practically easier because the standards and the liability regime for each type
of service are more or less in place.

The default position is that the consequences of the use of any type of machinery,
technology, or procedure used are attributed to whoever operates or uses it. It further
attaches to the owner as vicarious liability and, under certain circumstances, to the
manufacturer. In all cases, a legal personality, either a physical person or a company,
is a prerequisite for attaching liability. Liability attaching to a thing is, however, not
unheard of. First, for specific purposes, imposing legal liability on an artificial construct
has been used to resolve particular problems. This has been the case, for example, in
ship and aircraft arrest under the Admiralty jurisdiction of the courts in common law
countries [11]. This process concerns, however, the bringing, under the custody of the
court, of the relevant property for the purpose of satisfying a claim and not for a criminal
or other matter. Thus, the legal scope of the “thing” is restricted to impose liability on a
defendant. Legal personality has also been recognized in idols representing deities under,
for example, foreign laws [12]. The interests of the idols in such cases are represented by
a disinterested next friend appointed by the court. Companies also form legally created
entities distinct from the persons forming or investing in them.

Thus, in law, objects may well acquire, for religious or financial reasons, legal rights.
Further, methods through which such rights are to be exercised are already in place. The
law is not forbidding in the development of new legal entities, as the flourishing of
companies and company law demonstrates. Thus, providing AI systems or machines
with legal personality that enables them to sue and be sued would not be such a novelty.
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Instead, it would be a matter of policy and would need to be justified as providing a
better solution, in financial, moral, or other terms, than the existing solutions pinning
liability on the user, owner, or manufacturer of an object.

3 AI in Existing Legal Regime

In line with general tort law, one obvious legal touchstone of liability is to hold that
whoever uses AI systems should be accountable for the legal consequences [13]. Any
fines or other penaltieswill be imposed on such a user in order to deter it fromusing theAI
technology negligently or wrongfully. In addition, civil liability would be imposed as a
liability in tort to ensure that the victims of negligent actions of the user or malfunctions
due to bad maintenance or bad design are compensated by imposing liability on the
owner and on the manufacturer of the AI system and its components.

3.1 Is Negligence an Appropriate Regime for AI?

Difficulties with the application of the existing regulatory system have been identified
in the literature, albeit primarily in the context of tort law. A number of issues have been
raised. First, it has been argued that it could be difficult to attribute who is at fault, in an
AI system, for the purposes of identifying whether there has been a breach of the duty
of care [14]. Second, it has been argued that AI can operate in ways unforeseeable to the
original programmers [14] and outside the control of the original programmer [15]. For
example, AI typically involves continuous automatic learning, and the learning process
“redesign” theAI system.Because the burden of proving fault is on the claimant, a failure
to identify the fault with reasonable certainty may lead to the avoidance of liability.
However, there are legal concepts that ameliorate the effects of such difficulties. For
claims of negligence, the res ipsa loquitur (i.e., “the thing speaks for itself” in Latin)
principle allows a presumption of negligence to be drawn from the facts of the case.
This has been used, for example, when a ship was lost without a trace, thus making
it impossible for the claimants to identify the exact failure that led to its sinking. For
damage caused by complex AI systems, such an approach would mean the burden is
on the user or owner of the AI system to disprove negligence. Better documentation of
the coding, better testing of the AI system, and a better understanding of its deficiencies
would be required by the user and the owner in order to be able to disprove negligence
or, at least, point the finger toward the manufacturer. Thus, for complex systems, the
identification of the specific failure which gives rise to damagemay be less important and
can be addressed with a reversal of the burden of proof. Nevertheless, many AI processes
are currently black boxes, and the decision-making process may not be traceable. This
unknown/untraceable decision-making process poses a challenge for legal systems.

3.2 Should AI be Given Legal Personality?

There is a line of argumentation suggesting that legal personhood should be given to
AI and that AI should be able to sue and be sued [16–18]. The idea of legal person-
hood may be more applicable to strong AI (i.e., AI with intelligence and functions that
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mimic humans and may even be superior to humans). The arguments put forward can be
divided into two categories. One category of arguments suggests that such personhood
can provide protection [13, 19] for physical or corporate persons, thus encouraging the
development of AI. This line of argument is based on the premise that criminal liability
for the purpose of deterrence is pointless for an AI system [16, 20–22]. Although this
argument could be valid [23], it does not do away with the need to deter developers,
users, and owners from producing AI that may violate the laws [24, 25]. Thus, granting
personhood to AI is unobjectionable if the liability of legal persons developing and using
the AI remains intact. The experimentation of AI by the developers and investors should
not be subsidized by those sharing a common space or interacting with the AI system,
at least not more than it would be subsidized by the services or technology it replaces.
Similar arguments can be made with respect to schemes replicating those applicable to
companies [23], which may be liable for acts committed by human directors or relevant
persons within the companies (such as certain employees) [26]. The development of the
corporate structure does encourage financial development by enabling limited invest-
ment without personal exposure. Also, laws establishing criminal liability for company
directors are in place. If the objective is to adequately monitor those developing AI sys-
tems and be mindful of the effects of AI operations on the legal rights of others, giving
AI legal personhood is not impossible. Nevertheless, whether it will be beneficial to the
development of AI is questionable. One early argument for this has been based on the
cost of insurance which could be lower for an AI system over a mixed AI+ human sys-
tem or a purely human system, assuming that the AI outperforms the other combinations
[16]. However, it is questionable why the same financial efficiency cannot be achieved
for a company or person providing a pure AI service without intervention by humans.

The second argument concerns wealth created by AI. AI systems have been con-
sidered as becoming capable of acquiring assets [16] and property [17, 18], generating
income [27], and securing intellectual property rights. The benefit of doing so depends
on whether this would limit the access of claimants to the funds of developers, investors,
and users. Such protection can already be achieved by forming a company and operating
the AI under the company. Thus, it is rather difficult to see the clear benefits of such an
action. However, if it is assumed that there is a financial benefit in such a case, then, in
order to be able to obtain insurance, an insurable interest should exist, which requires a
recognition that AI has such a legal right. A contract of insurance with AI as one party
would raise a variety of issues, including the requirement of “utmost good faith.” AI is
incapable of criminal intent but also in holding beliefs and avoiding misrepresentations.
However, this may not be true in the future with strong AI. Disclosure may be easily
achievable for AI by disclosing all information that it holds, but whether this would be
enough would depend on the quality of the information it holds, the correct use and inter-
pretation of it, and whether the AI has the right to use such information. As insurance
risks are modified by various factors, the AI should either be capable of obtaining and
processing such information or run the risk of failing to disclose what is required and
thus lose the insurance coverage. Thus, it follows that by arguing the financial benefit of
personhood in AI by reference to insurance law, a reassessment of insurance law would
also be required.
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4 Should an AI Legal Regime be Developed?

As discussed above, one proposed regulatory regime for AI largely follows the tradi-
tional legal framework [28]. It assumes advancement inAI does not change the regulatory
objective with respect to safeguarding the interest in system usage. For instance, con-
stitutional law guarantees fundamental human rights against bias and discrimination,
and competition law prohibits the misuse of algorithms for improper private profits.
With regard to data usage, data and privacy protection laws regulate the transmission,
collection, and processing of personal and confidential data.

However, some academics advocate the development of a separate regulatory regime
for AI instead of regulating AI services in accordance with existing standards [29]. One
such approach is to use a certification system for AI [29–31]. The certification will
include criteria such as safety, reliability, security, and control, and with the interests of
humankind in mind. The arguments for a new AI legal regime are rooted in challenges
with AI systems deployment.

First, the opacity of the decision-making logic adopted by AI systems makes it
difficult to identify and ascertain the errors committed by the systems. The increasing
integration of humans and AI in the workplace also complicates the settings with mud-
dling boundaries. Uncertainties regarding roles and responsibilities could undermine
the current legal system in upholding accountability in the event of errors. For example,
the most dangerous and critical moment for a human to take control of an autonomous
vehicle is during a split-second emergency, when the handoff itself may cause deadly
delay or errors. Nevertheless, the risk of tort liability may incentivize autonomous vehi-
cle developers to force a handoff to a human driver in such situations because doing so
increases the likelihood that the human driver, rather than the designer, bears the brunt
of liability [32]. Machines serve as tools to relieve humans from performing repetitive
or strenuous tasks, but humans should “remain in the loop” by making key or important
decisions based on the systems’ outputs. However, as AI’s data-processing capability
and intelligence become more “human-like,” AI will become more capable of making
decisions for stakeholders on behalf of the human operators. Consequently, the tradi-
tional relationship betweenmachines and humans for the purpose of distributing liability
may become moot.

Second, unlike a technology that is subjected to universal perception regarding its
values, AI systems could be trained to embed common cultural beliefs. Hence, while
AI systems are not humans, they could inherit beliefs from humans, and their behaviors
may not be considered universally acceptable. In the future, some of these systems could
be capable of having “feelings” and “emotions” in the eyes of humans. For example,
language models can be trained with open data of a particular language and population.
As these emerging core AI technologies are developed by pioneering firms and inte-
grated into different applications around the globe, issues arising from using national-
or country-level laws on technologies developed based on different legal regimes could
arise.
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4.1 Complications in Designing the Regulatory Regime

To develop a comprehensive regulatory system for AI, one will face the following
dilemma: On the one hand, not all the fruits of technological development are bene-
ficial for society, so society should be protected from harmful effects. On the other hand,
there are worries fueled by the industry lobby that too much regulation might stifle
innovation and discourage investments in technological innovation. The development
of AI regulations depends on how different jurisdictions are inclined to design their
national policies for innovative technologies. Rigid and overly strict regulations will
place a company in a disadvantaged position compared to others in the technology race
[28]. A rigid and overly comprehensive set of regulations may be overkill as not all
areas of usage of AI pose the same risks to humans and the environment. Setting uni-
versal standards will delay the usage of AI in areas where AI could be used with fewer
restrictions. Reducing innovation and delaying financial returns for investors should be
avoided. The development of a self-regulating industry-led authority would nevertheless
be beneficial, especially if it facilitates communication and improvement of standards
across the various industries using AI technology.

Based on the current proposed draft of the EuropeanUnion (EU)AIAct, EU employs
a broad definition of “AI systems,” which encompasses a wide range of software ranging
from spam filters to algorithms used in lethal autonomous weapons, and hence, raises
vastly different regulatory issues [33]. This approach may signal it is “better safe than
sorry” by taking protective measures to reduce the risks until they are better understood
[34]. To balance this potentially overly-broad regulatory scope, EU proposed a compre-
hensive risk-based assessment, giving software in each category different compliance
standards to help ensure that the planned regulatory intervention would be proportionate
[35]. As EU is the forerunner in proposing a legislative framework for AI, it could shed
light on approaches and solutions to have a better-protected society against unknown
risks presented by AI and to minimize hampering innovation and economic growth with
strict regulations.

Another issue that follows from the above consideration is the interrelation between
the top-down legislative oversight for general uses of AI technology and self-regulatory
standards for different industries in which AI technology is involved. The former enables
the central government to enforce standards that are in line with the public and national
interests. It prevents enterprises from “shopping around” different sectors, ensuring that
all players conform to similar standards. It also enforces a set of assurances and rights in
the citizens’ interactions with AI -- i.e., they know what to expect and will be able to tell
when they are beingwronged [34]. The latter, on the other hand, allows industry bodies to
make provision for differences across sectors and to tailor regulations tomeet the specific
needs of the industry. Regulation specified by industries has the benefit of specificity,
which provides greater certainty and acceptability tomembers of the industry. Horizontal
regulation, unfortunately, will necessarily be vague in order to be broad in its application
[34]. Both aspects of regulations undoubtedly have their distinctive merits in forming a
better-regulated AI industry. The key is to avoid inconsistencies and to capitalize on the
strengths of each approach. As AI applications in different sectors are vastly different,
the risks and ethical concerns cannot be easily resolved by overgeneralized guiding
principles. If one takes the EU approach, namely, construing an extensive regulatory
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landscape for all possible forms of AI technology, it may also face the peril of stifling
the market and slowing AI advancement.

5 Conclusions, Contributions, and Future Research

New technologies such as AI, machine learning, data science, and big data can bring
many benefits to humans. AI promises to automate routine tasks and allows humans
to focus on innovative and creative works. This article discusses some of the legal
and regulatory issues related to AI. The adoption and widespread use of AI may be
closely related to the development of legal and regulatory doctrines and principles that
regulate the use and misuse of AI. This article contributes to the discussion on legal and
regulatory arguments and frameworks surroundingAI. For academicians, this pioneering
work sets a new stream of research that is related to legal and regulatory issues in AI
and other advanced technologies. In this paper, two approaches to address legal and
regulatory issues related to AI are discussed. One approach is based on the existing
legal framework. The other approach is to develop a new AI legal regime. The pros
and cons of both approaches are discussed. For legal professionals, the paper opens up
practical questions and issues on an emergent topic where the knowledge and expertise
of professionals in legal, public policy, technology, and business domains are required to
examine the complexity of the issues involved to fully address and resolve the problem
and question. Further, policies and regulations for AI will need to continue to evolve as
AI technology advances.

The research is ongoing. In our follow-up work, we will examine and further eval-
uate the suitability of adopting the various regimes for developing legal and regulatory
frameworks for AI. In particular, we plan to carry out in-depth case studies to assess
current and proposed legal and regulatory frameworks for AI.Wewill also conduct inter-
views with experts in both the legal and technology areas to close the gap and concerns
from both sides by offering an integrative understanding of key issues with the goal of
proposing a comprehensive legal and regulatory framework for AI systems. A closely
related area to AI legal and regulatory issues is the field of AI ethics [36–38], which is
another important area of research for AI.
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Abstract. Over the past decade, the demand for high-performing
knowledge workers (KWs) has grown at an unprecedented rate and shows
no signs of slowing. Researchers, designers, engineers, and executives are
examples of KWs that perform non-routine, creative work. The work
outcomes of KWs as individuals, teams, and organizations play a vital
role in the global economy and quality of life. One of the most signif-
icant challenges KWs face is balancing stressors on their cognitive and
emotional well-being while seeking high productivity. Human cognitive
enhancement proposes improving human abilities to acquire and gener-
ate knowledge and understand the world. Our cognitive enhancement
application for KWs, called the Flow Choice Architecture (FCA), senses
their cognitive and affective states, adds context, and recommends appro-
priate nudges to maximize their healthy flow time. This study provides
insights into how FCA implements Human-Centered Design and Respon-
sible Artificial Intelligence (RAI) principles as an interactive AI-powered
application that promotes healthy flow performance during knowledge
work. FCA applied the RAI tools from Microsoft’s Human-AI eXperience
Toolkit to evaluate FCA-specific scenarios. By defining FCA as a hybrid
recommendation system and conversational AI agent, we found the fol-
lowing categories of human-AI failure scenarios in FCA: input errors,
trigger errors, delimiter errors, and response generation errors. We rec-
ommend simulating these errors and undesirable behaviors to improve
the design of explainable nudges, meaningful metrics, and well-tuned
triggers. The outcome of this RAI evaluation was a robust FCA system
design that meets the needs of KWs and enhances their capability to
thrive and flourish at work.
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1 Introduction

The transition from a manufacturing economy to a service economy has caused
the demand for high-performing knowledge workers (KWs) to grow at an
unprecedented rate. The digitalization of productivity tools to support KWs
has delivered cloud-based artificial intelligence (AI) services [4], remote presence
[7], and workplace analytics [12]. Although these productivity multipliers have
been impressive in achieving performance gains, there is a gap in harmonizing
these technologies with personal effectiveness and well-being.

As the number of job opportunities for KWs continues to grow, the require-
ment to quantify and qualify knowledge work will increasingly become the new
normal. Coupled with the confluence of AI and bio-sensing technology, we antic-
ipate an avalanche of opportunities to provide KWs with bio-signal analytics.
Cognitive enhancement proposes to improve human abilities to acquire knowl-
edge and understand the world and improve their individual performance.

One of the most significant challenges KWs face while seeking high produc-
tivity is balancing stressors on their cognitive and emotional well-being. This
research has the goal of developing a personalized service that enhances the
cognitive abilities and emotional well-being of individual KWs. How might we
design and evaluate this service according to human-centered AI (HCAI) interac-
tion best practices and the Responsible AI (RAI) principles of reliability, fairness,
explainability, and privacy?

Flow
Choice

Architecture

KNOWLEDGE WORKERS
Non-rou�ne cogni�ve 

job workers (> 1 billion)

1 DIGITAL WORKPLACE
Hybrid work environment 
with rich informa�on 

2

BIO-SENSING TECH
AI to help knowledge workers op�mize flow 

3

Fig. 1. FCA enhances KWs in digital workplaces

This paper describes the human-aware and context-aware neurotechnology
AI system known as the Flow Choice Architecture (FCA) shown in Fig. 1.
FCA seeks to increase the healthy time KWs spend in the flow state. FCA’s
central hypothesis states that if the cognitive and affective states associated
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with high-performance knowledge work can be measured and contextualized,
then timely “nudges” [28,29] may modify the KW’s flow experience to facilitate
entry into flow and to extend its duration.

In Sect. 2, we describe KWs by their characteristics, features, and capabil-
ities. We outline their knowledge work environments, work artifacts, and work
resources. Importantly, we provide an understanding of what knowledge work is
and what distinguishes deep work from shallow work. We identify the challenges
of distractions, interruptions, and fatigue confronting KWs.

In Sect. 3, we delve into the concept of flow to understand why the KW
desired to be in this state. We articulate the high-level framework of FCA as a
personalized HCAI, explaining how FCA enhances KWs in the digital workplace.

In Sect. 4, we explore the concept of a choice architecture, which is the tax-
onomy of nudges and their affordances. We explain the significant difference
between FCA and traditional neurofeedback. We define specific research ques-
tions around the potential failures of FCA as a recommendation system and
conversational AI.

In Sect. 5, we apply the Human-AI Experience (HAX) Playbook to the design
of FCA. We examine FCA as a recommendation system and conversational AI
using the playbook. There was significant benefit in identifying human-AI failure
scenarios before coding FCA.

In Sect. 6, we review the results from the HAX Playbook. There are potential
failures for FCA’s recommendation system and conversational AI components,
and recommendations for each failure source. The recommendations provide sim-
ulations to understand better the errors that cause the failures.

In Sect. 7, we discuss how responsible AI tools provide a cost-effective method
to mitigate risks early in the design phase. We identify how a responsible FCA
helps the KW experience more healthy flow by avoiding distractions, interrup-
tions, and fatigue. We explain how this research on responsible AI fosters relia-
bility, fairness, explainability, and privacy in the design of FCA.

In the final section, we summarize the findings from the study, which high-
light the role of designing error-free tools that safeguard and genuinely enhance
the KW’s cognitive and emotional well-being. We conclude with insights about
future work to use simulations and synthetic data to overcome prototyping chal-
lenges and refine the pool of nudges.

2 Who Are the Knowledge Workers?

Knowledge Workers (KWs) who are potential FCA operators include researchers,
engineers, architects, accountants, writers, and artists. They perform complex
tasks requiring considerable concentration and creativity. KWs are highly mobile
individuals that may work in one or more enterprises, which can be government,
commercial, or non-profit in nature [19]. KWs must create, distribute, and apply
knowledge in different contexts under conditions with varying workloads and
interruptions. The KW can be a novice or an expert who may be succeeding on
tasks, making errors, overloaded, or distracted.
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2.1 The Knowledge Work Environment

While the work environments of KWs vary widely across different industries,
we focused on the digital office workspace where the KW operates a computer
system on a desk to complete a range of work activities. The computer and
the desk are primary artifacts of the knowledge work environment (KWE). Sec-
ondary artifacts in the KWE such as lamps, toys, books, posters, and windows
may be used for switching the focus, taking a break, or sparking creativity. The
KWE may include supervisors and teammates interacting with the KW to per-
form work tasks. Situations in the KWE may be normal, abnormal, or emergency
scenarios that determine the priority and relevance of interactions during opera-
tion time. Interruptions, context-switching, and high workload conditions cause
situation complexity in the KWE. One predominant challenge with cluttered,
information-rich, and dynamic KWEs is the likelihood of the KW becoming
distracted and interrupted to the detriment of work completion.

2.2 What Is Knowledge Work?

Knowledge work involves interactions with a variety of tasks with different
requirements and demands. Knowledge work tasks vary from writing documents
and computing calculations to discovering novel patterns and testing unknown
concepts. Characteristic features of knowledge work include the challenge, goals,
feedback, progress, interest, demand, success, failure, time spent, and bodily
needs during the tasks.

Deep knowledge work is the practice of KWs focusing primarily on a complex
task over an uninterrupted period [21]. Mastering these complex tasks requires
intense focus indicative of the flow state. FCA trains KWs to do more deep
knowledge work by focusing on human performance and well-being improvement.
Shallow knowledge work is relatively low importance and low priority tasks com-
pleted in small pieces without demanding full attention [21]. It is because of the
easy and low demand preference of the KW that shallow work consumes much
of most KWs’ working hours [34]. FCA was designed to draw attention to and
reverse this KW behavior.

3 Flow Experience

Flow is a subjective sense of high control, concentration, and absorption in a
task [32]. In the workplace, personal flow occurs when individuals, acting solo
or in teams, operate with optimal focus and skill without apparent effort or
self-consciousness, which yields a heightened sense of satisfaction, intrinsic moti-
vation, and peak performance [8,9,20].

KWs are prone to distractions [16,23,25] and interruptions [1,17] during
knowledge work. KWs are also prone to cognitive fatigue, which leads to exhaus-
tion, increased disinterest in a job, and decreased feelings of personal efficacy
related to work [3,5,6]. Task demands are likely to significantly influence the
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imposition of fatigue, assuming that the KW has limited cognitive resources.
This research focuses on the experience of personal flow and not team flow [14]
or collective flow among workgroups [26]. The operator may customize FCA’s
nudges to facilitate meaningful and powerful cues that drive personal flow.

3.1 Neurofeedback for Flow Experience

Figure 2 illustrates how FCA continuously analyzes the human-task interaction
within the given environmental conditions. FCA monitors cognitive workload
and affective state transitions as electroencephalography (EEG) signals, task
state, and task duration vectors. FCA computes a dashboard with indicators
about how the individual performs at work and summarizes them in a work-day
visualization of metrics with a proactive assessment of well-being, engagement,
and flourishing.

Fig. 2. High-level framework of FCA

4 Choice Architecture of Nudges

A significant contribution of Thaler and Sunstein’s Nudge Theory [29] is the
generalization that “nudges” are a viable approach to promote behavior change.
Schneider et al. [27] demonstrated that nudging could be performed by employ-
ing user interface (UI) design elements to guide people’s behavior in digital
choice environments. FCA applies several types of nudges, e.g., decision assis-
tance nudges using defaults and decision structure nudges using convenience.
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Fig. 3. Traditional neurofeedback vs FCA [10]

Figure 3 (a) shows how standard neurofeedback is used by an operator while
performing a task. The operator makes choices based on task demands and then
update their mental state based on the new task state and the rewards received.
The operator must then integrate the neurofeedback signals with task feedback
to improve task performance, which could be a divided attention task [10].

Figure 3 (b) shows how FCA is used by an operator while performing a task.
FCA uses states and rewards from the operator and the task to determine if a
nudge is warranted. This information, including if there were previous nudges,
is contextualized to determine which nudges are most likely to influence the
operator to enter flow. Nudges with little effect on the operator’s state will be
selected less often than those with a rapid and positive effect [10].

FCA employs a gamified, multi-modal interface to present a hierarchical
choice architecture of flow and cognitive well-being nudges that KWs may per-
sonalize. Nudges are unique distractions presented as contextual recommenda-
tions to guide the operator toward healthy flow. Nudges are external stimuli
that consume some level of attention and cognitive resources. FCA learns which
nudges, if any, are effective for individual KWs given a specific context.

Some FCA nudges will have uncertain effects. Nudges will also be effective
less than 100% of the time, meaning that even if FCA recommends the “cor-
rect” nudge, the user may not give the desired response [10]. By retrieving cases
similar to the current bio-signals, task, and context, the nudge suggestions made
in FCA can examine alternatives and reason effectively through an exploration-
exploitation trade-off [33]. FCA nudges differ based on their UI modality or
presentation method, e.g., speech, text, music, ambient sounds, and rituals. If
the KW appropriately receives the nudges, they may help them eliminate dis-
tractions and maintain focus so that KWs can spend more time in deep work
such as learning new skills and mastering complex tasks [21].

4.1 FCA as a Recommendation System

A recommendation system is a software tool that recommends suitable items
to a user or group of users [15]. Many modern digital platforms embody rec-
ommendation engines as a way of personalizing their services for users [24].
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Traditionally, recommendation systems recommend to individual users the most
relevant items based on the representation of item features. These traditional
content-based and user-centric recommendation systems do not adapt to con-
textual information, such as time, place, and the presence of other people [2].
FCA recommends nudges to guide the operator to the flow state based on contex-
tualized bio-signal data and trait information. The following research questions
arise: what are the potential failures of FCA as a recommendation system, and
how can these failures be simulated to detect and mitigate them?

4.2 FCA as a Conversational AI

FCA uses conversational AI to interact with KWs to perform command-type tasks
and speech-to-text operations. The communication modalities of FCA nudges are
multifarious and multi-modal. FCA uses metaphors such as the state metaphor
that encodes the operator’s attention and flow states and the background color
metaphor that encodes the operator’s flow performance records, such as the short-
est flow onset time and the longest flow dwell time. FCA uses a responsive conver-
sational agent for meaningful operator state storytelling, work session briefings,
debriefings, summaries, and control interactions. The operator talks to FCA, and
it responds in words and performs corresponding actions. The following research
questions arise: what are the potential failures of FCA as a conversational AI, and
how can these failures be simulated to detect and mitigate them?

5 Methodology

After an initial focus on user scenarios that are traceable to critical user prob-
lems, we focused on planning for failures and considering errors. We applied
the responsible AI (RAI) tools from Microsoft’s Human-AI eXperience (HAX)
Toolkit [18] to evaluate a set of FCA’s failure scenarios. The HAX Toolkit pro-
vides interaction guidelines, design patterns, workbooks, and a playbook for
generating and testing human-centered AI experiences [13]. We selected the
HAX Playbook to systematically explore common human-AI interaction fail-
ures, define user scenarios that cause potential shortcomings, and recommend
simulations of system behaviors for early user testing. This scenario-based design
(SBD) approach facilitated the HCAI design of FCA in ways that mitigate fail-
ures and provide affordances that help KWs avoid and recover from errors.

The HAX Playbook began with classifying FCA by its primary functions. The
categories of AI provided in the HAX Playbook were search AI, recommenda-
tion system, conversational AI, text prediction and assistance, and classification.
FCA was evaluated as a hybrid interaction system with a direct human-facing
recommendation system and conversational AI functions.

As defined in the HAX Playbook, a recommendation system makes preferred-
content suggestions, sometimes by predicting the user’s rating of the content.
The recommendation function predicted which nudge would effectively move
the operator from the estimated state to the desired state. The effects of the
nudges were monitored and used for training the recommendation model.



Responsible Human-Centered Artificial Intelligence 575

FCA featured conversational interactions with the operator through
exchanges of natural-language dialogue, similar to conversing with a person.
Application of the HAX Playbook focused on interactions that simulated FCA
interacting with an operator as a workplace coach. FCA spoke particular nudges
and anticipated a natural language response from the operator.

We sought to design a responsible HCAI that effectively understands the
bio-signals of KWs and interacts with them to enhance their performance. The
desired outcome of implementing the HAX Playbook was to identify and mitigate
failures in the human-facing FCA. Tables 1 and 2 highlight the taxonomies of
human-AI failure scenarios relevant to FCA as a recommendation system and
conversational AI, respectively.

Table 1. Taxonomy of FCA recommendation system failure scenarios

Failure source Failure scenario

Trigger errors

Missed trigger [FCA] fails to detect a valid triggering event and misses
the opportunity to nudge

Spurious trigger [FCA] triggers in the absence of a valid triggering event (it
triggers when not intended)

Delayed trigger [FCA] detects a valid triggering event but nudges too late
to be useful

Input errors

Spurious events KWs may trigger accidental actions which they may try to
undo leading to spurious events that can confuse [FCA]

Delimiter errors

Truncation [FCA] begins capturing input too late, or stops capturing
input too early, and thus acts only on partial input

Overcapture [FCA] begins capturing input too early, or stops capturing
input too late, and thus acts on spurious data

Response generation errors

Ambiguities [FCA] chooses an ambiguous response or wrong
interpretation for a given scenario

Wrong item [FCA] may return the wrong nudge from the choice
architecture

Poor precision [FCA] returns a result list that includes many non-relevant
nudges

Poor recall [FCA] returns a result list that excludes relevant nudges

Poor ranking [FCA] returns an order of nudges in the results list that
does not match an intended natural order

Low result diversity [FCA] returns all the nudges in the list that are similar to
one another
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Table 2. Taxonomy of FCA conversational AI failure scenarios

Failure source Failure scenario

Trigger errors

Missed trigger [FCA] fails to detect a valid triggering event and misses
the opportunity to nudge

Spurious trigger [FCA] triggers in the absence of a valid triggering event (it
triggers when not intended)

Delayed trigger [FCA] detects a valid triggering event but nudges too late
to be useful

Input errors

Transcription Transcription errors are common in systems that rely on
speech recognition

Noisy channel KW input is corrupted by background noise, including by
capturing other sounds in the background

Delimiter errors

Truncation [FCA] begins capturing input too late, or stops capturing
input too early, and thus nudges on partial input

Overcapture [FCA] begins capturing input too early, or stops capturing
input too late, and thus nudges on spurious data

Response generation errors

Ambiguities [FCA] chooses an ambiguous nudge or wrong
interpretation for a given scenario

No understanding [FCA] fails to map the user’s input to any known nudge
and thus takes no action

Misunderstanding [FCA] maps the user’s input to the wrong nudge

Partial understanding Although [FCA] has the correct interpretation of intent, it
could fail to effect the correct nudge

6 Results

Table 3 outlines recommendations for FCA as a recommendation system. There
were twelve failures generated.
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Table 3. Recommendations for recommendation system failures

Failure source Recommendation

Trigger errors

1. Missed trigger Simulate this error by intentionally ignoring a triggering
event and continuing to process input as if no trigger had
occurred. Consider simulating this error at different rates
to understand how the triggering false-negative rate
impacts the interaction

2. Spurious trigger Simulate this error by triggering the system unexpectedly.
Consider simulating this error at different rates to
understand how the triggering false-positive rate impacts
the interaction

3. Delayed trigger Simulate this error by artificially inserting a short delay
between the user’s input and the system’s output.
Experiment with the different delay lengths to understand
the above-mentioned trade-off

Input errors

4. Spurious events Simulate accidental clicks on nearby, or neighboring
buttons or links, or buttons that have similar iconography
to the intended buttons

Delimiter errors

5. Truncation Simulate this error by intentionally leaving out the first or
last words of user input

6. Overcapture Simulate this error by intentionally including extra words
at the start or end of input

Response generation errors

7. Ambiguities Simulate such errors by intentionally leaving inputs
ambiguous and forcing the system to choose the wrong
interpretation for a given scenario

8. Wrong item Simulate this error by randomly selecting an item from the
choice architecture and returning it instead of the intended
item

9. Poor precision Simulate this error by randomly selecting items from the
choice architecture and adding them to the results list

10. Poor recall Simulate this low recall by intentionally leaving out key
results, perhaps going so far as to prevent the user from
completing their task

11. Poor ranking Simulate this error by shuffling or reversing the order of
the ranked list

12. Low result diversity Simulate this situation by adding near-duplicate items to
the set of items being ranked, and then including a
scenario where these items all appear in the ranked results
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Table 4 outlines recommendations for FCA as a Conversational AI. There
were eleven failures generated.

Table 4. Recommendations for conversational AI failures

Failure source Recommendation

Trigger errors

1. Missed trigger Simulate this error by intentionally ignoring a triggering
event and continuing to process input as if no trigger
had occurred. Consider simulating this error at different
rates to understand how the triggering false-negative
rate impacts the interaction

2. Spurious trigger Simulate this error by triggering the system
unexpectedly. Consider simulating this error at different
rates to understand how the triggering false-positive rate
impacts the interaction

3. Delayed trigger Simulate this error by artificially inserting a short delay
between the user’s input and the system’s output.
Experiment with the different delay lengths to
understand the above-mentioned trade-off

Input errors

4. Transcription Simulate transcription errors by using an automated
speech-to-text transcriber to convert the user’s utterance
to text or using any of the four techniques (i.e.,
truncation, substitution, insertion, or extension) to
manipulate the user’s utterance

5. Noisy channel Simulate this error by including unrelated text in the
transcription, or by removing portions of correctly
transcribed text

Delimiter errors

6. Truncation Simulate this error by intentionally leaving out the first
or last words of user input

7. Overcapture Simulate this error by intentionally including extra
words at the start or end of input

Response generation errors

8. Ambiguities Simulate such errors by intentionally leaving inputs
ambiguous and forcing the system to choose the wrong
interpretation for a given scenario

9. No understanding Simulate this error by intentionally returning a
non-answer response to a valid, well-formed input

10. Misunderstanding Simulate this error by intentionally processing a user’s
input with the wrong intent or action category

11. Partial understanding Simulate this error by replacing a default attribute
originally assigned to the specified component



Responsible Human-Centered Artificial Intelligence 579

7 Discussion

Microsoft’s HAX Playbook offered a cost-effective method to identify and miti-
gate risks in human-AI interaction. The playbook aided in the design of FCA to
minimize failures and improve the human-AI cognitive enhancement experience.
The outcome of this RAI evaluation is a set of targeted failure scenario simu-
lations to provide insights into the identified errors and undesirable behaviors.
Applying RAI tools in the early design stage of FCA helped address potential
AI flaws by using the criteria of reliability, fairness, explainability, and privacy.

7.1 Reliability

The desired outcome of implementing the HCD and RAI is to maximize the
frequency of use and retention of FCA. To achieve this outcome, FCA has to
perform with reliability and safety. For example, the choice architecture of nudges
presented in FCA should be appropriate for KWs and designed to fit into the
knowledge work environment safely. We recommend tuning the algorithms to
minimize trigger errors and response generation errors. Offline model evalua-
tions should be conducted periodically to monitor their performance on trending
behavioral patterns and determine when online models need to be updated to
meet the changes in individual KW choices and activities.

7.2 Fairness

FCA should treat all KWs fairly. For example, the personal profile customized by
FCA operators should suggest the personalized nudges rather than propagating
undesired biases about other KWs, groups, domains, and types of KWs. One key
area of fairness is to substantiate the use of certain features for the profile forms
and algorithms. For example, the misuse of demographics from the samples that
algorithms use to make their decisions may skew towards specific trigger errors
in recommendations and conversations. The notion of fairness is to consider and
mitigate these algorithmic biases to the greatest extent possible.

7.3 Explainability

FCA should minimize value capture [22] in its nudges and well-being metrics
by providing KWs with adequate information about why specific nudges were
recommended and what benefits the metrics provide. For example, when FCA
nudges a KW to relax, the UI should explain to the KW that the nudge was
triggered because the KW appeared overwhelmed by the task, and how per-
forming the nudge may resolve the issue. FCA should provide transparency by
auditing its personalization, classification, contextualization, metrics, and nudge
features. Periodic reviews with the operator should analyze how FCA computes
states, contexts, and nudges. The design process should include evaluations to
remove ambiguities and determine which bio-signals are effective and eliminate
unnecessary features from computations.
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7.4 Privacy

There are rules and guidelines for appropriately handling personal data linked or
linkable to any individual, even if the individual is unknown. We prioritize tak-
ing steps to design suitable mitigations and controls to reduce privacy risks. For
example, FCA addresses potential operator sensitivities by limiting the amount
of personally identifiable information that it collects and allows operators to
control their data expiration rates. FCA places a high value on privacy and
autonomy by treating bio-signal data as protected health information and alert-
ing operators to obtain their consent before streaming data into storage and
algorithms. The bio-signal data and FCA processing are meant for the use of
the individual operator only and should not be used in a supervisory fashion to
enforce external work efficiency goals.

8 Conclusion

There are significant implications for KWs who work in demanding environments
with unclear goals, unstructured tasks, and high workloads. They tend to suffer
from work-related anxiety, apathy, and boredom. FCA demonstrates that these
unfavorable states and conditions cost KWs performance and well-being. To
reverse this behavior, FCA helps KWs measure their work and avoid situations
that induce undesirable states.

Given that nudges will be effective less than 100% of the time, our findings
in this study highlighted the vital need for explicitly testing the failure scenar-
ios of FCA to deliver an error-free human-AI experience. It was challenging to
prototype and test the personalized and contextualized experiences of FCA. The
complexity of simulating the personalized and contextualized experiences arise
from the need for generalizability. To overcome this challenge, we used synthetic
and augmented data to prototype dynamic, personalized experiences early. This
remedy sufficed for initial iterations until we refined the datasets with more
representative priors from experiments with human KWs.

We propose to explore additional nudging strategies that may reduce the
unwanted effects of anxiety, boredom, and apathy, such as providing KWs with
well-timed breaks [30], granting autonomy over how to use the breaks [31], and
reducing emotional demands on KWs [11]. Other nudging strategies may include
high-quality humor, functional music, and adapting the task so that the task
demand matches the skill of the KW. Future work will consider the mechanisms
underlying different nudging techniques, such as reducing the undesirable state,
improving cognitive well-being, and modifying other mediating factors.
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Abstract. Dealing adequately with misinformation is one of the societal chal-
lenges of our times, since misinformation has been proven to be harmful for
people, societies, and democracy. Improving Artificial Intelligence algorithms
underlying information retrieval and recommendation systems is a path that must
be encouraged; however, this is not the only path ahead and, above all, it can be
combined with other approaches. In addition to the known limitations of Machine
Learning model results, which cannot be guaranteed to be 100% accurate, ethical
issues are raised when an algorithm acts as a censor of what information a human
being can and cannot access. This paper discusses some recent initiatives dur-
ing the COVID-19 pandemic to improve the quality of information delivered to
users that have two characteristics in common: firstly, they are technically simple,
hard coded, and do not involve any AI; secondly, they represent a preliminary
step in a broader perspective that goes beyond technical improvements to promote
critical thinking among those receiving the information. Although they can be
seen as preliminary cases of how to deal with misinformation, they seem to be
effective and they point towards more interdisciplinary solutions to the contem-
porary issue of misinformation, possibly bringing other developments to ethical,
Human-Centered AI.

Keywords: Machine learning · Human in-the-loop · Information quality

1 Introduction

1.1 Advancing Machine Learning as Systems, Not Only Models: Why It Matters

In this century, we are experiencing an unprecedented democratization of access to infor-
mation that brings several benefits to society and citizens. Before the so-called internet
era, information was filtered or difficult to access, especially in emerging countries or
for those living under undemocratic regimes. However, this free access to information,
powered by social networks and digital platforms, has some drawbacks. In fact, we now
know that the inability to provide timely information curation and fact-checking gave
rise to a strong phenomenon of spreading fake news, which has harmed democracies
and societies.
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There are plenty of scandals to cite, but the United States Presidential election of
2016 covered several current major informational concerns, such as who is producing
the information citizens consume, how it is possible to tailor-made information capable
of turning swing states and doubtful voters [1–3], the lack of check and veracity of
sources, and the echo chambers that polarize opinions and might even radicalize some
persons due to excessive exposition to extreme points of view without balancing views
and fact checks [4, 5]. Another important example is the recent phenomenon where fake
news pushed anti-vaccine and anti-mask attitudes during the COVID-19 pandemic [6].
In short, it has become clearer that bad information has the potential to kill [7].

How then to deal with the problem of information quality? Given the amount of
information produced daily, it is unreasonable to expect fact-checking to be performed
manually by humans in a timely manner. Fortunately, since most information consumed
is basically recommended by Artificial Intelligence (AI) algorithms, an obvious solution
could be the improvement of those algorithms or the introduction of specific Machine
Learning (ML) techniques to build information filters and qualifiers. However, this app-
roach has two limitations. Firstly, fake news detection is not a simple problem.MLmod-
els deal with uncertainty and a limited view of reality all the time, as perfect datasets and
features seldom exist in real-world settings. Besides, due to their probabilistic aspect and
the innate complexity of phenomena they attempt to describe, models will be imprecise
at times. Finally, MLmodels operate to satisfy extremely specific purposes, which in the
news and information case, is usually to boost user engagement, and heavily accessed
sites also are interpreted by algorithms as a signal that they bring more relevant news,
despite of the veracity of such information.

Even so, adding extra layers of intelligence with fake news detection models that try
to get close to 100% accuracy is a commendable effort that must be encouraged. The
issue is that it could take a long time, and the current risks for the society would benefit
from a simpler, faster method.

Another aspect is that, even if 100%model accuracy could be possible, the autonomy
principle echoed in Ethical AI guidelines around the world from all sectors – public,
private, and third sectors – remind us that it is not desirable for an algorithm to have
a censorship role over what information a human being can or cannot access. Human
autonomy must be preserved when we build Ethical AI [8, 9].

This article discusses some recent initiatives taken byGoogle, Instagram, and Twitter
to improve the quality of information that have three aspects in common: first, they are
technically simple, hard coded, and do not involve any AI; second, they represent a
preliminary step in a broader perspective that goes beyond technical improvements to
promote critical thinking among those receiving the information.

2 Importance and Challenges in Dealing with Misinformation

2.1 Ethical AI: What Do We Expect from Intelligent Systems and How Might
They Help Us?

Inspired by Bioethics principles, Floridi and colleagues [8] propose five overarching
ethical principles for AI, that synthesize the major concerns voiced by institutions all
over the globe. For AI to be Ethical, it should observe the principles of (1) Beneficence,
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Fig. 1. Google Trends trendline for searches involving “fact-checking”worldwide from July 2015
to July 2021.

referring to promoting overall well-being, preserving dignity, and sustaining the planet;
(2) Non-maleficence, establishing that the action (even beneficial) must cause the least
damage; (3) Justice, establishing equity as a fundamental condition; (4) Autonomy,
requiring the agents to have the skills and competencies tomakedecisions, and promoting
autonomy of humans; and (5) Explicability that is the need to understand and hold to
account the decision-making processes of AI. Other academic works, such as Jobin and
colleagues’ [9], make an even more extensive literary review and in the end propose
principles that are rather similar to Floridi’s. With that in mind, one may conclude that
Artificial Intelligence (AI) through Machine Learning (ML) algorithms that are used to
retrieve, select, or suggest misinformation are often in violation of the non-maleficence
principle.

2.2 Large-Scale Fact-Checking: A Good Start

TheCambridgeAnalytica scandals relating toBrexit and theUSelections in 2016 [10], as
well as the influence of fake news on anti-vaccination and anti-mask attitudes during the
COVID-19 pandemic have sparked a warning about how damaging misinformation can
be. In this context, people started realizing that checking the information they consume
is a responsibility they should not delegate to platforms.

Figure 1 contains a Google Trends graph where it is possible to notice an upwards
trend of fact-checking searches around the globe from 2015 to now, with two prominent
peaks: the Cambridge Analytica scandal in October 2016, and the beginning of the
COVID-19 pandemic in early 2020. Unfortunately, the level of people’s concern about
fact-checking is not maintained throughout time, and while there is a slightly higher
baseline, the concern plummets once again after the crisis. People seem to need critical
events as reminders in order to keep checking the information they consume.

With millions of messages posted daily on social media, it’s impossible for fact
checkers to analyze every single post, especially since the checking process is not simple
and needs to be reliable. Indeed, fact-checking involves a typical pipeline consisting
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in claiming check-worthiness detection, retrieving evidence, selecting evidence, and
verifying veracity [11]. Moreover, human fact-checkers often do not trust results from
automated solutions since the automated methods are error-prone, and a mistake may
seriously harm fact-checking organizations’ reputations [12]. Some propositions have
been made to deal automatically or semi-automatically with fact-checking [13, 14], but
this is still an open issue.

On the other hand, the interest in fake news or misinformation detection by the
machine learning community is growing as illustrated in Fig. 2. Various techniques of
ML applied to Natural Language Processing and Understanding have been employed to
build information filters and qualifiers [15, 16].

2.3 Machine Learning Shortcomings: Approaches That Are Necessary, but Not
Sufficient

All the effort in building more accurate algorithms for detecting misinformation is com-
mendable and must continue to be encouraged. However, by its nature, ML models deal
with uncertainty and a limited view of reality all the time, as perfect datasets and features
seldom exist in real-world settings. In the case of fake news or other misleading infor-
mation, this is made worse because the algorithms are fed back by “likes”, “retweets” or
“clicks” from the news consumers, who tend to spread more false news than true news,
in a phenomenon called confirmation bias [17, 18]. Moreover, ML models, due to their
extremely specific purposes and the innate complexity of phenomena they attempt to
describe, can be wrong, i.e., the results are not expected to reach 100% accuracy, as it
is the nature of complex problems to be probabilistic, as uncertainty is built-in. Finally,
there is a gray scale between totally false news and totally true news [12]. In short, devel-
oping accurate algorithms for such a complex domain as detecting misinformation can
take too long, and, while it should always be encouraged, we must also push for more
short-term solutions. Such solutions might even be built relying more on humans in con-
nection to ML model results, creating mixed-initiative complex systems that augment
human capabilities instead of systems that fail to consider human’s strengths completely
[19, 20].

Fig. 2. Number of articles per year returned by Google Scholar using “machine learning” AND
“fake news detection” as search string (consulted on 8 October 2021).
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2.4 Mixed-Initiative Complex Systems: Human and AI in Cooperation

The idea of mixed systems is not new, and is described as such:

“Mixed-initiative interaction refers to a flexible interaction strategy in which each
agent (human or computer) contributeswhat it is best suited at themost appropriate
time.” [21]

This concept, documented in 1999 is not new. It stands, even now, as the basis of
complex systems that are in development, such as self-driving cars (and vehicles in gen-
eral). However, it seems to be somewhat overlooked in the information quality challenge,
whereMLmodels and engines took over information ranking and recommendation com-
pletely with little opportunity for users to provide feedback of the quality of content,
focusing on engagement. Many companies have starting allowing users to give feedback
of false information and misleading content only in the past couple years [22-24], and
also only recently has Google Search, the hub of information retrieval worldwide, has
only recently started to declare clearly when it is not so sure about search results, in
2020 [25].

By drawing a parallel with how self-driving car systems are categorized, it is possible
to notice that there are different levels of autonomy for these systems. Major cars brands
around the world are releasing options with at least some level of autonomy involved,
however, as seen in Fig. 3, vehicle autonomy has 6 levels overall, rated from 0 – fully
manual, to 5 – fully autonomous. Most commercial autonomous cars range 1 or 2,
meaning they provide some assistance to the driver and have partial automation, being
able to accelerate and decelerate or make some minor changes in steering. Nonetheless,
notice that only from level 3 is the machine the major responsible for the driving act
per se; and in both levels 3 and 4, human override is still required or possible. This is
not a new dilemma, as such discussions on handing over control of autonomous systems
in the vehicles field have been around for over 20 years [26, 27]. The difference here
might be due to a series of aspects: (i) as driving is perceived as a critical, possibly
dangerous activity, humans are more averse to relinquishing control, and more likely
to perceive autonomous cars as threats even though the majority of road accidents are
caused by humans1; (ii) the technological apparatus necessary to make the appropriate
level of automation possible commercially in all types of weather and terrain is still
not completely developed, which grants a slower handover from human to machines;
and last but not least (iii) driving is a real-time complex activity that involves multiple
feedback loops. On the other hand, reading the news, clicking a link a friend sent, or
passing on information that is not certified but seems interesting is something that can be
done leisurely, and that does not carry immediate, visible consequences, even though we
have already established in some contexts it does have the power to cause immense harm
and lead to death, as it happened in the current pandemic. Requesting human override
and better judgement in these scenarios can be done, and since it does not involve real-
time complex multiple feedback loops, it also does not need complex frameworks or
technology to achieve comparable results.

1 Some estimates attribute up to 90% of accidents to human errors as a contributor, and 57% to
human error alone [33].
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While we are moving in the self-driving car industry from fully manual to fully
automated, we can move in the opposite direction in the informational domain, focusing
on a less automated, ML-based approach to improve informational quality and mitigate
the spread of fake news and general misinformation. It would not be beneficial to have no
automation and noMachine Learning involved in this process; but it would be beneficial
to prioritize a mixed-initiative approach.

Fig. 3. The 6 levels of vehicle automation, from fully manual to fully automated, and the shift
in human involvement in the driving process, which is only completely abandoned in level 5,
representing full automation. Via Synopsys.

3 Being Co-responsible: Simple Triggers That Can Improve
Results

The previous sections have exposed the rationale for moving beyond – not abandoning –
the approach of improving AI algorithms to detect and mitigate the harmful effects
of fake news and misleading information. Besides, we propose a broader approach
to AI Ethics, focusing on non-malevolence (causing no harm) and human autonomy
(promoting human choice) by complementing AI systemswith hard-coded solutions and
UI/UX visual cues. While self-driving cars are moving continuously towards leaving L0
of fully manual to L5 of fully automated, we suggest we move the opposite way.

We shall now turn to a practical analysis of how this is already being done in the
industry. Some everyday products that humans rely on to search, retrieve, and share
information, have implemented a series of new features that work alongside AI recom-
mendation results and help to qualify and filter information. These solutions came from
Instagram, Twitter, and Google. They have some aspects in common:
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• They are all concerned about minimizing the harm of fake or misleading information.
• They are hard coded into the products, and do not rely on extra ML models to qualify
or change results, leveraging Software Engineering tools and User Interface heuristics
to achieve intended results.

• They promote human critical thinking, by nudging or prompting users to ponder about
their next actions and making conscious choices.

They are organized in four categories, that are not extensively collecting all the
modifications these platforms have made throughout the past several months of the
COVID-19pandemic, but they cover illustrative cases that allowsus to propose a tentative
taxonomy of these interventions that aim to offer better information to users around the
world. Some of these examples may relate to more than one category, but for the sake
of simplicity they are linked to a single class.

3.1 Helping Curate Data

Machine Learning models use feedback loops to learn about users and to promote con-
tent. Interacting with posts in one’s personal feed by liking, commenting, sharing, and
retweeting, amplify their organic reach and have the potential of making some post viral.
However, such content can bemisleading, hurtful, or generally harmful in different ways.

Twitter’s “Read Before You Retweet”. A way to circumvent this problem of feeding
back bad content is to ask users to curate the data by not passing on information they
have not read and checked. This is best exemplified by Twitter “read before you retweet”
feature, launched on Android in June 2020, and on iOS in October 2020. It is a simple
feature that prompts users to think twice before sharing news links that they have not
read – to do so, Twitter explains that it checks whether the person has previously clicked
the news link before retweeting or quote tweeting [28]. Figure 4 below illustrates the
prompts received by a user who attempts to retweet unread news.

While it is not possible to truly ascertain whether the person simply clicked the link
and did not in fact read, and they also might have read it in other platforms, this features
nudges people and counts on their help to read and evaluate the content for themselves,
adding the reminder that “headlines don’t tell the full story”.

Twitter reported that, after reading the prompt, articles were open 40% more often,
there was a 33% increase in news link clicking even without receiving the prompt, and
some people gave up on retweeting a given article after opening it [29].

3.2 Making Disclaimers About the Content

Machine Learning models are imperfect, and they will fail. But beyond that, they are
usually not optimized to prevent the spread of misinformation, but to maximize engage-
ment of users in the platform. For that reason, content that is on top of peoples’ feeds or
that reach a high degree of popularity will often spread fake news and contain potentially
harmful Twitter prompts that nudge the user not to pass content onwithout opening it and
reading first.content. Besides, even the most modern Natural Language Understanding
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Fig. 4. Twitter prompts that nudge the user not to pass content on without opening it and reading
first.

techniques have challenges understanding the true meaning of statements, which is a
fairly common activity to humans, who depend on communication for all sorts of tasks.
These next examples place disclaimers in the results recommended of produced in their
platforms with different degrees of specificity, in case they are spreading bad content,
and direct users to more qualified information outlets.

Instagram Warnings for Vaccines and Suspicious Treatments. Instagram made a
series of changes around March 2021 where they started adding warnings below users’
posts:

“If posts on Instagram contain claims that violate our COVID-19 and vaccine
policies, we remove them. For posts that have not been debunked by health experts,
we apply informational labels about vaccines and COVID-19 generally. These
labels direct people to more credible information from health experts including
the WHO and CDC” [30]
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To the best of our ability, we could not determine for sure whether there is an extra
intelligenceML layer in order to generate these warnings, but we believe they are simple
checks for keywords either written or extracted from texts on posts and stories. Since in
Instagram’s blog there is not a complete relation of warnings, we collected samples by
hand and tested a few buzzwords to check whether they triggered these alerts. Until now,
we were able to identify three types of warnings. The first one, in Fig. 5, simply calls
on the user to access the vaccine resource center for more information on COVID-19
vaccines. Figure 6 collects cases that warn about unapproved treatments and that they
may cause serious harm. For the sake of concision, we did not include further pictures of
another warning that reinforces how vaccines undergo plenty of safety and effectiveness
tests, making them trustworthy. We were only able to trigger such messages by using the
keywords adverse reactions and vaccines in the same sentence. In that case, then, even
though there seems to be some kind of judgment on the content of the message, in reality
the message was overall positive and encouraged people to get vaccinated, even using
a hashtag #vacinasim, or #yestovaccines in a free translation, which reinforces the idea
that it was a simple string-matching check. However, this is no criticism: we find the
effort to prevent in such a deadly case as the spreading of fake information on vaccines
is appropriate; we simply present it as an argument that there is no content treatment
and understanding.

Fig. 5. Instagram posts that trigger a generic alert directing users to their curated information
center on vaccine resources. This image contains black and white blocks to preserve people’s
privacy and anonymity.
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Fig. 6. Instagramposts that containwarnings about unapproved treatments, triggeredbykeywords
chloroquine and hydroxychloroquine.

3.3 Prioritizing Information by Fixing a Curated Result

In order to guarantee that a specific information or result must be seen, it might be an
option to override the usual results from the ML model, because it will (i) guarantee
curated critical information will be the first to be consumed, perhaps the only, and (ii)
be much faster to specify what is relevant, which is ideal to critical scenarios.

GoogleSearch’sResultsPageLayout forCOVID-19Searches. GoogleSearch results
layout vary somehowaccording towhat is being searched, and itmay consider text, news,
images, videos, or shopping results more relevant in that specific context. During the
pandemic, however, it became critical to follow the number of cases and death tolls, know
where to take tests of to get vaccinated, and to be informed by official organization, such
as the WHO, how to prevent and which symptoms might indicate contagion. Google set
several hard-coded sections approaching all these topics. Search results still followed
suit as usual, but the priority was given to official, verified, scientific information, as
seen in Fig. 7 below.

Even though we will not illustrate and elaborate on this paper, Twitter made a similar
effort in tweet searches, freezing a panel that led to official channels of information.
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Fig. 7. These series of figures show the fixed COVID navigation panel to the left, and the vaccine
information and map of cases to the right. In the center of the page, it is possible to see the
curated, fixed results concerning contagion statistics (11A), list of symptoms (11B), and preventive
measures approved by WHO (11C). Search results generated by ML ranking models only come
after this fixed panel.

3.4 Handing Over Decisions Back to the User

As it was previously mentioned, there are mixed systems that operate halfway through
fully automated and fullymanual, as it is the case of vehicles in the domain of self-driving
cars. These cases bring humans in the loop by prompting them to make decisions on how
to proceed, being clear about system shortcomings, which is a good practice to build
trust in an intelligent system [19].

Twitter’s Hiding of Harmful Tweets. While Twitter began to hide tweets with content
that violates guidelines in 2019, they have added COVID misinformation to their list of
sensitive topics in 2020, hence checking for “ synthetic andmanipulatedmedia, COVID-
19, and civic integrity” [31]. This feature also carries the value of a disclaimer, as
potentially problematic tweets are hidden and indicated with a message explaining how
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they violate the community guidelines, as shown in Fig. 8. However, the user decides
whether theywant to see it or not, and the information is put under awarningbut preserved
historically. Twitter also explains how the repeated violation of community rules carries
consequences to the user with clear rules on temporary or permanent suspension [32,
33].

Fig. 8. Depiction of a tweet by Donald J. Trump that was hidden due to violations of policy on
spreading misinformation about COVID-19. Even though the words are not visible at the moment,
the user may press the vies button on the right and have access to the content, which was already
described as malicious, moving beyond a disclaimer.

Instagram’sRedirecting of Sensitive Searches. Social Networks have become the pri-
mary means of information for a part of the population, and this decentralized approach,
while amplifying the reach and impact anyone may have, also makes it more difficult to
guarantee the quality of information given and that content found will not cause more
harm. In October 2020, Instagram rolled out a feature that triggers an alert and a path to
find help when users search for terms related to suicide or self-injury [34]. As it is the
casewith COVID-19 alerts discussed in Sect. 3.2, there is not a definitive list of keywords
that might trigger this response, but this feature goes beyond alerts: it effectively inter-
rupts the user flowwith a pop-up message, explaining that such content might encourage
self-harm and giving other options for getting help (by talking to a friend, specialist, or
reading about it from a curated source.) Even so, the user still has the option to ask to see
the posts anyway, preserving their autonomy, as seen in Fig. 9. In early-2021, they also
rolled out a similar feature for search focusing on COVID-19, which redirects traffics to
the local Ministry of Health and its official information website, in a similar UX flow.

3.5 Working Together: Nudges Are a Good Start

The cases brought in Sect. 3, even though not comprehensive, provide current examples
of how some tech companies are dealing with the issue of misinformation. Even though
there is not a clear method and heuristics for when to use each technique, these solutions
provide clues on how to move forward on the issue of misinformation, but also on
how to move forward in the Ethical AI field. Building ML-based products systems that
work together with other technologies and, above all, alongside us humans, bring a
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Fig. 9. Depiction of a flow of screens an Instagram usermight encounter when searching for terms
related to suicide of self-harm. Instagram warns about the danger of looking for such content in
this platform. They also provide ways to talk to friends or direct you to local helplines. However,
if the user chooses to consult the posts in spite of these alternatives, they can choose to see result,
preserving their autonomy and moving beyond a disclaimer.

healthy dose of explainability, and foster knowledge, not blind trust, on model results.
Applications are certainly not limited to the scope of information quality and fake news,
but the nudges presented are a good start.

4 Conclusions

Misinformation may have important social impacts, possibly producing death, discrimi-
nation, and violence, as well as undermining democracy. Then, dealing adequately with
misinformation is one of the societal challenges of our times. The first instinct we have
as technological practitioners and computer scientists is to improve the AI algorithms
responsible for retrieving, selecting, or recommending information for individuals. Or
to build more sophisticated algorithms. It turns out that in addition to the inherent limi-
tations of algorithms for this purpose, and the consequent time it would take to develop
them with a high level of reliability, there are other issues at stake. Should we consider
it normal for algorithms to determine, like censors, what kind of information a human
being can or cannot access? According to the ethical guidelines that are beginning to
consolidate on the use of AI [8, 9], the answer should be no. So how to move forward
in this dilemma?

In this article, through some very simple and preliminary initiatives, we have demon-
strated that the solution to the misinformation issue is to be sought not just in more
sophisticated AI alone. First, some technological solutions, although simple, may be
effective. Such solutions aggregate other computing domains as an active part of build-
ing not only more ethical AI, but more ethical products. But above all, we must think
beyond technology, as the solution to the problem seems to be multidisciplinary and
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involves, among others, the development of competences, including critical thinking,
of citizens. By the simple examples we have shown, we intend to pique the interest
of the computing community to work towards technological solutions that also help to
promote greater critical awareness among information consumers, as well as broaden
the collaboration and the framing of AI problems and challenges.
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Abstract. Nowadays, the Internet of things (IoT), which connect to larger,
internet-connected devices, is exponentially increased, and is used across the globe
[1]. Integration of such a device into networks to provide advanced and intelligent
services has to Protect user privacy against cyber-attacks. Attackers exploit vulner-
able end sensors anddevices supporting IoTdata transmission to gain unauthorized
system privileges and access to information and connected resources.

This paper investigates how malware attack, especially ransomware attack,
exploits IoT devices.Moreover, we deeply review differentMachine learning solu-
tions that provide IoT security precisely on a ransomware attack. We focused on
HowMachine learning solutions detect malicious incidents, such as a ransomware
attack on IoT-connected networks. The authors perform all the experiments in this
study using a benchmark dataset from the GitHub repository. We used Random
Forest (RF) and Decision Tree (DT) Classifier algorithm to evaluate the perfor-
mance comparison. Finally, we propose a machine learning detection model with
better performance and accuracy.

Keywords: Malware · Ransomware · Random forest · Cyber-attacks · IoT
security ·Machine learning

1 Introduction

Gartner defines the Internet of Things (IoT) as a network of physical objects that contain
embedded technology to communicate and sense or interact with their internal states or
the external environment [2]. IoT data transmission is supported by the connection to
capture, and process collected data to the organizational cloud data center. Alternatively,
An IoT System consists of devices that communicate to the cloud through internet
connectivity. After the data get connected to the cloud, the software processes the data
anddecides to performacertain action, such as sending an alert or automatically adjusting
IoT devices without human intervention [3, 4].

Nowadays, such IoT devices’ numbers drastically increased, and the amount of data
generated by IoT devices is expected to reach 73.1 ZB (zettabytes) by 2025 [5]. As the
IoT technology grows and the security behind such a device does not go as expected.
Therefore, in this research, we will focus on the Information security aspect of an IoT
and the role of Artificial Intelligence/Machine Learning in protecting such an enormous
amount of data generated by IoT devices.
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1.1 Related Work

Information Security in IoT Technology. The adoption of IoT technology for organi-
zations around the globe affects sustainable digital business operations [5]. Huge data
sets are transmitted as workload from connected data centers to IoT devices to relay
information to end-users in real-time. This support requires complex infrastructure and
device configuration to achieve and sustain. IoT device connectivity for organizations
around the globe is projected to be 35.82 billion and will be expected to raise seventy-
five billion in 2025, with Google home dominating the largest market share at 48% [6].
Huge datasets transmitted by these connected networks expected to rise with the rise of
IoT device connectivity time. Workloads transmitted by the technology are done over
internet connections and are vulnerable to information security attack vectors present
on the internet. Distributed processing allows for real-time device communication and
information processing between connected device nodes in IoT devices. Application
interfaces, database support, and network topology support are among the vectors that
leave IoT devices vulnerable to cybersecurity attacks over internet connections [7]. Inte-
grated applications such as payment platforms on IoT-connected devices are affected
by information security attacks and challenges posed by hackers. In 2016, cybercrimi-
nals targeted vulnerabilities present in IoT devices such as wearables and flooded their
topology support network with distributed denial of service attacks disrupting service
transmission and denial of domain name system requests [8]. It caused service disruption
from social platforms such as Twitter and payment platforms such as PayPal connected to
the targeted IoT device support networks. These attacks targeted IoT networks expected
to evolve with technological advancements over time, and cybersecurity experts are
expected to patch discovered vulnerabilities on IoT-connected systems to ensure attack
channels do not expose the technology to information threats.

IoT security and the Role of AI/ML (Artificial intelligence/Machine Learning).
AI/MLwill play a massive role in using and monitoring IoT devices. However, there is a
great challenge to ensure without sacrificing information and data to connect a range of
different devices on a single [9]. The Internet of things interconnectsmanyheterogeneous
devices and sensor nodes to relay information captured, process, and store big data for
decision making without human intervention [10]. Such IoT devices have constraints of
lower power (for instance, sensors, smart objects, or smart devices) with limited CPU,
memory, and power resources [11]. It directly affects the confidentiality, integrity, and
availability of IoT devices. According to Gartner, more than 25% of cyber-attacks are
attributed to vulnerabilities in IoT device connections.Vulnerabilities presentwithin IoT-
connected devices expose the cloud computing environment to cyber threats in many
forms over the Internet. Social engineering attacks, insider attacks, ransomware, virus
attacks, malware attacks, phishing, distributed denial of services, cross-site scripting
attacks, and others are common attacks that exploit vulnerabilities of a system over an
internet connection. The conventional protectionmethodologies are not enough to ensure
the cyber environment. Thus, this research examines the role of AI/ML in ensuring IoT
security in a cloud computing environment. AI/ML analyzes security threats to relayed
information to data centers transmitted by IoT connected devices in cloud networks
in real-time while the transmission occurs. Among the malware, Ransomware attacks,
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one of the cyber-attacks negatively affects IoT-supported businesses. Thus, AI/ML is
implemented to support IoT-connected device networks to counter information security
attacks [12]. It achieved through system automation to decide what to do in the event of
a ransomware attack and automated vulnerability analysis on the target IoT system.

1.2 Research Problem

The global mobile data traffic forecast index suggests that device-to-device communi-
cation systems will rise to 27.1 billion by 2021 [13]. These connected devices run under
untrusted internet connections, where they are exposed to malicious attacks.

As theKnownBe4 report, among themalware,RansomwareAttackVolume Increases
by 18% As the Number of Variants Jumps to thirty-four in Only One Quarter (Q4) in
2021 [14].

Such a drastic increase in an attack andmitigation are not going side by side; instead,
IoT system developers only focus on improved device power management rather than
hardware security, whose improvement is slow.

Such weakened attention to IoT security can affect IoT-connected device networks’
ability to securely relay captured information from end nodes to data centers and end-
users without compromising information integrity by unauthorized user access. On the
other hand, a traditional incident detection system could not predict the accuracy and
precision of ransomware detection on target systems.

With all the problemsmentioned above, changing the detection ofmalicious software
with AI/ML is critical. This research reviews various Academic research implemented
on ransomware attack incident detection to light the accuracy of the RF and DT to detect
a potential ransomware attack.

1.3 Research Objectives

The Objective of this Research is

• To improve information security and respective analysis on connected devices to
counter ransomware attacks.

• Todesign and implementAI/MLmodel to classify and predict the accuracy ofmachine
learning techniques to detect a ransomware attack

• To raise academic awareness on the need for machine learning techniques integration
to IoT connected device networks.

2 Literature Review

2.1 Ransomware Attacks on IoT Connected Device Networks

Ransomware is a remotely controlled software script written to override a target system
and disable access to data and system privileges in return for a ransom fee to disable
the script. A targeted IoT system network locks out system users from access until
a demanded ransom is paid [15]. The complexity of ransomware attacks has evolved
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with technological advancements making it harder to crack, and cybercrime magazine
reports that damages could accumulate to twenty billion dollars by 2021, with financial
industries being the most affected.

Ransomware attack software developers work to maximize their financial gain in
ransom fees paid while maintaining anonymity in their identities. The introduction of
financial payments using cryptocurrency makes it harder to identify these attackers [16].
Ransomware is categorized according to the way it is implemented and its impact on
target networks. Locker ransomware completely locks out systems users from their target
device, preventing them fromusing it, while crypto ransomware infects specific fileswith
payloads in a target device, preventing users from accessing them.

Ransomware attackers install malware to gain access and system privileges on tar-
geted IoT networks. It compromises the target systems and sabotages them exposing
the contained resource to unauthorized access [17]. With IoT devices being resource-
constrained, they are easily overwhelmed by ransomware attacks and intrusions which
may be socially engineered and sent to unknowing users, e.g., staff with system access
through mail attachments with malicious attachments to launch a ransomware attack.

Ransomware attacks are not only launched from external attacks but also aided
through insider threats by rogue employees who cooperate with attackers to target and
run ransomware attacks on organizations’ IoT systems. Ransomware attackers exploit
vulnerabilities present in target IoT systems through browser-supported downloads
and other network-accessible downloads, which allow malicious binary installation to
prompt ransomware attacks on victim networks.

Once a ransomware attack is posed to a target IoT network system, the malicious
payload is executed in the backend database system, where it hides its identity using
a dropper file while it executes. The attack payload can also be installed in the reboot
registry key if the system users choose to prompt a system reboot to make it persistent.

Once the malicious payload installed, it executes itself to control and command the
host IoT network server and encrypts the data on all connected drives and storage media
on the target host server. The encryption processmay take some time to complete asmany
IoT-supported networks transmit huge volumes of data [18]. Asymmetric encryption is
commonly used to encrypt the host data in the target network as it gives the attacker the
element of authenticity control of the public and private keys involved to encrypt and
decrypt the data.

Ransomware attackers maintain a consistent and secure communication channel
between an infected device system and the command-and-control server through secure
transmission protocols such asHTTPSover the internet [19]. It keeps all communications
between the two parties encrypted, and only the end-user can decrypt them. Eventually,
this makes it difficult to track the ransomware developers. The following Fig. 1 shows
how does ransomware work.

Hybrid encryption allows the ransomware developer to trigger a payload that encrypts
files in the target device with an asymmetric public from the remote control and com-
mand center alongside the symmetric key [21]. It encrypts larger files on the target device
network faster than asymmetric encryption security. With hybrid encryption, the com-
munication by the ransomware author between the remote control and command server
and the target infected device network system is secured through onion browsing by
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Fig. 1. How ransomware works [20].

TOR. TOR browsers support anonymous communication and disable system functions
such as windows updates and operating system error reporting tools.

Once the target system’s files are encrypted, backup files are destroyed to ensure that
the system does not recover from the attack without paying the ransom fee. A ransom
message note is prompted on the victim system to inform them that the system has
been hacked and files locked and payment instructions to follow to recover the system
[22]. Attackers highly recommend digital payments since the transaction is traceless,
verifiable, and fast, and with the current technology, it is easy to liquidate them back to
cash. Once payment is made, the ransomware author initiates the process of releasing
the private key to decrypt the files and victim device systems.

2.2 Machine Learning Techniques to Counter Ransomware Attacks

Ransomware attacks are becoming prevalent to target IoT device networks that are
resource-constrained. Ransomware is becoming more sophisticated with technological
advancements, thusmaking themdifficult to detect.Machine learning techniques support
real-time incident detection for ransomware on target systems.

Machine learning algorithms use feature engineering, selection, and representation
techniques compared to Previous and traditional machine learning techniques that are
limited to classification and feature engineering [10]. Traditional machine learning tech-
niques are based on linear regression tools to support vector machines and K- nearest
algorithms for shallow learning. Relevant features extracted from datasets are applied
over machine learning algorithms to counter ransomware attacks.

Malware detection with machine learning is dependable since malware detection is
automated without converting the software to binary code. Ransomware is detected in
a target system without converting it to machine code as it limits the chance to infect
the machine learning system through obfuscation and other anti-analysis methods while
analyzing the traffic [13]. It also reduces the overall complexity of the detection process.
There are several machine learning techniques useful in ransomware detection.
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Machine learning uses deep neural networks to develop algorithms that are applied to
solve multiclassification problems that can distinguish various aspects such as authentic
traffic and malware. Detected malware is classified based on an image derived from
computer vision. From this vision, malware is analyzed from the set properties that
ransomware types have comparable properties and patterns that can be recognized by
algorithms represented as binary files [9]. There are techniques developed to compare
and visualize detected and mapped malware executable to target systems. A detected
malware is transformed to an 8-bit unsigned integer and organized in a specific array
that the machine learning technique can understand.

Ransomware incident detection systems are incorporated with machine learning
techniques to completely automate cyber defense systems in network and security oper-
ation centers. Machine learning techniques stop ransomware attacks on target systems
and protect IoT systems backup from ransomware targets [15].

Intrusion detection discovers malicious activities within target networks in the orga-
nization from traditional machine learning. Modern machine learning techniques advo-
cate anomaly detection, threat detection, threat classification, botnet detection, and
domain-general algorithms within the monitored network.

Machine learning techniques reduce the attack surface of ransomware and other
cyber-attacks on target systems. Network servers and storage media supporting IoT
device backup transmission are exposed to ransomware and other attacks. Machine
learning techniques improve system Cohesity that reduces enterprise data footprints by
consolidating backup and disaster recovery components on a single integrated platform.

Software as a service from machine learning architectures has a user interface
and security dashboard that enables a team to automate monitoring, quickly recog-
nize change, and act fast on the data and applications, regardless of whether they reside
on-premises or are remotely hosted across cloud connections.

Machine learning techniques detect ransomware attacks from recognized attack pat-
terns from automatic scans and audits by analyzing the frequency of files accessed,
number of files being modified, files added or deleted by a specific user or an applica-
tion, and more [12]. These capabilities help ensure a ransomware attack is detected in
real-time as it occurs.

Machine learning functions support Cohesity search to provide and restore session
points in time to recover and restore virtue machines and system files [11]. Cohesity is a
data management supplier that specializes in data management and recovery and offers a
host of software and devices for the same [23]. It is a disaster recovery plan that requires
a robust, modern solution to instantly recover virtue machines, unlike other solutions
that can take longer, increasing efficiency in threat detection.

Machine learning techniques assist ransomware victim systems to rapidly recover
without the need to cooperate with the attacker and pay ransom to decrypt locked files.
Cohesity migrates the cyber security risk by ensuring detected vulnerabilities are not
reinvested in the device system environment [17]. It includes finding a malicious file
across all workloads and taking necessary action to contain it before it compromises the
IoT device network.
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3 Research Approach

This section will discuss the research methodology that the research will follow. It
includes modeling and standardizing data, selecting a tool, setting the best fit AI/ML
model, putting it all together, and working through the problem end-to-end. The
following figure will show the end-to-end steps toward our predictive model (Fig. 2).

Fig. 2. End-to-end steps toward our predictive model

3.1 Data Model

A data model has been implemented to derive the accuracy of ransomware incidents
detected from the repository dataset and other threats. The dataset is contained in a CSV
file. Exploratory data analysis has been done on the data set to build an RF andDTmatrix
model to derive false positives, true negatives, false negatives, and true positives from
deriving the accuracy of the machine learning to detect ransomware incidents threats
connected IoT systems.

3.2 Data Source and Tools

Data is extracted from the proc virtual file system. Data.csv file contains the process
samples from Ubuntu Desktop environment. Thus, data has the following features
(Table 1).
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Table 1. Data features

RUSER Real user id. Textual or decimal representation

PPID Select parent process by process id

UID User id number

PID User id

PGRP Process group id

%CPU CPU utilization of the process in ##.# format

%MEM Memory usage of the process

VSZ Total virtual memory size in bytes

TIME Total accumulated CPU utilization time for the process

SIZE Memory size in kilobytes

Legitimate Labeled as 1 if the process is legitimate. Labeled as 0 if the process is malware

Implementation Tool

To implement a machine learning model, we used Jupyter Notebooks and Google Colab
since both are great for data science, Besides, Google Colab provides GPUs to run your
code better [24].

3.3 Data Preprocessing

The loaded data set is preprocessed and grouped by name and other attributes. The
recorder threat incidents are grouped by name and number of instances recorded. The
imported python libraries organize the dataset in a format that the machine learning
model can explore.

3.4 Data Normalization

The loaded dataset needs to normalize for exploratory analysis to be conducted on it for
analysis and derive insight from the analyst. In this regard, we Cleaned data by removing
duplicates, marking missing values, and even imputing missing values.

3.5 Data Labelling

The input variable for the feature extraction is split into the x-axis and y-axis. The split
sets are trained around the x and y-axis for testing.
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3.6 Feature Extraction

The grouped dataset is grouped according to a classifier called legitimate. From the
classified data, legitimate data denoted by 1 are 41323 in the count, and malicious data
denoted as 0 are 96724. The derived vectors, legitimate and malicious, form the basis of
the feature extraction model on the data set.

3.7 Random Forest Algorithm

This research primarily uses Random forests machine learning algorithms to get a good
predictive performance, low overfitting, and easy interpretability. Random forest is an
applicable model for binary, categorical, and numerical features. It improves bagging
because it decorrelates the trees with the introduction of splitting on a random subset
of features [25]. It means that at each split of the tree, the model considers only a small
subset of features rather than all of the model’s features. From the given dataset of
available features n, a subset of m features (m= square root of n) is selected at random.
While we are using RF, it requires little pre-processing, and the data does not need to be
rescaled or transformed. The model is great with high-dimensional data since we work
with subsets of data.

As used Random forests, it bagged decision tree models that split on a subset of
features on each split. Such data split into smaller data groups based on the data features
are named a decision tree. In Figure four, we will see how we used to have a small
enough set of data that only has data points under one label.

Reducing the number of features and creating new features in a dataset from the
existing one are known to be Feature Extraction. The new reduced set of features should
then be able to summarize most of the information contained in the original set of
features.

3.8 Decision Tree Algorithm

In this research, we also consider DT to benefit from its advantages. DT lays out the
problem so that all options can be challenged and allow us to analyze the possible
consequences of a decision fully. Moreover, It Provides a framework to quantify the
values of outcomes and the probabilities of achieving them [26]. A decision tree classifier
can use different feature subsets and decision rules at different stages of classification
[27].
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3.9 Performance Analysis

To evaluate and validate the performance of the proposed ransomware detection classi-
fier, i.e., the Decision Tree model. We have used different parameters such as Accu-
racy, Sensitivity Selectivity, and Specificity from the Decision Tree model derived.
False-positive and false-negative rates are derived too.

Confusion Matrix
This method is used to evaluate the model’s performance. Our confusion matrix clearly
expresses how your classification model is confused when making predictions [28]. The
matrix classes are scored based on the instances of correct classification for a given class.

Recall (Sensitivity)
The ratio of positive correctly identified samples by the classifier to what the actual label
or ground truth was [18]. A perfect recall, or sensitivity score equals 1.0 and implies no
false negatives or FNR equal to 0 [29].

Recall = TP
TP + FN

Precision
The ratio of correctly predicted positive observations to the total predicted positive
observations [18]. A perfect precision score equals 1.0 and implies no false positives or
FPR is equal to 0 [29].

Precision = TP
TP + Fp

F1 Score
This score is a combination of the metrics mentioned above, recall and precision and is
used to compare classifiers or models [18, 29].

F1 = 2 ∗ (precision ∗ recall)/(precision + recall)

Accuracy: Accuracy is the number of correct predictions out of the total examples [18,
29].

Accuracy = TP + TN

TP + FP + F1V + TN

where, TP = True Positive, FP = False Positive, FN = False Negative, TN = True
Negative.

4 Result and Analysis

Data Classification
The grouped dataset is grouped according to a classifier called legitimate. From the
classified data, legitimate data denoted by 1 are 41323 in the count, and malicious data
denoted as 0 are 96724. The derived vectors, legitimate and malicious, form the basis of
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Fig. 3. Data classification

the feature extractionmodel on the data set. Figure 3 depicts the entire data classification,
whether it is Malicious (0) or legitimate (1).

The input variable for the feature extraction is split into the x-axis and y-axis. The
split sets are trained around the x and y-axis for testing. Our train: test ratio was 80:20.
Thus, 110,437 are trained, and the remaining 27,610 samples are a test set.

The accuracy of the machine learning system to detect ransomware-related incidents
and differentiate them from other attacks relies on feature extraction supported by RF
and DT models. The accuracy rate of the model ranges from 0 to 1.

Ransomware detection on a target system is crucial before the threat occurs, and it is
hard to detect and counter once executed on a target system. It raises the need to detect
it early before the threat occurs. An automated machine learning system integrated into
an IoT-supported cloud network allows real-time ransomware detection while system
users go about their operations at their organizations.

From the dataset used in the machine learning model, the machine learning system
has an accuracy of 99.43137% and 99.20681% for both RF and DT, respectively. The
result is more than 99% accurate in detecting ransomware attacks. A score predictor is
derived from the RF Accuracy model, and DT is derived from the feature extraction. A
score of 0.9943137% and 99.20681%, equivalent to more than 99%, is derived for the
machine learning model to predict ransomware incidents.

Performance Analysis
Once the model can derive accuracy in ransomware incidents prediction from other
related attacks, A confusion model matrix is derived from the dataset used in the study
to derive false positives, false negatives, true positives, and true negatives. Of the total
138,047 recorded incidents, 96658 records are reported to contain ransomware, which
would pose threats to systems, and the machine learning model recognizes them as mali-
cious. Forty-one thousand two hundred sixty-one other files are detected as legitimate
files. Figure 4 Shows a ConfusionMatrix based on RF Classifier for Binary Classes with
Labels and Percentages.
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ModeL - Random Forest Classifier
Test Accuracy 99.43137%

Fig. 4. Confusion metrix based on random forest classifier

From the classification report, the total number of True Positive and True Negative is
99.43%, scoring the highest accuracy. The total False positive (FP) or False negative
(FN) is 0.57%, which is 9786 rows of data from the entire data set.

Model: Decision Tree Classifier
Test Accuracy 99.20681%
The decision tree classifier’s accuracy is also 70.21 + 29.00, which is around 99.21%,
The result is promising, but the number of False Negative and False positive is around
0.79% (Fig. 5).
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Fig. 5. Confusion metrix based on random forest classifier

The False-negative and False-positive result of both models impacts the accuracy
result, but still, the result for both is promising but needs further work and more data for
a better result.

Model Accuracy

Table 2. Model accuracy result

Model Accuracy

Random forest classifier 0.994314

Decision tree classifier 0.992068

The following histogram and Table 2 above show the accuracy result of the test accuracy
of both RF and DT. Based on the above finding, the researcher commends both models
have a better result of more than 99% test accuracy, but Random Forest still has the
highest accuracy in detecting ransomware malware on IoT devices in a cloud computing
environment (Fig. 6).
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Fig. 6. RF and DT accuracy result

5 Conclusion and Future Work

The primary focus of this research is to significantly prove that AI/ML to become con-
ventional in cybersecurity applications to protect against cyber-attack. Therefore, our
research focused on a seasonal malware attack called ransomware. Such malware ran-
somware variants have increased from time to time, and the counter defense mechanism
for such an attack should be critical. Thus, this paper proves the need to integrate AI/ML
and information security to achieve the best cybersecurity practices to secure IoT sys-
tems’ organizational data. Moreover, a new classification and detection AI/ML model
precisely, random forest, and decision tree model play a significant accuracy result.
AI/ML model research achieved more than 99% detection accuracy. This result is a
great contribution to academia, and the analysis and discussions can raise academic
awareness of the need for machine learning techniques integration into IoT-connected
device networks.

Our proposed AI/ML Solution is limited to reporting ransomware incidents only
to the system user and does not automatically counter the ransomware attacks. It lays
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the foundation for further academic research and industrial innovation to improve the
technology to stop and counter detected ransomware attacks effectively automatically.
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