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Preface

Introduction

The term “More-than-Moore” appeared and was readily adopted by the semiconduc-
tor community since the early 2000s, when, in addition to the decades-long focused
effort to scale down the footprint of logic and memory devices according to the well-
known Moore’s Law, an orthogonal trend in electronics miniaturisation had started
to gain momentum.

In contrast to the aggressive pursuit of increasingly more powerful computing
led by Moore’s Law (More Moore), the More-than-Moore trend focuses on the
combination of an increasing number of functionalities within a miniaturised system
[1]. One of the main application drives for More-than-Moore had clearly been the
pursuit of smart portable systems, with smartphones being one of the consumer
applications spearheading this new trend. While smart portable devices in the late
1990s and early 2000s were still at a very early stage of development, mainly
focused on mobile computing functionalities such as palm-sized PCs and using
rudimentary connectivity and awkward user interfaces, the launch of the first
Apple iPhone model – among the first wave of truly multifunctional portable
smartphones, precursor to today’s ubiquitous technologies – took place not too long
afterwards, in 2007. The opportunity for such an extraordinary leap of smart systems
with increasing complexity, number of functionalities and autonomy, all within an
increasingly small form factor (More-than-Moore trend), has originated out of the
simultaneous convergence of several key technologies, including the evolution of
the following:

1. Mobile communications, particularly digital cellular networks, also thanks to the
development of ICs for wireless communications, including power MOSFET and
RF ICs.

2. Integrated power sources and energy-harvesting systems, key to ensuring auton-
omy.

3. Low-power ICs, specifically developed for mobile applications.
4. User interfaces such as advanced touchscreen technologies.

v



vi Preface

5. The availability of an increasing number of miniaturised functionalities, starting
from the historically more advanced ones, such as digital CMOS cameras,
MEMS technologies for sensors and actuators (loudspeakers, microphones,
gyroscopes, etc.) and optoelectronics (LEDs, etc.)

More-than-Moore technologies have been taken into account in recent years
in several International Roadmaps, in particular the NanoElectronics Roadmap
for Europe (NEREID, [2]) and the IEEE International Roadmap for Devices and
Systems (IRDS, [3]). While silicon technologies still play an absolutely central
role, with many of the complementary functionalities to logic and memory still
often using silicon as key material (MEMS, digital cameras, photonics, power, etc.),
the emphasis of More-than-Moore is not so much on the miniaturisation of the
single components as in the More Moore digital technologies, but rather on the
miniaturisation and the improvement of the multifunctional system performance as
a whole.

In addition, where alternative semiconductors to silicon are undoubtedly per-
forming better than silicon, such as in optoelectronics, power and flexible elec-
tronics, new semiconductor technologies – from III–V to organic – are also
being introduced and brought up fast to fabrication capabilities at scale either in
combination with or complementary to silicon technologies [4–7]. This also means
that we are seeing an increasingly more complex array of new semiconductors being
brought onto a silicon fabrication platform, or different substrates to silicon being
combined into the same system through advanced packaging.

An additional application drive for More-than-Moore technologies has undoubt-
edly been the rise of the Internet of Things, or Internet of Everything [8]. IoT
usually refers to interconnected “smart” sensing nodes which could be serving any
aspect from traffic to air and water quality, to healthcare, energy and manufacturing
automation, as well as to a plethora of consumer applications.

Although the concept of IoT had already been discussed as early as the 1990s [9],
it is not until approximately a decade later that this concept developed practically
over a large scale, supported by the progress in the 1–5 technologies above, but also
importantly supported by the advances in AI and Big Data analytics [10].

The schematic in Fig. 1 depicts a typical IoT node and its functionalities. The
note would be generally built around a generic sensing unit, which represents
a very broad range of potential sensing technologies (MEMS, optical, etc.) and
specific applications. It would typically include an analog-to-digital converter
(ADC) and potentially some embedded logic and memory, performing more or less
extensive pre-processing operations on the acquired data. The processed data are
then transmitted wirelessly to another node through the RF unit, which will include
an appropriate antenna. Finally, another key component of an IoT node is the power
unit and integrated power sources.

Depending on the projected consumption of the IoT node and the desired level
of autonomy, the hardware needs for power can vary extensively, particularly in
terms of power sources. Power considerations are in fact a key aspect for More-
than-Moore technologies and an important theme of this book discussed in Chaps.
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Fig. 1 Simplified diagram representing the typical units and components required in a smart node
of the Internet of Things

1 and 2. Additional specific units may be required beyond what depicted in Fig. 1,
depending on the sensing purpose of the specific IoT node.

IoT has generated a strong push for a further level of required miniaturisation
and autonomy of multifunctional systems. Extreme miniaturisation allows for
cutting-edge applications for example in healthcare – see ingestible sensors able
to monitor the health of the gut with wireless transmission capabilities [11], only
one of the endless possibilities offered by miniaturised, autonomous systems. Smart
sensor nodes have also strongly driven the necessity for uninterrupted autonomous
power, which in turn has also led to the development of efficient in-situ miniature
storage such as microbatteries [12] and miniaturised supercapacitors [13], but
also to ambient energy harvesting systems, as explained by Yeatman in Chap. 1.
The importance of the further development and convergence of power harvesting,
storage and management technologies for Moore-than-Moore systems cannot be
overstated. The extraordinary recent advances made in power electronics using
wide band-gap materials are therefore extremely welcome news, as explained by
Zekentes et al. in Chap. 2.

Additional key enablers of the further progress of More than Moore are heteroge-
neous integration and advanced packaging. Over the last decades, as the complexity
of integrating different semiconductors, functionalities and technology nodes within
the same chip has reached higher complexity, the system-on-chip (SoC [14], Fig.
2) trend has been slowing down as heterogeneous integration through advanced
packaging has been expanding and greatly diversifying to cater for the numerous
different technology combinations (see also the IEEE Heterogeneous Integration
Roadmap, HIR [15]). While it would be difficult to provide an exhausting descrip-
tion of the plethora of relevant advanced packaging technologies available, it is
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Fig. 2 Schematic depicting different system integration strategies, such as system-on-chip (SoC),
and advanced packaging approaches such as system-in-package (SiP) and system-on-package
(SoP)

useful to consider those enabled by the through-silicon-vias (TSV) technology, in
particular the system-in-package (SiP) and system-on-package (SoP). They both
aim at greatly reducing the footprint of a heterogeneous system by making use of
silicon as either as a mostly passive interposer, connecting chips or “tiles” with
different functionalities with much reduced pitch as compared to a PCB board
(2.5D integration, [14]), or using active silicon chips to connect chips stacked in the
vertical direction, also called 3D integration [14], respectively. These approaches
are depicted in Fig. 2. The main aim would be to contain the whole system in
a single package hence dramatically reducing the system footprint, although this
may not always be possible because of specific packaging requirements for example
for sensing chips, which may need to have access to the ambient to perform their
functions [16] or other restrictions.

Further, there are several other trends in advanced packaging that are expected to
deliver major contributions for More-than-Moore technologies. One is the “chiplets”
or “dielets” route, which allows to combine two chips with an extreme pitch and is
also currently providing a boost to logic chips [17]. Another important example,
which represents a departure from a fully rigid silicon-based package, is the flexible
hybrid electronics [18]. This approach is going to be particularly favourable when
considering system integration for wearables, allowing for the most advanced logic
to be combined in the same system with flexible technologies based on organic
and or printed electronics, including 3D-printed components such as antennas and
filters [19]. The rise of flexible electronics and the advanced combination of rigid
and flexible are key aspects of More-than-Moore for smart sensing, as explained by
Iniguez in Chap. 3.
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The rapid evolution and versatility of advanced packaging enables electronics,
and particularly More-than-Moore integration, to keep bringing more and more
complementary technologies and functionalities, as they become available, under
a single package. In particular, the advancement of miniaturised photonics is
primed to advance particular areas of computing, including quantum, as well as
interconnects and sensing [20, 21]. The advent of metamaterials and metasurfaces
[22] has also opened the door to a long awaited, dramatic miniaturisation of optical
components by using semiconductor materials and processing, which could lead
to unprecedented functionalities that include the vastly underexploited THz gap in
electromagnetic radiation, as explained by Atakaramians et al. in Chap. 4.

Undoubtedly, heterogeneous integration has grown increasingly complex in
recent times, opening new fabrication and reliability frontiers which still need to
be completely settled and addressed.

In particular, the appearance of silicon effectively as a packaging material with
the TSV technology has created divergent views of ownership and handshake
between silicon fabs and outsourced semiconductor assembly and test (OSAT)
companies, which have been debated for almost a decade. This, together with the
additional reliability challenges caused by the combination of vastly different tech-
nologies – very different materials, with mismatched properties like CTE, elastic
modulus, lattice constants and different thermal stabilities, and not as extensively
known as silicon, different technology nodes, different packaging needs – serving
the broad range of required functionalities, has made More-than-Moore integration
an area potentially as challenging as that of Moore’s scaling.

Reliability is hence a key issue in More-than-Moore integration [23]. This
book puts specific emphasis on mechanical reliability, more specifically fracture
mechanisms, failure modes and their inspection and mitigation strategies (Chap.
5 by Zschech and Elizalde). Mechanical reliability is one very challenging aspect
of such integrated systems, in addition to electrical reliability as well as thermal
reliability, which still strongly limits the deployment of 3D integration to this date,
due to the lack of an efficient heat removal technology [24, 25].

Finally, in this book we wanted to provide some tangible examples where
More-than-Moore technologies are going to play an increasingly important role in
enabling advanced integrated capabilities able to take full advantage of the sustained
advances in artificial intelligence (AI). Chapter 6 by Delic and Afshar explains how
advanced 3D packaging of advanced photonics, optoelectronics and CMOS-based
neuromorphic computing can enable a portable navigation system based on event-
driven imaging (LiDAR). The future development of truly neuromorphic hardware
is expected to further enable autonomous miniaturised systems for low-latency,
highly accurate event-driven AI operations, achieving powerful intelligent systems
with minimal energy consumption.

Chapter 7 by Do, Duong and Lin, provides a snapshot into how our interaction
with such a smart system could look like, thanks to brain-computer interfaces (BCIs)
and AI. This aspect has a dual meaning, as it opens the door to a different way
for humans to interact with electronic machines and smart systems, while also
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explaining how miniaturised technologies and the integration offered by More-than-
Moore could advance non-invasive sensing for BCIs.

As neural interfaces, neuromorphic computing, wearable technologies, inte-
grated power sources and integrated photonics advance further, it is clear to see what
the next paradigm shift enabled by More-than-Moore integration is likely going to
be. Human-computer integration [26] is going to change completely the way we
interact with electronic systems, and perhaps it is going to make the demarcation line
between the biological parts and electronic extensions of a human being somewhat
ambiguous. In other words, More-than-Moore integration is going to be at the core
of the latest generation of the Internet of the Bodies [27], where human bodies
and their technological extensions, both wearable or internal/implanted, will appear
seamlessly integrated – be it different types of sensors, of communication interfaces,
smart prosthetic devices [28], advanced pacemakers, artificial organs [29] and other
forms of technological replacement or augmentation of the biological functions of
the human body.

We hope this book will make a useful and inspirational reading for academics,
professionals, as well as for students in a wide range of technical disciplines.
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Chapter 1
Energy Harvesters and Power
Management

Michail E. Kiziroglou and Eric M. Yeatman

1 Introduction

Advances in electronics have led to a vast proliferation of commercial devices over
the last several decades. Driven by cost reduction, miniaturisation and wireless
communications, a large proportion of these are untethered to mains electricity,
and so in most cases are battery powered. However, in an even wider range of
potential applications, battery replacement or recharging imposes an unacceptable
maintenance burden. As an example, the worldwide average of Internet of Things
(IoT) devices per person is expected to rise beyond 10 in the short term (Fig. 1.1).
In addition, the cost of portable power in comparison to the electrical grid is at least
three orders of magnitude higher (Fig. 1.2). To address these challenges, a strong
incentive to develop methods for powering such devices from ambient energy has
been created. This approach of generating electrical power from ambient sources, at
small scale, for use in a self-powered device or system, we will refer to as energy
harvesting.

Ambient energy can be present in many forms, the principal ones being light, heat
and motion. Use of such sources for electronics is not new – for example, pocket
calculators powered by photovoltaic cells were commercially available already in
the 1970s. In this chapter, we will summarise the progress made since then, and the
challenges remaining. Although most reported energy harvesting devices are too
large for monolithic electronic integration, we will emphasise those with the most
potential for at least hybrid integration at chip-scale. Some discussion will also be
included of wireless power transfer, where the target remains untethered but the
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energy source is intentionally introduced, because of the close relationship between
these two technologies.

2 Motion

A great variety of mechanical energy sources exist from which energy can be har-
vested. Such environmental energy can come as a varying force applied directly on
the microdevice such as a heel strike [1], strain on a surface [2] or a pressure [3] or as
varying acceleration, such as vibrations or irregular human body motion [4]. In most
cases, some force or motion translation is required from the environmental form to
a form suitable for the transduction mechanism used. In the following subsections,
the key features of these methods are summarised. A more comprehensive review
of motion translation mechanisms for energy harvesting can be found in [5].

2.1 The Use of a Proof Mass

Harvesting of energy from a moving body without the need for connection to
stationary structure is very attractive for flexibility of application, and for minia-
turisation. This can be achieved by using a proof mass attached to the frame
such that it can move inside the device (Fig. 1.3). When the frame experiences
acceleration from the motion of the host body, the inertia of the proof mass results in
relative motion between it and the frame. This relative motion is used to transduce
energy. A general formulation of equations for inertial microgenerators, including
piezoelectric, electrostatic and electromagnetic transduction, can be found in [6].
Inertial harvesters have effectively the same structure and operating principle as
inertial sensors, although the need to maximise output power results in different
design choices, particularly maximisation of the proof mass, which is a disadvantage
for monolithic integration.

With a harmonic input motion but without assuming harmonic motion of the
proof mass, an upper limit of the power for motion energy harvesters can be
calculated as a function of device size (maximum internal displacement amplitude
Zl, mass m) and the source motion (vibration frequency ω and vibration amplitude
Yo) [7]. The maximum transduction force FT that can be applied is the mass m times
the external acceleration ω2Yo; otherwise, the internal motion will cease. The energy
extracted is this force times the internal displacement 2Zl, and this can be obtained
twice (once in each direction) for each period T = 2π/ω, giving a maximum power
[7]:

Pmax = 2

π
YoZlω

3m (1.1)
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Fig. 1.3 Model of an inertial
motion energy harvesting
system
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From this equation, one can assess the viability of particular motion harvesting
applications. This is an absolute limit for inertial harvesting devices – it cannot
be overcome by improved transduction methods, or by nonlinear motion structures
such as frequency up-conversion methods. The only exceptions are where the input
motion is rotational rather than kinematic [8]. In that case, resonant rotating devices
and gyroscopic devices offer potential for large power density increases, but neither
has been yet demonstrated in practice.

In Fig. 1.4, the maximum power is plotted as a function of device size for
frequencies in the range expected for human motion, acceleration ω2Y0 of 10 m/s2

and a proof mass density of 20 g/cm3 occupying half of the device volume. By com-
parison with the power requirements and size of a typical laptop, cellphone, watch
and (very low power) sensor node, one concludes that human motion harvesting is
not enough for the first two applications, while there is substantial promise for the
last two. Indeed, the watch application has already been commercialised in high
volumes, and sensors powered by harvesting are becoming more common.

2.2 Electrostatic

Electrostatic transducers convert energy between kinetic and electrical form through
the electrostatic force between charged bodies. This approach is especially well
suited to micro-electro-mechanical systems (MEMS), because it can be imple-
mented in many cases with standard MEMS materials and is easily adapted to a
quasi-two-dimensional design. The similarity in structure to accelerometers is also
an advantage. Consequently, most true MEMS energy harvesters are electrostatic in
operation. This mechanism is typically described using the example of two charged
parallel plates which can move with respect to each other. For a given capacitance C
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and voltage V, with area A and separation t, the electrostatic force Fes between the
plates is:

Fes = 1

2

ε0AV 2

t2 (1.2)

where ε0 is the electrical permittivity of free space. If one of the plates is moved
perpendicularly to the plate surface so that the distance t between the plates is
increased, Fes will produce work against the motion. This work will be stored in
the capacitor as electrical energy. The same will occur if the motion is parallel to
the surface of the plates. This can be understood by considering that the electric field
will be rotated by this motion and a component of electrostatic force arises that is
parallel to the field.

Effectively, if the motion results in a change of capacitance, there will be
conversion between mechanical and electrical energy, as long as there is some initial
charge in the system. A common operational approach is to add a charge at a position
of maximum capacitance Cmax and subsequently extract the energy at a minimum
Cmin. The harvested energy will be given by:

�Ees = 1

2
Vin

2 Cmax

Cmin
(Cmax − Cmin) (1.3)
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Fig. 1.5 Operation principle of electret harvester

This indicates the importance of both a large capacitance ratio and a large
capacitance difference. The former will usually be limited by stray capacitance.
A high priming voltage Vin is also essential, which creates practical challenges in
the interface electronics. Another technique is to keep the voltage constant and
let charge flow in or out of the plates during capacitance decrease or increase,
respectively.

For the priming of electrostatic generators, inserting charge from the external
circuit can be avoided by use of electrets. Electrets are dielectrics with trapped
charge that allows them to have (quasi)-permanent polarisation. A typical orien-
tation for an electret-based device is shown in Fig. 1.5 [9, 10]. Its trapped charge
creates an electric field which is equivalent to charging the capacitor with a high
voltage (typically hundreds of volts). Any capacitance-changing relative motion of
the plates, in-plane or perpendicular-to-plane, will result in charge motion through
the circuit, delivering electrical energy to a load resistance R. In this operating
scheme, the electret effectively provides the initial priming of the electrostatic
harvesting device. Various geometrical implementations of such devices have
been proposed including in-plane shifting electrodes [9], rotating electrodes [11],
patterned electrodes [12] and comb-like electrode structures [13]. A quantitative
analysis of operation for such devices can be found in [12].

Beyond electret-based devices, electrostatic priming can be provided by an active
circuit, although a method for device initialisation is still required in this case.
Another approach is the direct use of a passive sensor with voltage output as the
priming source of an electrostatic harvester [14]. An implementation using a pH
sensor for priming is shown in Fig. 1.6 [14]. That device includes radio frequency
(RF) transmission of the sensor information at distances up to 1 m by direct
discharge of the harvested energy into a loop antenna. The main challenge of this
implementation is related to the voltage range of common passive sensors which is
usually lower than that required for efficient operation of electrostatic harvesters.

In electrostatic MEMS actuators, the hyperbolic increase of electrostatic field
with decreasing gap distance results in an instability that causes sudden attraction to
the point of minimum separation. This is called the pull-in effect and disturbs motion
control for MEMS devices. In MEMS microgenerators, the induced field opposes
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Fig. 1.6 Electrostatic harvester with an external proof mass, pH-sensor priming and RF transmis-
sion [14]

the motion and therefore cannot lead to such an effect. However, when using active
pre-biasing techniques (outlined in the power management section of this chapter)
to increase damping in electrostatic devices, the pull-in effect should be considered.
A review of pull-in instability effects for MEMS actuators can be found in [15].

A variant of electrostatic motion transduction is triboelectric energy harvesting
which is usually considered as a separate device concept. Triboelectricity is the
effect of static charge exchange between the surfaces of two different materials
when they come to contact, due to different electron energy distribution. Various
device implementations have been proposed to exploit this effect, often employing
nanostructures to increase contact area. A general description of the operating
mechanism and a review of nanopatterning methods for triboelectric harvesters can
be found in [16, 17], respectively.

2.3 Electromagnetic

In electromagnetic transducers, electromagnetic induction as described by Fara-
day’s law is employed. Relative motion between a magnet and a coil results in
magnetic flux variation which induces an electromotive force across the coil. The
motion is damped when electrical power is taken from the output coil. While
electromagnetic transduction is used in most macro-scale electric generators, it does
not scale well into the micro-domain. This is due to the difficulty of designing a
planar implementation suitable for MEMS fabrication, the difficulty of effectively
guiding magnetic flux in such a planar or quasi-planar configuration (particularly if
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high permeability materials cannot be integrated) and the limited number of turns
achievable in micro-scale coils, which results in low output voltages which cannot
be efficiently rectified.

For sensing applications, the design of electromagnetic transducers focuses
on sensitivity, signal-to-noise ratio and overall optimised measurement of the
effect/quantity of interest [16]. In contrast, for energy microsystems, including
energy harvesters and actuators, maximum power transduction is generally the
priority, requiring a different operation point and transducer design. Coils are needed
to operate such that they provide maximum power and are therefore connected to
impedance matched loads, instead of high-impedance signal acquisition circuitry
such as analogue to digital converters. Consequently, the coil impedance is far
more important in energy microsystems than in sensing. This results in significant
design differences between sensing inductive transducers and inductive transducers
for motion harvesting.

On the other hand, most macro-scale generators employ rotational motion. In
micro-mechanics, low-loss bearings are difficult to implement, and consequently
most devices use vibrating motion and flexures rather than sliding or rolling bear-
ings. In harvesters that have rotational input motion, the rotation can be converted
to oscillation via some translation mechanism. Such methods are discussed in [16].

To achieve high flux density in the small scale, high-performance permanent
magnets may be employed. Systems that usually follow this approach include
microturbines for fluid flow [3] and rotational motion [18] energy harvesters. As
an example, an image of a microturbine by Holmes et al. is shown in Fig. 1.7 [19].
This device is based on MEMS fabricated coils and springs, but it relies on manual
placement for its 35 mg NdFeB permanent magnet. In this way, the MEMS magnet
fabrication which usually involves high-temperature sintering processes is avoided.
For the same reason, most electromagnetic harvesters use commercially purchased
and externally assembled NdFeB as permanent magnets [20–29]. Reviews of
various implementations, including performance comparison tables, can be found
in [6, 30].

MEMS integration of permanent magnets by sputtering for NdFeB and SnCo
[31–33], and by electrodeposition for CoPt and FePt compounds [34–40], has been
demonstrated with promising potential. The deposited materials are magnetised by
the application of a strong field, which can be several Tesla, during [41] or after
deposition [32]. A review of magnetic material MEMS integration can be found in
[42].

The challenge of employing effective magnetic materials into micromachining
processes has limited the flux density availability. The use of soft magnetic materials
with high magnetic permeability as flux guides has the potential of achieving
high flux densities in microsystems. As this technique has been developed for
inductive energy harvesting for power lines and structural currents [43], it is
discussed in Sect. 1.4 of this chapter. Integrating high permeability materials into
microfabrication processes may enable high-performance electromagnetic micro-
transducers for energy as well as sensing and actuating microsystems in the near
future. Candidate materials include conventional ferrites, nanocrystalline structures,
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Fig. 1.7 A MEMS electromagnetic turbine energy harvester by Holmes et al. [19]. (Courtesy of
A. S. Holmes)

ferrite films [44] as well as printable [45] and electrodeposited [46] soft magnetic
materials. A promising integration method for soft cores based on atomic layer
deposition and agglomeration has been reported in [47, 48].

2.4 Piezoelectric

Piezoelectricity is the electromechanical coupling between stress T, strain S, electric
field E and surface charge density D (displacement) in a bulk material [16]. The
change of interatomic distances in a strained dielectric material with certain crystal
asymmetries can result in changes of dipole distribution. This causes material
polarisation P and a corresponding surface charge Q = P · A, where A is the surface
area. Normal and shear strain in each direction can result in polarisation in all three
dimensions. The relation between applied T and resulting P can be approximated as
linear, with a tensor factor d:

P = d ·T (1.4)

As a practical simplification, for a given selected input-output pair of stress and
polarisation axes, a single effective d value can be used, although such a value may
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vary for different boundary conditions in other directions. If electrodes are deposited
on two back-to-back surfaces of a piezoelectric material, a capacitor C is formed.
Stress-driven polarisation moves charge Q to and from the electrodes. Hence, a
piezoelectric generator can be modelled as a current source in parallel with a
capacitor C. The dielectric (shunt) leakage and series resistance can also be included
in such a model by adding corresponding components. The mechanical behaviour
of the structure can be modelled with lumped elements. The link between the
electrical and the mechanical domain can be represented by a transformer, leading
to equivalent circuits such as the one shown in Fig. 1.8a [49]. In this example, force
is represented as a potential quantity, analogous to voltage, while mass displacement
rate ṙ is represented as a flow quantity, analogous to current. In this way, the
inductance Lm, resistance Rm and capacitance Cm represent the structure mass
(inertia), mechanical losses and elasticity, respectively. The transformer ratio n
translates force to voltage and 1/n translates displacement rate to current, and its
units are therefore V/N or equivalently C/m.

Using circuit analysis, the mechanical components can be transferred to the
electrical side as shown in Fig. 1.8b. This model can be used to analyse the
electromechanical behaviour of piezoelectric transducers. The determination of
Lm, Rm and Cm depends on the mechanical properties and geometry of the full
mechanical structure. For bulk piezoelectric transducers such as in acoustic devices,
the parameter values are primarily determined by the piezoelectric itself, while for
devices such as accelerometers where the piezoelectric material forms just a small
part of the moving structure, they are determined by the mechanical properties of
the overall structure. An example is the typical unimorph structure.
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Table 1.1 Summary of
common piezoelectric
materials

Material d33 (nC/N) d31 (nC/N) Reference

PZT 0.63 −0.28 [50]
PMN-PT 1.25 −0.15 [54]
PNN-PZT 1.75 −0.44 [55]
LiNbO3 0.006 −0.001 [56]
AlN 0.004 −0.002 [57]
PVDF 0.02 −0.015 [58]
KNN-BNZ-AS-Fe 0.5 – [59]

A list of piezoelectric materials typically employed for energy applications
is presented in Table 1.1 [16]. The most common is lead zirconate titanate
(PZT) which exhibits a d33 of around 0.63 nC/N, one of the highest available
in the market [50]. While such ceramic piezoelectrics are generally formed by
sintering of powders, thin film processes suitable for monolithic MEMS integration
have been widely investigated [51–53]. Single-crystal piezoelectrics employ the
electrostrictive (relaxor) effect and can exhibit higher d values. The typical lead
magnesium niobate-lead titanate (PMN-PT) exhibits constants higher than 1 nC/N
in single-crystal form, e.g. 1.25 nC/N in [54]. The electrostrictive type materials are
usually more challenging to use because of the high cost of single crystal and the
requirement for an additional polarisation field. In microgenerators, piezoelectric
materials are usually integrated in bimorph cantilever structures, exploiting their
d31 coefficient which is smaller than d33. AlN and PVDF exhibit low coupling
factors but are easier to integrate. PVDF is also a flexible material allowing the
implementation of high elasticity transducers.

A review of piezoelectric energy harvesting devices can be found in [60].

2.5 Comparison of Transduction Mechanisms

The broad range of differences in prototype architecture, fabrication methods,
testing conditions and target application makes a fair and useful comparison very
difficult to achieve, especially across the transduction mechanisms. Furthermore,
in most device cases, there is little reported on performance in real environments.
Instead of an exhaustive figure of merit comparison, a table with three indicative
implementations for piezoelectric, electrostatic and electromagnetic transduction
is presented in Table 1.2. A comparison of key features for each mechanism is
presented in Table 1.3. For state-of-the-art comparative tables, the reader is referred
to recent reviews [30, 60–64].
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Table 1.2 Performance of three indicative MEMS energy harvesters

Mechanism Reference Power Proof mass Conditions

Piezoelectric Elfrink et al. [65] 85 μW 0.1 g 17.5 m/s2, 325 Hz
Electrostatic Suzuki et al. [66] 1 μW 0.1 g 20 m/s2, 63 Hz
Electromagnetic Shin et al. [67] 165 μW 0.05 g 4 m/s2, 46 Hz

Table 1.3 Comparison of features for microgenerators based on different transduction
mechanisms. Green, amber and red indicate high, medium and low, respectively [16]

Mechanism
Complexity

Scalability Power
DensityMaterial Structure Circuit

Piezoelectric ● ● ● ●
Non-Electret 
Electrostatic ● ● ● ● ●
Electret
Electrostatic ● ● ● ● ●
Electromagnetic ● ● ● ● ●
Triboelectric ● ● ●

●

● ●

2.6 Opportunities

A discussion of the main current challenges and opportunities in motion energy
harvesting has been presented in [16]. Considering motion energy harvesting as
a combination of a motion adaptor, an active material and a power management
system with optimised interfaces may allow the combination of techniques that have
been developed and are currently bound to specific device types. For example, pre-
biasing has been developed for piezoelectric transducers but active driving of other
materials may offer significant potential.

In practice, the main limiting factor in industrial adoption of energy harvesting
microsystems is the requirement for specific device designs, tailored to a very
narrow set of environmental specifications, such as the availability of vibration at a
specific frequency. This leads to a demand for customised and high cost research and
development for each potential application. In spite of significant research advance-
ment in broadening these environmental requirements, microgenerator prototypes
tend to operate at lower performance in real application conditions. To address
this limitation, a combination of energy harvesting and wireless power transfer
could potentially be adopted. This approach applies to other energy harvesting
mechanisms as well and is therefore discussed in Sect. 1.7 of this chapter.
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3 Heat

The environmental heat is another source that can be used to power microsystems,
by the thermoelectric effect, the pyroelectric effect or gas heat engines such as the
Stirling engine. This section focuses on thermoelectric energy harvesting because
it is the most common mechanism used in micro energy harvesting applications.
A review of pyroelectric materials including energy harvesting applications can be
found in [68]. Gas engines are considered to be beyond the scope of this chapter.

The thermoelectric effect is based on the coupling between heat transfer and
charge carrier transport. In a classical picture, a certain percentage of heat is carried
by electron flow in metals, and either electrons or holes in semiconductors. The
rest is carried through phonons, i.e. propagation of lattice vibration. In a quantum
mechanical view, the net carrier transport in one direction, either along or against
the heat flow, depends on the asymmetry of the density of states on either side of the
Fermi level. In both interpretations, this results in a voltage difference between the
hot and the cold side of a material �V = S�T, where S is a temperature-dependent
factor called the Seebeck coefficient of the material and �T is the temperature
difference. To access a �V on the same side of the device (either the hot or the
cold one), a couple of materials with different S are required:

�V = (SA − SB) ·�T = SAB ·�T (1.5)

where SAB is the Seebeck coefficient of the material couple. This is called a
thermocouple. The efficiency of power transduction increases with the square of
S and the material electrical conductivity σ and decreases with thermal conductivity
k. Therefore, the following figure of merit is often used for thermoelectric materials:

zT = σS2

k
T (1.6)

In practice, because S is small (below 1 mV/K), an array of thermocouples
electrically connected in series is typically employed. For a generator with total
electrical resistance Re and thermal conductance K, the overall figure of merit is
defined in the literature as:

ZT = S2

KRe

T (1.7)

Note that in the theoretical case of a thermocouple with the same electrical
and thermal conductivity, the device level ZT is equal to zT/4. This means that
when a material is reported to exhibit a certain zT, its contribution to a generator
device will correspond to zT/4. An equation for the maximum efficiency of a
thermoelectric generator (TEG) as a function of ZT, hot side temperature Th and
cold side temperature TC can be calculated to be [69]:
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ηTEG = �TTEG

Th
·

√
1 + ZT − 1√

1 + ZT + Tc
Th

= ξ (ZT , Th) ·�T TEG (1.8)

where ξ (ZT, Th) is defined in this equation. Note that this is the maximum possible
efficiency of the TEG. The operating efficiency in general depends also on the
electrical load connected to the TEG. The operation point of maximum efficiency is
not the same with the one for maximum output power, due to the effect of current
flow on the TEG heat conductivity [70, 71]. Nevertheless, the difference between
the two operating points is less than 10% for typical temperature and ZT values
[70], and for this reason, Eq. (1.8) is widely used in the literature to evaluate the
performance of TEGs.

The TEG efficiency depends on the available �T, on temperature range and
on ZT. The value of ZT is determined by the material properties and is inde-
pendent from the device design. Research towards high ZT values has focused
on developing materials with high σ and small k, e.g. by employing phonon-
confining nanostructures or superlattices, or with higher Seebeck coefficients, by
enhancing carrier transport asymmetry. Bismuth tellurides have been, and still
are, the most commonly used thermoelectric materials. Other materials, including
silicon nanostructures [72, 73], have been under investigation. A material of special
interest is tin selenide (SnSe), which has been shown to exhibit zT values over 2
at high temperatures (~900 K) in single-crystal form, and over 3 in polycrystalline
form [74]. Another promising technique is carrier transport energy filtering, which
has been shown to improve heat and charge transport coupling [75]. This technique
can be implemented by metal particle implantation which introduces thermionic
emission to current transport. The energy selectivity of thermionic emission, in turn,
reduces electrical conductivity σ but boosts the Seebeck coefficient S, resulting in
an overall increase of the power factor σS2 of the material. This is demonstrated
in [76] by implantation of Ag nanoparticles in an antimony telluride thermoelectric
material. A review of material and device level thermoelectric research can be found
in [77].

Beyond improvement of zT (and the corresponding ZT), the temperature differ-
ence across a TEG has a key role in output power as heat flow is proportional to
�T, for a given TEG thermal conductance K, and the transduction efficiency is also
almost proportional to �T, through Eq. (1.8). Hence, the TEG output power scales
with �T2, and achieving the optimal �T is of decisive importance in practical
installations. This relies on the TEG design, which defines its K, as well as on
the thermal design of interfacing with the environmentally available temperature
difference �TE. The environmental �TE can be directly available between two
heat conductive bodies, with a series thermal resistance Rth, E, or can be created
artificially from fast temperature fluctuations in time. The two cases, coined static
and dynamic thermoelectric energy harvesting, are discussed in the following two
subsections.
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Fig. 1.9 Installation of a static thermoelectric harvester between a metal body and air using a heat
sink (left) and two metal bodies using a heat bridge (right)

3.1 Static Thermoelectric Harvesting

In the case of static thermoelectric harvesting, the environmental �TE is available
between a heat conductive body, such as a metal structure, and the surrounding
air, or between two heat conductive bodies, as illustrated in Fig. 1.9. The TEG is
installed such that one of its surfaces is in direct thermal contact with one of the
bodies, while the other is either in contact with air through a heat sink (Fig. 1.9,
left) or with the second body through a thermal bridge (Fig. 1.9, right). The thermal
resistance of the heat sink, the heat bridge or the heat conductive bodies themselves
are in series with the thermal resistance of the TEG, Rth, TEG. If the total series
resistance is denoted as Rth, E, then the heat flow through the TEG will be:

Q = �TE

Rth,TEG + Rth,E
(1.9)

The temperature difference across the TEG will be:

�TTEG = �TE
Rth,TEG

Rth,TEG + Rth,E
(1.10)

Given that the efficiency in Eq. (1.8) varies linearly with �TTEG (ηTEG =
ξ (ZT,T ) · �TTEG), in good approximation (see [78] Fig. 17.14), the TEG
maximum output power can be written as:

PTEG = ηTEG ·Q = ξ ·�TTEG · �TE

Rth,TEG + Rth,E
= ξ ·�T 2

E
Rth,TEG

(
Rth,TEG + Rth,E

)2

(1.11)
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Fig. 1.10 Maximum static TEG power output as a function of environmental body-to-air �T,
using a typical heat sink with a moderate airflow, calculated by Eq. (1.12). Calculations from the
simpler Eq. (1.13) are also shown as faded lines for ZT = 0.5 and ZT = 4, for comparison. An
order of magnitude agreement for ZT = 0.5 is observed

This expression shows that to maximise PTEG, the minimum possible Rth, E
is desirable. In practice this is limited by size, geometry and installation access
restrictions. In the case of using air convection, as in the body-to-air case of Fig.
1.9 left, ventilation is a significant limiting factor. For a given application, once
Rth, E is minimised, the Rth, TEG must be selected for maximum PTEG. Under the
approximation of a constant Rth, TEG, which is not affected substantially by the
Seebeck and the Ohmic effects, the dependence of PTEG on Rth, TEG has a typical
load-matching form. The optimal Rth, TEG can be calculated by zeroing the first
derivative of (1.11) to be equal to Rth, E, yielding:

PTEG,MAX = ξ · �T 2
E

4Rth,E
= 1

Th
·

√
1 + ZT − 1√

1 + ZT + Tc
Th

· �T 2
E

4Rth,E
(1.12)

Using this equation, the energy harvesting power expected from an environment
with a certain available �TE and achievable Rth, E can be calculated for different
thermoelectric figures of merit ZT. An indicative calculation, for TC = 300 K, and
Rth, E = 20 K/W corresponding to a typical 1 cm2 finned heat sink at a mild 0.5 m/s
airflow [79] is presented in Fig. 1.10.

As already mentioned, the calculation of maximum output power as given in
Eq. (1.12) is based on three approximations. First, that the Seebeck, Peltier, Ohmic
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and Thomson effects do not alter the TEG thermal resistance as experienced by
the heat flow, and hence the �T distribution across Rth, E and Rth, TEG. If this was
taken into account, the optimum thermal resistance balance would deviate from the
Rth, TEG = Rth, E condition. Second, that the maximum power occurs at maximum
conversion efficiency. To take this into account, a different expression for TEG
efficiency should be used, as given in [69, 70], corresponding to an electrical load
matching, RL = Re, condition. Third, that the electrical current, as controlled by
RL, also has a negligible effect to the �T distribution. In summary, Eq. (1.12)
does include the Peltier and Ohmic effects on the conversion efficiency (in the ξ

term), but not on the optimisation of thermal and electrical resistance ratios. These
approximations lead to deviations in the 10% range for small ZT and �T values (<1
and <20 K, respectively).

On the other hand, if the Peltier, Ohmic and Thomson effects are considered
to be negligible for such small ZT and �T values, a much simpler calculation
of PTEG, MAX can be made by considering the Seebeck coefficient, thermal and
electrical load matching conditions:

PTEG,MAX = �V 2

4Re
= S2�T 2

E

16Re
= Z

4
· �T 2

E

4Rth,E
(1.13)

This equation can also be derived from the TEG efficiency expression at electrical
load matching conditions (as given in [69, 70]), by neglecting the Peltier and
Ohmic terms in the denominator. It provides an order-of-magnitude agreement
with the predictions of (1.12) for small ZT and �T (<1 and <20 K, respectively)
but deviates significantly for higher values. For comparison, the corresponding
calculation curves for ZT = 0 and ZT = 4 are plotted as grey lines in Fig. 1.10.

The employment of detailed analysis, identifying the optimal TEG thermal
resistance and the optimal electrical load resistance such as those in [80, 81], may
offer significant improvement of device performance, especially for higher ZT and
�T values. A photograph of an experimental setup developed for the evaluation of
static energy harvesting from hot metal pipes under different Ohmic loads is shown
in Fig. 1.11.

While research results demonstrating ZT values as high as 2, in practice,
for room temperature applications with �T values around 20 K, commercially
available TEGs exhibit a ZT of approximately 0.5. Overall, a power density up to
10 mW/cm2 may be expected for direct TEG harvesting applications. As discussed
in this section, the main limitation is �T availability and the associated practically
achievable Rth, E. Dynamic thermoelectric harvesters offer an alternative method of
acquiring a significant �T across a TEG. This concept is discussed in the following
subsection.
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Fig. 1.11 Static thermoelectric energy harvesting from hot pipelines in the Advanced Materials
for Energy Lab, UC Berkeley in 2016

3.2 Dynamic Thermoelectric Harvesting

Dynamic thermoelectric devices comprise an insulated heat storage unit (HSU)
which is in thermal contact to the environment (e.g. to a metal body) through a
TEG as shown in Fig. 1.12. The HSU is filled with a phase change material (PCM)
to increase thermal storage density and the time constant of its heat dynamics.
When the environment undergoes temperature fluctuation in time, the HSU follows
this change with a delay, achieving a substantial �T across the TEG, which is
essential for efficient power transduction and management. This device concept was
introduced in [82], studied analytically and numerically [70] and used in various
implementations, including demonstrators for aircraft applications and flight tests
[83] and integrated wireless sensor networks [84]. A model for phase change
inhomogeneity was introduced in [85]. A practical dry fabrication method was
proposed, based on 3D-printed double-wall insulation and water capsules [86].

A dynamic analysis of this device concept has shown that the maximum energy
per temperature cycle, from a temperature fluctuation range 	, using a HSU with
heat capacity C and latent heat L can be written as [70]:

EMAX = 2 · (	 ·C + L) ·ηTEG

(
	

2

)
(1.14)

where ηTEG(	/2) is the TEG efficiency at temperature difference �T = 	/2. This
means that the overall maximum possible efficiency is simply the TEG efficiency
for 	/2. Indicative results using Eq. (1.8) for ηTEG are plotted in Fig. 1.13 as a
function of ambient temperature variation. For this calculation, a latent heat density
of L/m = 334 kJ/kg and heat capacity density of C/m = 4.2 kJ/(K · kg) were used,
where m is the PCM mass. These values correspond to using water as a PCM, and
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Fig. 1.12 The dynamic
thermoelectric energy
harvesting device concept
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Fig. 1.13 Dynamic thermoelectric harvesting energy availability vs environment temperature
fluctuation range [70]. The corresponding average power assuming a 7200 s fluctuation period
(corresponding to an aircraft use case) is indicated on the right vertical axis

it is chosen because its heat storage properties are superior to other salt-based or
organic solutions. The phase change temperature must lie within the environmental
temperature fluctuation range, and therefore, for applications with temperatures not
crossing 0 ◦C, other suitable PCMs may be required.



20 M. E. Kiziroglou and E. M. Yeatman

Insulation

TEG

PCM inside

Aluminium stage

Fig. 1.14 Dynamic thermoelectric harvesting prototype developed for aircraft applications, pre-
sented in [87]

A photograph of a dynamic thermoelectric energy harvester developed for
aircraft sensor power supply applications is shown in Fig. 1.14.

3.3 Opportunities

In the literature, review papers have studied the thermoelectric harvesting state
of the art, offering insight in key technology aspects such as material properties
[88], thermal contact improvement [89], the potential of silicides [90] and BiTe
nanostructures [91], electrodeposited tellurides [92] and room temperature TEGs,
including organic and carbon-based [93]. At device level, reviews focusing on TEG
microfabrication [94], wearable applications [95] and thermal design prototypes
[96, 97] can be found among others. Further to the key promising aspects high-
lighted in these works, the following are suggested as topics of particular interest
for the short- and mid-term future:

• The wide temperature range of potential applications has led to a wide dis-
tribution of research effort, at the cost of slow and out-of-focus advancement.
Focusing material research to temperature ranges associated with priority appli-
cations would be beneficial for the advancement of thermoelectric energy
harvesters and especially energy autonomous microsystems.
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• Dynamic thermoelectric harvesting has been shown to address the challenge of
unreliable �T availability, by employing heat storage. Extension of TEG design
to include dynamic response and even incorporate heat storage could lead to a
more widely applicable generation of TEG devices.

• The inherent interconnection of heat flow dynamics, steady-state �T distribu-
tion across series thermal resistance and electrical load matching means that
a more holistic dynamic design approach could potentially increase power
output. Switching the thermal as well as the electrical contacts towards a fully
dynamic thermoelectric operation, in combination with heat storage, could lead
to significant improvement of TEG performance in real application environment.

• The impressive performance of SnSe at high temperature in single crystal as well
as in polycrystalline form could offer an opportunity of further understanding the
mechanisms of controlling electrical conductivity, thermal conductivity and the
Seebeck coefficient. This would in turn benefit the development of new materials
at lower temperatures with broader application range.

• As also pointed out in [88], energy filtering and engineering the density-
of-state asymmetry may lead to materials of improved heat/charge transport
coupling. Furthermore, the employment of engineered thermally and electrically
asymmetric contacts, such as clean Schottky interfaces, could offer an additional
means of asymmetric, energy filtered transport, especially in microfabricated
thermoelectrics. An investigation of the role of contacts in general to thermo-
electric performance beyond their view as parasitic resistance may lead to new
understanding and opportunities in TEG fabrication.

4 Electromagnetic Fields

Another very interesting type of energy harvesting is coupling with environmental
local electromagnetic fields. Such fields are usually available around power lines
and other alternating current (AC) carrying structures. In this way, power can be
delivered to stationary or portable microsystems that require energy autonomy,
without invasion to existing electrical infrastructure. In the case of power lines,
in addition to portability and installation simplicity benefits over physical Cu wire
splitting, such a method also offers security, isolation and electrical decoupling,
which can be highly desirable for microsystems that require separate autonomy
and reliability in their functionality, such as in security or emergency systems.
Relevant environments include industrial plants and machinery, the electrical power
grid, electrical installations of buildings, vehicle power networks and any electrified
infrastructure such as road and utility networks.

Piezoelectric [98–104], electrostatic [105–108], and inductive [109–116] cou-
pling methods have been proposed in the literature. In most of these works, it has
already been demonstrated that adequate power density can be achieved by nonin-
vasive coupling, to support wireless sensors with continuous power. In this section,
a brief overview of piezoelectric and electrostatic (capacitive) devices for energy
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harvesting from AC power lines is presented. Subsequently, the inductive coupling
method is discussed in some more detail, because of its broader applicability to
other environments and power delivery/collection applications including inductive
wireless power transfer.

4.1 Piezoelectric Harvesting from AC Power Lines

The alternating magnetic field around an AC power line can be exploited by
employing a permanent magnet mounted on a piezoelectric beam. If the beam is
installed such that the magnetic flux density vector B lies in the direction of the
beam deflection, the magnetic force can drive the beam into oscillation which is in
turn transduced into electricity by the piezoelectric material. This electromechanical
approach offers electrical isolation and protection of the secondary circuit, at the
expense of an additional intermediate energy transduction step. For a constant given
power line frequency, the beam can be designed to operate at resonance, thereby
minimising losses. This method was introduced in [104], demonstrating 0.35 mW
from a 13 A RMS 60 Hz current, using a 0.26 cm3 piezoelectric beam installed on
a bipolar power supply cable. A similar approach using a Halbach magnet array for
field amplification was adopted in [102], demonstrating 0.52 mW from a 5 A RMS,
50 Hz current, from a 2.5 cm3 beam.

4.2 Electrostatic Harvesting from AC Power Lines

The electric field of an AC power line can also be used for coupling to the conductor
voltage. This is possible by employing a capacitor structure, located such that the
field gradient creates a voltage difference between its two conductive plates. As the
field alternates, charge can flow in and out of the capacitor plates, similar to the
electrostatic motion energy harvesting concept, providing a current to a connected
electrical load. Thereby, energy is transferred from the power line voltage to a
circuit that can drive a local microsystem. A benefit of this approach is that it
is functional even without current flow. On the other hand, the electric field is
inversely proportional to the conductor/ground distance leading to weak coupling in
certain applications. Experimental prototypes have been reported mainly for power
grid applications. In [106], a 0.1-m-diameter, 0.2-m-long cylindrical device was
proposed. Tests on a 60 kV/50 Hz commercial power grid line demonstrated 16 mW
of harvested power. In [108] a device of similar scale was shown to provide 23 mW,
in laboratory tests using a 12.7 kV/50 Hz line. In [107], a noninvasive voltage
metre solely powered by capacitive electrical field harvesting was demonstrated.
A comparative overview of several other implementations can be found in [108]. As
mentioned, the output performance of electrostatic power line harvesters relies on
the electric field strength. Therefore, applications involving high voltage, single wire



1 Energy Harvesters and Power Management 23

non-shielded conductors and short line-to-ground distance could be of particular
interest for this energy harvesting concept.

4.3 Inductive Coupling for Energy Collection

Inductive coupling is one of the main transduction methods used in energy
harvesting. In addition, it is dominant in currently available wireless power transfer
technologies. Therefore, research on coil design and flux engineering is of wide
significance, and relevant to both environmental energy collection and wireless
power distribution. In the rest of this section, a summary of indicative inductive
energy harvesting devices developed for power lines is given. Subsequently, an
overview of coil design and flux concentration considerations is presented, followed
by a discussion of opportunities for further progress on electromagnetic energy
harvesting in general.

Inductive energy harvesting has shown considerable progress as a method to
power wireless sensors [109–112, 116]. Power densities in the 0.1–0.5 mW/cm3

range for low current (~1 A RMS, 620 Hz) [110] and as high as 16 mW/cm3 from
high current (~100 A RMS, 60 Hz) power lines have already been demonstrated
[111]. A power output of 0.61 mW from a 290 cm2 device in a 7 μT RMS,
50 Hz field was demonstrated in [116], using bow-tie core structures to increase
the magnetic flux density. In [117], a power density of 0.36 mW/cm3 was obtained
in the vicinity of a 140-mm-long H-shaped structural aircraft beam carrying a 25
A RMS, 360 Hz structural current. A key limiting factor in this progress is the
requirement for very specific environmental and installation conditions, such as the
ability to install a soft-core loop around a given power line, e.g. in a Rogowski coil
geometry. Therefore, in performance comparison, the significant differences among
permanent all-around, temporary wrap-around and non-wrapping installations must
be taken into account.

4.4 Coil Design

When designing a coil as an energy harvesting transducer, the objective of priority
is maximisation of power delivery density, rather than sensitivity, linearity or
efficiency which are typically required for sensing or other power transformation
applications. In addition, minimal invasion to the source cable is required, which
typically results in a single primary loop current transformer approach. The coil-
and-core structure must therefore be designed for maximum power density, PD. An
expression of PD as a function of magnetic flux density amplitude and frequency,
and coil geometry parameters, can be analytically derived. Assuming a cylindrical
N-turn coil geometry, around a soft magnetic core cylinder with diameter D, with
wire diameter d and hexagonal packing as shown in the cross section of Fig. 1.15,
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Fig. 1.15 Cross section of a
cylindrical, core and coil
geometry with hexagonal
close coil packing [118] h
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the coil height h will be:

h = d + (I − 1) d0 (1.15)

where I = Nd/w is the number of wire layers and do = √
3d/2 is the distance

between the hexagonally packed layers.
By approximating the spiral loops with circles, the total wire length can be

calculated to be [118]:

L =∼= N ·π · (D + h) (1.16)

The coil resistance RC and maximum output power Po for a given coil flux
amplitude 
 can then be derived, giving:

RC = ρ · L

S
= ρ · π ·N · (D + h)

S
= ρ · π ·N2 · (D + h)

w ·h ·η (1.17)

Po = V 2
o

8 ·Rc
=

N2 ·
(

d

dt

)2

8 ·ρ ·π ·N · (D + h) /S
= N ·S ·
̇2

8 ·ρ ·π · (D + h)

= w ·h ·η ·
̇2

8 ·ρ ·π · (D + h)

(1.18)

Here S and ρ are the coil wire cross section and resistivity, respectively, and η

is the coil packing filling factor (e.g. η = π ·√3/6 for hexagonal close packing).
A detailed derivation can be found in [118]. This equation demonstrates that for
a given coil size, the relative selection between number of turns N and coil wire
diameter d does not affect the maximum power delivery to a matched load. The
maximum power is defined by the size (in volume or mass) of the coil material used.
The overall device maximum power density depends on the size balance between
the core and the coil material.
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In a given application with defined size restrictions, an optimal coil/core size
balance can be selected. Subsequently, the number of turns can be selected to
provide an adequate voltage level, from the anticipated field flux density. In this
selection, the resulting coil inductance must also be taken into account. Although
the coil reactance can be compensated with a series capacitor, high reactance values
are difficult to match accurately. In addition, cancellation is usually achieved at a
single frequency. For these reasons, a high N value may result in increased coil
output impedance and therefore, moderate N values may be preferable in certain
applications.

Note that inductance scales with N2, as in the long coil approximation:
LC = μN2A/w, where μ and A are the core permeability and cross section area,
respectively. For a fixed coil size, RC also scales with N2, resulting in a N –
independent coil quality factor. A more detailed discussion of coil optimisation for
energy collection with indicative value plots can be found in [118].

4.5 Core Structures

The presence of a soft ferromagnet in a magnetic field results in magnetic domain
alignment which in turn produces a magnetisation field M. This field increases the
magnetic flux density B in the material and reduces the total B around it. By shaping
the soft-core structure, magnetic flux can be guided to pass through a smaller
cross section, thereby amplifying B. A description of this concept, comparing a
rectangular and a funnel-shaped core, is presented in Fig. 1.16. This method has
been used and studied in [43, 116–118], achieving power density improvement
by more than an order of magnitude. Flux concentration allows the reduction of
required core and coil mass to engage with a given flux, but also reduces the
required coil length and thereby its output resistance. In this way, the limited-flux
disadvantage of electromagnetic coupling in small-scale devices can be moderated.
By employing flux guiding structures, small devices, including microgenerators,
sensors and actuators, can in turn couple more strongly to weak environmental
fields. As an example, a flux funnelling inductive energy harvesting power supply
under test for an aircraft application is illustrated in Fig. 1.17 [117].

4.6 Opportunities

Overall, coupling to environmental electromagnetic fields and especially to existing
current distribution infrastructure provides an opportunity for delivering mW
range continuous power to autonomous wireless microsystems, without invasive
installation. This option is not available in all environments but could be practical
for applications in industrial plants, in vehicles and along infrastructure networks
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Fig. 1.16 Concept of flux concentration for higher flux density, less transducer mass and lower
coil resistance. Top: Conceptual illustration of a core-coil system for a conventional and a flux
concentration geometry. Bottom: Indicative COMSOL magnetic flux density simulations for a field
corresponding to a current carrying aircraft structural beam (From Ref. [118])

Fig. 1.17 A structural current power supply under test on an industrial aircraft beam presented in
[117]

including the electrical power grid and electric railways. A summary of the
performance of indicative state-of-the-art devices is given in Table 1.4.

The adoption of optimised coil-and-core design, including flux concentrating
structures, is expected to improve drastically the power density of this type of energy
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Table 1.4 Overview of energy harvesting devices for environmental electromagnetic fields

Paper Method Source line (RMS) P mW PVmW/cm3

Leland (2006) [104] Piezo-beam and
magnet

13 A, 60 Hz bipolar 0.35 1.3

Zhao (2013) [106] Electric field,
capacitive

60 kV, 50 Hz 16 0.01

Toh (2014) [110] Tuned coil 0.9 A, 620 Hz 2.9 0.65
He (2014) [102] Piezo-beam and

Halbach
5 A, 50 Hz bipolar 0.52 0.21

Yuan (2017) [116] Bow-tie and
helical core

7 μT, 50 Hz 0.61 0.002

White (2018) [111] Flux guidance 100 A, 60 Hz 1500 16
Kiziroglou (2021) [117] Tuned coil, flux

funnel
25 A, 360 Hz structural 0.70 0.36

Note: P and PV denote output power and power density per device volume

harvesting. The applications of these techniques to wireless power transfer receivers
may also be beneficial for certain applications, for example, in cases involving weak
field coupling or in cases where the use of a soft core at the receiver is permitted.

Beyond these considerations, a concept of particular interest is the combination
of energy harvesting and wireless power transfer in a single transducer. An
electromagnetic energy harvesting transducer, designed for normal operation under
an environmental electromagnetic field, can also be occasionally excited by an
inductive wireless power transmitter, to improve power supply reliability by fully
charging the storage elements, for system testing purposes, during installation or
for activating power-intensive functionalities in a normally low-power microsystem
network. This potential feature is not unique to inductive power harvesting, as
piezoelectric or photovoltaic transducers can also be externally excited in a wireless
(vibration/acoustic or optical) power transfer scheme. This hybrid approach was
introduced in [118] and is illustrated in Fig. 1.18. Energy harvesting and wireless
power receiver systems are usually designed separately for environmental collection
and transfer, as conceptually shown in Fig. 1.18a, b. However, it may be possible to
consider both operation modes for a single, hybrid transducer and a dual operation
power management system as illustrated in Fig. 1.18c. For example, an inductive
harvester operating in a varying magnetic field of a power line could also be
occasionally charged by an inductive transmitter wand for testing purposes. In
analogy, a vibration energy harvester operating at a remote location could receive
power through intentionally induced vibration or acoustic wave, at its resonance
frequency, thereby operating as a resonant vibration power receiver and getting a
scheduled fast full charging for improved functional reliability.
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Fig. 1.18 (a, b) The concept of developing separate systems for energy harvesting and wireless
power transfer. (c) The concept of designing for dual, harvesting/transfer functionality

5 Energy Harvesting from Waves

While this chapter is focused on motion, thermal and electromagnetic field energy
harvesting techniques, here we will briefly discuss other methods.

5.1 Solar Energy Harvesting

Solar energy harvesting refers to the use of small-scale photovoltaic cells to collect
energy from light in order to power a local, autonomous microsystem. It is the
most mature of energy harvesting technologies and is widely commercialised at
scales from millimetres to hundreds of metres. The irradiance of direct sunlight
is in the range of 1 kW/m2 [119]. The efficiency of commercially available
monocrystalline and polycrystalline silicon solar cells is up to 20% (typically 17%
in integrated commercial panels at a low-volume price of less than 2 $/W). The
corresponding electrical power availability is 20 mW/cm2 in direct sunlight. While
silicon solar cells dominate the solar power generation market due to low cost,
high-end technologies such as multi-junction and light-concentration devices may
be more suitable for energy harvesting applications, in which the required device
surface is much smaller and the power value is significantly higher, by at least
two orders of magnitude in comparison to the electrical grid market [119]. As an
example, the solar-powered, Michigan Micro Mote (M3) wireless sensor platform
of the University of Michigan [120] was recently updated with a 25% efficient GaAs
solar cell [121].
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Beyond the efficiency increase offered by wider bandgap semiconductors and
multi-junction cells (up to nearly 50% in laboratory demonstrations, e.g. including
six junctions and light concentration in [122]), such high-end devices may offer
adequate operation in weaker lighting conditions or under radiation with different
spectra. Indeed, indirect outdoor sunlight is around one order of magnitude weaker
and indoor lighting around three orders of magnitude weaker than direct sunlight.
In such conditions, the conversion efficiency of monocrystalline and polycrystalline
silicon is reduced to less than 10%, leading to an indoor electrical power availability
in the range of 10 μW/cm2. While this power density level may be adequate
for a range of low-power sensor applications, the reliable availability of light at
the desired installation location is a major limitation. The GaAs cell in [121]
has been demonstrated to provide 100 μW/cm2 at 1000 lux (~7.9 W/cm2) and
20 μW/cm2 at 200 lux. This allowed the M3 platform to receive around 70 nW
under 200 lux, which is significantly higher than the 30 nW required by the M3 for
a wireless reporting of temperature once every 30 minutes. Such implementations
show promise towards energy autonomous subcutaneous biomedical sensors.

5.2 Acoustic Energy Harvesting

Environmental sound waves at acoustic as well as ultrasound frequencies can
also be exploited to collect energy for local use by energy autonomous microsys-
tems. Acoustic energy harvesting devices typically include an acoustic impedance
matching or wave concentration interface and a piezoelectric or electromagnetic
transducer.

The ambient acoustic power density availability is expressed by sound intensity
I = P · U, measured in W/m2, where P and U are the sound pressure and velocity,
respectively. In air, I is typically expressed in dB, using I0 = 1 pW/m2 as a
reference, and called sound intensity level (SIL): LI = 10 log (I/I0). This reference
value corresponds approximately to the lowest sound intensity hearable by a human
ear. The corresponding sound pressure level (SPL) is also expressed in dB, using
P0 = 20 μPa as reference, selected such that LI and LP have the same value in air,
given that the air characteristic-specific acoustic impedance is Z0 ∼= 400 Pa · s/m .
The SIL (and equally SPL) available in some indicative environments are given in
Table 1.5.

An important challenge in acoustic energy harvesting research is acoustic
impedance matching from air to the transducers. The impedance mismatch is in the
three orders of magnitude range, and for this reason, advanced matching structures
have been explored, such as multilayers, 3D printed structures as well as meta-
materials. In applications where both the ambient sound and the receiver are in a
liquid or solid medium, such as industrial metallic infrastructure, liquid containers
or maritime environments, the matching problem is greatly reduced.

Just as for ambient vibration, environmental sound is often not present at a
constant and predictable frequency. This affects significantly the transducer design,
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Table 1.5 Environmental sound power availability in different locations

Environment SIP and SPL (dB) Power density (μW/cm2)

Jet engine (at 1 m distance) [123] 150 100,000
Rock concert [124] 110 10
Glass foundry [125] 100 1
Printing press industry [125] 90 0.1
Metal factory [125] 90 0.1
Plastic packing factory [125] 80 0.01
Aircraft interior during flight [123] 80 0.01
Busy motorway at 10 m [123] 80 0.01
Discussion in average room [124] 60 0.0001
Rainfall [124] 50 0.00001

which needs to operate at resonance for maximum power delivery, as well as the
impedance matching structure. Taking in addition into account the limited ambient
acoustic power density availability, the employment of acoustic energy collectors in
(active) acoustic power transfer systems could be more advantageous. In this way,
acoustic pressure fields of higher power density and directionality, and frequency
tuned to operate the receiver at resonance and maximum output power, are possible.
This also allows tuned acoustic and electrical impedance matching techniques, and
the employment of phase synchronisation and beam forming, including phased array
and acoustic focusing techniques [126, 127]. A review of various acoustic energy
harvesting implementations can be found in [123].

5.3 RF Energy Harvesting

The environmental radio frequency (RF) electromagnetic field is also being con-
sidered as a power source for energy harvesting. This includes RF wireless
communication carrier signals of G4 (up to 2.5 GHz) and G5 (3.3 GHz–4.2 GHz
for the low-frequency C-band of G5) wide area networks and of IEEE 802.11 (Wi-
Fi, 2.4 GHz or 5 GHz) local area networks, as well as lower frequency sources.
An experimental survey in 2013 demonstrated an ambient RF power availability in
the 0.1 μW/cm2 range at the dominant wireless communication bands at the time
[128]. A typical Wi-Fi router emits around 20 dBm (100 mW), which results in a
1 μW/cm2 power density at a distance of 1 m.

The transducer typically used for RF energy harvesting is a rectifying RF
antenna, called a rectenna, which is implemented by combination of an antenna
loop in series with a rectifying diode. In RF transmission, the power Pr at a receiver
located at distance d from the transmitter as a function of transmitter power Pt is
usually calculated using Friis’ formula:



1 Energy Harvesters and Power Management 31

Pr = Pd ·Ar = Dt
Pt

4πd2
·Dr

λ2

4π

Here, Pd = DtPt/(4πd2) is the power density occurring at the location of
the receiver, taking into account the geometrical field spreading as well as the
transmitter antenna gain Dt due to directionality. At the receiver, Ar is the effective
reception area of the receiver antenna, which for a given RF wavelength λ and
a typical half wave antenna size can be calculated to be Ar = Drλ

2/(4π ). In this
equation, Dr is the receiver antenna gain due to its own directionality. It can be seen
here that antenna efficiency is a major challenge for miniaturisation of RF energy
harvesting systems operating at any but the highest frequencies in common use.

The voltage drop, losses and capacitance of the rectenna diode are critical for
successful energy harvesting. As an example implementation, a cold-starting RF
harvesting power supply of 7.4 μW/cm3 from ambient cellular RF carrier signals
in an urban environment was presented in [128]. The low-power availability from
ambient RF radiation can be addressed in certain applications by intentional trans-
mission of an RF signal, in a far-field RF wireless power transfer approach. In [129],
an energy autonomous wireless temperature sensor was reported, demonstrating an
RF input power of 72 μW at 70 cm distance from a 27 dBm (500 mW) directional
RF transmitter with a 3 dB antenna gain. Reviews of various approaches and
implementations of ambient RF energy harvesting can be found in [130, 131].

6 Power Management

The output of energy harvesting devices is usually not in a form suitable for
powering directly the intended microsystem, such as a microcontroller, sensor
electronics or a wireless transmitter. An interface circuit is typically required, which
includes various stages, the most common of which are active transducer driving,
rectification, electrical impedance matching, voltage boosting, intermediate storage
and associated charging-control circuitry, voltage bucking and regulation and overall
monitoring and control. Because energy harvesting power supplies can often be
completely depleted of any stored energy, dedicated circuitry for cold-starting is
also typically included. This system interfacing the energy harvester output to the
input of the power consumer system is called power management. A general block
diagram of an energy harvesting power management system is illustrated in Fig.
1.19. In the rest of this section, some key aspects of each power management stage
are outlined, including a discussion on overall power supply integration.
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Fig. 1.19 General block diagram of an energy harvesting power management system

6.1 Active Drive

A power management system can include circuitry for applying a current or
voltage waveforms to the energy harvesting transducer, in order to drive it to
operation points of higher transduction. A characteristic example is the pre-
biasing mechanism of piezoelectric motion harvesters. A voltage is applied to the
piezoelectric material, with a polarity that is synchronised to the applied motion,
such as to enforce operation at points of high strain – polarisation coupling.
Specific implementations include the pre-biasing method introduced in [132] and
the synchronised switch harvesting on inductor introduced in [133]. An analysis
of various circuit implementation approaches can be found in [134]. As mentioned
in [16], active driving may also be of interest for other transducers. For example, in
inductive transducers, current flow could be switched through a capacitor to increase
the current value at which a given magnetic flux variation is transduced. Active
driving could also be beneficial for thermoelectric energy harvesting, for example,
for exploiting dynamic heat flow and concentration effects. The employment of
such methods introduces additional losses and circuit complications, which should
be included in the evaluation of benefits. Nevertheless, active driving has shown
potential for significant power supply performance improvement.

6.2 Rectification

The output of motion and electromagnetic field harvesters is in AC form and
requires rectification before it can be used by a sensor system load or for interme-
diate storage in a battery or supercapacitor. In active mode operation, synchronised
switched MOSFET bridges can be used, offering minimal voltage drop, losses and
power consumption. The rectification synchronisation can be accurately and dynam-
ically tuned depending on the harvester output and the electrical load demand,
achieving efficiency over 95%. In cold-starting mode, diode-based rectifiers are
used, in bridge or other topologies such as a voltage-doubler [117]. Because the
voltage output level of energy harvesting transducers can be very low, Schottky
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diodes of low forward bias voltage drop are typically employed. Reverse leakage in
diodes and body leakage in MOSFETs should be taken into account in the design
of rectifiers for energy harvesting, because they can lead to significant drain of
stored energy, especially in applications involving low duty cycles of load operation
and power availability. Rectification is also required in dynamic thermoelectric
harvesting, in which the �T and hence the output voltage is bipolar, although at a
very low polarity switching speed. For such cases, special implementations allowing
cold-starting only in one polarity have been considered, by employing normally
closed MOSFET switches [135]. Single-polarity cold-starting and optimised bridge
switching may potentially offer design and circuit simplicity and offer higher overall
efficiency for energy harvesting power management systems.

6.3 Impedance Matching

In sensor applications, transducers are usually connected to electronics designed
for high input resistance, so that the measured output is as close as possible to the
open circuit conditions, and the influence of electronics to the transducer operation
is minimised. The energy transfer in this case is very small. In the case of power
transfer from a stored source, such as powering a microcontroller by a battery, the
system is designed such that the current demand is small, in order to minimise
the losses on the source output impedance and thereby maximise energy transfer
efficiency. In contrast, in energy harvesting applications, the ambient energy is
typically lost if not collected, and therefore achieving the maximum possible power
extraction is priority, even at the expense of conversion efficiency. Energy harvesting
devices are designed to operate at their maximum power transfer operating point,
which occurs at impedance – matching conditions. The load impedance ZL must be
equal to the conjugate of the transducer output impedance ZO: ZL = Z∗

O.
The output impedance can vary substantially depending on environmental condi-

tions. For example, the current-voltage characteristic of photovoltaic transducers
depends on irradiation levels and temperature. The real and imaginary parts of
capacitive and inductive transducers both vary with operation frequency. For
this reason, methods for dynamically configuring the resistance presented to the
transducer to maintain the maximum possible power transfer are employed. This is
called maximum power point tracking (MPPT), and it is a common feature among
various types of commercial power management systems designed for energy
harvesting applications. The configurable input resistance is usually implemented
with the combination of an input capacitor, an inductor and a switch, in combination
with a sampling capacitor and a comparator. The switch duty cycle and frequency
are controlled such that the voltage on the input capacitor is maintained at a value
equal to a certain percentage r of the transducer output voltage, which can be
sampled periodically by allowing the capacitor to reach the maximum value, and
transferring that value to the sampling capacitor. The comparator allows closed-
loop digital control of the voltage level. The inductor is used for efficient charge
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transfer from the input capacitor to the next power management stage. The value
of r is determined by the expected maximum power point of a given transducer.
This MPPT concept can be integrated as part of a switched voltage boosting system
which is typically required for energy harvesting applications. Although in com-
mercial power management integrated systems the r value is configurable at circuit
design level, it may be beneficial to implement MPPT concepts based on monitoring
and maximising the actual power income, with dynamic r reconfiguration.

Another important aspect of impedance matching is the possibility of reactance
cancellation. For transducers with output impedance including a significant imagi-
nary part, the impedance matching circuitry can include one or more inductive or
capacitive components, to present an opposite reactance. In this way, the imaginary
part of Zo is counterbalanced and the overall output impedance magnitude is
reduced. This technique has been employed in inductive energy harvesting [43,
136], but it may also be beneficial for certain applications of capacitive transducers,
such as piezoelectric acoustic receivers [126]. Limitations in the applicability
of reactance cancellation include the size and losses of the additional required
components and its dependence on frequency, which may limit its effectiveness to a
certain frequency range.

6.4 Voltage Boosting, Bucking and Regulation

The DC voltage output of a rectifier, or the direct output of the harvester in
the case of a DC transducer, usually needs to be converted to a different level
in order to be suitable for storage or for supplying power to a wireless sensor
system. Various types of DC-DC converters can be used for this purpose. A typical
example is a simple boost converter, which combines an inductor, a semiconductor
switch and a diode. The input voltage is connected in series with the inductor,
the diode and a storing capacitor. The switch periodically connects the terminal
between the inductor and the diode to the ground. In this way, during this short
connection, a forward current is generated in the inductor. When the switch opens,
this current continues to flow, due to the inductor magnetic field current inertia,
passing through the diode and into the capacitor. In this way, charge is periodically
pumped into the capacitor, allowing the generation of voltage much higher than
the input voltage level. The diode prevents a reverse current flow from the higher
voltage output back to the input. The switching rate is controlled such that the
output voltage is maintained at a certain desired, configurable level, often with
the help of a comparator and a reference voltage. Voltage bucking and regulation
are implemented in a similar manner, by controlled pumping charge to an output
capacitor such that the voltage is maintained at a certain desirable level. Overall, this
part of power management requires digital control circuitry, analogue comparators,
capacitors and low-loss inductors, which are typically included as external (non-
monolithic) components.



1 Energy Harvesters and Power Management 35

6.5 Storage

Energy storage is required as part of power management in most energy harvesting
applications because of the intermittent nature of power input, but also because of
the duty cycling operation of wireless sensor microsystems, which results in power
demand peaks and very low-power sleep periods. These variations of input and
output power are difficult and not always convenient to synchronise, and therefore
some energy buffer is required to smoothen power availability. Rechargeable
batteries or supercapacitors are usually employed for this purpose. Batteries offer
larger energy storage density and lower leakage. On the other hand, supercapacitors
offer much higher recharging cycles, higher power density and a direct measure
of energy availability, through their voltage. In contrast, the status of batteries is
difficult to predict due to the low and nonlinear dependence of voltage on stored
energy.

Battery and supercapacitor charging and discharging is regulated through suit-
able circuitry, in order to ensure that the corresponding charge transfer rates are
within the storage element specification. Overvoltage and under-discharge protec-
tion circuits are also employed, usually involving simple combinations of a switch,
a comparator and a threshold voltage divider. Overall, the storage components
physically occupy a very larger part of the overall power management system
physical volume and mass, and they impose temperature, pressure and humidity
limitations that are usually much stricter than the rest of the power management
components.

6.6 Cold-Starting

Cold-starting refers to the ability of an energy harvesting power supply to start from
a completely energy-depleted condition. It is essential because energy harvesters
often experience long periods of anticipated or non-anticipated inactivity. An exam-
ple is the period from fabrication to installation, which may involve environments
very different from those expected at the intended installation location. In addition,
installation environments may not be active all the time or may offer an energy
source only occasionally, with inactivity long enough to deplete any included buffer
storage. Finally, in several energy harvesting applications, devices are designed to
allow complete depletion when needed. This is particularly useful in developing
systems that can provide functionality even when the average incoming power is
less than the leakage and sleep mode consumption.

Passive rectification and voltage boosting are the main components required
for cold-starting operation. Passive rectification can be implemented using low
threshold voltage diodes (such as Schottky diodes), or MOSFET bridges that
allow unipolar conductivity when unbiased (such as the employment of depletion
MOSFETs). Passive voltage boosting is often obtained by hysteretic switching



36 M. E. Kiziroglou and E. M. Yeatman

circuits, involving positive feedback on a transistor, often through a transformer
component, similar to a joule thief topology [137]. The efficiency of passive voltage
boosting is very low, but it allows cold-starting by voltages as low as 30 mV [138].

Cold-starting is usually implemented in addition to active mode circuitry and
accompanied by an additional small storage element which can be charged fast
to supply the active mode systems, which are more efficient, as soon as possible.
However, in several very-low-power energy harvesting use cases, cold-starting may
in practice last for a large part of the system operation time. Therefore, the efficiency
of cold-starting circuits and the employment and control of a small secondary
capacitive storage can be a key part of energy harvesting power management
systems.

6.7 Digital Control

Overall digital control of the different power management subsystems is usually
not represented as a separate component. Powering, enabling and introducing the
various subsystems to the power flow path is instead considered at each individual
stage, depending on local threshold comparisons, hard-wired configurations or
jumper selectors. The digital control of power supply and enabling of different
subsystems could allow additional dynamic flexibility of operation reconfiguration
according to power supply and demand circumstances. Such control could be
implemented by a combination of ultrahigh off-state impedance MOSFET switches
in combination with central surveillance logic implemented in hardware, with the
support of the microcontroller that is usually available in the overall sensor node
microsystem. While some commercial power management system allows significant
configuration flexibility with external access to enabling various modes of operation,
the adoption of a simple overall high-impedance digital control could offer a
significant reduction of leakage and quiescent currents, which are very important
for sleep as well as cold-starting modes of operation.

6.8 Integration

A main part of the initial conception of energy harvesting as a method to provide
complete autonomy to systems with wireless communication was chip-level inte-
gration. The rapid development of energy harvesting technology has led to a wide
range of meso-scale and large-scale implementations. This has been beneficial for
studying and overcoming a variety of challenges including methods of coupling to
the energy source (physical contact, inertial structures for motion, heat bridging,
coupling to electromagnetic flux, etc.), broadband operation, fabrication and testing
challenges and the power management methods of this chapter, as well as adapting
to real application environments and coordinating with the priorities of sensing,
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monitoring and data exploitation technologies. Integration into fully functional
energy harvesting power supplies, or further integration into energy autonomous
wireless sensor nodes, is currently in the 1 cm3–100 cm3 range. As an example,
the heat-powered STRAINWISE aircraft strain wireless sensor node is shown in
Fig. 1.20.

Nevertheless, chip-level integration is still a central objective on energy har-
vesting technology. The integration and prevalence of MEMS accelerometers into
Motion Processing Unit microchips providing integrated motion and navigation
services can serve as a roadmap example towards the integration of various types of
energy harvesting. In this direction, key challenges include (1) the employment of
advanced, standardised and CMOS-compatible MEMS methods in the fabrication
process flow of energy harvesters; (2) the introduction of compatible fabrication
methods for integrating piezoelectric, thermoelectric and magnetic materials; (3) the
achievement of effective power-coupling interfaces with the environment, including
efficient mechanical, heat, acoustic and electromagnetic contacts; (4) the on-chip
integration of low-loss inductors which are currently typically implemented as
external components; and (5) the development of integrated electrolyte and large-
area electrode structures for on-chip battery or supercapacitor storage. While these
advancements require the addressing of significant fabrication and performance
challenges, progress towards energy autonomous integrated microsystems would
benefit significantly from its inclusion to microelectronics and telecommunication
technological roadmaps.

7 Conclusion

In this chapter, an overview of the energy harvesting technology has been presented,
focusing on the operating concepts, main benefits in particular application scenarios
and key opportunities for further progress. This discussion offers a general intro-
duction to the main energy transduction techniques for sources including motion,
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Table 1.6 State-of-the-art and anticipated power density from various environmental energy
sources

Powering source State-of-the-art power density 2030 (anticipated)

Direct thermoelectric
(analysis in this work)

0.1 mW/cm2 @ �T = 5 K
2 mW/cm2 @ �T = 20 K

× 10 (SeSn, nanoparticles,
enhanced DOS asymmetry)

Dynamic thermoelectric
(analysis in this work)

1 mW/g in 2-hour flight
1 μW/g in 24-hour day

10 mW/g in 2-hour flight
1 mW/g in 24-hour day

Outdoor solar [119] 20 mW/cm2 @ direct sun
4 mW/cm2 daily average

× 2 (dual bandgap stacks)

Indoor solar [121] 20 μW/cm2, diffused 400 lm × 2 (dual bandgap stacks)
Airflow [3] 4 mW/cm2 @ 10 m/s × 2 (MEMS scaling)
Motion (analysis in this work) 0.1 mW/cm3, 100 Hz Scaling and broadband
Inductive, power lines [43] 50 μW/g, from 25 Arms

360 Hz structural current
× 10 (flux funnelling)

Inductive WPT [140] 1 mW @ range = 5 × size Longer range (directionality,
rectennas)

Acoustic WPT [141] 1 mW/cm3 @ 1 m of metal × 10 (phasing, Z-matching)

heat flow, varying electromagnetic fields and a brief outline of solar, acoustic and
far-field RF harvesting. An overview of the main power management concepts,
necessary for the development of complete power supplies, is also included, with a
discussion of system-level integration. An outline of state-of-the-art and anticipated
power densities for different environmental energy sources is presented in Table 1.6.
The table includes some indicative power densities reported for remote inductive
and acoustic power transfer for comparison and reference.

An overview of the state-of-the-art energy harvesting technology, focusing on
industrial use cases, technology adoption challenges as seen by representatives
from a wide range of industries and a strategic outlook, has been presented in a
white paper from the Power Supply Manufacturers Association (PSMA) in 2021
[142]. In that white paper, research topics identified as key for disruptive progress
towards energy autonomy include (1) spatial and time-domain concentration of
environmental energy (e.g. focusing light, heat flow or electromagnetic flux),
(2) broadband and multi-environment operation, (3) the combination of energy
harvesting with power transfer into a single power receiver, (4) sub-μW leakage
and sleep mode consumption of microelectronics and storage elements, (5) device
design standardisation and (6) the concentration of research and development efforts
on a few specific key applications that could be selected for importance priority and
serve as industrial paradigms.

A prospect of specific interest is the combination of environmental energy
harvesting with wireless power transfer. A motion, inductive or wave (solar, RF,
acoustic) harvester can be designed for off-peak normal operation within a broad
environmental energy source range, providing a certain relatively low duty cycle
energy autonomy level to a wireless microsystem. When required or possible,
the same microgenerator can be driven to its optimum power reception point, by
mechanical vibration, an acoustic wave and inductive or optical wireless power
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transfer, to increase overall power autonomy reliability and predictability, or to
allow reliable and practical testing of a wireless system network, especially at
the installation phase. This combination of energy harvesting and wireless power
transfer could expand the applicability of energy autonomy to a wide range of
wireless microsystems and present a promising opportunity that can exploit both
resonant and off-resonance operation.

As a more specific outlook, a challenge of high interest would be to exploit
the multidisciplinary progress on energy harvesting of the last two decades to
implement a fully wireless and autonomous, contactless monolithic or hybrid
microchip, suitable for implementation in a commonly encountered environment.
Such an environment could be human or animal skin, the surface of a machinery or
vehicle component or a civil engineering structure.
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Chapter 2
SiC and GaN Power Devices

Konstantinos Zekentes, Victor Veliadis, Sei-Hyung Ryu,
Konstantin Vasilevskiy, Spyridon Pavlidis, Arash Salemi, and Yuhao Zhang

1 Introduction

In an increasingly electrified, technology-driven world, power electronics is central
to the entire clean energy manufacturing economy. Power switching semiconductor
devices are key enablers in a wide range of power applications, including novel
lighting technologies, automotive and rail traction, on board chargers, consumer
electronics, aerospace, photovoltaic, flexible alternative current transmission sys-
tems, high-voltage DC systems, microgrids, energy storage, motor drives, UPS, and
data centers. Silicon power devices have dominated power electronics due to their
low-cost volume production, excellent starting material quality, ease of processing,
and proven reliability and ruggedness. Although Si power devices continue to
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make progress, they are approaching their operational limits primarily due to their
poor high-temperature performance and their relatively low bandgap and critical
electric field, which result in high conduction and switching losses. Wide bandgap
(WBG) SiC and GaN power semiconductor devices have recently emerged as highly
efficient alternatives to their venerable MOSFET and IGBT Si counterparts. With
smaller form factor, reduced cooling requirements, and established reliability, WBG
devices are cost-effective silicon replacements at the system level while allowing
for novel circuit architectures and simplification. In particular, as environmental
awareness and a worldwide push for a zero emissions economy gain prominence, the
energy efficiency offered by WBG solutions is a strong driver in their wide market
acceptance and mass commercialization.

The compelling material properties of WBG devices are at the core of their suit-
ability for more efficient, lighter, smaller form-factor power electronics operating
at high frequencies, and at elevated temperatures with reduced cooling. The wider
energy bandgap of 4H-SiC and GaN materials compared to that of Si allows for
orders of magnitude lower intrinsic carrier density, which enables high-temperature
operation with simplified thermal management. With a critical electric field that is
seven to ten times larger than Si’s, combined with their wider energy bandgap, WBG
semiconductors can be used to make practical high-voltage (10 kV) power devices
with reduced conduction and switching losses. This allows for efficient high-
frequency operation that minimizes the weight and volume of passive components,
increases power density, and lowers the overall system cost. For instance, the drift
layer of a 4H-SiC power MOSFET can have one-tenth the thickness and about
hundred times higher doping concentration of the drift layer of a silicon power
MOSFETs with the same blocking capability. This results in a factor of ~800
reduction in drift layer resistance and enables smaller die sizes compared to those
of silicon power devices with comparable on-state resistance and blocking voltage.
Therefore, it is possible to achieve low switching and conduction losses for a wide
range of blocking voltages and frequencies. Lower losses simplify circuit topology
and control design and reduce the complexity of gate drivers. Overall, WBG power
devices enable novel power electronics systems with higher efficiency and higher
gravimetric and volumetric power-conversion densities.

High-yield manufacturing at volume fabs is a prerequisite for mass WBG
commercialization. Numerous well-established processes from silicon technology
have been successfully transferred to SiC. In addition, several fabrication processes
specific to SiC have been developed and are at a stage of maturity. Today, SiC is
produced in dedicated fabs as well as alongside silicon fabrication. The latter has the
potential of SiC manufacturing at the economy scale of silicon and is a particularly
attractive model. Overall, a vibrant worldwide fab infrastructure produces cost-
effective 650 V to 1.7 kV SiC devices having successfully duplicated the integrated
device manufacturer (IDM), foundry, fabless, and design-house silicon fabrication
models. Similarly, lateral GaN power devices, commercially available from several
vendors in the 100–650 V range, are CMOS-compatible and are fabricated cost-
competitively in volume Si fabs and foundries.
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Barriers to WBG mass commercialization still exist. Primarily, they are the
higher than silicon device cost, reliability and ruggedness concerns, and the need
for a trained workforce to skillfully insert WBG devices into power electronics
systems. In many applications, at the system level, SiC-based systems are more
cost-effective than those of silicon due to passive component simplifications. And
this is before energy savings over the life of the system are taken into account.
Device manufacturers have accumulated extensive field data that supports reliable
operation over system lifetime. Ruggedness is addressed through design trade-offs
and by employing intelligent gate drives with prognostic and diagnostic functions.
A plethora of educational opportunities is presently available to train students and
the existing workforce in WBG power technology. Without a doubt, WBG devices
are rapidly overcoming barriers to system insertion and mass commercialization,
with their cost-lowering benefits. The recent insertion of SiC in automotive traction
inverters, by several electric vehicle manufacturers, is a good example of a volume
application where WBG brings competitive advantages like longer range and faster
charging.

The present chapter reviews commercial SiC power diodes, MOSFETs, junction
gate field-effect transistors (JFETs), and bipolar junction transistors (BJTs) as well
as promising insulated gate bipolar transistors (IGBTs) best suited for +10 kV
applications. Unipolar SiC diodes are commercially available and are significantly
faster than competing Si p-i-n diodes as they have no minority carrier current. SiC
MOSFETs, JFETs, and BJTs have been developed for power applications. SiC
JFETs are simpler to fabricate and have no gate oxide reliability issues. They are
native normally-on (depletion mode), which is regarded as undesirable due to safety
concerns, and are made normally-off in the cascode circuit configuration. The SiC
MOSFET became commercially available by Cree in 2011 and is the workhorse of
the SiC power electronics industry today. SiCMOSFETs are commercially available
by several vendors in the 650–1700 V range. They have been demonstrated at 3.3,
6.5, and 10 kV with those voltage nodes up for commercial release over the next
few years. SiC BJTs are bipolar devices with switching speeds similar to those of
MOSFETs due to the absence of sizable minority carrier storage in their drift region
[1]. As with all SiC bipolar devices, their long-term performance can deteriorate
due to forward-bias voltage and current gain degradations. These degradations are
caused by the growth of stacking faults from basal plane dislocations within the drift
epitaxial layer. BJTs are current controlled devices, which makes them less attractive
for certain high current power applications. Above 10 kV, the thick drift layer of
MOSFETs becomes highly resistive and bipolar conduction can lower conduction
losses with acceptable switching losses. SiC IGBTs exploit this trade-off and have
been demonstrated in the 15 kV node. They are briefly presented in this chapter.

Both lateral and vertical GaN power devices are reviewed in this chapter. The
GaN high-electron mobility transistor (HEMT) is the most mature among these,
and the only one that is commercially available with voltage ratings in the range of
15 to 650 V [2]. Adoption of these devices is rapidly increasing for a number of
applications, including fast chargers, wireless charging, data centers, and electrified
transportation. Various GaN HEMT configurations exist, such as the p-GaN gate
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HEMT and the cascode configuration. Commercial devices with integrated drivers
are also available. The lateral layout of GaNHEMTs also facilitates the development
of integrated circuits based on this technology. Thus, the combination of low-loss
device performance and fast switching made possible by monolithic integration
makes GaN HEMTs very attractive below 1 kV. Due to recent progress made in
GaN substrate technology, research in vertical GaN devices has also intensified.
Vertical unipolar and bipolar diodes with breakdown ratings exceeding 1 kV have
been demonstrated. Vertical transistors, including MOSFETs, JFETs, and CAVETs,
have also been reported, and, in some cases, it has been experimentally confirmed
that GaN offers superior performance to SiC, thus moving closer to fulfilling its
potential. Among the available vertical transistor topologies, GaN JFETs are the
closest to commercialization. Given recent breakthroughs in epitaxy and selective
area doping, it is also expected that GaN superjunction devices could play an
important role, in turn intensifying the competition with SiC technology in medium-
and high-voltage applications.

2 Silicon Carbide Diodes

Silicon carbide (SiC) diodes can be and are already being used in various areas
of solid-state electronics. They may demonstrate parameters superior to that one
of diodes made of conventional semiconductors owing to unique SiC properties
including wide bandgap, high avalanche breakdown field, and excellent thermal
conductivity, chemical inertness, and thermal resistance. Some types of SiC diodes
are briefly described in this section.

2.1 Silicon Carbide Power Microwave Diodes

The interest to SiC microwave diodes was based on theoretical estimations of the
saturated drift velocity of electrons (νS) in 4H polytype SiC (4H-SiC), which was
expected to be 2.5 times higher than that one in silicon. Also, it was supposed that
SiC microwave diodes more powerful than their Si counterparts could be fabricated
due to about ten times higher avalanche breakdown field (EB) in SiC than that one
in Si. Indeed, SiC p-i-n diodes capable of commutating high microwave power [3]
and SiC IMPATT (IMPact ionization Avalanche Transit-Time) diodes [4–6] were
demonstrated. The first SiC IMPATT oscillator generated pulsed power of 300 mW
in X-band frequency range (8.0–12.0 GHz) [4]. The νS value was measured in SiC
at electric fields close to EB (8× 106 cm/s at about 2 MV/cm) [7, 8] and it was found
to be noticeably lower than that one in silicon. Although SiC IMPATT diodes can be
more powerful than that ones made of Si, they have not received further development
due to the emergence of high-power microwave transistors based on GaN. SiC p-
i-n diodes designed to switch high microwave power still can find some niches
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Fig. 2.1 Calculated parallel plane avalanche breakdown voltages of Si (dashed lines) and 4H-SiC
(solid lines) devices as a function of n- drift layer doping level with its thickness as a parameter.
Markers denote: , SiC SB and JBS diodes [15, 17, 18, 25]; , SiC p-i-n diodes [15, 46]; , SiC
MPS diodes [25]; , SiC IGBT [122]

of application and awaiting on the appearance of sufficient commercial interest to
continue their development. A comprehensive overview of SiC microwave diodes
can be found elsewhere [9].

2.2 Silicon Carbide Power Diodes

High-power diodes are critical building blocks of power-conversion circuits. They
are commonly used, for example, in front-end rectification bridges as well as
freewheeling diodes, which are placed antiparallel to power transistors to protect
them from excessive reverse voltage. They are so important for this purpose that
essentially every commercial power transistor package contains such a freewheeling
diode.

All rectifying diodes have a lightly doped blocking layer, which is depleted at a
diode’s reverse bias and does not conduct current up to designed blocking voltage
(VBL). As far as the EB value in SiC is about ten times higher than in Si, SiC
rectifying diodes can have about ten times thinner blocking layer at the same VBL.
Figure 2.1 shows calculated parallel plane avalanche breakdown voltages (VBR) of
Si (dashed lines) and 4H-SiC (solid lines) power devices as a function of n- blocking
layer doping level (ND) with its thickness (L) as a parameter.
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Fig. 2.2 Schematic cross sections of SiC SB, JBS/MPS, and p-i-n diodes (not in scale). The red
graphs show schematic electrical field distributions in reverse biased diodes

Rectifying diodes may have unipolar or bipolar conductivity in on-state. Unipolar
diodes, which are Schottky barrier (SB) and junction barrier Schottky (JBS) diodes,
are designed to conduct current by majority charge carriers which concentration
does not exceed the ND level. p-i-n diodes are bipolar rectifiers, which involve a
thick and lightly doped n-region (i-region), which is sandwiched between highly
doped p- and n-regions. p-i-n diodes instead of p-n ones are used for power
switching because the i-region is needed to produce a high blocking voltage. p-
i-n and merged p-i-n Schottky (MPS) diodes are designed to conduct current by
minority charge carriers injected in a blocking layer. In the on-state mode, the i-
layer is conductivity modulated when the concentration of injected electrons and
holes is higher than the doping concentration and thus the RSP-ON value is reduced
as the current increases. Schematic cross sections of SiC SB, JBS/MPS, and p-i-n
diodes are shown in Fig. 2.2. All these types of SiC high-power rectifying diodes
are briefly discussed below.

2.3 Schottky Barrier Power Diodes (SBDs)

SBDs have a rectifying metal-semiconductor contact with low built-in voltages (Vbi)
in comparison to that one in p-n junctions. The blocking layer conductivity in SBDs
is unipolar, and hence, these diodes have a low reverse-recovery charge density
(QRR-ON). On the other hand, the lack of the conductivity modulation in the case
of SBDs results in a bend-over in the SBD characteristics at high currents due
to the resistance of the lightly doped drift region. Another feature of SB diodes
is the large reverse leakage current that can lead to non-negligible off-state power
dissipation primarily due to thermionic field emission of carriers from the metal into
the semiconductor, and exacerbated by the barrier-lowering effect. SiC SB diodes
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Table 2.1 Demonstrated 4H-SiC SB diodes

VBL (kV ) VON (V ) RSP-ON(m�·cm2) References

1.2 1.35 at 200 A/cm2 – [11]
1.4 2 at 732 A/cm2 1.5 [12]
1.7 2 at 126 A/cm2 8.7 [13]
3 7.1 at 100 A/cm2 34 [14]
4.6 2.3 at 20 A/cm2 10.5 [15]
5 2.4 at 25 A/cm2 17 [16]
6.7 4 at 60 A/cm2 43 [17]
10 11.75 at 20 A/cm2 97.5 [18]

have a higher Vbi value in comparison to that of Si due to higher barrier height.
The higher Vbi value results in smaller reverse leakage currents, thus making it
possible to fabricate SiC SB power diodes with very high VBL voltages which are
unattainable in Si SBDs as shown in Table 2.1 [10].

A recent review on SiC SB diodes with a deep description on their operation is
given in [19].

High-voltage 4H-SiC SB diodes have been introduced to the market since 2001
[20], and for a long time, they have been the only SiC diodes commercially available
despite the advantages of p-n diodes for very high voltages. Note that using SiC SB
diodes for VBL higher than 600 V is impractical due to a non-negligible off-state
power dissipation, and for this reason, JBS diodes have been introduced. Practically,
most of commercial SiC Schottky diodes are of JBS type.

2.4 JBS and MPS Diodes

The problem of high leakage current in reverse direction of SBDs was overcome
when the JBS/MPS design [21] was first implemented in development of SiC high-
power diodes [22]. The structure of the JBS/MPS diodes consists of interdigitated
pin and Schottky diodes, electrically connected in parallel (Fig. 2.3a [23]). Under
reverse bias, the diodes operate like p-i-n diodes minimizing thus off-state losses.
Indeed, in this case, the multiple p+ regions push the maximum of electrical field
away from the Schottky contact toward the bottom of the p+ region (see Fig. 2.2)
reducing the electrical field under metal contact and, hence, the leakage current.

The difference between a MPS and a JBS rectifier is that the p+-n junctions in
JBS diodes do not turn on during on-state operation, while in the MPS rectifier, the
SB regions are very narrow so that the p+-n junctions are turned on resulting in
minority carrier injection and reduction of RSP-ON.

More precisely, the JBS and MPS represent modes of operation under forward
bias (Fig. 2.3b). For low forward current values, most of the current is conducted
through the Schottky areas of the diodes resulting in no minority-carrier-charge-
stored, and thus the turn-off transient is fast, minimizing switching loss (JBS mode).
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Fig. 2.3 (a) The structure of a 4H-SiC JBS/MPS diode. The p+ anode regions are spaced far
enough apart that their depletion regions do not touch under zero or forward bias. (From [19]). (b)
Forward I-V of p-i-n, SB, and MPS diodes showing that the characteristic of the MPS diode is a
combination of that of SB (low current values-unipolar conduction) and p-i-n (high current values-
bipolar conduction). Note the bend-over in the SBD characteristics at high currents (1000 Acm−2

[24]) due to the resistance of the lightly doped drift region resulting in diode overheating. (From
[23])

Table 2.2 Demonstrated 4H-SiC JBS/MPS diodes

VBL (kV ) VON (V ) RSP-ON(m�·cm2) References

0.98 3.1 at 100 A/cm2 19 [26]
1.6 1.4 at 100 A/cm2 7.5 [27]
1.7 1.6 at 100 A/cm2 2.9 [28]
2.8 2 at 100 A/cm2 7.5 [29]
5 3.5 at 108 A/cm2 25.2 [30]
6.5 4 at 83 A/cm2 [31]
10 3.37 at 20 A/cm2 100 [32]

However, with no conductivity modulation, the series resistance of the drift region
leads to a voltage drop that dominates the total voltage drop in Schottky areas at
high currents [24]. At a certain point, the voltage drop reaches a value “turning-on”
the PN areas of the diodes inducing injection of minority carriers (MPS mode). So,
significant minority charge storage occurs reducing the on-state loss at high current
densities, but the stored charge increases the switching loss. The crossover point
between JBS and MPS mode in current density value decreases with the blocking
voltage of the diode. This means that the MPS mode dominates above quite low
current density values for blocking voltages above 10 kV [24, 25].

Table 2.2 summarizes some recent results on JBS diodes [10].
As mentioned above, nowadays all commercial high-power 4H-SiC diodes are

of JBS type even if they often are mentioned as Schottky diodes. Samples of
SiC MPS diodes with maximum rating 3300 V/50 A are available from GeneSiC
Semiconductor Inc. [33].
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2.5 p-i-n Power Diodes

p-i-n diodes can be more efficient at higher blocking voltages than the unipolar
diodes, thanks to the conductivity modulation effect leading to the significant
reduction of RSP-ON. Since the RSP-ON does not depend on ND at conductivity
modulation, a punch-through design can be realized in p-i-n diodes for further
reduction of RSP-ON and switching time. The reverse leakage in p-i-n diodes is
primarily due to thermal generation and is extremely small in comparison to
SB diodes. Furthermore, p-i-n diodes are distinguished by their inherent better
reliability and thermal stability. At VBL ratings exceeding 6 kV, reduction of
RSP-ON resulting from the conductivity modulation in SiC p-i-n diodes compensates
additional resistance of a p+ layer and larger Vbi voltage (∼2.8 V vs. 0.9 V)
in comparison with SiC SB diodes, and using SiC p-i-n diodes becomes more
preferable.

Injected minority carriers must have a lifetime long enough to drift through the
full length of a blocking layer (about 40 μm for VBL = 6 kV in 4H-SiC p-i-n diodes)
for an effective conductivity modulation. That was the first pitfall on the way to SiC
power bipolar devices because SiC epitaxial layers grown in the 1990s suffered from
very low minority carrier lifetimes not exceeding 100 ns. Thanks to the introduction
of new epitaxial methods [34], minority carrier lifetime of the order of 2 μs was
measured in 4H-SiC n-type (1016 cm−3) epilayers in 2001 [35]. This lifetime value
corresponds to the diffusion length of about 30 μm but still remains too low for
conductivity modulation of thick layers required for high-voltage SiC p-i-n diodes
(~100 ÷ 200 μm). An effective solution of this problem was found in 2007. A
two times increase of minority carrier lifetime in 4H-SiC epilayers after carbon
ion implantation into the shallow surface layer and subsequent post-implantation
annealing (PIA) was reported [36]. In 2009, T. Hiyoshi and T. Kimoto replaced the
implantation and PIA by a single processing step of thermal oxidation [37]. Since
then, the lifetime enhancement thermal oxidation has become a standard step in
processing SiC power devices. Recently, S. Ryu, et al. reported carrier lifetimes
ranging from 15 μs to 20 μs (corresponding to the diffusion length of 90 μm at
ambipolar diffusion coefficient of 4 cm2/s) in n-type 4H-SiC layers (140 μm thick,
2 × 1014 cm−3) measured after the thermal oxidation at 1450 ◦C for 5 hours [38].

Another obstacle on the way to the SiC bipolar power devices was identified
in 2000. H. Lendenmann et al. reported that the voltage drop in 4H-SiC p-n
junction diodes anomalously increased during their operation at a forward bias
[39]. It was observed that triangular planar defects interpreted as stacking faults
(SF) lying in basal planes of SiC originating from basal plane dislocations (BPDs)
appeared and expanded in SiC epilayers concurrently with the degradation of I-
V characteristics. It was found that the energy of electron-hole recombination in
SiC is high enough to induce a SF nucleation and expansion. Since the carrier
recombination is a fundamental process in bipolar devices and cannot be avoided,
the development of SiC bipolar devices was significantly hampered. Moreover, SFs
can be created during device processing and special care has to be taken to avoid this
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[40]. Tremendous efforts were spent to overcome this problem [41–44]. As a result,
degradation-free SiC p-i-n diodes with active area of 0.22 cm2 and VBL = 6.5 kV
were reported [45].

Resolving the problems of low minority carrier lifetime and forward-bias
degradation paved the way to successful development of 4H-SiC p-i-n diodes. In
2012, H. Niwa et al. [46] reported SiC p-i-n diodes with VBL = 21.7 kV. Nowadays,
SiC p-i-n diodes with maximum rating 15 kV/1 A and 8 kV/2 A are offered by
GeneSiC Semiconductor Inc. [33].

2.6 Edge Termination

Due to a very high EB value in SiC, one of technical challenges that must be
addressed in design of high-voltage SiC devices is the surface electrical field
reduction at the edge of a device. This is especially important for SiC SB diodes
where the maximum of electrical field is located at the metal-semiconductor
interface. Numerous planar edge termination techniques have been demonstrated in
SiC diodes, most of them based on similar concepts used in Si power devices [47].
Typical ones are junction termination extension (JTE) [16], floating field ring (FFR)
[48], field plates [49], mesa structure [50], bevel structure [51], and hybrid solution
methods [25–28]. The JTE and FFR are regarded as the most effective methods
for high-voltage SiC devices. Although a single-zone JTE conceptually works, it
shows a narrow window of dose optimization range to achieve the desired voltage.
Therefore, multiple zone JTE is mostly used [15]. The multiple zones are formed
either by performing different dose implantation steps or by creating unsymmetrical
shapes and/or distances among the zones. In the case of FFR termination method,
a single implant can be used, thereby reducing the processing steps. However, the
optimization of the spacing between the floating zones is complex and challenging.

2.7 Main Points on SiC Power Diodes

The most important SiC diode rectifier device design trades off roughly parallel
well-known silicon rectifier trade-offs, except for the fact that numbers for current
densities, voltages, power densities, and switching speeds are typically much higher
in SiC. Indeed, the high breakdown field of SiC allows for low RON, VON, values,
and practical absence of reverse recovery and thus permitting operation of SiC
diodes at much higher voltages, current densities, and switching speeds. Moreover,
the higher SiC bandgap in comparison to Si allows for a higher barrier height of
Schottky diodes by almost 1 eV and thus reducing the reverse current by 17 orders
of magnitude at room temperature [24]. On the other hand, SiC p-i-n diodes have a
larger built-in voltage (∼2.8 V) due to its wider bandgap than the Si PiN diodes,
but they have a lower forward voltage drop at high current density and higher
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switching speed due to the much thinner i-region. Furthermore, SiC diodes are
distinguished by the inherent better reliability and thermal stability of their electrical
characteristics as well as their possibility to operate at temperatures higher than
125 ◦C. Indeed, most commercial SiC power diodes are rated up to 175 ◦C [1],
while diodes operating well above 200 ◦C have been demonstrated.

Unipolar SiC diode is the main commercially available diode on the market; its
typical voltage ratings are 600 V, 650 V, 1.2, and 1.7 kV. Some 3.3 and 8 kV products
also are available but their current rating is limited by the thick drift layer and the
associated resistance [1]. For instance, the current rating for 8 kV SiC diode is only
50 mA. At 10–20 kV voltage ratings, 4H-SiC p-i-n rectifiers offer the best trade-off
between on-state voltage drop, switching losses, and high-temperature performance
as compared to Si p-i-n or SiC Schottky/JBS rectifiers.

SiC diodes have a long and enthralling story of their development and commer-
cialization which is still ongoing and far from over. Currently, the main driving force
for further development of high-power SiC diodes is a rapidly growing demand of
highly efficient switches and rectifiers for automotive and industrial applications
with blocking voltages and commutated power ranging from ~600 V/100 kW in
invertors for electrical vehicles to ~1.1 kV/13 GW in convertors for high-voltage
DC power transmission.

3 SiC BJTs

Bardeen, Brattain, and Shockley invented the bipolar junction transistor (BJT) in
1947 at Bell Laboratories [52]. BJT is a three-terminal power device, schematically
shown in Fig. 2.4, available in the market for more than 50 years [53]. Muench
et al. reported the first SiC BJT in 1977 [54]; however, the first SiC BJT that got
attention was the first high-voltage 4H-SiC BJT reported by Ryu in 2001 [55].
4H-SiC BJT has been extensively developed in recent years for high-voltage and
high-temperature applications due to its unique properties such as low on-resistance,
normally-off behavior, fast switching, and lack of gate-oxide reliability issues.

Fig. 2.4 Simplified cross sections of SiC BJT (not in scale)
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Table 2.3 Recent reported
high-voltage 4H-SiC BJTs

BV (kV) Ron (m�•cm2) Current gain (β) References

1.8 4.4 40 [62]
2.7 4 132 [63]
3.2 28 28 [64]
5.65 18.8 44 [58]
5.85 28 40 [59]
6 28 – [65]
10.5 110 75 [66]
16.25 579 139 [60]
23.5 321 7 [67]

SiC BJTs have a large safe operating area (SOA) in which the second breakdown
occurs at very high current densities (outside the range of possible operation) [56].
Moreover, SiC BJTs have some advantages compared to SiC MOSFETs:

1. Possibility to have conductivity modulation in the drift layer, thus lowering the
on-resistance and power losses in on-state mode.

2. Lower fabrication cost.
3. The positive temperature coefficient of the on-resistance and negative temper-

ature coefficient of the current gain (β) results in an easy device paralleling
configuration.

4. Non-dependency on a gate oxide and no suffering from the oxide reliability for
high-voltage, high-temperature, and harsh environment applications.

It should be noted that the on-resistance for a 4H-SiC unipolar device like
MOSFETs above 15 kV increases to a point where it is impractical from a yield
standpoint and cost [57]. Bipolar devices like SiC BJTs are good candidates to
replace them. However, to be fully competitive with SiC MOSFETs and SiC IGBTs
in the market, the SiC BJT characteristics need to be improved. In recent years, there
has been a growing investigation to improve the on-resistance, current gain, current
density, and breakdown voltage. Table 2.3 summarizes some of these works.

The first obstacle to the commercialization of SiC BJTs was the forward-bias
degradation observed in all SiC bipolar devices originating from BPDs existing in
epitaxial layers (see above part on SiC diodes). This problem has been hopefully
resolved [45]. The second obstacle to the commercialization of SiC BJTs was
the formation of new BPDs and lifetime killer defects during the processing [40].
For example, ion implantation followed by high-temperature annealing produces
new lifetime killer defects that cause bipolar degradation and reduce the common-
emitter current gain. To overcome this problem, the ion implantation for forming
JTE and p+ region base (Fig. 2.4) can be easily replaced by etched-JTE-zone [58–
60] and by epitaxial regrowth of p+ region [61], respectively. The third obstacle
was surface recombination caused by the presence of interface trap density at the
SiC/SiO2-passivation-layer interface, thus lowering the current gain. Different
techniques have been addressed in recent years for overcoming this issue [10].
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In recent years, high-temperature SiC BJTs ICs have also been investigated in
depth at device physics, circuit, and process integration [68, 69]. The short-circuit
ruggedness of 10 kV SiC BJTs with a 16 μs withstand time was recently reported.
It shows that the SiC BJTs can handle without failing about three times the critical
short-circuit energy of the commercial SiC MOSFETs [70].

4 SiC Junction Field-Effect Transistors

The SiC junction field effect transistor (JFET) is capable of high-power and high-
temperature switching as it only uses p-n junctions in the active device area, where
the high electric fields occur, and can therefore fully exploit the high-temperature
properties of SiC in a gate voltage-controlled switching device. Provided the gate-
to-source junction of the JFET is biased below its built-in potential, negligible
gate current is needed to drive the device and voltage controlled switching is
realized. JFETs are free of MOS native oxide problems like low channel mobility,
threshold voltage instability, and lack of reliability at elevated temperatures. They
have demonstrated electrostatic discharge immunity to 16 kV (V Veliadis, Private
communication) and as unipolar devices do not suffer from forward voltage
degradation at the same degree as bipolar devices [39–42]. SiC power JFETs are
almost exclusively implemented in a vertical configuration and are native depletion
mode or normally-on (Non).

Several SiC JFET designs have been demonstrated over the years schematically
shown in Fig. 2.5. The first power 4H-SiC JFETs were reported by H. Mitlehner
et al. in 1999 [71]. Those were vertical JFETs (VJFETs) with lateral channel
(Fig. 2.5a) and they have been further developed by D. Stephani et al. [72] and
S-H. Ryu et al. [73]. This JFET is similar to a SiC double-implanted MOSFET
(DMOSFET), with the oxide controlled inversion channel having been replaced
with a bulk channel. This eliminates the SiC/SiO2 interface with its channel mobility
and reliability drawbacks and creates a bulk channel where the SiC mobility is fully
utilized.

Zhao et al. have implemented a JFET design with relatively critical dimensions
(Fig. 2.5b) [74]. The design requires three implantation events. In order to implant
the lower portion of the sidewalls, the wafer must be tilted against the direction of
the ion beam and rotated. No epitaxial regrowth is needed.

A simplified cross-sectional schematic of a trenched-gate vertical channel p+
ion-implanted depletion mode (normally-on) 4H-SiC JFET is shown in Fig. 2.5c
[75]. This representative for all JFET designs will be used to analyze, in the
following, the SiC JFETs electrical characteristics, thermal performance, and
ruggedness. A series of papers reported on the detailed fabrication and the related
electrical characteristics [76–78] of this SiC JFET design.

The inherent simplicity of the design shown in Fig. 2.5c, which does not require
epitaxial regrowth, is the reason for the demonstration of reliable JFETs with
excellent yields and parameter uniformity [75]. 1680 V SiC JFETs with an active
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Fig. 2.5 Simplified cross sections of (a) a vertical JFET with a lateral channel (the n+ source is
embedded in the p-well and reaches below the p gate, in order to minimize source resistance), (b) a
trench and implanted vertical JFET, (c) a depletion mode ion-implanted SiC vertical-channel JFET

Fig. 2.6 (a) On-state drain current vs. drain voltage and (b) blocking voltage characteristics of a
single 1680 V, 0.143 cm2 packaged SiC JFET

area of 0.143 cm2 (0.19 cm2 total area) and on-state current capability of 50 A were
fabricated by Veliadis et al. in seven photolithographic levels, with a single masked
ion implantation event that simultaneously implanted the p+ gates and guard rings
[5]. Indeed, the simplicity of the design greatly reduces process complexity and
JFETs using even only four lithography steps have been demonstrated [76–78].
Room-temperature on-state drain-current vs. voltage characteristics are shown in
Fig. 2.6a at a gate bias range of 0 to 2.5 V in steps of 0.5 V. To maintain voltage-
control capability (high ID/IG gain), the gate must be biased below its 2.7 V built-in
potential value. If the gate bias increases in excess of 2.7 V, significant gate current
injection occurs into the channel of the JFET, and its current gain ID/IG degrades. At
a gate-to-source bias of 2.5 V, the JFET outputs 53.6 A at a forward drain voltage
drop of 2.08 V. The specific on-state resistance is 5.5 m�·cm2, and the transistor
current gain is ID/IG = 26,800.
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Fig. 2.7 Temperature dependence of the SiC cascode’s (a) on-state drain current at VGS = 2.5 V
and (b) threshold voltage (left axis) and gate-junction built-in potential (right axis). At a
temperature swing of 275◦C, the threshold voltage only shifts by 0.7 V

The blocking voltage characteristics of the 0.143 cm2 active area JFET at gate
biases of −4 to −24 V, in steps of −2 V, are shown in Fig. 2.6b. At a gate-to-source
bias of−24 V and a low drain current density of 1 mA/cm2, the JFET blocks 1680 V.

An important contribution to SiC device reliability is eliminating threshold
voltage instability. In SiC MOSFETs, threshold voltage instability is primarily due
to the oxide traps at the SiC/gate-oxide interface (see corresponding part below).

To investigate the threshold voltage stability of JFETs, a JFET-based all-SiC
normally-off switch was implemented by combining a 1200 V normally-on JFET
with a low-voltage normally-off (enhancement mode) JFET in the cascode con-
figuration [79]. To evaluate threshold voltage shift with temperature, the IDS-VDS
characteristics of the all-SiC cascode switch were measured at junction temperatures
of 25 ◦C, 100 ◦C, 200 ◦C, and 300 ◦C and are shown in Fig. 2.7a [80]. The cascode’s
on-state resistance is 6.2 m�·cm2 and was extracted from the data of Fig. 2.7 at
VDS = 0.5 V. The increase in on-state resistance with temperature agrees well with
the theoretical reduction of the electron mobility in 4H-SiC. The cascode threshold
voltage was extracted and is plotted as a function of temperature on the left axis of
the graph of Fig. 2.7b.

The threshold voltage decreases from 1.6 V to 0.9 V as the temperature
increases from 25 ◦C to 300 ◦C; the cascode switch remains normally-off at
300 ◦C. The cascode’s gate-junction built-in potential variation with temperature
was also extracted and was plotted on the right axis of the graph of Fig. 2.7. As
the temperature increases from 25 ◦C to 225 ◦C, the cascode’s threshold voltage
decreases by 0.54 V, while its gate-junction built-in potential decreases by 0.52 V.
This excellent agreement confirms that the decrease in cascode threshold voltage
with temperature stems from the reduction of its gate-junction built-in potential
as expected from solid-state physics. Thus, SiC JFETs have remarkably stable
threshold voltages due to the fact that it uses p-n junctions instead of gate oxides
to control the current flow.
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Fig. 2.8 Representative 1200 V/115 A hard switching waveforms of the SiC JFET testing at
150 ◦C. The energy dissipated by the JFET during each hard switching event is 73.2 mJ (inset),
and the peak dissipated power is 68.2 kW

Fig. 2.9 ID-VD character-
istics of a descrete 6H-SiC
JFET. (From [84])

To evaluate ruggedness, a SiC JFET was subjected to over 2.4 million
1200 V/115 A hard switching events at 150 ◦C, at what is 13 times its 8.8 A
150 ◦C rated current (Fig. 2.8) [81]. The JFET drain voltage is plotted in black (left
axis) in Fig. 2.8, while the current through the JFET is plotted in gray (right axis).
By multiplying voltage by current, the power dissipated by the JFET is calculated
and plotted in the inset of Fig. 2.8. The energy dissipated by the JFET during each
1200 V/115 A switching transient is 73.2 mJ, and the peak dissipated power is
68.2 kW. Finally, it has been shown [81] that the electrical characteristics (on- and
off-state) do not degrade with stressing (Fig. 2.9).

The ruggedness of SiC JFETs especially at high temperatures has been validated
by the group of Philip Neudeck at NASA John Glenn Research Center. They
demonstrated a short-term operation of packaged 4H-SiC junction field effect
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transistor (JFET) logic integrated circuits (ICs) at ambient temperatures exceeding
800 ◦C in air [82]. They also demonstrated SiC lateral JFETs with operating time of
6000 hours at 500 ◦C which was limited by the thermal degradation of a metal stack
used for the formation of ohmic contacts in these devices [83, 84].

Today, power SiC JFETs are commercially available as discrete components
in the 650–1700 voltage range [85]. The MOSFET dominates SiC-based power
electronics. JFETs are being inserted in systems in smaller numbers. As SiC power
electronics continue to gain ground, the JFET has the potential to be the device of
choice for rugged high-temperature applications.

5 SiC MOSFETs

A power MOSFET is a high-speed, easy-to-drive device, which makes it a very
attractive option for power switching applications. The main advantage of the power
MOSFET structure is the high impedance gate, which does not require steady-
state gate current, and the gate drives are only required to provide relatively small
amount of current to charge and discharge the capacitances. The current conduction
in the power MOSFET structure occurs through transport of majority carriers in
the drift region and does not involve minority carrier injection. Hence, there are
no delays associated with storage or recombination of minority carriers in power
MOSFETs. It is also easy to parallel multiple power MOSFETs because of the
positive temperature coefficient of the forward voltage drop, due to the decrease
in carrier mobility at elevated temperatures, which prevents subsequent thermal
runaways. In addition, the power MOSFETs do not go through second breakdown
like bipolar junction transistors and offer excellent safe operating area.

On-resistance of a power MOSFET increases quite rapidly with blocking voltage
of the device. For silicon power MOSFETs, which is the most commonly used
semiconductor material, the on-resistance of a power MOSFET can be very small
if the design voltage of the device is 200 V or less [47]. Silicon power MOSFETs
designed for voltages greater than 200 V have an unacceptably high on-resistance,
large chip area, and significant increases in parasitic capacitances. Researchers in
silicon power devices addressed this issue by placing an injecting junction at the
drain side of the device, which reduced the drift layer resistance by minority carrier
injection, or conductivity modulation of the drift layer [86, 87], resulting in the
development of insulated gate bipolar transistors (IGBTs). The other approach used
to reduce the on-resistance of silicon power MOSFETs is the use of superjunction
(SJ) structure [88], which utilizes alternating n- and p-columns with relatively
heavy doping concentrations. Excellent results have been achieved for devices with
blocking voltages up to 950 V [89].

A silicon (Si) IGBT provides significantly lower forward voltage drops compared
to a conventional Si power MOSFET in higher blocking voltage (>600 V) rated
devices and at high current levels. However, this reduction in on-state forward
voltage drop comes with some serious drawbacks such as (i) at lower current levels,
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the forward voltage drop of power MOSFETs can be lower than in IGBTs; (ii)
unlike power MOSFETs, IGBTs cannot conduct currents in the reverse direction;
and (iii) IGBTs exhibit longer switching times and substantially higher switching
losses, when compared to a power MOSFET due to the minority carrier injection
into the drift region.

Power MOSFETs in silicon carbide (SiC) can address these issues [90]. The wide
bandgap properties of SiC provide high breakdown electric field, which allows thin-
ner drift layer with significantly higher doping concentration. This makes possible
designs of unipolar SiC power devices with extremely low on-resistance, which
addresses most of the issues discussed above. Fabrication processes, including
techniques to form high-quality gate oxide films and selective doping methods, are
well established in silicon carbide, which culminated in successful development and
commercialization of silicon carbide power MOSFETs.

5.1 4H-SiC DMOSFETs

Figure 2.10 shows a simplified cross section of a power double-implanted MOSFET
(DMOSFET) in SiC, which was the first commercially available power MOSFET
structure in SiC. The n+ sources and MOS channel regions are built in implanted
p-wells. The n+ source regions and the p-wells are tied together using common
contacts to source, to keep the potential difference between the two regions at
minimum. The device turns on when a positive bias exceeding the threshold voltage
of the device is applied to the gate electrode. In the on-state, electrons flow from
the n+ source regions through the MOS channel formed in the p-well into the
junction field effect transistor (JFET) region. The JFET regions are defined as the
n-type region formed between adjacent p-wells. The length of the MOS channel is
determined by the distance from the edges of the n+ regions and the p-wells. The
electrons then spread into the drift layer and then flow into the n+ substrate and
exit the structure through the drain electrode. In the off-state, a bias less than the
threshold voltage of the device is applied to the gate electrode, which removes the
inversion channel in the MOS region in the p-well and isolates the n+ regions from
the JFET regions. The device turns into a p-i-n diode structure, which can block
the voltage when a positive bias is applied to the drain electrode and allow current
to flow through when a negative bias is applied to the drain electrode. It should be
noticed that the depletion regions from the p-wells merge and provide shielding to
the gate oxide layers. The doping concentration and the width of the JFET region
should be set carefully to provide adequate shielding to the gate oxide in the off-
state, as well as low resistance during the on-state operation of the device [91].

Theoretical specific on-resistance (RSP-ON) values based on drift resistance
calculations are plotted in Fig. 2.11 for silicon and 4H-SiC. Performance points of
Wolfspeed power MOSFETs with blocking voltages ranging from 900 V to 15 kV
are also shown on the plot [92]. For devices with blocking voltages of 6.5 kV or
higher, the performance points are close to the ideal silicon carbide 1-D limit, since
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Fig. 2.10 Simplified cross
section of a SiC DMOSFET

Fig. 2.11 Experimental RSP-ON values of SiC DMOSFET for blocking voltages ranging from
900 V to 15 kV. (From [92])

the on-resistance of the devices is dominated by the drift resistance. For devices with
blocking voltages of 3.3 kV or lower, the performance points deviate from the ideal
1-D limit due to impacts of other parasitic resistance components, most significantly
from the MOS channel resistance.

5.2 MOS Channel Resistance Issue

For optimization of power DMOSFETs in 4H-SiC, it is very important to minimize
the MOS channel resistance. First successful approach for reducing the MOS
channel resistance was to utilize self-aligned ion implantation to reduce the MOS
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channel length [93]. This approach resulted in 2 kV power MOSFETs in 4H-SiC
with a specific on-resistance of 10.3 m�·cm2 and provided a foundation for the
commercialization of power MOSFETs in silicon carbide.

Attempts were made to further improve MOS interface properties, by incorpo-
rating impurities other than nitrogen into the gate oxide to achieve greater MOS
channel mobility than what can be obtained using NO or N2O anneals. Doping of
the oxide layers with phosphorus [94] and boron [95, 96] has been investigated.
A MOS channel mobility of 98 cm2/(V·s) is achieved using phosphorus doping
approach [94], and boron doping approach resulted in a MOS channel mobility
of 102 cm2/(V·s) [95], and a 4.5 kV power DMOSFET was demonstrated [96].
Approximately a factor of 3 improvement in MOS channel mobility over nitridation
using NO or N2O was observed using this approach. However, it was determined
that these approaches were not suitable for commercial 4H-SiC power MOSFETs
since a reasonable threshold voltage stability could not be achieved (P. Godignon,
private communications).

Usage of alkaline earth elements, such as strontium (Sr) and barium (Ba), as
interface passivation materials for 4H-SiC MOSFETs was also investigated [97].
The passivation was performed by placing a very thin interlayer material directly
on the 4H-SiC surface, followed by deposition of gate dielectric layer, typically
SiO2, which was annealed in O2/N2 ambient for densification [97]. Sr passivation
of the MOS interface showed a very promising result, resulting in a MOS channel
mobility of 40 cm2/(V·s), which was comparable to the values achievable using an
NO anneal [97]. Passivation using Ba turned out to be significantly more efficient,
resulting in a MOS channel mobility of 85 cm2/(V·s) at room temperature, which is
approximately double the value from an NO annealed sample [97]. A comparison
of MOS channel mobility at temperatures ranging from 25 ◦C to 150 ◦C is shown in
Fig. 2.12. A test lateral MOSFET with conventional NO anneal process and a device
with barium interlayer (Ba IL) passivation process were used for this comparison
[97]. The samples were fabricated on 5·1015 cm−3 doped p-type epilayers on 4H-
SiC substrates. TheMOS channel mobility of the Ba IL-passivated sample decreases
with temperature, as expected due to phonon scattering effects. This is in contrast to
the NO annealed sample, which showed an increase in MOS channel mobility with
temperature due to the higher interface density near the conduction band.

Recently, C-C bonds formed during thermal oxidation of SiC were identified as
one of the important factors limiting MOS channel mobility [98]. The impacts of
C-C bonds are also present on samples that received sacrificial oxidation, where
the resulting thermal oxide layer was chemically removed [99]. Various approaches
to form gate oxide layers with minimum thermal oxidation have been presented.
This includes a deposition of a thin Si film, which was converted to SiO2 by low-
temperature oxidation [100] as well as a direct deposition of SiO2 layer onto SiC
surface [101]. For both approaches, H2 treatment of SiC surface to etch away
thermally oxidized region and interface nitridation to achieve a low density of
interface traps (Dit) were performed. The elimination of thermal oxidation process
resulted in approximately a factor of 2 increase in MOS channel mobility, as shown
in Fig. 2.13.
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Fig. 2.12 MOS channel
mobility as a function of
temperature from Ba IL
processed device. Results
were compared to values
from an NO annealed sample

Fig. 2.13 MOS channel
mobility of n-channel
MOSFETs, fabricated using
various processes [99]

Reduction in surface nitridation temperature to avoid in situ oxidation and mate-
rial decomposition was attempted using supercritical N2O fluid (SCN2O) [102].
The approach utilized gas-like high penetration property and liquid-like solubility
of supercritical fluids. 4H-SiC MOS interface with thermally grown gate oxide was
processed with supercritical N2O fluid at a temperature of 120 ◦C. A MOS channel
mobility of 72.3 cm2/(V·s) was reported, showing significant improvement in MOS
channel properties over devices that received thermal nitridation processes [102].

5.3 4H-SiC Trenched MOSFETs

A trench MOSFET structure, shown in Fig. 2.14, can provide devices with
significantly smaller cell pitch because it places the MOS channel on the etched
sidewalls. Additional real estate necessary for proper MOSFET operations, such
as gate-to-source overlap and gate-to-contact metal gap, can also be placed on
the sidewalls. Such design can result in a huge increase in gate packing density,
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Fig. 2.14 Simplified cross
section of a SiC trench
MOSFET
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and associated gate-to-source capacitance which is a highly desirable feature for
high-speed switching power applications since it improves immunity of the power
MOSFET to self-turn-on during a high dv/dt turn-off event. However, the associated
increase in gate-to-drain capacitance has to be avoided [103]. The first trench
MOSFETs in silicon carbide, using 6H-polytype, were reported by Palmour et al.
[104]. The first trench MOSFETs in 4H-SiC were also demonstrated by Palmour et
al. [105].

It was also experimentally demonstrated that the MOS channel mobility can
be significantly higher on the etched sidewall compared to the Si-face of 4H-SiC
[106] due to the anisotropic SiC mobility. The simplified trench MOSFET structure
shown in Fig. 2.14 does not have a JFET region, which also helps reducing the on-
resistance. It is expected that a well-optimized 4H-SiC trench MOSFET structure
can offer significantly lower on-resistance compared to a 4H-SiC DMOSFET with
the same voltage rating.

The simple trench MOSFET structure, shown in Fig. 2.14, works very well in
silicon, since the breakdown electric field for SiO2 is two orders of magnitude
greater than that of silicon; hence, oxide breakdown is not an issue in silicon
devices. However, the breakdown electrical field of 4H-SiC is only about three
times lower than the theoretical breakdown electrical field of SiO2. The electrical
field increases further at the SiO2/SiC interface by more than a factor of 2 due
to the difference in dielectric constant between the two materials. This represents
a huge reliability issue of 4H-SiC trench MOSFETs. For reliable operation, the
gate oxide at the trench bottom must be properly shielded from the high voltage
during the off-state. Figure 2.15 shows a 4H-SiC trench MOSFET structure with
a p-type implanted in the bottom of the gate trench [107–109]. The p-shielding
region was connected to the source region and provided excellent protection to
the gate oxide at the bottom of the trench. It should be noted that this p-type
protection layer and the p-base of the trench MOSFET can form a very narrow
JFET region, which can add significant amount of JFET resistance, increasing
the total on-resistance of the structure. This issue was addressed by placing a
thin, heavier doped n-type current spreading layer (CSL) beneath the p-well layer
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Fig. 2.15 SiC Trench
MOSFET structure with
trench bottom protection
implants
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[107]. It should be noted that the gate-to-drain capacitance is very small. However,
switching losses will be very high if the resistance between the protection p-region
and source is extremely high. Device layout must be optimized for this structure
to achieve optimal on-state and switching performances [109]. Figure 2.16 shows
a 4H-SiC trench MOSFET structure with double-trench protection approach [110].
The bottom of the gate trench was shielded by a deeper source trench. The distance
between the gate trench and protection trench was approximately 2 μm in [110].
The MOS channel mobility on the etched sidewall was 11 cm2/(V·s), which was
considerably lower than that expected for a trench MOSFET in 4H-SiC. With this
structure, a specific on-resistance of 0.79 m�·cm2 was achieved for a 630 V 4H-
SiC trench MOSFET, and an on-resistance of 1.41 m�·cm2 was achieved for a
1260 V trenchMOSFET, respectively. Figure 2.17 shows a 4H-SiC trenchMOSFET
structure with asymmetric protection implants. In this device, only one side of the
trench sidewall is used as MOS channel, which is exactly aligned to the <1120>
crystal plane [111]. The deep p-wells are used to limit the electric field in the gate
oxide at the bottom and the corners of the trench. This cell structure has a small
ratio of the Miller charge (QGD) to gate-source charge (QGS). It should be noted that
this structure adds significant amount of JFET resistance. However, the added JFET
regions resulted in reduced saturation currents, which improved the short-circuit
withstand time (t ).scwt

A last point on SiC UMOSFETs related to the interface states. The etched
sidewalls of 4H-SiC trench MOSFET/UMOSFETs) have lower density of interface
states (Dit) closer to the conduction band edge than the Si-face of 4H-SiC.
However, the a-face has significantly more midgap states, which may not impact
the MOS channel mobility, but result in significant subthreshold hysteresis [112].
A preconditioning routine is required to measure threshold voltage from 4H-SiC
trench MOSFET. This may not impact the device reliability or stability [112].
However, it is preferred to minimize the hysteresis for easier control of the
devices. Further developments in MOS surface passivation techniques are needed
to minimize interface trap density across the bandgap of 4H-SiC.
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Fig. 2.16 SiC trench
MOSFET structure with
double-trench protection

Fig. 2.17 SiC trench
MOSFET structure with
asymmetric protection
implants
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5.4 4H-SiC Superjunction MOSFETs

Superjunction (SJ) MOSFETs in 4H-SiC were also demonstrated. The first pub-
lished approach used multiple implants and epiregrowth steps to form vertical
SJ structures [113–115]. Dopant diffusion cannot be utilized in the fabrication of
SJ structures in 4H-SiC due to negligible diffusion coefficients in 4H-SiC [113].
Hence, for this type of approach, the SJ drift layer requires several iterations of
thin epigrowth and ion implantations. Cross-sectional images of 1200 V class 4H-
SiC SJ trench MOSFETs, with a pitch of 5 and 2.5 μm, are shown in Fig. 2.18
[116]. The signs of multiple epigrowths and p-type implantations are clearly visible
in the image. As mentioned above, on-resistances of 4H-SiC MOSFETs, with
blocking voltage less than 3.3 kV, are dominated by parasitic resistances, which
include MOS channel resistance. For this reason, a 1200 V class SiC SJ MOSFET
did not show any on-resistance advantage over conventional structure SiC power
MOSFET at room temperature, as shown in Fig. 2.19 [114, 117]. However, the
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Fig. 2.18 Cross-section of 1200 V class 4H-SiC SJ trench MOSFET [116]

Fig. 2.19 Rds,on as a function
of temperature for SiC SJ
MOSFET, compared to a
conventional SiC MOSFET
[115]
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SJ MOSFETs showed significantly lower on-resistance at elevated temperatures,
where the MOS channel resistance reduces due to a reduction on threshold voltage,
and drift resistance increases due to a decrease in bulk mobility. SJ devices showed
significantly smaller rate of increase in on-resistance over temperature compared to
the conventional device. The SJ device with tighter pitch and higher drift doping
concentration showed smaller rate of increase compared to the SJ device with larger
pitch.

The benefits of the SJ structure are greater for higher voltage (>6 kV) devices,
where drift layer resistance becomes more dominant. Multiple regrowth approach
used for 1200 V class SiC SJ MOSFETs is not feasible for high-voltage devices
due to manufacturing costs associated with the approach. For such thick SJ
structures, “trench etch and refill” approach is more reasonable. A 6.5 kV 4H-SiC
MOSFET with partial SJ structure, with 23-μm-thick SJ region and 41-μm-thick,
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2 × 1015 cm−3 doped drift region was experimentally demonstrated [118]. A trench
pitch of 5 μm was used. For proper epi-fill of the trenches, the trenches must be
precisely aligned to <11–20> direction. 4H-SiC power DMOSFET structure with
a cell pitch of 10 μm was built on the SJ drift layer to complete the fabrication of
the device. The completed 4H-SiC partial SJ MOSFET showed an on-resistance of
17.8 m�·cm2 with a blocking voltage of 7.8 kV, which is significantly lower than
the theoretically predicted drift resistance of a 7.8 kV 4H-SiC unipolar device with
conventional structure.

6 SiC IGBTs

Ultrahigh-voltage (>10 kV) 4H-SiC MOSFETs have very high specific on-
resistance, which leads to very large die size, resulting in increased manufacturing
costs and gate drive requirements. Bipolar devices utilizing conductivity modulation
to reduce drift region resistivity, such as SiC IGBTs, can be introduced to alleviate
this issue. As shown in Figs. 2.20 and 2.21, SiC power MOSFETs have unipolar
drift conduction, which is limited by the doping concentration of the drift layer.
On-resistance and, consequently, forward voltage drop (VON), increases with
temperature due to decreases in bulk electron mobility with temperature. On the
other hand, SiC IGBTs depend on conductivity modulation achieved by injection
of excess carriers, which significantly reduces drift region resistivity of the device,
which reduces further at elevated temperatures due to enhanced charge injection
and increased carrier lifetime.

MOSFET IGBT

Fig. 2.20 SiC MOSFET and SiC IGBTs
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Fig. 2.21 On-state behavior
of SiC MOSFETs and IGBTs

Fig. 2.22 Representative I-V characteristics of a 12 kV 4H-SiC IGBT. The chip size was
6.7 × 6.7 mm, with an active area of 0.16 cm2

Figure 2.22 shows representative I-V characteristics of a 12 kV 4H-SiC n-IGBT
[119]. The device used a 140-μm-thick, 2 × 1014 cm−3 doped drift layer, with a
6.7 × 6.7 mm device area (0.16 cm2 active). A differential specific on-resistance
of 5.3 m�·cm2 was reported with a gate bias of 20 V at room temperature. This
is significantly lower than those of 10 kV SiC power MOSFETs, which showed a
specific on-resistance of around 100 m�·cm2 [120].

Due to the excess carrier injection and associated increases in diffusion capac-
itance, switching speed of the 4H-SiC IGBTs is significantly slower, which limits
the usable switching frequency of the device. The maximum controllable current
in a hard switching application, with 50% duty cycle, was compared for the 15 kV
4H-SiC power MOSFETs and the 15 kV 4H-SiC n-IGBTs (see Fig. 2.23) [120,
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Fig. 2.23 Comparison of maximum controllable currents for the 15 kV 4H-SiC power MOSFETs
and the 15 kV 4H-SiC n-IGBTs in a hard switching application

121]. A power dissipation density of 300 W/cm2, a chip size of 8 × 8 mm (32 mm2

active), and a supply voltage of 10 kV were assumed. A 15 kV SiC n-IGBT with
a 5-μm-thick field-stop (FS) buffer layer with fast turn-off time was used for this
comparison. At switching frequencies lower than 5 KHz, 4H-SiC n-IGBTs offer
more advantage, showing up to 2.8 times the controllable current compared to 4H-
SiC power MOSFETs. At higher switching frequencies, the 4H-SiC MOSFET has
the advantage, showing 1.8 times the controllable current over the 4H-SiC n-IGBTs
at 10 kHz.

The use of thick drift layer with extremely light doping concentration enables
the increase of blocking capability of 4H-SiC IGBTs to beyond 20 kV [122]. A
4H-SiC IGBT, using a 230-μm-thick drift layer with a doping concentration of
2.5 × 1014 cm−3, demonstrated a blocking voltage of 27.5 kV, which is the highest
blocking voltage for a solid-state switching device reported to date [123]. The device
had a die area of 0.81 cm2 (0.28 cm2 active). The drift layer received a lifetime
enhancement oxidation at 1300 ◦C for 15 hours, and a VON of 11.8 V at a collector
current of 20 A (approximately 71 A/cm2) at 25 ◦C. Recently, a 4H-SiC n-IGBT
using 230-μm-thick drift layer with a doping concentration of 2.0 × 1014 cm-3

was reported [124]. This device showed a blocking voltage of 26.8 kV. Carbon
implantation and subsequent annealing processes were employed for carrier lifetime
enhancement. A VON of 8.2 V at a current density of 100 A/cm2 and a differential
specific on-resistance of 36.9 m�·cm2 were measured at room temperature.

Further improvements in 4H-SiC IGBTs can be achieved by enhancing the
amount of carriers (both holes and electrons) in the top region of the structure
[125]. Several approaches were proposed and used in silicon, including the use
of cell designs with wide distance between the cells (IEGT) [126], forming micro
trench and floating cells [127], and employing carrier storage layer (CSL), which
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Fig. 2.24 A simplified cross section of a 4H-SiC IGBT, with carrier storage layer (CSL)

is a moderately doped n-type layer placed near the blocking junction [128]. IEGT
approach is not suited for 4H-SiC IGBTs due to gate reliability issues caused by
high electric field in 4H-SiC and lack of gate shielding in IEGT structure. Moreover,
the use of floating cells is not favored in 4H-SiC IGBTs because of the low MOS
channel mobility in 4H-SiC. However, 4H-SiC IGBT cell design can be optimized
to utilize the CSL concept without compromising gate reliability (Fig. 2.24). The
4H-SiC IGBT without CSL layer showed a positive temperature coefficient in VF
due to high JFET resistance and lack of topside injection. The addition of CSL
significantly reduced the JFET resistance and improved electron injection from the
topside, resulting in negative temperature coefficient in VON, as shown in Fig. 2.25
[129]. It was also reported that heavier CSL doping concentration results in further
reduction in VON [129].

7 III-Nitrides Power Devices

Gallium nitride (GaN) is a polar III-nitride semiconductor with a wide and direct
bandgap. Due to this unique combination of highly attractive material properties,
GaN has obtained significant commercial and research interest for a broad spectrum
of applications, ranging from optoelectronics (e.g., displays and lighting) to high-
frequency electronics (e.g., telecommunications and radar) to power electronics
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Fig. 2.25 Forward voltage drop of 15 kV 4H-SiC n-IGBTs, with and without CSL layers. VGE
was fixed at 20 V, and an IC of 20 A was used for the measurements

(e.g., battery chargers and electric motor drives). This diverse ecosystem has driven
rapid innovation, with advances in one application space subsequently supporting
another, and vice versa. In what follows, the focus will be placed on the development
of GaN devices for power electronics.

According to the Baliga Figure of Merit (BFOM), which provides a measure
of a semiconductor’s performance in the drift region of a vertical unipolar power
device (e.g., Schottky diode), GaN can outperform conventional silicon (Si) by
approximately 4000 times and silicon carbide (SiC) by approximately six times.
In other words, for a given breakdown voltage and current rating, GaN devices have
a significantly lower specific on-resistance (RON) and area. The latter also permits
them to be driven at larger frequencies, which further reduces losses and necessitates
smaller passive components, in turn shrinking the size and weight of the overall
power module. The abovementioned BFOM predictions stem from the properties
of bulk GaN, in particular its large critical electric field (EC), which is linked to its
wide bandgap, as well as its mobility. However, early challenges associated with
manufacturing native GaN substrates steered the community away from vertical
devices and spurred interest in developing lateral GaN devices on foreign substrates,
such as sapphire, SiC, and Si. Consequently, it was understood that the polar nature
of III-nitrides in conjunction with the use of heterojunctions (e.g., AlGaN/GaN)
can be harnessed to form highly conductive channels. These heterojunctions
lie at the core of GaN high-electron mobility transistors (HEMTs), which now
possess record-breaking speed and power, and are the most technologically and
commercially mature GaN-based power device available today. Thus, the text that
follows will begin by discussing these devices. Vertical GaN devices, which have
more recently been the target of resurgent attention, will then be explored, followed
by an examination of future opportunities for GaN and III-nitride power devices.
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7.1 Lateral GaN HEMTs

While a number of GaN-based lateral transistor topologies are technically possible,
the undisputed winner is the HEMT. Very recently, the GaN HEMT has been
commercialized in the 15–650 V classes [2], and its market size is projected to
exceed $1.25 billion by 2027 [130]. Owing to GaN’s superior physical properties
over Si and SiC for power applications, GaN HEMTs allow for higher switching
frequency and therefore, have already seen wide adoptions in fast chargers, wireless
charging, data centers, and electrified transportation. In addition, GaN HEMTs can
accommodate various substrates, e.g., Si, sapphire, SiC, and GaN. Most commercial
GaN HEMTs for power electronics rely on large-diameter GaN-on-Si, and their
process is CMOS-compatible, enabling a similar material and processing cost as
compared to SiC power devices [131].

At the heart of the GaN HEMT is a heterojunction that provides a quasi-two-
dimensional channel with high-electron density (NS) and mobility (μ), i.e., the
two-dimensional electron gas (2DEG) channel. Unlike GaAs HEMTs, the 2DEG
in GaN HEMTs forms without the need for any extrinsic dopants. As shown in
Fig. 2.26, when a thin aluminum gallium nitride (AlGaN) layer (typically 5–30 nm
thick) is grown on top of a thicker GaN layer, a 2DEG with NS ~1012–1013 cm−2

forms below the AlGaN/GaN hetero-interface due to polarization fields and donor-
like surface states [132, 133]. Electrons are vertically confined within a thin
triangular potential well, allowing for a high mobility of 1500–2000 cm2/(V·s).
Note that the 2DEG can be formed in numerous combinations of group III-
nitride heterostructures, and the AlGaN/GaN is the most popular heterostructure
of choice. The 2DEG is a unique feature not available in Si and SiC technologies.
It is the combination of high current densities obtainable via the 2DEG and the
large EC of GaN that make it such an attractive power device, despite the lateral
configuration. It is also worth noting that the 2DEG forms without the application
of a gate bias, meaning that GaN HEMTs are inherently depletion mode (D-mode)
or normally-on devices. While this makes them directly usable for power amplifiers
in telecommunications applications [134, 135], power electronics require normally-
off or enhancement mode (E-mode) operation. Methods to satisfy this requirement
are explored below.

7.2 Commercial and R&D Devices

Currently, four main structures are adopted in commercial power GaN HEMTs,
as illustrated in Fig. 2.27. While all of commercial devices employ the 2DEG
channel, main difference between them lies in the gate stack, or more specifically
the techniques to enable enhancement-mode (E-mode) operation, which is highly
desirable for power electronics applications [136]. The Schottky-type p-gate HEMT
(SP-HEMT) (Fig. 2.27a) and gate injection transistor (GIT) (Fig. 2.27b) [137] both
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Fig. 2.26 (a) Schematic cross section of a heterojunction consisting of an AlGaN barrier layer and
GaN channel layer. (b) Energy band diagram across the AlGaN/GaN heterojunction demonstrating
the formation of a two-dimensional electron gas (2DEG) within the GaN layer characterized by
large mobility and sheet carrier density

use p-GaN to deplete the 2DEG under the gate, but they feature different contacts
between the gate metal and p-GaN. The recessed gate and ohmic gate contact in the
GIT favor the hole injection and conductivity modulation, which are not present in
the SP-HEMT. Given the large voltages that these devices are expected to block,
field management is critical. As shown, field plates are often used to suppress field
crowding. The cascode (Fig. 2.27c) and direct-drive devices usually co-package a
high-voltage D-mode GaN HEMT with a low-voltage E-mode Si power MOSFET
to make the composite device function like a single high-voltage E-mode transistor
[138]. Direct-drive devices also co-package the gate driver and protection Si ICs
with the GaN HEMTs [139].

Despite their success, the performance of commercial GaN devices has not yet
reached the predicted material limit. In the last few years, two emerging GaN
devices, i.e., the FinFET and trigate device as well as the multichannel device,
have arguably been among the most innovative and promising lateral GaN power
devices. The GaN FinFET and trigate devices have been comprehensively reviewed
in [140]. As shown in Fig. 2.28a, these nonplanar GaN devices take advantage of
the multi-gate fin channels to improve the gate controllability. Very different from Si
FinFETs, GaN FinFETs and trigate devices have many structural innovations, such
as wrapping around 2DEG channels with the MIS stack [141] or the p-n junction
[142]. The superior gate controllability has not only allowed higher current on/off
ratio, steeper threshold swing, and suppression of short-channel effects, but also E-
mode operation, on-resistance reduction, current collapse alleviation, and enhanced
thermal management [140].

Recently, the large-diameter wafer with multiple, vertically stacked 2DEG chan-
nels becomes available. This multichannel wafer allows for a sheet resistance below
120 �/sq, i.e., at least three times lower than that of a single 2DEG channel [143].
Despite a much lower RON of multichannel devices, it is challenging to manage the
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Fig. 2.27 Schematic of (a) SP-HEMT, (b) GIT, and (c) cascode GaN HEMT. (A de-capped device
photo is shown in (c), which is adapted from [139])

electric field crowding at high reverse biases due to high volume charges. Various
structures, e.g., trigate [144], p-GaN termination [143], 3-D junction fin [145], and
reduced surface field cap layer [146], have been developed in multichannel rectifiers,
which enabled their performance to exceed the 1-D SiC limit up to a voltage class
of 10 kV. For multichannel HEMTs, trigate [140] and monolithic-cascode [147]
designs have been innovatively applied; the monolithic-cascode device (Fig. 2.28b)
demonstrates the E-mode operation with a performance surpassing SiC up to 10 kV
[148].
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Fig. 2.28 Schematic of (a) trigate GaN HEMTs and (b) multichannel monolithic-cascode GaN
HEMTs. ((a) is adapted from [142], and (b) adapted from [147])

7.3 Discrete Device Packaging

The aforementioned innovations in GaN HEMT design and chip manufacturing
make it possible to push the limits of output power and switching frequency,
in turn demanding careful consideration at the package level. As the junction
temperature (TJ) increases, RON increases and transconductance (gm) decreases,
which contribute to increased conduction and switching losses, respectively. If left
unchecked, self-heating can lead to thermal runaway and a catastrophic failure of the
device. To combat these problems, thermal management and hot spot evaluation of
GaN HEMTs have been extensively studied using a variety of electrical and optical
techniques [148, 149]. Most commercial products call for a maximum junction
temperature of approximately 150 ◦C for reliable operation, as defined by JEDEC
standards [150].

In lower-frequency applications, well-established through-hole, lead frame pack-
ages (Fig. 2.29a), such as TO-220 and TO-247, can be used. An example of
a TO-247 package is shown in Fig. 2.29b [151]. Within the package, the GaN
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Fig. 2.29 (a) Schematic cross section of a lead frame package. [153] (b) Picture of a commercial
GaN HEMT in a lead frame package. [151] (c) Schematic cross section of a no-lead package with
an embedded GaN HEMT. [153] (d) Picture of a GaN HEMT in a proprietary embedded package
[154]

HEMT is attached to a thermally conductive substrate, such as a direct-bonded
copper (DBC) substrate. Electrical connections to the leads are made via wire-
or ribbon-bonding, as shown in Fig. 2.29c. Since one of the major advantages
of GaN HEMTs is their high mobility, they are extremely well-suited for high-
frequency applications. As the switching frequency of the application increases,
however, the parasitic inductances associated with the bond wires and leads impede
performance. As a first step toward mitigating parasitics, no-lead packages, such as
the Power Quad Flat No Leads (PQFN) topology have been adopted. Within these
packages, however, wire-bonds are still used. For highest-frequency performance,
micro-vias or flip-chip bonding [152] can instead be employed to fully embed the
chip within a multilayered package, as shown in Fig. 2.29c [153] and Fig. 2.29d
[154]. Thermal management is achieved by strategically introducing thermal vias
and novel materials with superior thermal conductivity. The small footprint of these
packages drives down the size and weight of power modules, making them highly
attractive for portable applications. Chip embedding also facilitates multi-chip and
heterogeneous technology integration [155].

7.4 Robustness and Reliability

The reliability and robustness challenges of GaN HEMTs come from not only
the distinct device physics (e.g., the lack of p-n junctions between source and
drain) but also the heterogenous GaN-on-Si epitaxy with a high dislocation density.
Many issues regarding device stability, reliability, and robustness arise from the
presence of traps in various regions of the epi structure. Trapping behavior is usually
time-dependent. Hence, device characteristics in fast switching could significantly
differ from the ones under DC conditions. A recent paper nicely overviews the
relevant device physics and material issues [156]. As commercial GaN HEMTs have
passed reliability qualifications, many recent studies emphasized on testing them in
switching circuits to understand their robustness outside the safe operating areas.

The dynamic RON phenomenon, where RON immediately after device turn-on is
higher than the DC value, is a well-known issue of GaN HEMTs that increases their



82 K. Zekentes et al.

conduction losses in power converters. A decade of study has revealed its origins to
be associated with buffer trapping, surface trapping, and gate instability [156]. After
relentless efforts by the GaN community, this issue has been significantly alleviated.
Steady-state switching measurements have shown the worst-case dynamic RON of
commercial GaN HEMTs to be less than two times higher than the static value
[157].

Two major robustness metrics of a power transistor is the avalanche and short-
circuit capabilities. The former evaluates the device’s capability to pass a high
avalanche current (IAVA) at its avalanche breakdown voltage (BVAVA) and thereby
dissipate the circuit surge energy in device. GaN HEMTs have no avalanche
capability and a destructive breakdown. The surge energy cannot be dissipated but
induces a capacitive charging in GaN HEMTs, and they fail when the capacitive
overvoltage reaches the transient BV [158]. More interestingly, this transient BV in
fast switching was found to be dynamic and higher than the static BV measured in
quasi-static I-V sweeps [159, 160]. This is attributed to the reduced buffer trapping
in short pulses, where the buffer trapping intensifies the peak electric field and make
it reach the critical electric field of GaN at lower drain biases [159]. Different from
the standalone GaN HEMTs, the dynamic BV of cascode GaN HEMTs was found
to be much lower than their static BV due to the internal Si avalanching [138].

Short-circuit robustness evaluates the device’s capability of withstanding an
abnormally high current in forward conduction and reverse blocking states for a
certain time (usually required to be >10 μs) before the protection circuit intervenes
[161]. The short-circuit robustness of GaN HEMTs is insufficient at a high blocking
voltage. For example, the short-circuit withstand time of all 600/650 V rated
commercial GaN HEMTs was found to be below 1 μs at a bus voltage of 400 V
[162].

It is worth noting that the insufficient avalanche and short-circuit capabilities of
GaNHEMTs are related to the HEMT device instead of the GaNmaterial. In vertical
GaN devices comprising p-n junctions, which will be introduced in Sect. 3, robust
avalanche and short-circuit capabilities have been demonstrated. For example, a
reverse IAVA over 50 A [163] and forward surge current over 50 A [164] were
reported in 1.2 kV vertical GaN p-n diodes; an avalanche energy comparable to
Si and SiC devices has been demonstrated in vertical GaN fin-channel JFETs [165–
167]. In the 650 V vertical GaN JFETs, a short-circuit withstand time over 30 μs
has been reported at the 400 V bus voltage, with a short-circuit energy superior to
SiC and Si MOSFETs [160].

Note that many of the above reliability and robustness challenges facing GaN
HEMTs limit the further advancement of their performance. For example, due to
the lack of avalanche capability, a larger voltage over-design is implemented in
commercial GaN HEMTs as compared to Si and SiC MOSFETs [137, 157], which
leads to larger specific on-resistance and offsets the inherent advantages of GaN
devices. Addressing these challenges will not only facilitate GaN’s applications but
also bring considerable performance advancements to the device itself.
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7.5 Approaches to GaN ICs

To take full advantage of the high switching speed of GaN HEMTs, it is necessary to
minimize parasitic inductances between them and their gate driving circuits, which
is desirably to be realized through monolithic integration. The E-mode/D-mode
logic, which is also known as the direct coupled logic (DCL), has been employed
to make the GaN HEMT-based driving circuits and integrate them with the high-
voltage GaN power HEMTs [168]. Such GaN power ICs are already commercially
available from companies such as Navitas Semiconductor, Power Integration, and
EPC, and they have been widely used in consumer electronics systems such as fast
chargers and wireless chargers.

A key limitation of the DCL-based power ICs is the high-power consumption
and limited circuit design flexibility [136]. To overcome these issues, there has
been extensive research on the GaN complementary technology comprising high-
performance n-channel and p-channel GaN E-mode transistors [136]. For this, the
key challenge is on the p-channel GaN transistor design. An early GaN CMOS
demonstration employs p-channel GaN MOSFETs on a regrown epitaxial structure
[169]. Later, it was proposed to utilize the p-GaN layer in standard p-gate GaN
HEMTs to make the p-channel GaN transistors [170], which obviates the need for
epitaxy regrowth. Subsequently, a regrowth-free GaNCMOS has been demonstrated
[171].

Heterogeneous integration of GaN HEMTs with Si CMOS technology is another
approach that is being pursued to enhance power and functionality. A prominent
example is the use of oxide bonding at the wafer scale [172]. GaN HEMTs are
first fabricated on 300 mm highly resistive Si wafers and then bonded to Si wafers.
The second Si wafer is controllably removed using an etch stop layer, ultimately
leaving behind single crystal Si, with which Si p-channel MOSFETs are fabricated.
More recently, both Si NMOS and PMOS devices have been integrated with
E- and D-mode GaN HEMTs [173] using this approach. Whereas the primary
focus has been on power amplifier development thus far, the introduction of field
management techniques that permit high-voltage operation would unlock several
exciting opportunities in the power electronics space as well.

7.6 Vertical GaN Devices

7.6.1 Transistors

The vertical structure is often believed to favor high-voltage, high-power devices
as it facilitates current spreading and thermal management [174] and allows for
the realization of high voltage without enlarging the chip size. Additionally, as
compared to GaN-on-Si, GaN-on-GaN homoepitaxial layers possess a much lower
dislocation density, which favors the minimization of trapping effects. Over the
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Fig. 2.30 Schematic of (a) the vertical GaN Fin-MOSFET and (b) vertical GaN Fin-JFET [175]

last several years, the cost of GaN-on-GaN wafer is dropping fast, and 4-inch
freestanding wafer is widely available now [131]. Several vertical GaN transistors
with a voltage class over 1.2 kV have been demonstrated recently.

The vertical GaN FinFETs leverage the digital FinFET concept and employ the
submicron-meter fin-shaped channels to provide superior gate control as well as
enable the E-mode operation and bidirectional conduction. The small footprint of
fin channels also allows for very high channel density and thereby low channel
resistance. The development of this device concept as well as its application to other
materials have been reviewed in [175] and [140]. Depending on the sidewall gate
stack, there are two types of power FinFETs, the Fin-MOSFET (Fig. 2.30a) and
Fin-JFET (Fig. 2.30b). In each fin, the Fin-MOSFET features a bulk fin channel in
parallel with two sidewall accumulation-type MOS channels [176] and the device
needs only n-type GaN. In the Fin-JFET, the inter-fin region is filled with p-
GaN, and the strong depletion of the lateral p-n junction allows a high doping
concentration in the fin while keeping the E-mode operation [165, 166]. 1.2 kV
vertical GaN Fin-MOSFETs [177, 178] and Fin-JFETs [165, 166] have both shown
three- to fivefold lower specific RON and superior switching performance [165,
178] as compared to 1.2 kV SiC MOSFETs. Industrial GaN Fin-JFETs for the
first time demonstrates the avalanche capability in GaN transistors [165, 166] and
have a record short-circuit robustness in GaN transistors [161]. The Fin-JFET also
demonstrates a unique short-circuit robustness at a bus voltage close to its BVAVA
[161], which was not reported in other devices.

The AlGaN/GaN current aperture vertical electron transistor (CAVET) is a
unique transistor topology that seeks to leverage the highly conductive AlGaN/GaN
heterostructure’s 2DEG with the voltage handling of a vertical drift region. Early
demonstrations were conducted on sapphire substrates and relied on regrowth [179],
but the more recent availability of native GaN substrates has improved material
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quality and permitted the use of Mg implantation to form the current blocking layer
(CBL) and consequently define the aperture [180]. Current challenges associated
with both etch and regrowth as well as ion implantation limit the quality of the
CBLs, as well as their interfaces with adjacent regions. Thus, trench CAVETs were
also developed, both withMIS gate [181] and p-GaN [182] gate structures to provide
E-mode operation. In the latter work [182], 1.7 kV/1.0 m� cm2 devices were
reported, which surpassed the SiC BFOM limit at this voltage rating, and represent
the current state of the art for GaN CAVETs.

While the conventional DMOSFET and UMOSFET topologies have been readily
adopted in both Si and SiC technologies, they remain difficult to realize in GaN. This
is primarily due to a lack of a native, high-quality oxide that can be used in the gate
structure. Poor GaN/oxide interfaces lead to poor channel conduction and channel
inversion. The use of ALD and MOCVD dielectrics [183, 184] as well as UID GaN
interlayer/oxide (known as the “OG-FET”) [185] structures has been investigated
at the gate, but the performance and reliability needed to displace SiC MOSFETs
have yet to be achieved. An additional challenge is selective area p-type doping,
which is needed to define the channel, contacts, and edge terminations. Recently,
Mg implantation has been explored for this purpose [186], but progress in this space
is still needed.

7.6.2 Diodes

Early studies of vertical GaN devices started from p-n diodes, as the p-n junction
is a key building block for many advanced devices. Multiple groups have reported
3.3–5 kV GaN p-n diodes with a differential RON v.s. VBL trade-off exceeding the
1-D SiC unipolar limit [187, 188]. In addition to the aforementioned avalanche
and surge capabilities, a breakdown field of 2.8–3.5 MV/cm close to intrinsic GaN
limits has also been reported in vertical GaN p-n diodes. As compared to SiC p-n
diodes, industrial GaN p-n diodes show a comparable robustness but smaller reverse
recovery and faster switching speed [165].

However, the vertical GaN p-n diode may not be competitive as a standalone
rectifier due to the large turn-on voltage due to the GaN bandgap. Advanced
Schottky barrier diodes (SBDs) are highly desirable, as they combine Schottky-like
forward characteristics (small turn-on voltage) and p-n-like reverse characteristics
(high breakdown field and low leakage current). These advanced SBDs include the
trench MIS/MOS barrier Schottky (TMBS) diode, junction barrier Schottky (JBS)
diode, and merged p-n/Schottky (MPS) diode. These diodes employ either the MIS
stack or the p-n junction to deplete the top part of the drift region at low reverse
biases, thereby shielding the top Schottky contact from high electric field. 600–
700 V GaN TMBS diodes [189] and JBS diodes [190], as well as 2 kV MPS
diodes [191], have exhibited at least 100-fold lower leakage current compared to
standard SBDs. Toyoda Gosei reported an industrial 10 A, 750 V GaN TMBS diode
operational at over 200 ◦C [192].
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7.6.3 Vertical Devices on Foreign Substrates

In addition to freestanding GaN substrates, vertical GaN devices can be also
fabricated on low-cost foreign substrates, such as Si, sapphire, and engineering
substrates. The relevant studies date back to the first demonstration of vertical
GaN-on-Si diodes using a quasi-vertical structure [193]. Fully vertical GaN-on-Si
devices were later realized by various approaches to handle the insulative, defective
transitional layers, including the layer transfer [194], buffer doping [195], and
deep backside trenches [196]. The state of the art includes 500–800 V vertical
GaN-on-Si diodes [196] and MOSFETs [197] as well as 1.4 kV vertical GaN-on-
sapphire SBDs [198]. Regarding the cost and performance trade-offs, the higher
dislocation density in GaN-on-Si was found to induce a relatively small degradation
in forward characteristics but a higher off-state leakage current at high biases
[199], at the same time bringing the material and processing cost by at least
tenfold [131].

7.6.4 GaN Superjunction Devices

The SJ is arguably the most conceptually innovative and commercially successful
device in Si, which relies on alternative n- and p-doped pillars and can break the
theoretical trade-off between RON and BV of 1-D drift regions [200]. The SJ has
not reached experimental demonstrations in GaN. Instead of p-n junction, balanced
polarization charges were used in lateral AlGaN/GaN devices to produce a “natural
SJ” for superior E-field management [201]. However, their RON is still much higher
than the 1-D GaN limit (and even the SiC limit).

The recent experimental realization of selective p-type doping in GaN devices
[165, 190] has shown the promise for fabricating GaN SJ devices. Selective p-
GaN/2DEG junctions with a high blocking electric field have also been reported
[202]. Simulations predict that vertical GaN SJ transistors with fin channels
and 2DEG channels can enable at least 20-fold smaller switching charges as
compared to today’s transistors and allow multi-MHz, multi-kilovolts power
switching [203].

A novel approach to realizing the GaN SJ involves the use of the lateral
polar junction (LPJ), wherein neighboring n-type and p-type pillars are formed
by the simultaneous growth of selectively doped N-polar and Ga-polar GaN [204].
Recently, charge balance between neighboring pillars, a critical design requirement
in any SJ, was demonstrated with this approach [205]. Steps forward are also being
made to reduce background doping in N-polar GaN, which is needed to achieve
large blocking voltages. Given the progress being on all fronts, we believe the
demonstration of a GaN SJ will arrive soon.
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Fig. 2.31 On-resistance versus breakdown voltage trade-offs of the state-of-the-art GaN Schottky
barrier diodes and power transistors as well as SiC power MOSFETs

7.7 Outlook: Research Opportunities

GaN technology has developed rapidly in the last decade, as evidenced by the
significant commercial and research investments made for power electronics. Figure
2.31 shows the on-resistance versus breakdown voltage trade-offs of the state-of-
the-art GaN Schottky barrier diodes and power transistors as compared to SiC power
devices. The performance of commercial GaN HEMTs is between the Si and SiC
theoretical limits, and many emerging GaN devices, particularly the vertical and
multichannel lateral GaN devices, have shown performance exceeding the 1-D SiC
theoretical limit. This suggests a good promise of expanding the GaN’s application
space in power electronics through device innovations. In the meanwhile, the state-
of-the-art GaN device performance is still inferior to the 1-D unipolar GaN limit,
suggesting room for further improvement. While many opportunities for future
progress have already been presented in the preceding discussion, this section
provides more detail on some of the most exciting research trends that lie ahead
for GaN and III-nitrides more generally.
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7.7.1 Selective Area P-Type Doping

Selective area doping is a critical process technology for both vertical and lateral
power devices, including JBS diodes, MOSFETs, JFETs, and SJ devices. In Si and
SiC technologies, efficient implantation of both donor and acceptor impurities has
been established for this purpose. Beyond the formation of the device’s active area,
ion implantation is also relied on to create efficient edge terminations, such as guard
rings and junction termination extensions [206]. While Si implantation is available
for n-type doping of GaN, the ability to selectively form p-type GaN regions remains
critical and elusive. Etch and regrowth process has been explored extensively, but
is often limited by defects at the etched interface [179, 207–210]. Very recently,
encouraging results have emerged using proprietary methods for etch and regrowth,
which have enabled avalanche breakdown to be observed in vertical 1.2 kV GaN
JFETs [166].

Mg implantation for selective area p-type doping has also been pursued for a long
time, since it is expected to offer high-quality interfaces, reduced processing steps,
and greater control over doping profiles. The principle challenge is suppressing
decomposition of the surface at the high annealing temperatures (>~1100 ◦C)
[211] needed to activate the Mg ions and repair the crystal damage introduced
by implantation. Several annealing techniques have been proposed to activate Mg-
implanted GaN while avoiding surface decomposition. Pulsed techniques such as
multicycle rapid thermal annealing (MRTA) [212], gyrotron microwave annealing
[213], and laser annealing [214] have successfully suppressed surface decomposi-
tion. However, the reported activation ratios are quite low (e.g., ~0.5–8%) [190, 212,
213], which limits their practical adoption. Ultrahigh-pressure annealing (UHPA) is
another strategy, which calls for an N2 ambient pressure of >300MPa to stabilize the
surface during the anneal. Most importantly, experimental results have shown that
~100% activation of the implanted Mg can be achieved with UHPA [215], though
significant Mg diffusion has also been observed [216]. GaN PN junctions with kV-
level blocking voltages have been recently reported with this technique [217]. How
this technology develops, in particular for use in devices with even larger blocking
voltages (i.e., >5 kV), could have a major impact on future generations of vertical
GaN devices.

7.7.2 High-Voltage GaN Devices

As current GaN HEMTs are mainly commercialized in the low-voltage range
(<650 V), there has been a popular belief that GaN devices are suitable only for
low-voltage applications. Contrary to this popular belief, GaN rectifiers [146] and
E-mode HEMTs [147] have been demonstrated up to 10 kV with the performance
beyond the 1-D SiC unipolar limit. These results suggest that material and device
landscapes for the $5 billion medium-voltage (1–35 kV) power electronics mar-
ket could be reshaped, and multi-kilovolt GaN devices are very promising for
applications like electric grid and renewable energy processing. From the device
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architecture point of view, both vertical GaN devices and multichannel lateral
devices are promising candidates of the medium- and high-voltage GaN switches,
as they address the challenges facing the conventional single-channel HEMTs
for voltage upscaling and power upscaling (e.g., crowding current and electric
field distributions, limited current capability). Looking forward, numerous research
opportunities exist in physics, materials, and devices for multi-kilovolts GaN power
devices, as well as reliability, robustness, and converter applications.

7.7.3 N-Polar GaN HEMTs

The band diagram for the GaN HEMT provided in Fig. 2.26 assumes the use of
Ga-polar or Ga-face GaN. While it was understood early on by the community that
a 2DEG could also be formed in N-polar GaN [132], virtually all GaN HEMTs
reported in the literature have been based on Ga-polar technology due to its superior
chemical and thermal stability of N-polar GaN [218]. Advancements in surface
roughness, doping control, and in situ passivation of N-polar GaN have renewed
interest in N-polar GaN. This is because the two-dimensional electron gas (2DEG)
is formed with an AlGaN back-barrier because of the opposite polarization field.
The consequence of this is a reduced contact resistance for the source and drain, as
well as easier gate length scaling. For RF applications, N-polar GaN HEMTs have
been experimentally demonstrated to outperform Ga-polar GaN HEMTs [219]. An
initial report of an N-polar GaN/AlGaN HEMT on sapphire achieved a breakdown
voltage of 2 kV and state-of-the-art dynamic Ron compared to Ga-polar GaN HEMT
competitors [220]. Additional performance gains are expected after transitioning to
Si or SiC substrates, as well as via improvements to the surface passivation.

7.7.4 UWBG III-Nitrides

Due to the cubic dependence of the BFOM on the critical electric field (EC) of
a material, there has been a large push to develop ultra-wide bandgap (UWBG)
semiconductors for power devices [221]. This is clearly visualized in Fig. 2.32a.
Among these, AlxGa1-xN is a III-nitride semiconductor that shares many similarities
to GaN, such as piezoelectric properties and a direct bandgap, and it can be grown on
single crystal AlN substrates with a state-of-the-art dislocation density <104 cm−2

[222]. For reference, if 100% Al composition (i.e., AlN) is used, the BFOM is
predicted to yield an up to 34- or 80-fold increase in the BFOM over GaN and
SiC, respectively, resulting in significant loss reductions.

To study the voltage handling capability of Al-rich AlGaN, Al0.85Ga0.15N/Al0.6
Ga0.4N HEMTs were recently fabricated on native AlN substrates [223]. The HEMT
structure consists, bottom to top, of an unintentionally doped (UID) AlN layer,
a 300 nm Al0.6Ga0.4N channel layer, and a 20 nm UID Al0.85Ga0.15N barrier
layer. The upper 150 nm of the Al0.6Ga0.4N channel layer is doped with Si at
5 × 1017 cm−3. The channel layer was doped instead of the barrier layer to avoid
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Fig. 2.32 (a) Trade-off of on-resistance vs. breakdown voltage for different semiconductor tech-
nologies per the BFOM. (Modified from [221]). (b) Two-terminal mesa breakdown characteristics
for an UID Al0.6Ga0.4N layer grown on native AlN substrate. (c) Three-terminal breakdown
characteristics of Al0.85Ga0.15N/ Al0.6Ga0.4N HEMT for LGD of 4 and 9 μm. The LSG and LG
are 1.5 μm each and VGS is −20 V [223]

high gate leakage while simultaneously facilitating ohmic contact formation. The
cross-sectional schematic of the resulting mesa test structure is shown in the inset of
Fig. 2.32b, which shows the two-terminal mesa breakdown characteristics for two
mesa separations (d): 1.3 and 3.3 μm. Fluorinert was used to prevent premature
breakdown. At 1.3 μm separation, UID Al0.6Ga0.4N layer breaks down at ~1500 V,
which corresponds to a breakdown electric field of 11.5 MV/cm. For context, this
breakdown field is ~2× and ~4× higher than that previously observed in the UID
AlN buffer mesa breakdown field in AlN/Al0.5Ga0.5N/AlN HEMTs [224] and AlN
MESFETs [225], respectively. The structure with 3.3 μm separation was measured
up to the upper limit of the testbench used (2.2 kV) and did not break down.
The three-terminal HEMT breakdown characteristics for two different gate-to-drain
(LGD) distances, 4 and 9 μm, are shown in Fig. 2.32c. In both cases, the source-to-
gate (LSG) distance and gate length (LG) are 1.5 μm, and VGS is −20 V. As seen, the
4 and 9 μm devices break down at VDS 850 and 1500 V, respectively, without using
any edge termination techniques. This confirms the potential for low defect density
Al-rich AlGaN on AlN to be used for power devices. Following the introduction
of edge terminations in the future, improvements in performance are expected. In
order for AlGaN HEMT technology to truly threaten the GaN HEMT’s position in
the market, however, the inferior thermal conductivity of AlGaN and ohmic contacts
will need to be improved significantly.

8 Conclusions

WBG devices have compelling advantages over their Si counterparts and are
presently inserted in numerous power applications enabling higher efficiency,
smaller form factor, higher power density, and operation at elevated temperatures
with simplified circuit topologies and thermal management.
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Commercial SiC power devices (diodes, MOSFETs, JFETs, and BJTs) as well
as bipolar devices (IGBTs) best suited for +10 kV applications were reviewed.
Unipolar SiC devices are commercially available in the 650–1700 V range with
the SiC MOSFET being inserted in the vast majority of SiC power applications. SiC
MOSFETs have also been demonstrated at 3.3, 6.5, and 10 kV with commercial
release coming in the next few years. Above 10 kV, the thick drift layer of MOSFETs
becomes highly resistive, and bipolar devices like the SiC IGBT provide a good
trade-off between lower conduction and increased switching losses.

Lateral GaN power devices will most probably, with time, dominate applications
in the voltage range below 600–1000 V, in particular as GaN-based ICs mature.
The low-loss and fast switching speed offered by this platform promises to not
only improve performance but also reduce system cost, size, and weight. Despite
the many technological advancements in GaN HEMTs over the years, they have
not yet fulfilled their predicted performance potential. Multichannel and trigate
device configurations are closing the gap, but thermal management remains a key
hurdle that must be overcome via efforts in device and materials engineering.
Due to the relatively recent introduction of GaN HEMTs to the power electronics
market, there remain several opportunities to better understand the mechanisms
that determine reliability and robustness in these devices. As time passes and the
technology matures, consumer hesitance will dissipate. Vertical GaN technology is
also catching up for >1 kV applications. In order for these devices to displace their
SiC counterparts, the cost of native GaN substrates must be reduced, drift region
doping must be lowered, and efficient selective area doping via ion implantation
must be realized.

Barriers to WBG mass commercialization include the higher than silicon device
cost, reliability and ruggedness concerns, and the need for a trained workforce to
skillfully insert WBG devices into power electronics systems. In many applications,
at the system level, WBG-based solutions are at parity or even more cost-effective
than those of silicon primarily due to passive component simplifications. WBG
devices are rapidly overcoming barriers to system insertion and are entering mass
production in volume fabs with its cost-lowering benefits.
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Chapter 3
Flexible and Printed Electronics

Benjamin Iñiguez

1 Introduction

The field of flexible, printed and organic electronics has progressed enormously in
the last years.

Printed electronics is one of the most promising fields in electronics [1–4]. It is
based on creating electronic devices by printing on a variety of substrates, some
of them being flexible. Inks for printed electronics are usually made of carbon-
based compounds. In particular, inkjet printed electronics has progressed very fast
during the last years, and nowadays inkjet printers are capable of printing electrical
circuits very quickly and inexpensively. At an industrial level, high-quality printed
electronics are already being used to produce flexible keyboards, conformable
antennas, flexible screens, interactive books and posters, electronic skin patches and
more with industrial processing such as flexography or screen printing. Indeed, there
are already a high number of printed electronics products in the market. Some of the
latest progress in printed electronics were the smart packaging, ranging from RFID
labels to RFID sensing labels. The market for printed electronics is growing [1,
2] because the Internet of Things is expanding and require slow-cost, lightweight
technology that can sense and store information securely and transmit data.

A number of materials may be more adequate for flexible and wearable elec-
tronics than silicon, whether used in combination with silicon or not. The more
promising of these alternative materials are the organic and oxide materials.
In particular, the combination of organic and inorganic materials with printing
technologies allows thin, lightweight, eco-friendly and very cost-efficient electronic
systems.
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On the other hand, despite the significant performances already achieved by
devices based on oxide and organic materials, more research is still needed to further
improve their electrical characteristics, increase mobility and threshold voltage
stability and reduce bias and light stress instability and reduce the voltage operating
range [1, 2].

We review the recent developments, current status and challenges in the field of
flexible electronics. We address the main device technologies, materials synthesis,
fabrication techniques and simulation and modelling and design techniques. In
addition, we also highlight the current and expected opportunities and applications
of flexible electronics.

2 Materials and Processes for Flexible and Printed
Electronics

Although in rigid integrated circuits and displays the mainstream material is silicon
(either in crystalline or in amorphous form), there are more suitable materials for
flexible and printed electronics, such as organic and amorphous oxide semiconduc-
tors. Indeed, flexible silicon electronics [5, 6] still faces several obstacles: make the
silicon substrate containing the devices thinner, transfer to the suitable encapsulation
materials, placement, interconnection, etc.

Alternative and naturally flexible materials for hybrid electronics are 2D materi-
als (graphene, two-dimensional dichalcogenide materials) and 1D materials (carbon
nanotubes, nanowires). Anyway, the management of data obtained by IoE or
IoE sensors is still carried out by rigid materials electronics [6]. Therefore, it is
still very challenging to develop fully flexible electronic systems. Obviously, the
materials proposed for flexible electronics must not lose the advantages of their
rigid counterparts for data management.

2.1 Printing Processes

Several printing methods have been used for printed electronics, including gravure,
inkjet, reverse offset, aerosol jet printing and others [1, 4].

The two major printing approaches are contact and noncontact printing. In
contact printing, the patterned structures with inked surfaces are put in physical
contact with the substrate. In noncontact printing, the solution is dispensed through
by means of openings, and structures are defined by moving the substrate holder in
a pre-programmed pattern. The contact-based printing technologies include gravure
printing, gravure-offset printing, flexographic printing and roll-to-roll (R2R) print-
ing. The main noncontact printing techniques include screen printing, slot-die
coating and inkjet printing.
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Fig. 3.1 Evolution of the reduction of printed TFT channel length for several printing methods [7]

The noncontact printing techniques have received greater attractions due to their
simplicity, affordability, speed and adaptability to the fabrication process. Anyway,
there have been important progress in some noncontact printing techniques, such
as R2R. Recently, polymeric stamp-based printing methods such as nanoimprint,
micro-contact printing and transfer printing have also attracted considerable interest,
in particular for semiconductor-based flexible electronics [4].

For the advance of printed electronics, new inks are needed in order to achieve
higher mobility thin-film transistors (TFTs) with improved uniformity and reliabil-
ity. Silver or other metallic oxide-based inks seem promising.

Size downscaling is beneficial for the performance of electron devices in many
applications. It needs high-resolution printing. Printed thin-film transistors (TFTs)
require downscaled electrodes to achieve a sufficiently high switching frequency for
wireless communication [7]. Besides, channel length reduction leads to increased
on-current in active-matrix displays or image sensors would need space. It is shown
in Fig. 3.1 that channel length in printed TFTs has exponentially been reduced.

On the other hand, printed current collectors with narrower linewidth blocking
less light increase solar cell efficiency [8]. The sensitivity of printed sensors can
also be improved by downscaling, for example, using interdigitated electrodes [9].
Generally, the layers that require the most aggressive downscaling are conductive
electrodes.

One problem for miniaturization is that comparable printed features between
commercial ink jet printers (40–50 micron) and lithography (1–3 micron) are still
difficult to achieve [10]. A thin uniform defect-free gate dielectric is particularly
challenging.

Further progress in printing methods requires an increase of the understanding of
the underlying physics, usually the related microscale fluid mechanics, in order to
optimize printing parameters and ink formulations (Fig. 3.2).



108 B. Iñiguez

Fig. 3.2 Overview of areas requiring innovation in high-resolution printed electronics [1]

In particular, the scaling of fluid mechanical forces, and maybe the possibility
to manipulate electrostatic forces too, will be instrumental to improve printing
resolution. Dry transfer, photopatterning or self-assembly can also be incorporated.
Besides, the progress needs to be translated into real manufacturing. In order to
take advantage of the high-resolution printing techniques, new design rules and
electronic design automation (EDA) tools need to be created.

More well-controlled equipment will also improve layer-to-layer registration in
addition to other approaches including minimizing flexible substrate deformation,
self-alignment or misalignment tolerant device structures such as fully overlapped
transistors [1]. A more innovative approach to optimize printing parameters and ink
properties could be machine learning [11].

The roll-to-roll (R2R) gravure (Fig. 3.3) has a high potential to fabricate
inexpensive, wearable and large-area electronic devices [13]. However, there are
some important challenges and constraints to print logic gates and active matrix. The
implementation of the roll-to-roll R2R gravure foundry faces several challenges,
such as the overlay printing registration accuracy (OPRA), the nanoscale consis-
tency in printed layers and design rule [14]. The OPRA must be less than ±30 μm.
Overlay printings require at least four or more layers to print a thin-film transistor
(TFT) with a sufficient performance [14].

Fast and low-cost technology is very much restricted by the substrates. In the case
of stretchable devices, during the roll-to-roll processing, materials may be deformed,
which would cause huge problems in roll-to-roll processing. Multilayer making with
roll-to-roll is prone to high mismatch.

The design rules must take into account that printed TFTs are vulnerable to
trapped charges [Noh]. The gate width and channel length of TFT should contain a
channel aligned on the top of gate in order to obtain a yield higher than 90% can be
achieved. In order to print the electronic devices, the printing speed should be more
than 6 m/min.
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Fig. 3.3 Schematic description of R2R gravure printing process to print TFT-active matrix using
carbon nanotube as semiconducting material [12]

2.2 3D Printed Electronics

In the last years, new opportunities have been opened to 3D printing electronics
[1, 15], and the sector is rapidly growing, but most of these 3D printed electronic
components are based on passive electronic materials such as conductors and
dielectrics.

The growth of the IoT is strongly dependent on the emergence of flexible devices
which can conform to their three-dimensional dynamic features. 3D printing is an
emerging option for consumer wearable electronics, bioelectronics and personalized
healthcare.

Several challenges must be overcome. They are related to issues such as types
of printable materials, device performances and printing processes. These problems
can lead to negative impacts on device performances such as high leakage currents,
low device-to-device reliability and dielectric breakdown. It is particularly critical
to achieve uniformity of the printed layers. Besides, 3D printing technologies often
have low process yields. We need to optimize the materials and ink formulations to
achieve the desirable performances.

Once these problems are solved, 3D printing platforms can become more mobile
and ubiquitous. It is foreseen that in a near future, electronic devices will be able to
be printed from one’s own cell phone.

Besides, there is a need for strategies to improve the interfaces and interactions
between the different material layers in the device, and between the device and
the substrate. These actions can include leveraging the development of high-
performance conducting polymers [16], polymers with continuously tunable stiff-
nesses or reconfigurable soft electronics with programmed ferromagnetic domains
[17] in the development of next-generation 3D printed devices.
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Fig. 3.4 Potential applications of electronic textiles: power sources, information technology, the
Internet of Things, artificial intelligence, public health and space exploration [18]

2.3 Electronic Textiles

Research efforts in electronic (e-textiles), which started by simply attaching rigid
electronic devices onto the surface of textiles, have advanced to the level of
developing methods to integrate electronics into textiles in ways compatible to the
maintenance of the softness and stretchability demanded by users [1]. Progress
in e-textiles has been driven by the evolution of electronic devices from rigid 3D
structures to flexible 2D films and recently to 1D fibres.

Challenges for e-textiles are often related to the curved surfaces of textile fibres
and the 3D, porous structures of textiles (Fig. 3.4).

E-fibres are building blocks for e-textile devices [18]. Integration of e-fibres to
form e-textiles is a challenging development issue. Very efficient technologies will
be required to interconnect large numbers of e-fibres. A promising approach is to
knit together e-fibre device components, such as electrodes and electroactive fibres,
to produce e-textile devices during the process of textile manufacturing. Appropriate
design of the knitted or woven structure and geometry can improve the device
performance [19, 20].

There is also research focusing on the development of scalable deposition
methods that are compatible with 3D, porous textile structures [21].
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3 Devices for Flexible and Printed Electronics

Organic light-emitting diodes (OLEDs) and organic photovoltaics (OPV) have
already reached a certain level of maturity. Anyway, for its use in printing
technologies on flexible substrates, stability is still an important challenge. On the
other hand, printed TFT processes and performances have considerably improved
greatly, and they have a high potential as essential devices in printed displays and
integrated circuits, but still they are far from being a robust technology [1–3].

In addition, the progress of printed electronics is still limited by the lack of
appropriate electron design automation (EDA) tools as well as suitable compact
models incorporated to those tools.

3.1 OLED Technologies

The first practical OLED display was made by C. Tang et al. [22]. In the last
years, OLED displays and lighting technologies have been improving their efficacy,
lifetime and colour quality [1, 2]. Flexible OLEDs have been demonstrated as a
promising technique for display and lighting applications with smart cell phones
as the main application. According to Sigmaintell Consulting, about 470 million
OLED panels for cell phones (290 million rigid and 180 million flexible) were
shipped in 2019 and expected to reach 39% of all cell phones in 2020. Although the
cost of OLED display and lighting products is higher than LCDs and LEDs, some
OLED display and lighting products are available in affordable mobile phones, TV
and automotive lighting applications.

The production of an OLED screen requires the matching selection of light-
emitting/electronic and hole injection and transport materials, patterning technolo-
gies, backplane technologies and encapsulation technologies Novel materials have
been instrumental for the development of OLEDs, as shown in Fig. 3.5. Fluorescent
materials show a low internal quantum efficiency (IQE) of 25%, whereas the
phosphorescent materials can achieve 100% IQE [23]. New fluorescent organic
materials, such as thermally assisted delayed fluorescence (TADF) [24], can achieve
an EQE of 20%.

Flexible OLED displays are mainly manufactured by means of sublimation in a
high vacuum system at a high cost, limiting the area. Solution processing has long
been anticipated as the manufacturing technology for future OLED displays.

Anyway, flexible OLED technology faces several challenges. Low-efficiency
blue light-emitting fluorescent materials are still widely used in the production
of OLEDs, because high efficiency ones have operational lifetimes of only a
few thousand hours. Therefore, higher-performance blue EL materials need to be
developed [24]. TADF materials can be a solution. Double-doped polymers can also
lead to an increase of efficiency [2]. On the other hand, simplified OLED structures,
with a lower number of layers, can be helpful to increase the yield and the EL
efficacy and to reduce costs.
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Fig. 3.5 Roadmap of OLED emission materials and flexible OLED displays

Vacuum thermal evaporation allows for high-quality film fabrication, because
of its good thickness control and flexible multilayer design. An alternative and
promising method is inkjet printing, but it needs a better understanding of the ink
formulation, droplet jetting and spreading, solvent evaporation and fusion control.
Roll-to-roll manufacturing of print layers is challenging and will require printing
methods for fully printed cathodes.

Metal oxide TFT (such as indium gallium zinc oxide) [9] is a promising
technology to drive OLED displays, but improvements are needed in the electron
mobility and photoelectric stability [25]. Doped oxide TFTs may be a solution.

Further improvements in flexible OLED technology will also require a deeper
understanding of several physical mechanisms in these devices, in particular with
new materials, such as charge recombination, electron excited state processes,
carrier transfer/transport process, new light-emitting and matched electron/hole
injection and transport materials.

3.2 Organic Photovoltaics

OPV is a very promising technology for indoor and outdoor integration on flat
and curved surfaces, like glasses, windows or facades, due to its properties of
semitransparency, flexibility and compatibility with digital printing (Fig. 3.6).
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Fig. 3.6 Top: Visionary concept of the OPV product portfolio. Flexible and semitransparent mod-
ules are integrated indoors as well as outdoors into windows, facades, installations, greenhouses,
urban mobility concepts or mobile applications. Bottom: “Real-world” integration of OPVmodules
in glass construction elements [1]

The first organic photovoltaics (OPV) products were put in the market by
Konarka in 2008–2009. They are series of P3HT:PCBM-based solar modules with
a nominal peak power between 1 and 40 Wp. Efficiencies of around 20%, a
guaranteed lifetime of more than 25 years and costs between 0.3 and 0.5 AC/Wp have
been obtained. Forecasts are predicting OPV costs at GW level as low as 5 ACct/Wp
[27].

OPV efficiencies have already surpassed the performance of older technologies
like amorphous silicon (a-Si:H) or dye-sensitized solar cells (DSSC) [28]. Lifetime
is progressing quickly. OPV has been proven to be a light stable technology which
can operate for tens of thousands of equivalent sun-hours if protected from oxygen
and humidity [29, 30].

Anyway, high-performance materials with a low BoM (bill of materials) are still
a challenging subject of research. The BoM of the current flexible OPV technology
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is dominated by the costs for the active material, followed by packaging costs and
electrode costs. Few organic semiconductors like P3HT, PCBM, etc. already fulfil
these requirements, but despite good stability data, their efficiency is a factor 3–
5 too low for most products. Non-fullerene acceptors (NFAs) have an excellent
performance, but it is still challenging to reduce their associated costs.

OPV allows low-temperature and low-cost solution coating and printing pro-
cesses, which offers a high reliability. However, commercial OPV products have
much lower efficiency than modules processed in the lab (about 5% vs 13%).

To obtain higher performances, more research is needed to develop new semicon-
ductors and semiconductor inks which can be fully compatible to environmental and
green processing, as well as interface and charge extraction layers which can form
long-time stable contacts. On the other hand, high-resolution patterning processes
with feature sizes of 100 micron or lower are required. Lamination and packaging
processes which operate below 140 ◦C are also crucial.

Commercial OPV modules are currently processed by slot-die coating with
shims, with lateral resolutions in the mm regime. Laser patterning on roll-to-
roll pilot machines has been shown-web resolution down to 100 microns. Digital
printing like roll-to-roll ink jet printing is envisaged to produce free patterns of solar
cells [31].

3.3 Printed TFTs

Mobility of thin-film transistors (TFTs) has increased from 10−5 cm2/V to 1–
10 cm2/Vs (see Fig. 3.7) [1, 2]. Small molecules use to have higher mobility than
polymers, although many cannot be deposited from solution. Many TFT properties
(mobility, threshold voltage, subthreshold slope, off current) depend on the type
of gate dielectric material and the fabrication method. Flexible organic TFTs have
already been achieved by deposition on a wide range of plastic substrates. Instability
to a gate bias voltage and ambient humidity is still a challenge in organic TFTs,
although it has considerably improved [33].

Silicon hydrogenated (a-Si:H), laser-recrystallized polysilicon (LTPS) and amor-
phous oxide semiconductors, especially InGaZnO (IGZO), are used as active layers
in flexible TFTs for products such as LCDs, OLED displays and x-ray detectors.
Backplanes are fabricated on a thin polyimide film released from a glass carrier after
processing. A-Si:H and IGZO can be deposited below 200C and are compatible with
other plastic substrates. Besides, IGZO can be printed from a sol-gel solution with
annealing at about 400 ◦C. IGZO flexible microprocessors have been demonstrated
[34, 35] (Fig. 3.8).

Other materials include perovskites, carbon nanotubes, graphene and other two-
dimensional materials [36]. Electrolyte-gated and electrochemical (EC) TFTs use a
liquid or solid electrolyte gate dielectric and operate by transferring charge from the
gate dielectric directly to the semiconductor, often PEDOT. ECTFTs typically have
high current but slow response and have applications for chemical sensing [37].
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Fig. 3.7 Organic TFT
mobility trend over three
decades [32]
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Fig. 3.8 Schematics of an IGZO TFT with a SiO2/SiNx dielectric and transfer characteristics [26]

Injection-controlled devices such as the source-gated thin-film transistor (SGT)
[38] and the multimodal transistor (MMT) [39] have been shown to achieve a
high voltage gain with organic and oxide materials but present complementary
challenges. Here, the nature of the charge control mechanism brings important
functional trade-offs in terms of saturation voltage, intrinsic gain, transconductance,
tolerance to fabrication variability and bias stress behaviour [40].
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Perovskite materials have attracted huge interest of the research community
because they combine the advantages of both organic and inorganic materials
[41, 42]. They show excellent optical properties, high mobilities and long diffu-
sion lengths along with the low-cost and low-temperature fabrication techniques.
Perovskite-based thin film transistors can potentially operate at high switching
speeds like inorganic transistors and at the same time combine advantages of
organic transistors like low-temperature and low-cost processibility and mechanical
flexibility.

To address the threshold control issue, dual-gate transistors, consisting of a
single thin-film transistor with an additional second gate and second dielectric, have
been developed both in oxide and organic structure [43, 44]. Since the electrostatic
potential and the carrier density in the whole film become a function of the second
gate bias, the threshold voltage and the off-state current can be easily tuned. Both
organic and oxide dual-gate transistors with a steeper subthreshold slope improved
carrier mobility, and an increased on/off ratio has been demonstrated.

On the other hand, scalability is favoured by the organic permeable base
transistor (OPBT) [45], which is a truly vertical device with a semiconductor
thickness in the order of 100 nm. Due to the extraordinarily short channel and
a reduced influence of the contact resistance, the OPBT can drive very large
current densities above 1 kA cm−2 and reaches record-high transition frequencies
of 40 MHz, making it the fastest organic transistor to date.

Printed TFTs are especially promising for IOT devices, such as disposable
flexible tags with an Internet link. Its growth is foreseen as IOT grows. But before
reaching the TFT backplane market, problems related to stability and process
integration must be solved.

Organic TFT technology shows lower mobility and less uniformity inorganic
TFTs, and mobility is even lower when fabricated with a solution-deposited
dielectric on a flexible substrate. Mobilities can be increased by means of new
poly(benzothiadiazole-naphthalenediimide) derivatives and fine-tuning the mate-
rial’s backbone conformation. This can be possible by the introduction of vinylene
bridges capable of forming hydrogen bonds with neighbouring fluorine and oxygen
atoms. Introducing these vinylene bridges required a technical feat so as to optimize
the reaction conditions.

Oxide TFTs are limited in their use in backplane drivers by the lack of good
p-type materials, which is an important gap to fill.

Vacuum-deposited and lithographically patterned flexible TFTs are already being
produced. Challenges in printed TFTs have been discussed before. Comparable
printed features between commercial ink jet printers (40–50 micron) and lithogra-
phy (1–3 micron) are still difficult to achieve [10]. The roll-to-roll processing must
be improved too.

Better inks must be developed in order to achieve higher mobility. Silver or other
metallic-based inks seem promising. A reduction of the costs of inks would also
help in the extension of printed electronics applications.

Technological improvements are needed in order to increase mobility values and
threshold voltage stability in thin-film transistors (TFTs) and reduce the voltage
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operating range, bias and light stress instability and the voltage operating range.
High-k dielectrics are helpful to reduce the bias operating range. There is research to
develop oxides including p-type materials that can be processed at low temperature
with stability and high mobility. A suitable complementary TFT technology is
still a challenge, but can be achieved by using an n-type oxide TFT and a p-type
organic TFT. Another possible solution is the control of doping to balance charge
transport in complementary circuits. This approach can be combined with dedicated
circuit design and the development of advanced patterning techniques such as high-
resolution printing. This can allow TFTs with reduced parasitic capacitances and
high transconductance.

Large TFT device variabilities can arise from nonuniform thicknesses of the
materials, variability in the size of the devices during fabrication or inhomogeneities
within the thin-film materials leading to variable mobilities. Variabilities can be
reduced by circuit design for device performance compensation and dynamic per-
formance (threshold voltage, etc.) control using top-gate or floating-gate structure.

Hybrid circuits can overcome some of the performance limitations [46, 47]. The
integration of flexible electronics into traditional products will require high mobility
TFTs, complementary circuits, new and improved inks and high-resolution printing
process.

It is still a challenge for ICs to become thin and flexible for plastic substrates.
On the other hand, there is an increasing research activity in microwave flexible
electronics. Substrates with high thermal conductivity are necessary. Single crys-
talline nanomembranes can implement high-frequency flexible transistors due to
their transferability, scalability and relatively low cost. The frequency figure of merit
of nanomembrane-based flexible transistors has already reached 100 GHz.

Besides, it is still needed a development of 3D printing electronics with the same
precision as a 2D printing technology and the improvement as well. 3D integration
can help achieve high-density circuits. Initial progress in 3D integration needs
to be developed into a robust technology [48]. 3D printing flexible electronics is
especially useful in the healthcare sector, where 3D printers can be used for direct
printing of biomedical devices onto human skin and can facilitate the manufacturing
of flexible electronic sensors of body pressure. 3D printed flexible electronics has
also applications in the field of prosthetic organs for the disable.

To carry out the manufacturing of CMOS systems with acceptable costs and
reliability, a possible solution is the use of non-planar coin-like 3D architecture
with some components placed in the outer sides of both planes, and other elements
remain in the middle which are also physically flexible.

3.4 Device Modelling and Design Automation

Thin-film transistors (TFTs) in various semiconductor technologies, including
amorphous silicon (a-Si), polycrystalline silicon (poly-Si), amorphous oxide semi-
conductor (AOS) and organic semiconductor (OSC), provide abundant choices to
accommodate diverse flexible integrated electronics applications. Implementation of
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these applications, including active-matrix reflective or emissive displays, imagers,
radio-frequency identification and wearable sensor systems, needs different consid-
erations in terms of performance, cost, area and mechanical flexibility.

To enable efficient design of circuits and systems, compact models are needed for
those TFTs to accurately describe their electrical characteristics and be incorporated
into circuit simulators to perform circuit-level simulations (Fig. 3.9). The earliest
developed TFT compact models were for a-Si and LTPS TFTs by Shur et al. in 1997
[49]. The models are threshold voltage-based and define the field effect mobility as
the usual crystalline silicon carrier mobility scaled by the ratio of the free carrier
density to the induced total carrier density. Both current-voltage and capacitance
models were developed, and for the poly-Si TFT model, both the kink effect and
the short channel effect were taken into account. The models are named as RPI a-Si
TFT and poly-Si TFT models and have been widely adopted in commercial circuit
simulators for practical circuit simulations.

The design and optimization of large-scale printed and flexible electronic circuits
and systems require efficient and accurate device compact models. Due to the
limited availability of organic and oxide semiconductor devices’ compact models
today, circuit and system designers often rely on empirical behavioural macro-
models and/or use existing silicon device compact models based on the conventional
understanding of transport processes. However, neither approach provides a fully
adequate device description under all operation conditions, nor the quantitative
predictive quality required for the accurate production quality design. The problem
is of course much more serious in emerging TFT structures, such as the ones we
will target in this project.

In OTFT the main transport mechanism was assumed to be the variable range
hopping [50]. The density of states (DOS) has a Gaussian form, which makes an
analytical electrostatic model challenging to develop. Using two exponential density
of states (DOS) function, the compact model for organic TFT could be developed,
no free carriers considered [51]. Anyway, it was shown that an accurate compact
model for OTFTs can be developed by assuming only one exponential DOS (which
is a reasonable approximation in the practical range of applied gate voltages). The
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resulting model, which has a similar formulation as the RPI one, allows to apply
direct methods for parameter extraction [52], such as an integral function to extract
key parameters. More recently, compact model for OTFTs with Gaussian DOS was
presented in [53]. This model considers a power-law approach for mobility and
contact resistance.

On the other hand, a few works [54] present quasi-static charge-based compact
OTFT model for organic and oxide TFTs. In [55] it was shown that in OTFTs
frequency dispersion up to 10 KHz can be incorporated to a quasi-static capacitance
model by means of a frequency-dependent dielectric permittivity.

In [56] a charge-based compact model for OTFT has been presented which is
based on a power-law expression for the mobility and introduces one-piece current
equations for all regions of operation. The model has been extended to include
short-channel effects as threshold voltage shift and drain-induced barrier lowering
(DIBL) in submicron devices and nonlinear injection at the source contact [57] for
the case of staggered and coplanar device architectures. From the expression for the
accumulated channel charge, a closed-form model for the drain-current variability
due to carrier-number and correlated mobility fluctuations was derived, relating
these statistical variations to the trap density in the channel [58].

Furthermore, by applying a partitioning scheme, charges are explicitly attributed
to the source.

A compact AOS TFT model assuming a two exponential DOS (corresponding to
deep and tail states, respectively), with analytical expressions for current, charges
and capacitances was presented in [59]. Parameters of this model can be extracted
applying direct methods to both the deep state and the tail state dominated regimes.
In [60] authors develop a compact model for TFT accounting for the charge
transport by percolation path, where both trap-controlled transport and free carrier
movements are included. On the other hand, it has been reported that in mature
IGZO TFT technologies, the deep DOS is negligible, and an accurate model can be
developed assuming only the tail DOS [61].

In [62] the RPI model was extended to become a surface potential based,
which allows us to avoid the threshold voltage problems in TFT and showed
good symmetry for circuit design. On the basis of surface potential, a variety of
different improvements have been reported, with more physical effect and parameter
extraction method [63].

These models addressed particular types of OTFT and AOS TFT structures
which were considered among the most matures ones at that time. However, these
technologies have evolved a lot in the last 3 years (together with the growth of
flexible electronics), and novel and promising OTFT and AOS TFT structures
have appeared, where those models are not sufficiently accurate (since they were
developed for other structures), and new physical effects need to be considered.

Furthermore, even for “classical” OTFT and AOS TFT structures, the model
still needs to become more physical, more accurate and more easily implemented
and to have less computation cost [64]. This would be important for industrial
applications (Fig. 3.10). For example, most of the compact models need to know the
trap density of states’ distribution or mobility parameters in advance; however, the
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Fig. 3.10 Conceptual representation of the general research and development steps toward organic
circuits and systems [53]

correct extraction method is still under discussion. Besides, a particular challenge
in flexible electronics is that an adequate model must take into account the TFT
channel length variation (and possible changes in other parameters) as a substrate is
stretched and bent.

On the other hand, more work is needed to incorporate non-quasi-static effects
in the structure of a compact model. A frequency-dependent dielectric permittivity
can be accurate up to 10 kHz, but more effects need to be accounted for at higher
frequencies. Most of the approaches at high frequencies are based on an equivalent
circuit, but a fast compact model needs to take into account these effects in an
analytical way in the core model structure.

Novel flexible printed electronics (FPE) applications [65, 66] will need a design
automation framework and EDA tools to carry out system simulation and design
verification. A big challenge to device modellers and flexible printed electronics
designers is the performance variations and the degradation due to mechanical
bending, stretching and twisting during the use.

Some of the most popular flexible substrates are plastic films such as polyimide
(PI), polyethylene terephthalate (PET) or thermoplastic polyurethane (TPU). The
process temperature is limited by the melting temperature of the plastic films that is
usually lower than 200◦.

Additive manufacturing, such as screen printing, ink jet printing or roll-to-roll
imprinting, lowers the manufacturing cost, but limits the minimum feature sizes and
the FPE circuit performance.

Design optimization including multi-physics modelling and simulation is essen-
tial for meeting the performance target under the usage scenarios. A PDK for FPE
and flexible hybrid electronics (FHE) has been developed recently [67] in order
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- IC-centric tools
- PCB-centric tools
- EM simulators
- Multiphysics simulators

- Compact models
- Design rules
- Reference design/IP
- Multiphysics models

- Design specs
- Reliability specs
- Variation tolerance
- Operating temperature

- Printing and ink curing
- Die attach
- Component assembly
- Encapsulation
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Technology
Selection

Simulation & Verification

Software
Interface

Fig. 3.11 FPE/FHE ecosystem enabled by PDK [1]

to allow the design of complex circuits manufacturable at large quantities. FHE
enhances FPE through introducing heterogeneous integration of thinned silicon
chips (e.g. <50 μm thick) with FPE elements on a flexible substrate. The FPE/FHE
ecosystem that can be allowed by the PDK is illustrated in Fig. 3.11.

The FPE/FHE designers can perform several simulations under target operating
temperatures and bending radii and in turn produce manufacturable design database
using EDA tools and PDK [68].

Besides, customized place-and-route (P&R) algorithms for physical design flow
are also required in order to accommodate the bending use cases for TFT circuits.

The study in [69] suggested inclusion of both mechanical strain and temperature
drift’s impacts on TFT circuit’s performance in layout optimization. For bending
[70] or other use cases that require mechanical deformation or thermal cycles,
FPE/FHE multi-physics models for electrical, mechanical and thermal interactions
are necessary to derive useful information from multi-physics simulation.

4 Conclusions

Flexible electronics is foreseen to be used in an increasing electronics number
of products as the related manufacturing technologies continue to progress, due
to the expansion of the Internet of Things, which requires low-cost, lightweight,
flexible and wearable technologies. The market of flexible and printed electronics
is expected to reach over $73 billion by 2025. As substrates become thinner,
devices become thin, light and flexible. The performances of the components used
in flexible and printed electronics, such as TFTs, OLEDs and OPVs, have improved
in the last years. However, for a further expansion of flexible electronics, it is
required to overcome several technological challenges, such as improvements in
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mobility, environmental stability, biodegradable substrates and incorporation in
crystalline and rigid electronics. Anyway, several solutions have been proposed, and
performances are expected to improve in the coming years.

References

1. Y. Bonnassieux et al., The flexible and printed electronics roadmap. Flex. Print. Electron. 6(2),
023001 (2021)

2. Wearable, printed and flexible electronics, in International Roadmap for Devices and Systems.
2021 Update. Moore than Moore White Paper, pp. 35–39.

3. A. Nathan et al., Flexible electronics: The next ubiquitous platform. Proc. IEEE 100, 1486–
1517 (May 2012)

4. S. Khan et al., Technologies for printing sensors and electronics over large flexible substrates:
A review. IEEE Sensors J. 15(6), 3126–3185 (2015)

5. A.M. Hussain, M.M. Hussain, CMOS-technology-enabled flexible and stretchable electronics
for internet of everything applications. Adv. Mater. 28(22), 4219–4249 (2016)

6. J.A. Rogers, X. Chen, X. Feng, Flexible hybrid electronics. Adv. Mater. 32(15), 1905590
(2020)

7. G. Grau, V. Subramanian, Fully high-speed gravure printed, low-variability, high-performance
organic polymer transistors with sub-5 V operation. Adv. Electron. Mater. 2(4), 1500328
(2016). https://doi.org/10.1002/aelm.201500328

8. International Technology Roadmap for Photovoltaic (ITRPV), 2019 Results, vol 2020, 11th
edn. (VDMA)

9. G. Mattana, D. Briand, Recent advances in printed sensors on foil. Mater. Today 19(2), 88–99
(2016). https://doi.org/10.1016/j.mattod.2015.08.001

10. K. Fukuda, T. Someya, Recent progress in the development of printed thin-film transistors and
circuits with high-resolution printing technology. Adv. Mater. 29, 1602736 (2017)

11. Y. Liu, T. Zhao, W. Ju, S. Shi, Materials discovery and design using machine learning. J. Mater.
3(3), 159–177 (2017). https://doi.org/10.1016/j.jmat.2017.08.002

12. J. Sun et al., Fully R2R-printed carbon-nanotube-based limitless length of flexible active-
matrix for electrophoretic display application. Adv. Electron. Mater. 1901431, 1–9 (2020).
https://doi.org/10.1002/aelm.201901431

13. H. Koo, W. Lee, Y. Choi, J. Sun, J. Noh, V. Subramanian, Y. Azuma, Y. Majima, G.
Cho, Scalability of carbon-nanotube-based thin film transistors for flexible electronic devices
manufactured using an all roll-To-roll gravure printing system. Sci. Rep. 5(August), 1–11
(2015). https://doi.org/10.1038/srep14459

14. J. Noh, D. Yeom, C. Lim, H. Cha, J. Han, J. Kim, Y. Park, V. Subramanian, G. Cho, Scalability
of roll-to-roll gravure-printed electrodes on plastic foils. IEEE Trans. Electron. Packag. Manuf.
33(4), 275–283 (2010). https://doi.org/10.1109/TEPM.2010.2057512

15. M. Mahto, B. Sniderman, 3D Opportunity for Electronics. Additive Manufacturing Pow-
ers Up. Available: https://www2.deloitte.com/insights/us/en/focus/3d-opportunity/additive-
manufacturing-3d-printed-electronics.html (2017)

16. H. Yuk, B. Lu, S. Lin, K. Qu, J. Xu, J. Luo, et al., 3D printing of conducting polymers. Nat.
Commun. 11, 1–8 (2020)

17. Y. Kim, H. Yuk, R. Zhao, S.A. Chester, X. Zhao, Printing ferromagnetic domains for untethered
fast-transforming soft materials. Nature 558, 274–279 (2018)

18. X. Xu, S. Xie, Y. Zhang, H. Peng, The rise of fiber electronics. Angew. Chem. Int. Ed. 131(39),
13778–13788 (2019)

19. A. Levitt et al., 3D knitted energy storage textiles using MXene-coated yarns. Mater. Today
34, 17–29 (2020)

http://doi.org/10.1002/aelm.201500328
http://doi.org/10.1016/j.mattod.2015.08.001
http://doi.org/10.1016/j.jmat.2017.08.002
http://doi.org/10.1002/aelm.201901431
http://doi.org/10.1038/srep14459
http://doi.org/10.1109/TEPM.2010.2057512
https://www2.deloitte.com/insights/us/en/focus/3d-opportunity/additive-manufacturing-3d-printed-electronics.html


3 Flexible and Printed Electronics 123

20. P. Liu et al., Polymer solar cell textiles with interlaced cathode and anode fibers. J. Mater.
Chem. A 6(41), 19947–19953 (2018)

21. H. Jin, N. Matsuhisa, S. Lee, M. Abbas, T. Yokota, T. Someya, Enhancing the performance of
stretchable conductors for e-textiles by controlled ink permeation. Adv. Mater. 29(21), 1605848
(2017)

22. C. Tang, S.A. VanSlyke, Organic electroluminescent diodes. Appl. Phys. Lett. 51, 913–915
(1987)

23. Y. Ma, H. Zhang, J. Shen, C. Che, Electroluminescence from triplet metal—Ligand charge-
transfer excited state of transition metal complexes. Synth. Met. 94, 245–248 (1998)

24. H. Uoyama, K. Goushi, K. Shizu, H. Nomura, C. Adachi, Highly efficient organic light-
emitting diodes from delayed fluorescence. Nature 492, 234–238 (2012)

25. K. Nomura, H. Ohta, A. Takagi, T. Kamiya, M. Hirano, H. Hosono, Room-temperature
fabrication of transparent flexible thin-film transistors using amorphous oxide semiconductors.
Nature 432, 488–492 (2004)

26. S. Lee, D. Striakhilev, S. Jeon, A. Nathan, Unified analytic model for current–voltage behavior
in amorphous oxide semiconductor TFTs. IEEE Electron. Device Lett. 35(1), 84–86 (2014)

27. F. Machui et al., Cost analysis of roll-to-roll fabricated ITO free single and tandem organic
solar modules based on data from manufacture. Energy Environ. Sci. 7(9), 2792 (2014)

28. M.A. Green, E.D. Dunlop, J. Hohl-Ebinger, M. Yoshita, N. Kopidakis, A.W.Y. Ho-Baillie,
Solar cell efficiency tables (Version 55). Prog. Photovoltaics Res. Appl. 28, 3 (2020)

29. X. Du et al., Efficient polymer solar cells based on non-fullerene acceptors with potential
device lifetime approaching 10 years. Joule 3(1), 215–226 (2019)

30. Q. Burlingame, X. Huang, X. Liu, C. Jeong, C. Coburn, S.R. Forrest, Intrinsically stable
organic solar cells under high-intensity illumination. Nature 573(7774), 394–397 (2019)

31. P. Maisch, K.C. Tam, P. Schilinsky, H.J. Egelhaaf, C.J. Brabec, Shy organic photovoltaics:
Digitally printed organic solar modules with hidden interconnects. Sol. RRL 2, 1800005
(2018)

32. A.F. Paterson, S. Singh, K.J. Fallon, T. Hodsden, Y. Han, B.C. Schroeder, H. Bronstein, M.
Heeney, I. McCulloch, T.D. Anthopoulos, Recent progress in high-mobility organic transistors:
A reality check. Adv. Mater. 30, 1801079 (2018)

33. M. Kettner, M. Zhou, J. Brill, P.W.M. Blom, R.T. Weitz, Complete suppression of bias-induced
threshold voltage shiftbelow 273 K in solution-processed high-performance organic transistors.
Appl. Mater. Interfaces 10, 35449–35454 (2018)

34. K. Myny, The development of flexible integrated circuits based on thin-film transistors. Nat.
Electron. 1, 30–39 (2018)

35. E. Carlos, J. Leppäniemi, A. Sneck, A. Alastalo, J. Deuermeier, R. Branquinho, R. Martins, E.
Fortunato, Printed, highly stable metal oxide thin-film transistors with ultra-thin high-κ oxide
dielectric. Adv. Elect. Mater. 6, 1901071 (2020)

36. L. Xiang, H. Zhang, Y. Hu, L.-M. Peng, Carbon nanotube-based flexible electronics. J. Mater.
Chem. C 6, 7714–7727 (2018)

37. J. Rivnay, S. Inal, A. Salleo, M. Róisín, Owens, M. Berggren, G. Malliaras, Organic
electrochemical transistors. Nat. Rev. Mater 3, 17086 (2018)

38. R.A. Sporea et al., Intrinsic gain in self-aligned polysilicon source-gated transistors. IEEE
Trans. Electron. Devices 57(10) (2010)

39. E. Bestelink et al., Versatile thin-film transistor with independent control of charge injection
and transport for mixed signal and analog computation. Adv. Intell. Sys., 2000199 (2021)

40. R.A. Sporea, K.M. Niang, A.J. Flewitt, S.R.P. Silva, Novel tunnel-contact-controlled IGZO
thin-film transistors with high tolerance to geometrical variability. Adv. Mat. 1902551 (2019)

41. S.D. Stranks et al., Electron-hole diffusion lengths exceeding 1 micrometer in an organometal
trihalide perovskite absorber. Science 342, 341–344 (2013)

42. C. Wehrenfennig et al., High charge carrier mobilities and lifetimes in organolead trihalide
perovskites. Adv. Mater. 26, 1584–1589 (2014)

43. L.L. Chua et al., Organic double-gate field-effect transistors: Logic-AND operation. Appl.
Phys. Lett. 87, 253512 (2005)



124 B. Iñiguez

44. R. Pfattner et al., Dual-gate organic field-effect transistor for pH sensors with tunable
sensitivity. Adv. Electron. Mater. 5, 1800381 (2019)

45. F. Dollinger et al., Electrically stable organic permeable base transistors for display applica-
tions. Adv. Electron. Mater. 5, 1900576 (2019)

46. G. Tong et al., Flexible hybrid electronics: Reviews and challenges. Proc. of ISCAS 2018,
Florence (Italy) (2018)

47. D.E. Schwartz, J. Rivnay, G.L. Whiting, P. Mei, Y. Zhang, B. Krusor, S. Kor, G. Daniel, S.E.
Ready, J. Veres, R.A. Street, Flexible hybrid electronic circuits and systems. IEEE JETCAS7
27 (2016)

48. J. Kwon, Y. Takeda, R. Shiwaku, S. Tokito, K. Cho, S. Jung, Three-dimensional monolithic
integration in flexible printed organic transistors. Nat. Commun. 10, 54 (2019)

49. B. Iñíguez, T. Fjeldly, T. Ytterdal, M.S. Shur, Thin film transistor modeling, in Silicon and
beyond: Advanced Circuit Simulators and Device Models, ed. by M. S. Shur, T. A. Fjeldly,
(World Scientific Publishers, Singapore, 2000), pp. 703–723

50. M.C.J.M. Vissenberg, M. Matters, Theory of the field-effect mobility in amorphous organic
transistors. Physical Review B 57(20), 13 (1998)

51. L. Li, H. Marien, J. Genoe, M. Steyaert, P. Heremans, Compact model for organic thin-film
transistor. IEEE Electron. Dev. Lett. 31, 210–212 (2010)

52. C.H. Kim et al., A compact model for organic field-effect transistors with improved output
asymptotic behaviors. IIEEE Trans. Electron Devices 60(3), 1136–1141 (2013)

53. S. Jung et al., Advances in compact modeling of organic field-effect transistors. IEEE Trans.
Electron Devices 66(11), 4894–4900 (2019)

54. O. Moldovan et al., A compact model and direct parameters extraction techniques for
amorphous gallium-indium-zinc-oxide thin film transistors. IEEE Electron Device Letters
40(5), 730–733 (2019)

55. H. Cortés-Ordóñez, S. Jacob, F. Mohamed, G. Ghibaudo, B. Iñiguez, Analysis and compact
modeling of gate capacitance in organic thin-film transistors. IEEE Trans. Electron Devices
65(5), 2370–2374 (2019)

56. F. Hain, M. Graef, B. Iniguez, A. Kloes, F. Hain, M. Graef, B. Iñiguez, A. Kloes, Charge based,
continuous compact model for the channel current in organic thin film transistors in all regions
of operation. Solid State Electron. 133, 17–24 (2017)

57. J. Prüfer et al., Compact modeling of nonlinear contact effects in short-channel coplanar and
staggered organic thin-film transistors. IEEE Trans. Electron Devices 68(8), 3843–3850 (2021)

58. A. Nikolaou et al., Charge-based model for the drain-current variability in organic thin-film
transistors due to carrier-number and correlated-mobility fluctuation. IEEE Trans. Electron
Devices 67(11), 4667–4671 (2020)

59. O. Moldovan et al., A complete charge based capacitance model for IGZO TFTs. Solid State
Electron. 269, 81–86 (2016)

60. X. Cheng et al., TFT compact modelling. IEEE J. Display Technol. 12(9), 898–906 (2016)
61. M. Estrada et al., Crystalline-like temperature dependence of the electrical characteristics in

amorphous Indium- Gallium-Zinc-Oxide thin film transistors. Solid State Electron. 135, 43–48
(2017)

62. Z. Zong et al., A new surface potential-based compact model for a-IGZO TFTs in RFID
applications. IEEE IEDM Dig. Tech., 35.5.1–35.5.4 (2014)

63. Y.H. Barrios et al., An insight to mobility parameters for AOSTFTs, when the effect of both,
localized and free carriers, must be considered to describe the device behavior. Solid State
Electron. 149, 32–37 (2018)

64. B. Iñiguez et al., New compact modeling solutions for organic and amorphous oxide TFTs.
IEEE J. Electron Devices Soc. 9, 911–932 (September 2021)

65. T. Someya, Z. Bao, G.G. Malliaras, The rise of plastic bioelectronics. Nature 540(7633), 379–
385 (2016)

66. T. Lei et al., Low-voltage high-performance flexible digital and analog circuits based on
ultrahigh-purity semiconducting carbon nanotubes. Nat. Commun. 10(1), 1–10 (2019)



3 Flexible and Printed Electronics 125

67. F. Rasheed et al., Predictive modeling and design automation of inorganic printed electronics,
in 2019 Design, Automation & Test in Europe Conf. & Exhibition (DATE), (IEEE, 2019)

68. L. Shao et al., Ultra-thin skin electronics for high quality and continuous skin-sensor-silicon
interfacing, in Proceedings of the 56th Annual Design Automation, (2019)

69. J.-L. Lin, P.-H. Wu, T.-Y. Ho, A novel cell placement algorithm for flexible TFT circuit with
mechanical strain and temperature consideration. ACM J. Emerg. Technol. Comput. Syst.
11(1), 1 (2014)

70. H. Gleskova, S. Wagner, W. Soboyejo, J. Suo, Electrical response of amorphous silicon thin-
film transistors under mechanical strain. J. Appl. Phys. 92, 6224–6229 (2002)



Chapter 4
Terahertz Metasurfaces,
Metawaveguides, and Applications

Wendy S. L. Lee, Shaghik Atakaramians, and Withawat Withayachumnankul

1 Introduction

Terahertz waves refer to the electromagnetic waves propagating in the frequency
range from 0.1 to 10 THz. An overview of the electromagnetic spectrum positions
the terahertz frequency regime between the microwave and infrared ranges is
depicted in Fig. 4.1. On the lower end of the frequency spectrum, there exists an
overlap with the millimeter-wave (MMW) range between 30 GHz and 300 GHz.
The terahertz frequency region encapsulates the sub-millimeter-wave (sub-MMW)
region, from 300 GHz to 3 THz [1]. Toward the higher end of the frequency
spectrum, the terahertz wave overlaps with the far infrared region, ranging from
3 to 20 THz [2].
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Fig. 4.1 The terahertz frequency band within the electromagnetic spectrum and its overlap with
the microwave and infrared bands

1.1 Terahertz Gap

As one of the underutilized sections of the electromagnetic spectrum, the terahertz
region is often referred to as the “terahertz gap.” This is due to the underde-
velopment of technology to generate and detect terahertz waves. Currently, the
common approaches of generating and detecting broadband terahertz radiation are
photoconductive antennas [3, 4], organic crystals [5], and non-organic crystals
[6] combined with ultrafast lasers. A more recent technology to generate and
detect terahertz radiation is by an electronic method, where a microwave signal
is amplified by signal extension modules to generate terahertz waves [7]. However,
these terahertz systems are expensive and bulky, and thus extensive research into
low-cost, miniaturized, and efficient systems is needed. Nevertheless, the terahertz
gap is still worth exploring as this frequency range shows promise for a myriad of
applications in sensing, imaging, and communications.

1.2 Principles of Metamaterials

Conventional components such as lenses, prisms, beam splitters, and wave plates
manipulate electromagnetic waves based on the principles of reflection and refrac-
tion. As a wave travels through a medium, the electric field components undergo
a phase delay that corresponds to the refractive index of the medium. Thus, by
engineering the refractive indices of a material, the phase and amplitude of electro-
magnetic waves can be tailored to achieve intricate manipulations to the outgoing
electromagnetic waves. Unfortunately, the existing conventional techniques such
as bulk size, limited naturally available materials, and complicated fabrication are
not suitable for on-chip integration and other miniature devices. Metamaterials,
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on the other hand, have been shown to be a promising tool for exotic wave
manipulation [8]. This is because metamaterials have been shown to have full
control over the permittivity and permeability of materials, applications such as
negative refraction [9–11], cloaking [12–14], and field enhancements [15–17] just to
name a few. Two-dimensional metamaterials are commonly known as metasurfaces
[18], which consist of miniaturized metallic or dielectric resonators arranged in
a subwavelength periodicity. These resonators, otherwise known as meta-atoms,
are the key toward shaping the outgoing waveform. Additionally, metasurfaces are
ultrathin, which lowers loss that arises from wave propagation in bulk substrates.
Planar metasurfaces can also be readily manufactured using the existing fabrication
techniques.

1.3 Meta-atoms

Metasurfaces consist of building blocks known as meta-atoms. These individual
meta-atoms are responsible for the phase, polarization, and amplitude of the outgo-
ing wavefront from the metasurface. By tuning the size, shape, and arrangements
of these meta-atoms, specific electromagnetic responses can be generated. In order
to generate exotic wavefronts, a few criteria should be achieved depending on the
intended outcome. Typically, these meta-atoms can induce either an electric or
magnetic resonance or even both. These resonances will provide abrupt phase shifts
across the metasurface, which will mold the outgoing wavefront. The following
section will discuss two of the most common forms of these meta-atoms, namely
metallic and dielectric resonators.

1.3.1 Metallic Resonators

An example of metallic meta-atoms that can provide the electric response is thin
metal wire arrays [19, 20] as illustrated in Fig. 4.2a. Upon excitation from electric
fields polarized parallel to the wires, these meta-atoms behave as a Drude metal as
shown by the following equation:

.220A(ω) = 220A0

239B
1 − ω2

p

ω2 − γeωj

239E
, (4.1)

where its plasma frequency .ω2
p is given by

.ω2
p = Ne2

me220A0
, (4.2)
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Fig. 4.2 Schematic of metamaterial geometry for a (a) wire array and (b) split-ring resonator.
Adopted from [22]

where N is the density of electrons, e is the electron charge, and .me is the effective
mass of the electron. In the case of thin wire arrays, the effective plasma frequency
depends on the lattice geometry, which can be approximated by the following
equation:

.ω2
p = 2πc2

a2 ln a
r

, (4.3)

where c is the speed of light in vacuum, r is the radius of the thin wire, and a is
the spacing in between the unit cells. Thus, based on Eq. 4.1, the plasma frequency
of a metamaterial can be tuned according to the parameters of the thin wire array,
namely the radius of the wire r and the lattice spacing a.

On the other hand, a magnetic response can be provided by meta-atoms that can
support current loops, which generates a magnetic dipole moment such as split-
ring resonators (SRRs) [21] as illustrated in Fig. 4.2b. This is analogous to an LC

circuit, where the resonance frequency can be given by .ωm0 = √
1/LC, where

L and C are the inductance and capacitance of the meta-atom, respectively. When
magnetic fields polarized parallel to the SRRs axis propagate through the SRR, the
meta-atoms display a resonance that amplifies the magnetic effect. The effective
magnetic permeability equation can be described by the Lorentzian model [21],

.μ(ω) = 220A0

239B
1 − Fω2

ω2 − ω2
m0 + A712ωj

239E
, (4.4)

where F is the fill factor of the SRR given by

.F = πr2

a2
, (4.5)
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Fig. 4.3 (a) Power transmission spectrum of the SRR array sample. Experimentally determined
electromagnetic near fields for the resonances (b) A2 and (c) A3. The arrows indicate the electric
in-plane field vectors in the xy plane. Adapted with permission from [23] ©The Optical Society

and .ωm0 is the resonance frequency given by

.ωm0 =
/

3lc2

π2r3 , (4.6)

and .A712 is the damping factor of the SRR, where l is the distance between the rings of
the SRR and r is the radius of the outer ring. Thus, by tailoring the dimensions of
the SRRs, the meta-atoms can provide either a positive or negative response to the
magnetic field.

The geometry and material properties of the SRR can be specifically designed
to support both electric and magnetic resonances at particular frequencies [23]. To
demonstrate the nature of the resonances, both far-field and near-field measurements
were done. The following example shows a copper SRR on a polytetrafluoroethene
(PTFE) substrate. Figure 4.3a shows the far-field transmission of the SRR array with
four dominant resonances (A1–A4) identified from their minimum transmission
peaks. The terahaertz near-field terahertz microscope can then be used to charac-
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terize these particular resonances, namely, to determine if they are an electric or
magnetic resonance. Figure 4.3b shows the measured near-field distribution of the
resonance A2, where the oscillating fields are rotating toward the middle of the SRR.
These modes correspond to the LC resonances of the outer and inner split ring where
the circulating currents in the metal structures form a magnetic moment normal to
the SRR plane. For Fig. 4.3c, the magnetic field vectors are pointing toward and field
vectors are travelling toward and away from the inner resonator on all four corners,
which indicate an electric quadrupole resonance.

1.3.2 Dielectric Resonators

In contrast to metallic resonators that require two layers to support both electric and
magnetic resonances, dielectric resonators are able to do this with a single layer [24].
Furthermore, the operation of dielectric resonators is based on resonant oscillations
of displacement current; this alleviates Ohmic loss that metallic resonators suffer
from. Similarly, with proper magnetic and electric resonances, dielectric resonator
metasurfaces can exhibit extraordinary phase, amplitude, and polarization control
of output waves. It is noteworthy that dielectric meta-atoms can take various shapes
that include spheres, cuboids, and cylinders. For example, a terahertz dielectric
resonator array is constructed from periodically arranged silicon cylinders on a
quartz substrate in order to characterize the near-field properties [25]. The resonator
height and diameter are designed to show isolated electric and magnetic dipole res-
onances. As dielectric resonators are based on oscillation of displacement currents
within the resonator, the size of the resonator dictates the field confinement within
the boundary. Consequently, the resonant frequency of the dielectric resonator is
dependent on the size of the resonator. The electric and magnetic dipole resonance
modes are classified by examining their electric and magnetic fields, as revealed by
cross-sectional views in Fig. 4.4a,b obtained through numerical computation. The
electric dipole resonance in Fig. 4.4a shows an electric field that is oscillating in the
direction of the incident wave’s polarization (.Ey). Magnetic dipole resonances in
Fig. 4.4b can be identified with a circulating electric field around the center of the
resonator. For further confirmation of the positions of the electric dipole resonance
and the magnetic dipole resonance, the far-field reflection phase and transmission
amplitude spectrum can be studied as shown in Fig. 4.4c and d, respectively. The
simulated reflection phase curve in Fig. 4.4c exhibits a .π radian crossing at 0.58
THz, which is the location of the electric dipole resonance, and a zero crossing
at 0.61 THz, which is the location of the magnetic dipole resonance. Additionally,
the dips at 0.58 THz and 0.61 THz are observed in Fig. 4.4d, which correspond to
the electric dipole resonance and magnetic dipole resonance, respectively. This is
in line with the expected .π phase difference between electric and magnetic dipole
resonances [26].
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Fig. 4.4 Cross-sectional view of a single dielectric resonator. The instantaneous electric fields are
represented by blue arrows. (a) Electric dipole resonance and (b) magnetic dipole resonance. (c)
Reflection phase response of the dielectric resonator array. (d) Normalized transmission spectra
of the dielectric resonator array. The red and blue lines refer to simulated and measured results,
respectively. The labels indicate the positions of the electric dipole resonance and the magnetic
dipole resonance. Adapted with permission from [25] ©The Optical Society

2 Metasurfaces

Metasurfaces are two-dimensional planar structures consisting of meta-atoms
arranged periodically. The mechanism behind wavefront control of metasurfaces
is in principle the same as that known in reflectarrays [27] and transmitarrays
[28], which are well-established concepts at microwave frequencies. Metasurfaces
that operate in transmission are known as transmitarrays, while those that operate
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in reflection are known as reflectarrays. The following subsections detail typical
functionalities of metasurfaces such as amplitude, phase, and polarization control.

2.1 Amplitude Control

One important application of metasurfaces is to develop absorbers that can be used
as components in imaging [29, 30] and sensing [31] over a broad range of frequen-
cies [32]. Typically, metamaterial absorbers comprise metallic resonators resting
on a ground plane that function to remove reflections and enhance absorption.
Key characteristics in absorber designs include bandwidth, overall thickness, and
stability of the absorbance over oblique angles of incidence [33]. One potential
solution to address stability of absorbers under oblique incident angles is to
miniaturize the unit cell elements. For example, a narrowband terahertz absorber
consisting of three metallic layers separated by a cyclic olefin copolymer (COC)
dielectric spacer is shown in Fig. 4.5a. An equivalent circuit model is used to
analytically determine the properties of the unit cell in relation to the resonant
frequency. In order to obtain a high-Q absorber, the effective capacitance of the
unit cell is increased. This is achieved by providing an additional capacitive layer
via a patch array sandwiched in between the metallic patterns. The layer allows for
destructive interference in the reflection path as the circuit works as an absorber
if the input impedance matches the free-space impedance. Measurements utilizing
a typical THz-TDS set-up were performed with various oblique incidence angles
ranging from .30◦ to .60◦. From Fig. 4.5b and c, it is observed that the absorber
works well for both TE and TM polarizations. It is noteworthy that this absorber
has a high-Q factor and has a stable frequency response for various oblique incident
angles.

Dielectric semiconductors can also be used to create near-perfect absorbers. For
example, cavity arrays that can absorb nearly 100% of incident terahertz energy at
resonance have been demonstrated by [35]. Scanning electron micrograph images
of the array and a single cavity structure can be seen in Fig. 4.6a and b, respectively.
The resonant cavities can efficiently trap energy through dimensions that satisfy the
critical coupling condition. The linearly polarized terahertz waves normally incident
on the surface will be diffracted by the annular gap. The diffraction leads to phase
matching to surface plasmon polaritons (SPPs) that is sustained along the sidewalls
of the cavity. The excited SPPs can propagate back and forth along the cavity axis.
This motion will result in a resonance from a standing wave.

2.2 Phase Control

Generally, the designed meta-atoms that make up a metasurface induce a phase dis-
continuity with the incoming electromagnetic wave to mold the outgoing wavefront.
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Fig. 4.5 Unit cell of the
proposed narrowband
absorber. (a) 3-D view of the
unit cell showing the three
metallic layers and dielectric
spacers. (b) Power absorption
for the TE polarization and
(c) TM polarization for
varying incidence angles [34]

In order to achieve such a function, the designed meta-atoms need to cover a full-
phase cycle of .2π. The meta-atoms introduce these phase shifts through resonances,
whether electric, magnetic, or a combination of both. These abrupt phase shifts
constitute a spatial phase variation that enables the metasurface to collectively
reshape the direction of propagation of incoming electromagnetic waves. Figure 4.7
shows a conceptual illustration of a linear gradient metasurface at the boundary
between two mediums. The meta-atoms are arranged subwavelengths apart, with
a unit cell size of a. There exists a fixed phase difference between adjacent meta-
atoms of .0394φ = φ1 − φ0. When the distance between the unit cells is constant, the
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Fig. 4.6 Scanning electron micrographs of the fabricated micro-cavities. (a) Partial view of the
cavity arrays and (b) magnified view of a single cavity. The micrographs are taken at the tilt angle
of 45.◦. Adopted from [35]

Fig. 4.7 Generalized law of
reflection and refraction. The
incident wave impinges onto
the metasurface at angle .θi . .θr

and .θt depict the angle of the
reflected and transmitted
waves, respectively. .k1 and .k2
are the wavenumbers for
mediums 1 and 2,
respectively. Adopted from
[52]

wavevector that is imparted to the incident wave is 0394φ
. . Herein, the angle of the

a

reflected wave .θr can be determined by the following equation:

.k1 sin θi + 0394φ

a
= k1 sin θr , (4.7)

and the angle of the transmitted wave, .θt , can be determined by the following
equation:

.k1 sin θi + 0394φ

a
= k2 sin θt . (4.8)

From Eqs. 4.7 and 4.8, .θi refers to the angle of incidence, while .k1 and .k2 are
wavenumbers in mediums 1 and 2, respectively. In Eqs. 4.7 and 4.8, the reflected
and transmitted electromagnetic waves can be steered into a predetermined direction
given a phase gradient that is imposed by the metasurface through resonating meta-
atoms. As the nature of the phase gradient is influenced by the arrangement of
meta-atoms in the lattice, a wide variety of phase gradients can be designed to tailor
the outgoing electromagnetic wave. Among such applications include beam splitting
[36–40], beam focusing [41–44], beam steering [45–48], and generation of vortex
beams [49–51].
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Fig. 4.8 Two subarrays with
arrows indicating the
incident, deflected, and
specular beams. Adapted
from [57]

Through variation of the dimensions of the metallic resonating element, the
local reflection phase response can be varied. A requirement for effective outgoing
wavefront control is a phase coverage of near .2π radians. Inspired by their
microwave [53] and millimeter-wave [54–56] implementations, terahertz reflectar-
rays essentially share some features of phased arrays and reflector antennas [27].

The earliest demonstration of terahertz reflectarrays was by [46] and showed a
device that worked as an isotropic deflector. Figure 4.8 shows the intended beam
deflecting operation of the metasurface. The terahertz wave is incident at .45◦ on the
metasurface and is then deflected away from the specular reflection. A square patch
was employed as the resonating element (meta-atom) with a gradual increase in
size across the subarray as shown in Fig. 4.8a. This progressive increment in size is
related to the reflection phase response. Thus, the width increment will encompass
the near .2π phase coverage required to effectively deflect the incident beam.

For normal incidence, the incident angle .θi is 0.◦. As such, Eq. 4.7 is simplified to

.
0394φ

a
= k1 sin θr , (4.9)

where the wavenumber, .k1, can be expressed as .
2π
λ0

, where .λ0 is the operational
wavelength. Hence, the deflection angle of the outgoing wave can be calculated by
using the following equation [46, 57]:

.θr = arcsin
0394φλ0

2πa
, (4.10)

where a is the unit cell size and .0394φ is the phase difference between two adjacent
unit cells. The progressive phase shift, .0394φ, is fixed to 60.◦, which sets the number
of meta-atoms in one linear subarray to six, as this covers one full .2π phase cycle
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metasurface metasurface

Terahertz waves

achromaticchromatic

Fig. 4.9 The schematic of the terahertz chromatic and achromatic deflectors. The steering angles
are constant in the whole target bandwidth for the achromatic beam deflector, while they are
different for the chromatic counterpart. The different colored arrows represent the output beam
at different frequencies

in a periodic manner. Hence, for a = 140 .μm, .f0 = 1 THz, and .0394φ = 60 .
◦, the angle

of reflection is calculated to be 20.5.◦.
One of the major challenges in metasurfaces with regard to phase control is their

applicability in a achromatic scenario. The phase gradient utilized to deflect waves
into predetermined directions is locked to a specific wavelength. In order to achieve
achromatic deflection, the engineered metasurface has to impart both the phase
gradient and dispersion simultaneously [58]. Based on Eq. 4.10, the progressive
phase shift, which can be referred to as the phase gradient, should hold a linear
relation between .φ and the position of the unit cell (a and .ω) across the metasurface,
a. Hence, the required transmission phase can be defined as the following:

.
0394φ

0394ω
= a sin θr

c
, (4.11)

where .ω is the angular frequency and c is the speed of the light in vacuum. The phase
gradient imparted by the metasurface should equal to .k sin θr based on Eq. 4.10.
Additionally, for .θr to remain the same across the frequency range, the unit cell
needs a linear dispersion whose slope is given as .

a sin θr

c
. Arrays of silicon pillars

and gratings with carefully designed geometry and placement have been shown to
be able to achieve simultaneous control of both the phase and dispersion at terahertz
frequencies [59]. Two beam deflectors are combined as shown in Fig. 4.9 to obtain
an achromatic beam deflector.

2.3 Polarization Control

A fundamental functionality of various optical components is polarization con-
trol that includes but is not limited to polarizers, polarizing beam splitters, and
polarization converters. Conventional optical components that utilize polarization
control operate on the strong anisotropy of naturally available materials at a given
frequency. At the higher end of the terahertz frequency spectrum, polarization
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Fig. 4.10 Unit cell configurations of various quarter-wave plates. (a) Multilayer quarter-wave
plate. Adopted from [67]. (b) Babinet-inverted resonator array consisting of cross-shaped slots.
Adapted with permission from [75] ©The Optical Society. (c) Electric split-ring resonator variant
and (d) meanderline quarter-wave plate. Adapted with permission from [76] ©The Optical Society

control devices are typically manufactured from crystalline materials [60–62],
while at lower terahertz frequencies, materials such as wood [63] and paper [64]
were used to provide polarization control. These aforementioned materials possess
birefringence, where the material would portray a different refractive index that
aligns with the propagation and polarization of an incoming electromagnetic wave.
Alternatively, birefringence can be created with periodic structures in the form of
reflectarrays [36, 46, 65, 66], multilayered materials [67–70], or gratings [71–74].

Among the key components in terahertz systems that would benefit from
broadband, designable birefringences are the quarter- and half-wave plates, which
operate in transmission mode. Quarter-wave plates introduce a .

π
2 phase difference

between the two orthogonal electric field components of an incident wave, while
the amplitude responses are equal. This allows conversion from linearly polarized
waves to circularly polarized waves and vice versa. Several examples of planar
quarter-wave plates made up of metallic resonators were demonstrated at terahertz
frequencies and are shown in Fig. 4.10.

A variant of wave plates that operate in reflection instead of transmission can be
referred to as birefringent mirrors. A potential solution to overcome low radiation
efficiencies of metallic resonators at higher frequencies is to incorporate dielectric
resonators in metasurfaces. It is also noteworthy that dielectric resonators exhibit
a smoother phase variation as compared to their metallic counterparts. The phase
gradient as a function of the frequency is dependent on the radiation quality factor
of the resonators, .Qrad, where a higher value would result in a larger phase gradient.
The lower .Qrad and thus smoother phase gradient of the dielectric resonators are
due to their higher radiation loss or better coupling with free-space waves [77].
This feature benefits the polarization conversion purity of resulting wave plates
and mirrors. The polarization conversion purity refers to the conversion efficiency
between the initial polarization and the conversion. Several examples of quarter-
wave plates made up of dielectric materials at terahertz frequencies are shown in
Fig. 4.11.
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Fig. 4.11 (a) False colored scanning electron micrograph of the quarter-wave mirror consisting of
silicon resonators. Adapted with permission from [25] ©The Optical Society. (b) A vertical grating
quarter-wave plate with two high-density polyethylene (HDPE) plates alternating with air. Adapted
with permission from [78] ©The Optical Society

Unlike quarter-wave plates, half-wave plates introduce a .π phase difference
between the two orthogonal field components. As a consequence, they can rotate
.45◦ incident linearly polarized waves by 90.◦. For example, in order to determine
the conversion efficiency of a half-wave mirror, we then proceed to calculate the
polarization conversion ratio (PCR) [79] that is defined as

.PCR = |Ecr|2
|Ecr|2 + |Eco|2 , (4.12)

where .Ecr represents cross-polarized amplitude and .Eco represents co-polarized
amplitude.

At terahertz frequencies, half-wave plates made up of metallic resonators have
also been demonstrated [72, 80–83]. Similar to quarter-wave plates, the performance
of half-wave plates can be increased by multilayered structures. As demonstrated
by Cong et al. [82], a tri-layer metasurface is capable of enhancing bandwidth
and polarization conversion efficiency. The operational mechanism of the structure
is shown in Fig. 4.12a. Each layer essentially contains a Fabry–Perot cavity that
improves the efficiency of the metasurface. The wire grids at the top and bottom of
each layer allow for the cross-polarization wave to pass through the structure and
suppress the backpropagating co-polarized waves. Hence, only the cross-polarized
wave is transmitted through this multilayer metasurface. Aside from using metallic
resonators, a dielectric variant operating in reflection mode has been demonstrated
utilizing silicon resonators as shown in Fig 4.12b. The large difference in length
and width in this design is essential to obtain the required phase response from the
orthogonal electric field components. This allows for the required .π phase difference
between the two orthogonal field components.

A polarization beam splitter is a device that can split an arbitrarily polarized
terahertz wave into its two orthogonal polarization components. Polarization beam
splitters are particularly useful in terahertz communications as incoming waves
can be manipulated independently, which allows for multiplexing of signals in one
communication channel [84]. Aside from that, polarizing beam splitters can benefit
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Fig. 4.12 (a) Schematic of a multilayer metasurface half-wave plate. The electric field distribution
is shown by black arrows. The Fabry–Perot interference between the layers enhances transmission,
as indicated by blue arrows [82]. (b) False colored scanning electron micrograph of the half-wave
mirror consisting of silicon resonators. Adapted with permission from [25] ©The Optical Society

applications in imaging [85] and polarimetric devices [86]. In the terahertz region,
wire-grid structures [74, 87–89], metamaterials [90], dielectric bi-layers [91], and
stacked metal plates [86] have been shown as functional polarizing beam splitters.
Wire-grid polarizers are limited to linear polarization beam splitting and cannot
perform circular-polarization beam splitting or beam forming. Thus, it is essential
to search for a promising route for structures capable of exotic polarization beam
splitting functions.

A wire-grid polarizer consisting of two layers has been demonstrated by [92].
A subarray of this design is shown in Fig. 4.13a. The top layer consists of smaller
patterned striplines that function as the resonating elements. Owing to the design
and geometry of the resonating elements, this polarization-dependent metasurface
has dual functionality. First, it passes TM-polarized waves through the structure.
Second, it can operate as a beamforming reflectarray for TE-polarized waves. This
configuration is more commonly known as a combination of a reflectarray and
a wire-grid polarizer. Splitting circularly polarized waves is desirable for high-
data-rate wireless communications and study of molecular chirality at terahertz
frequencies. Typically, this functionality is achieved using bulk optical systems with
limitations in material availability, bandwidth, and efficiency. As an alternative, we
employ metasurfaces with spatially varying broadband birefringence to attain the
same functionality. This is in contrast to metasurfaces where the phase discontinuity
is introduced by tailoring the meta-atom’s geometry a different technique, namely
the Pancharatnam–Berry phase [93, 94]. The Pancharatnam–Berry (PB) phase can
achieve full-phase coverage of cross-polarized electromagnetic waves by rotating
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Fig. 4.13 (a) Subarray of a metasurface that consists of subwavelength metallic striplines as the
ground plane and the resonating elements. This structure passes TM polarization but reflects TE
polarization. Adopted from [57, 92]. (b) An optical micrograph of a portion of the fabricated
broadband terahertz circular-polarization beam splitter is shown. The dashed rectangle encloses
a single subarray consisting of 5 resonating elements rotated by 36.◦ cumulatively. Adopted from
[38]

meta-atoms of the same geometry. Mathematically, the relation between the cell
rotation and the resultant PB phase for circular polarization can be explained in the
formalism of the Jones matrices [95].

The meta-atoms can be loosely considered as a local half-wave mirror, which
can be represented by a Jones matrix, .M(φ), where the fast axis of the unit cell is at
.φ angle with respect to the x-axis. The incident left-handed circularly polarized
(LHCP) and right-handed circularly polarized (RHCP) Jones vectors are given
by .A±, where the .+ and .− signs indicate their respective handedness. Thus, the
resultant Jones vector can be determined by the following equation:

.

J(φ) = MA±,

=
250F
− cos(2φ) − sin(2φ)

− sin(2φ) cos(2φ)

02E5
1√
2

250F
1
±i

02E5
,

= 1√
2

250F
−1
±i

02E5
exp(±i2φ).

(4.13)

It is observed from the resultant Jones vector .J that the incident wave retains
its polarization handedness upon reflection, given a change in the propagation
direction. This is accompanied by a .|2φ| phase discontinuity that is imposed to
the reflected wave, which is the PB phase. The sign for this phase discontinuity
is dependent on the handedness of the incident polarization as shown by .A±. For
example, the metasurface shown in Fig. 4.13b is designed with gradually rotated
birefringent metallic resonators and can deflect normally incident left-handed



4 Terahertz Metasurfaces, Metawaveguides, and Applications 143

circularly polarized (LHCP) and right-handed circularly polarized (RHCP) waves
into different directions [38].

3 Terahertz Metawaveguides

Terahertz frequency range has proven crucial in a wide range of applications such as
non-invasive imaging and sensing of biological and chemical samples, and in broad-
band wireless communication. The lower part of the spectrum (.0.1–0.5 THz) has
gained particular interest for beyond 5G high-speed communication, for instance,
enabling seamless interconnection (terabit per second) between high-speed wired
networks and wireless devices. This breath of application is driving research for
integrated terahertz technologies and in particular terahertz waveguides. Waveg-
uides are one of the fundamental building blocks of compact electromagnetic
devices. Despite the maturity of waveguides in microwave and optics, there is a
critical knowledge gap for terahertz spectrum, which hinders development of tera-
hertz integrated systems. Several waveguide solutions based on technologies from
both electronics and photonics have been tested for guiding terahertz radiation [96].
In general, metallic waveguides suffer from high Ohmic losses, while dielectric
waveguides suffer from absorption losses in terahertz band.

Discovery of metamaterials and topological insulators in condensed matter has
opened the opportunity to enhance the performance of terahertz waveguides in terms
of loss, dispersion, flexibility, and single-mode operating bandwidth. These waveg-
uides have been dubbed as metawaveguides as their unique properties are achieved
by special engineering of waveguide material. Here we will particularly discuss
the two categories of terahertz metawaveguides: metamaterial and topologically
protected waveguides.

3.1 Metamaterial Waveguides

Although the first reported metamaterial in the literature was anisotropic, the initial
theoretical waveguiding studies were focused on waveguides with isotropic meta-
materials [97, 98], and subsequently, anisotropy was added into consideration [99–
101]. Overall, a waveguide structure has two sections: core, where the electromag-
netic energy mainly travels through, and cladding, the supporting structure around
the core. Metamaterial waveguides reported for terahertz are mainly waveguides
with metamaterial cladding [102, 103]. This can be attributed to a lack of transparent
materials in the terahertz spectrum. Despite of that, terahertz waveguides with
metamaterial core have been employed for near-field imaging [104, 105]. An elegant
example is the wire metamaterial sub-diffraction-limited endoscope [104], where
the metamaterial enables propagation of subwavelength features from the object
plane to image plane. Here, waveguides with metamaterial cladding are considered,
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which are divided to subsections based on the core material (air core and silicon
core). It is worth noting that in the metamaterials considered here the periodicity
between meta-elements/layers is smaller than operating wavelength.

3.1.1 Air-Core Meta-Clad Waveguides

As stated earlier, air-core waveguides are of particular interest in guiding terahertz
waves due to the very low material absorption of air. The air-core waveguides
in general have dimensions larger than operating wavelength, which makes them
large and rigid at terahertz band. These waveguides have very narrow single-mode
operating (metallic waveguides) or are multimode (air-core fibers). Utilizing meta-
materials in the cladding of air-core terahertz waveguides has enabled addressing
these limitations of conventional air-core waveguides in terahertz as elaborated next.
Additionally, the unusual properties of anisotropic metamaterial-clad waveguides
have enabled characteristics not observed in convectional air-core waveguides
such as subwavelength confinement and guidance due to magnetic and electric
resonances.

The exquisite example of air-core waveguide is the hollow-core fibers with wire
metamaterial cladding, Fig. 4.14a [103]. It is demonstrated that even using a single
layer of metal wires in the cladding is sufficient to confine the guided mode in the
air core. The large bandwidth of terahertz pulse has resulted in observation of two
different types of guided modes in this meta-clad fiber, Fig. 4.14b: the transverse
magnetic (TM) modes, Fig. 4.14d, which are confined in the air core as they cannot
couple to the TM modes in wire medium meta-cladding, and surface mode like
surface plasmon polaritons (SPP), Fig. 4.14c, which propagates at the core cladding
interface. This meta-clad waveguide offers wider single-mode bandwidth (2.3 times)
compared to dielectric-coated metallic waveguides. Compactness and flexibility are
the other advantages of these waveguides, which are achieved due to reduction of
core diameter.

The wire array metamaterial has also been exploited to improve the performance
of air-core antiresonance terahertz waveguides [102, 106, 107]. In the antiresonant
waveguides, the guided modes are confined in the air core due to the resonance
effect of the thin layers of cladding and can couple out only when constructive
interference occurs [108]. It has been demonstrated numerically that utilizing
wire array metamaterials as inner capillary tubes (Fig. 4.15a) or outer cladding
(Fig. 4.15b) can lower the losses and broaden the bandwidth compared to the all
dielectric counterpart waveguides.

The electric and magnetic resonances of metamaterials can also be harnessed for
guiding terahertz waves. An example is an air-core planar waveguides with metama-
terial claddings consisting of arrays of split-ring resonators (Fig. 4.16a) [109]. The
guiding mechanism is based on total internal reflection due to the electric/magnetic
response. The type of response depends on the relative direction of prorogating
wave with respect to the cladding resonators. Another example is an air-core
waveguide, where the upper and bottom plates are cascaded resonators embedded in
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Fig. 4.14 (a) Microscope image of the cross-section of air-core metamaterial-clad waveguide. The
inset image shows one of the wires. (b) Normalized transmissions of TM (black solid curve) and
TE (red dotted curve) modes. Measured normalized near-field modal profiles of the waveguide at
(c) 0.23 THz and (d) 0.31 THz. Reprinted with the permission from [103] ©The Optical Society

Fig. 4.15 Air-core antiresonance THz waveguides: (a) inner capillary tubes contain metal wires
(fabricated) and (b) outer cladding tube contains metal wires. Reprinted by permission from [106]
and [102], respectively

a thin film (Fig. 4.16b) [110]. Apart from guiding terahertz waves, it has also been
demonstrated that embedding resonators in the side walls of air-core waveguides,
e.g., rectangular metallic waveguides [111], creates functional components.
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Fig. 4.16 (a) A schematic of the air-core waveguide with split-ring resonator arrays as cladding
used in [109]. (b) The electric field distribution of an air-core waveguide with cascaded resonators
as meta-cladding. Reprinted from [110]

Finally, it is also possible to have air-core waveguides with multilayer metamate-
rial cladding, where the layers are subwavelength relative to operating wavelength.
The multilayer metamaterial can be used as the cladding of a slab waveguide [101]
or rolled up into a tube [112, 113]. Although such waveguide structures have been
demonstrated in optics, there is no waveguide with multilayer metamaterial cladding
reported for guiding terahertz waves.

3.1.2 Silicon-Core Meta-Clad Waveguides and Components

One salient feature for the terahertz spectrum is fractional bandwidth (ratio of
operation bandwidth to center frequency) that can be enormous compared with
that available in other frequency ranges. Indeed, practical applications cannot use
the entire band in continuity due to the presence of water vapor absorption bands.
However, a number of wide absorption windows exist where extended propagation
ranges are supported [114]. Another factor that bounds the bandwidth usage is the
banding of rectangular metallic waveguides [115] that currently dominate integrated
systems. Nevertheless, a single-moded rectangular waveguide can cover a fractional
bandwidth of over 40%, which remains considerably large compared to an optical
band of a few percent. Such a vast available bandwidth subsequently informs
application designs to benefit the most; communications can span a large bandwidth
to increase channel capacity [116], while stand-off sensing can enjoy higher range
resolutions [117].

All these demonstrated applications have been demonstrated via bulky free-
space optics and blocky metallic waveguides. Toward integrated systems, an
unprecedented usage in bandwidth imposes constraints in component designs for
broadband operation with low loss and low dispersion. This creates a unique chal-
lenge in the most fundamental component—waveguides—that prevails in compact
integrated systems. It is possible to either physically upscale a photonic waveguide
or downscale microwave transmission lines to a terahertz band. However, these
up- or down-scaled interconnects present significant drawbacks. As stated earlier,
downscaling metallic transmission lines to a terahertz band exacerbates attenuation
through increased Ohmic loss and reduced skin depth. Lending dielectric waveg-
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Fig. 4.17 Various components based on the substrateless silicon platform. (a) Straight waveguide
and (b) zoom-in around the core. Adopted from [118]. (c) Unclad dielectric waveguide with its
ends attached to the frame by effective medium. Adopted from [119]. (d) Bragg grating filter
[120]. (e) Frequency-division multiplexers. Adopted from [121]. (f) Lens-integrated horn antenna.
Adopted from [122]. All these components operate around 300 GHz and are made of intrinsic float-
zone silicon with no other materials. The tapered ends are for coupling to rectangular waveguides
for characterization purposes

uides from optics can support this broad terahertz bandwidth, but material choices
are of concern. While silicon itself can support guided modes with low loss, an oxide
layer or a polymer as a substrate would dissipate significant energy along the path.

To solve this problem, the substrate can be removed completely from dielectric
waveguides that are in sub-millimeter scale, while integrability is maintained for
system-level construction. This is possible through the concept of effective medium
that allows tailoring the material’s refractive index with flexibility. As shown in
Fig. 4.17a,b, a solid waveguide core is tethered to a solid dielectric plate through an
effective medium. The entire structure, including the waveguide, effective medium,
and plate, can be made of a single slab of float-zone intrinsic silicon that has
an exceptionally low loss with .tan δ ≈ 0.00002 and moderate refractive index
.n = 3.418 at 1 THz. A key is air perforation in this silicon slab with a pitch much
smaller than a wavelength so that guided waves see this perforated part homogenous
with an index average between air and silicon. Effectively, an index contrast between
a solid waveguide core and perforated claddings leads to guided modes as a result
of total internal reflection. By selecting appropriate dimensions, this waveguide
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can support two orthogonal modes with low loss and low dispersion across 40%
fractional bandwidth, within which no higher-order modes can propagate [118].

This pure-silicon platform has a potential to expand into complete integrated
systems. The straight waveguides on their own have been shown to support terahertz
communications with a data rate close to 30 Gb/s [123]. So far, a number of
peripheral components have been demonstrated, with no supporting substrate.
These components range from basic ones including directional couplers, bends,
and crossings [118]. A variant of these substrateless waveguides is an unclad
dielectric waveguide that is attached to a supporting frame by an effective medium
only at the two ends, as shown in Fig. 4.17c [119]. Bragg grating filters can
enjoy improved performance in broadband owing to an extra degree of freedom
in controlling the cladding effective refractive index as shown in Fig. 4.17d [120].
The platform not only supports a 1D guided mode but 2D slab mode [124].
This flexibility entails in-plane spectral-to-spatial mapping that yields a practical
frequency-division multiplexer, as shown in Fig. 4.17e [121]. Further to that, the
platform can interface directly with free space via different types of antennas
[122, 125, 126]. An all-silicon horn antenna with radiation gain above 10 dBi across
the 220–330 GHz band is shown in Fig. 4.17f. Connecting these and other peripheral
components together on this monolithic platform will lead to operational systems to
support various terahertz functions in broadband.

3.2 Topologically Protected Waveguides

Topological photonics is a rapidly emerging new field, which holds the promise
of providing electromagnetic guidance on the edges of photonic lattices with no
backscattering due to fabrication imperfections or other defects [127–129]. This
field stems from the earlier discovery of novel phases of matter in condensed
matter physics, in particular from the discovery of the quantum Hall effect [130–
132] and topological insulators [133]. In photonics, the underlying idea is building
structures, which guide light based on global properties of their dispersion bands
in particular in the reciprocal k-vector space. These global properties, known as
topological invariants, cannot be discerned locally and are therefore immune to
local disorder such as sharp bends. The reflection-less propagation is achieved
either by breaking time-reversal symmetry (with an external magnetic field or
time modulation) [127, 128, 134] or by breaking the parity symmetry (does
not require an external magnetic field) [129, 135, 136] similar to the terahertz
photonic crystal structures shown in Fig. 4.18. These topological structures promise
compact photonic waveguide devices that are not restricted to wavelength-scale
smoothness [137].

Most of the topological photonic developments (delay lines, topological lasers,
waveguides, and quantum circuits) have been demonstrated at microwave [128, 138,
139] and optical frequencies [127, 135, 137]. So far to the best of our knowledge,
there has been two examples of topologically protected (TP) terahertz metawaveg-
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Fig. 4.18 Topologically protected terahertz waveguides: (a) An optical image of the fabricated
twisted waveguide in the system. (b) Measured transmission curves for a straight path with and
without domain wall and a twisted path with ten corners. Figures courtesy of Ranjan Singh [140].
(c) Schematic of the front view of metallic photonic crystal waveguide. The insert defines the
geometric parameters of the waveguide. (d) Measured normalized field amplitude curves for
similar length waveguides including a straight path with and without gaps and a twisted path with
four corners as shown in the insert. The shaded region represents the bandgap. Copyright 2020
Wiley. Used with permission from [141]

uides demonstrated for terahertz guidance: all-silicon TP metawaveguide [140] and
all-metallic TP metawaveguide [141]. In these metawaveguides, the time-reversal
symmetry is achieved by breaking the parity symmetry of the crystal lattice, which
emulates valley Hall photonic topological insulators (also known as valley Hall
photonics crystals) [142] and spin-Hall photonic topological insulators (also known
as spin-Hall photonics crystals) [143]. It is worth noting that the design procedure
is the same for any operational frequency band, and it only requires scaling of the
unit cell.

The first step is to design a photonic crystal that mimics the well-known
graphene-like lattice. This means a photonic crystal that exhibits a pair of degenerate
Dirac points at the K and .K ' symmetry point in the band diagram. This can be
achieved by designing a silicon unit cell comprising a pair of inverted equilateral
triangular holes when the side lengths of the triangles are identical [144] or by
designing a hexagonal array of metallic cylinders sandwiched between two metallic
parallel plates [143].

The next step is to break the symmetry of the lattice. This opens a bandgap at
the vicinity of Dirac frequency (around the K symmetry point in the band diagram),
which is a topologically protected bandgap. This is achieved by changing the length
of triangles in each unit cell in all-silicon TP metawaveguide [140, 144] and by intro-
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Table 4.1 Key characteristics of the Si-, metallic-, and hybrid-photonic crystal waveguides and
metawaveguides for THz communication reported in the literature

Waveguide type Central frequency (THz) Loss (dB/mm) Relative bandwidth .% (.0394f/fc)

Si PCWG.a [145] 0.328 <0.02 4

Metallic PCWG [146] 0.850 <0.25 58

Hybrid PCWG [147] 0.380 <0.1 18.5

Si TPWG.b [140] 0.335 0.05 7.8

Metallic TPWG [141] 0.15 0.2 12.5
a PCWG: photonic crystal waveguide
b TPW: topologically protected waveguide

ducing an air gap between the pillars and the top or bottom metallic plate (which is
also equivalent of adding washers) in all-metallic TP metawaveguide [141, 143].

In all-silicon TP metawaveguide, there are two topologically different valley Hall
phases directly related to the sign of length difference (.0394 l = l1−l2). If two opposite
phases (opposite .0394 l values) of valley Hall photonics crystals are assembled next to
each other, the constructed domain wall will support two surface modes (known as
“kink” states) within the bandgap: one in the K valley propagating forward, while
the other one, in the .K ' valley propagating backward [144]. On the other hand, in all-
metallic TP metawaveguide, the two topologically surface waves (one propagating
forward and the other backward) will be supported when two spin-Hall photonic
crystals with opposite spins (gap at top and bottom) are assembled next to each
other [143].

The TP metawaveguides are promising for terahertz communication due to
their unique properties. They are robust at present of defects and sharp bends,
and they support single and linearly disperse guided mode indicating no mode
coupling due to perturbation and negligible signal delay around the center of
the bandgap [140, 141]. Similar to other terahertz waveguides, there is a trade-
off between loss and operating bandwidth. It has been demonstrated that losses
as low as 0.05 dB/mm with relatively narrow bandwidth (.∼7.8.%) is achieved
in all-silicon TP metawaveguide. This is while, a relatively larger bandwidth of
.∼12.5.% with 0.2 dB/mm loss is achieved in all-metallic TP metawaveguide. It is
expected that utilizing hybrid TP metawaveguides may lead to a middle ground with
less loss compared to all-metallic counterparts while offering a larger bandwidth
compared to all-silicon counterparts. This expectation is not far from reach as it
has been demonstrated that using hybrid material in convectional photonic crystal
waveguides leads to higher bandwidth with reduced lower losses compared to single
material photonic crystal waveguides (Table 4.1).

4 Conclusion and Outlook

In this chapter, first the terahertz metasurfaces and the related achievable function-
alities including amplitude, phase, and polarization control are reviewed. These
metasurfaces overcome the limitations set by conventional bulk optics possessing



4 Terahertz Metasurfaces, Metawaveguides, and Applications 151

large thickness, narrowband operation, and low efficiencies. Additionally, further
research into reconfigurability, efficiency and bandwidth of metasurfaces would
accelerate the integration of metasurfaces into various terahertz systems. A myriad
of applications in terahertz sensing, imaging, and communications would benefit
from the realization of such high-efficiency devices. These advancements in tech-
nology would then support development in areas such as public health, security, and
defense.

Then terahertz metawaveguides and achievable improvements (loss, dispersion,
flexibility, and single-mode operating bandwidth) due to utilization of metamaterials
and topology were discussed. It is demonstrated that the unusual properties of
anisotropic metamaterial-clad waveguides lead to characteristics not observed in
convectional air-core waveguides such as subwavelength confinement, increasing
single-mode operating bandwidth, and guidance due to magnetic and electric
resonances. It is also demonstrated that effective-medium-clad waveguides and
associated components can offer a large fractional bandwidth compared to their
optical counterparts. Finally, it is shown that topologically protected metawaveg-
uides are robust under the presence of defects and sharp bends and can support
single and linearly disperse guided mode.

An ultimate goal for these meta-components is to deploy them in practical
applications for effectively manipulating guided and free-space terahertz waves.
To this end, a number of technical challenges unique to the terahertz band remain
to be addressed. General requirements for free-space metasurfaces include high
efficiency to preserve moderate terahertz power and broad bandwidth with fractional
bandwidth beyond 40% to harness a large spectral resource. These devices should
come with flexibility in controlling waves via different tuning mechanisms with
high speed and high efficiency. Target applications include hyperspectral imaging
and agile point-to-point communications. Metawaveguides for guided waves must
overcome a similar set of challenges. Particularly, efficiency requirements become
stricter with extended interaction length between the devices and waves. Wave
confinement is a critical factor to suppress interference, crosstalk, and radiation
loss. End applications for these waveguides include system integration, inter-chip
connectivity, and inter-system fiber network. Active devices including terahertz
emitters, detectors, and amplifiers can potentially be integrated onto these inter-
connecting waveguides and peripheral components that work collectively as a
terahertz frontend. Transitions between these active devices and waveguides require
attention to mode and impedance matching aiming for highest coupling efficiency.
These research challenges could be engaged through either ingenious engineering
solutions or radical physics approaches. In any case, we hope that significant
outcomes will be impactful to society.
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Chapter 5
Mechanical Robustness of Patterned
Structures and Failure Mechanisms

Ehrenfried Zschech and Maria Reyes Elizalde

1 Reliability of Microelectronic Products and Failure
Mechanisms

To boost performance and reduce power of microelectronic devices, chipmakers
are moving to smaller and smaller transistors, now manufactured in sub-10 nm
technology nodes. This trend goes along with a shrinking of the dimensions of on-
chip interconnects and vertical structures used in advanced packaging. In addition
to the geometrical shrinking, new integration schemes are applied for interconnects
and packaging, particularly using heterogeneous 3D integration schemes, and new
materials are used.

The increased complexity and new architectural solutions of microelectronic
products; the scaling down of transistors, interconnects, and packaging structures;
as well as the integration of new materials with changed properties have raised
serious reliability concerns. In addition, the operation of microchips and chiplets
in harsh environments, use cases that require lifetimes much longer than in the
past, and safety-critical applications, where failures are potentially dangerous, are
challenges to reliability engineers and physical failure analysis laboratories in the
semiconductor industry. Particularly the high complexity of the 3D interconnect
and packaging structures requires novel characterization techniques to assess their
overall mechanical integrity and reliability.
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Reliability-limiting effects in microelectronic products can be catego-
rized in electrical effects, which are enforced by mechanical stress, and in
(thermo)mechanical effects. In this chapter, we will focus on mechanical
degradation and failure mechanisms in backend-of-line (BEoL) structures of
integrated circuits.

1.1 Electrical Effects

Electrical effects in multilevel interconnect stacks of integrated circuits that limit
the lifetime of microelectronic products are:

• Electromigration (EM)
• Stress-induced voiding (SIV)
• Time-dependent dielectric breakdown (TDDB)

These reliability-limiting effects, and particularly the related degradation and
failure mechanisms, have been widely studied and reported in literature [1–10].
Related tests are performed in industry to ensure the specified lifetime of the
products.

These effects are particularly pronounced by several trends such as continuous
scaling down of the on-chip interconnect structures, the introduction of advanced
process steps in BEoL manufacturing, and the integration of thin film materials
with low dielectric permittivity (k value) and metal interconnects with modified
microstructure. In addition, changed stress states caused by advanced packaging
approaches (3D TSV and micro-bump integration schemes, fan-out technology,
hybrid bonding) have to be considered. Thermomechanical stress is accelerating
the “conventional” degradation mechanism, i.e., the time to failure is reduced for
the interconnect structures and consequently the lifetime of the products.

On the one hand, many “postmortem” studies were performed at failed EM,
SIV, and TDDB structures, mainly based on scanning electron microscopy (SEM)
images of focused ion beam (FIB) cross-sections through the region of interest
where the catastrophic failure had occurred [1, 11]. On the other hand, several
models were proposed to describe EM, SIV, and TDDB mechanisms [1, 12–15].
However, the experimental verification and validation of such models and the direct
observation of the kinetics of degradation mechanisms in on-chip interconnect
stacks require in situ imaging approaches using high-resolution microscopy [16–
19]. The selection of the most appropriate microscopy technique depends on the
geometry of the test structure and on the spatial resolution needed to image the
degradation processes in metal/dielectrics structures, which are usually connected
with directed atomic transport, with material inhomogeneities, and, in the case
of metal interconnects, with the formation of voids. In particular, several in situ
experiments directly revealed the degradation mechanisms in damascene Cu/SiO2
and Cu/low-k interconnect stacks: SEM and transmission X-ray microscopy (TXM)
studies of EM [16, 17], TXM study of SIV [18], and transmission electron
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microscopy (TEM) study of TDDB [19]. In situ TXM experiments allow the
(indirect) visualization of directed material transport in fully embedded BEoL
test structures by visualizing the evolution of voids in interconnects during the
degradation process. Based on multi-modal and multi-scale microscopy studies, it
was found that interfaces and grain boundaries are the most pronounced pathways
of material transport in copper on-chip interconnects, and consequently, design,
geometrical dimensions, and microstructure of the interconnects are playing an
essential role for the degradation kinetics [20].

1.2 Stress-Driven Effects

The mechanical robustness of microchips is an increasing challenge because of the
integration of new materials into advanced microchips, increased thermomechanical
stress caused by new packaging technologies, and operation of microchips at harsh
environments [21].

Thermomechanical effects in BEoL stacks can cause interface delamination or
microcrack growth, which can eventually result in fracture failures, limiting the
lifetime of the microelectronic products. Specific types of failures are:

• Failures in thinned silicon
• Failures in backend-of-line (BEoL) stacks
• Failures in redistribution layers (RDLs)
• Failures in 3D structures, e.g., through-silicon vias (TSVs) and micro-solder

bumps

Microcrack formation and growth in microelectronic products is a reliability-
limiting effect of increasing interest, in academia to study fracture mechanics in
small dimensions and in industry to ensure the requested mechanical robustness
of microchips [22, 23]. These effects are pronounced by new manufacturing
technologies (thinned silicon, advanced packaging) and – since these are mainly
thermomechanical effects – by the materials used having different coefficients of
thermal expansion (CTE). The integration of materials with different CTE values
results in mechanical stress caused by thermal processes during the microchip
manufacturing – both BEoL manufacturing and (advanced) packaging – and during
operation.

Advanced packaging and heterogeneous system integration solutions are essen-
tial boosters for the performance and functionality of advanced microelectronic
products and miniaturized smart systems. However, despite this positive effect,
product degradation caused by package-related stress and reliability-limiting effects
in 3D IC structures including material integrity (e.g., failure modes like interface
delamination, cohesive cracking, and metallurgical degradation at joints) have
to be seriously considered. As an example of new integration schemes, 3D IC
TSV stacking technologies for wafers or dies mainly use Cu vias and die-to-die
interconnections like micro-solder bumps (e.g., SnAg) and Cu pillars. Since the
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CTE values of copper and solder materials differ significantly from the CTE values
of silicon as well as of intra-metal and interlayer dielectrics, all the new approaches
for 3D heterogeneous system integration become increasingly challenging for the
mechanical robustness of chips and chiplets and consequently for the product
reliability.

The reliability-limiting effects of thermomechanical stress in the BEoL stack,
originated from (advanced) packaging, are called chip-package interaction. This
package-induced stress is accelerating the propagation of microcracks in the
BEoL stack, and it increases the risk of failure caused by delamination along
metal/dielectrics interfaces (adhesive failure) or fracture in dielectrics with low
fracture toughness (cohesive failure). That means catastrophic failure of the micro-
electronic product will occur earlier.

The role of reliability engineering is increasing, specifically considering the
requirements to stress management in modern microelectronic products and the
broadening of use cases (operation of smart miniaturized systems in harsh environ-
ments and for longer lifetimes, safety-critical applications), with the goal to reduce
package-induced thermomechanical stress and to mitigate reliability-limiting effects
in 3D IC structures. The understanding of stress-driven mechanical effects in on-
chip interconnect stacks, such as delamination and growth of microcracks, requires
a multi-scale modeling considering the hierarchical structure of microelectronic
products. Model-based numerical simulations and model validation require the
experimental determination of accurate material properties, including Young’s
modulus (E) and CTE. Particularly for sub-100 nm structures, material properties
change depending on the size of the structure [24]. For polycrystalline materials,
their microstructure has to be considered [25].

Due to the relatively simple sample preparation, data analysis, and data interpre-
tation, blanket thin films are the most widely used systems for the determination
of mechanical data such as Young’s modulus and fracture toughness [26, 27].
Nanoindentation experiments are usually used to measure Young’s modulus of
thin films [28]. However, recent years have shown increasing interests from the
semiconductor industry in adopting more realistic 3D patterned structures for
testing. Multi-scale finite element analysis studies were performed on nanopatterned
structures [29, 30], and experimental techniques such as nanoindentation, four-point
bending (FPB), and double cantilever beam (DCB) tests were applied [31–34]. A
specially designed experiment to determine the CTE of Cu/low-k BEoL stacks in
the SEM using two free-standing BEoL cantilevers was published in [35]. Recently,
the determination of the energy release rate in patterned Cu/low-k BEoL stacks with
100 nm resolution was reported, based on a miniaturized DCB test, integrated into
a TXM [36].

The experimental verification and validation of models describing the degra-
dation kinetics and the direct observation of these processes and failure in on-
chip interconnect stacks require in situ imaging approaches using high-resolution
microscopy. Since transmission X-ray microscopy (TXM) and nano-X-ray com-
puted tomography (nano-XCT) are nondestructive techniques for high-resolution
3D imaging of structures and defects, these techniques have been used for in
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situ studies of the propagation of microcracks in BEoL stacks [37]. The high-
resolution X-ray imaging was performed, while a mechanical force is applied to the
investigated sample by a miniaturized mechanical test setup [38]. The experimental
study of controlled microcrack steering into regions with high fracture toughness
provides knowledge for the design of so-called guard ring structures in microchips
to stop the propagation of microcracks, e.g., generated during the wafer dicing
process [36].

2 Risks of Microcrack Propagation and Design

As stated above, interfacial cracking (adhesive failure) is one of the most important
failure modes in integrated circuits. The main contributions to the interfacial
toughness are given by decohesion resistance (work of fracture) of the interface,
the plastic deformation, and friction along contacting crack faces [39]. In the case
of Cu/ILD interfaces, plastic deformation, either associated with the development
of the crack tip plasticity or when one of the adjoining materials has an elastic-
plastic behavior, constitutes the main contribution to interfacial toughness [40].
Continuum mechanics models have been proposed to account for the plasticity
contribution. Among them, the most widely used is the embedded process zone
(EPZ) model [41–44], where a traction-separation law (σ − δ) is embedded in the
continuum description of the interface to characterize the fracture process. The two
more important parameters in this model are the work of fracture per unit area
of interface, �0, and the peak stress needed to cause interface separation, σ̂ (Fig.
5.1). Molecular dynamics simulations have also been used to calculate �0 in terms
of mode mixity and to derive expressions for the traction-separation law [45, 46].
However, the shape of the σ − δ law has been demonstrated to be of secondary
importance [47–49]. Finite element modeling with damage at the crack tip described
using the EPZ approach has been used to simulate fracture propagation in patterned
structures by inserting cohesive elements along potential crack paths [50].

All these models result in complicated functional relationships for the interfacial
toughness, GiC, of the form

GiC/�0 = F
(
σ̂ /σy, n, E2/E1, h/R0, ψ

)
(5.1)

where σ y is the yield stress, n is the strain hardening exponent, h is a characteristic
length of the metallic layer in the structure, and R0 is a characteristic length
representative of the size of the plastic zone at the crack tip. Only in two limiting
cases the interfacial toughness is “thickness-independent”: when the plastic zone
is sufficiently small compared with the film thickness or in the limit of very thin
metal films. All these theoretical and experimental analyses have revealed a strong
mixed mode effect due to plasticity, which results in an increase in toughness with
increasing proportions of mode II [51–53]. This is not surprising as, for a given
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Fig. 5.1 Schematic of the
EPZ model for the interface
crack

value of G, the plastic zone in mode II loading is approximately twice as large as
that for mode I.

In view of the relevance of the plasticity contribution to interfacial toughness in
bi-material systems involving metals and the continuous reduction of the dimensions
of the Cu lines [31], it is key to characterize the plastic behavior of these lines as
a function of their actual microstructure and geometry. The expected size effect
consists of an increase of the flow stress and a decrease of the toughness as the
thin film thickness is reduced. An important role of crystal plasticity and even strain
gradient plasticity is also expected [54–56].

The other relevant failure mode in the BEoL stack is the cohesive failure of
interlayer dielectrics. High-performance microprocessors require thin films made of
dense low-dielectric-permittivity (low-k) or porous ultralow-dielectric-permittivity
(ultralow-k) materials. Unfortunately, reducing k usually produces an impairment
of the mechanical properties. This is related to the introduction of “defects”
(nanopores, C-doped, etc.) in the material’s structure to reduce the dielectric
permittivity. As for any brittle material, the behavior will depend on the distribution
and size of the defects and the volume under stress [57].

One option to prevent the mechanical damage of microchips manufactured in
leading-edge CMOS technology nodes is the integration of metallic guard ring
(GR) structures at the rim of the microchip [21]. These specially designed metal
structures are integrated into BEoL stacks to dissipate energy in such a way that
crack propagation is efficiently slowed down and eventually stopped [58].

For the design of optimized, mechanically robust GR structures, a quantitative
determination of the critical energy release rate Gc for crack propagation in pat-
terned structures of fully integrated multilevel interconnect structures of a microchip
is needed. Based on these quantitative values and the understanding of the kinetics
of crack propagation, the risk of mechanical failure can be evaluated.
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3 Characterization of Microcrack Behavior

3.1 Fracture Test at Microscale

Fracture mechanical properties of materials in micro- and nanoscale dimensions
have become an important area of fundamental research, including the development
and introduction of new techniques for micro- and nanomechanical testing. At the
same time, there is an increasing need of industry to evaluate the risk of microcrack
evolution at small length scales that can cause catastrophic failure in 3D structured
systems and materials such as leading-edge integrated circuits.

Several tests have been developed to characterize blanket thin films. In the
“channel cracking” [59], a crack is initiated from a scratch and propagated by
bending the sample. The fracture energy of brittle films is calculated from the
stress needed for crack propagation. This technique is extremely sensitive to the
operator. Fracture toughness of brittle thin films has been also measured using
nanoindentation techniques [60]. A sharp tip is pushed on the top surface until radial
cracking occurs. The main drawback is that the crack patterns obtained depend
on the system tested (thin film thickness, substrate properties, residual stresses,
interfacial properties) which reduces the reproducibility and makes quantification
very challenging. However, shallow and controlled cracking can be provoked using
a particular geometry of the indentation tip, a dual tip [57]. The bulge test [61]
consists of applying uniform differential pressure to a freestanding membrane while
measuring the resultant bulge height. Membranes of different geometries, both
brittle and ductile, are fabricated using standard micromachining techniques. Thin
films with thicknesses below 100 nm have been tested. It has the advantage of being
able to characterize a wide range of materials and magnitudes, i.e., residual stresses,
elastic modulus, yield strength, and fracture toughness [61–63]. Another alternative
widely used to characterize small volumes is testing microsamples [56, 64–66].
Beams with different geometries are machined from brittle or ductile blanket films
and tested using a nanoindenter as a testing tool. The microsamples are usually
produced using focused ion beam milling (FIB), but cantilever beams have also
been machined using etching processes [64]. To calculate toughness, the specimens
are pre-notched with FIB. Different experimental setups have been developed to
conduct these tests in situ in a SEM or TEM. An effort is needed to rationalize the
recorded data taking into account the experimental setup and the relevant material
properties, including the effect of the FIB milling on the stresses and the material
(Ga implantation, amorphization).

Regarding adhesion measurements, a set of techniques are available for blanket
thin films [67]. In stub-pull tests, delamination is produced by bonding an actuator
to the film surface by means of an adhesive followed by loading until the interface
fails [68]. The drawbacks of this technique are the influence of the misalignment
between the stub and the interface and the variability introduced by the strength
of the adhesive. However, these methods are easy to apply and have been used as
quick turn monitors. Peeling tests have been adapted for thin films by depositing a
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supra layer with a large intrinsic stress to produce spontaneous peeling [69]. The
main limitation in this case is related to the complex fabrication of test specimens,
which moreover can affect the structure of the interface of interest. Blistering tests
are similar to bulge tests but with a crack propagating at the interface [70, 71]. The
validity of the test is not clear as the measured interfacial energy release rate depends
on the crack length, showing an R-curve behavior that could be induced by the
test itself. The four-point bending test has been the reference technique used in the
semiconductor industry [72]. A silicon beam with the same thickness as the sample
substrate is adhered on top of the thin film structure by Cu diffusion bonding or using
polymer adhesives. A notch machined on the silicon beam generates on loading a
sharp pre-crack that deflects toward the interface of interest. The critical energy
release rate can be calculated from the load plateau recorded during the bending test
performed under displacement control. Some practical issues are the friction at the
loading points and the lack of reproducibility when polymer adhesives are used. Cu
diffusion is avoided due to the high temperatures needed. This technique has also
been used to measure the interfacial adhesion of patterned arrays containing low-k
or ultralow-k materials and Cu metal lines [31]. Nanoindentation on the top surface
of thin films can produce blisters [73, 74] which allow for adhesion measurement.
The driving force for delamination is obtained from the combined effect of intrinsic
residual stresses and those produced by indentation. The driving force can be
increased using overlayers. The main practical problem of this technique is that the
cracking pattern is not reproduced for thinner or more brittle films. This problem
arises also for scratching tests [75, 76].

An alternative method also used in industry to measure adhesion is the cross-
sectional nanoindentation (CSN) [77]. In CSN, an indentation is performed in the
silicon of a cross-sectioned IC structure close to the area of interest. Microcracks
appear and a Si wedge is formed. This silicon wedge pushes on the structure, while
the crack propagates and interacts with the stack [78, 79]. The cracks generated
are imaged using optical or scanning electron microscopy. Interfacial toughness is
measured using analytical models for elastic/elastic systems [77] and finite elements
when an elasto-plastic layer is involved [40] (interlayer dielectrics/etch stop layer
ILD/ES and copper/etch stop layer Cu/ES interfaces). The advantages of this
technique are (i) the throughput time is short, sample preparation is straightforward,
and no pre-cracking or adhesives are needed, (ii) actual stacks can be used, and
(iii) spatial resolution as the indenter can be positioned in the area of interest and
the surface delaminated is of the order of square μm not mm. The technique was
modified (modified CSN) to be applied to on-chip interconnect structures [50]. In
this case, FIB milling is used to prepare the cross-section obtained by cleavage and
to mill a trench parallel to the cross-section. This produces a crack that grows in one
direction interacting with the patterned structure and simplifying the FEM model
combined with EPZ to extract adhesive and cohesive properties of the BEoL stack.
However, if the goal is to study the interaction between cracks and BEoL, these
experiments provide a two-dimensional (2D) information of a three-dimensional
(3D) nanopatterned interconnect system.
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3.2 Mode Mixity Dependence of Crack Path and Controlled
Steering

As stated above, interfacial cracking is one of the most important failure modes
found in patterned structures. Although the loading mode can be different for each
specific structure, a common issue is the basic fracture mechanics problem of a
crack interacting with an interface. For such a configuration, the singular stress field
may consist of two modes, usually of unequal exponents, either a pair of complex
conjugates or two unequal real numbers. For the case of a crack meeting an interface,
the dominant stress singularity is of the type r−s, with 0 < s < 1, where s depends
on the elastic properties of the materials bonded together and r is the distance to the
crack tip [78–81]. For a crack crossing the interface, in addition to the typical r−1/2

singularity at the crack tips, a different kind of singularity appears at the point at
which the crack faces cross the interface [82, 83]. Stress singularities also appear at
the junction of various dissimilar materials [84].

In the case of a crack lying along an interface between dissimilar materials, the
elastic analysis predicts the interpenetration of the crack faces, which is reflected
mathematically by an oscillatory stress distribution with singularity depending on
the mismatch of the elastic properties [85–87]. This is, of course, unsatisfactory
from the physical point of view. A number of models have then been developed to
re-examine the problem [88–94] as well as to predict the tendency of the crack to
propagate along the interface or to kink into one of the adjoining materials [95–100].

The elastic mismatch between the two materials can be rationalized in terms of
two non-dimensional parameters defined by Dundurs [101] as

α = (κ2 + 1) − γ (κ1 + 1)

(κ2 + 1) + γ (κ1 + 1)
≡ E1 − E2

E1 + E2
and β = (κ2 − 1) − γ (κ1 − 1)

(κ2 + 1) + γ (κ1 + 1)

(5.2)

where subscripts 1 and 2 refer to the two materials, κ = 3 − 4ν for plane strain and
κ = (3 − ν)/(1 + ν) for plane stress, γ = μ2/μ1 with μ = E/[2(1 + ν)], E is Young’s

modulus, ν is Poisson’s ratio, E = E/
(

1 − ν2
)

in plane strain, and E = E in plane

stress. Note that α = β = 0 for homogeneous materials. The admissible values of
α and β, assuming ν ≥ 0, lie within a parallelogram enclosed by α = ± 1 and
α − 4β = ± 1 in the (α, β) plane. Most combinations of materials of practical
interest give small values of β (falling between 0 and α/4).

The anomalous oscillatory stress behavior at interface cracks does not appear in
terms of the energy release rate, which is given by

G = 1 − β2

E∗
(
K2

I + K2
II

)
, with

1

E∗ = 1

2

(
1

E1
+ 1

E2

)

(5.3)
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where KI and KII are the stress intensity factors in modes I and II, respectively. The
relative amount of mode II to mode I loading (mode mixity) is usually measured
through the phase angle, ψ , defined as ψ = tan−1(KII/KI) for β = 0. When β �= 0,
the definition of ψ is slightly more complicated involving a length scale; but note
that the effect of nonzero β, for small values of β, is of secondary importance; see
Eq. (5.3). In the case of interface cracks, ψ is affected not only by the external
loading but also by the elastic mismatch.

Crack advance can be characterized by a critical value of the energy release
rate, GC. In the case of homogeneous materials, the different criteria proposed
to determine the direction of crack advance give very similar predictions [102,
103]. For instance, the criterion of maximum circumferential stress (which is
approximately equivalent to locally opening mode I conditions and to the maximum
G criterion) predicts an angle ω for the propagation direction given by

tan ω = − 8 tan ψ

3 + √
1 + 8tan2ψ

(5.4)

This gives an angle of arctan
(
−√

8
)

≈ −71
0

for pure (positive) mode II. In the

case of interface cracks, the critical value for crack advance (the interfacial fracture
energy) is not a single material parameter but a function of the mode mixity, GC(ψ),
that has to be determined experimentally. A phenomenological relation has been
proposed for this dependence in the form [104]

GC = GIC

[
1 + tan2 (

ηψ
)]

(5.5)

where GIC is the mode I toughness and η is a coefficient that reflects the effect
of interface roughness and plasticity in the adjoining materials. There is no
mixed mode effect if η = 0, but a strong dependence exists when η approaches
1. This type of relationship has been validated by combined experimental and
theoretical analyses of, for instance, organic electronic structures using Brazilian
disc specimens [105] and other configurations [106, 107]. This strong dependence
of GC on ψ highlights the importance of measuring accurately the mode mixity
level in the different tests designed to determine the interfacial toughness [67, 108,
109].

The problem of crack path, i.e., the preference of an interface crack to continue
along the interface or to kink into one of the adjoining materials, is closely related
to that of the mode mixity dependence of interfacial toughness. Residual stresses
and the T-stress also affect the energy release rate of both the interfacial and the
kinked crack. Relatively small values of residual compression substantially enhance
debonding in preference to penetration [110]. The non-singular T-stress, acting
parallel to the original crack before kinking, can also have a strong influence on the
energy release rate at the tip of the kinked crack. The stress intensity factor and the
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Fig. 5.2 Diagram of crack path prediction for interface cracks with β = 0: (a) phase angle below
which the crack stays at the interface; (b) minimum material toughness for crack propagation along
the interface for all phase angles of loading. (Adapted from He and Hutchinson [97])

T-stress have been accepted as a two-parameter fracture criterion in predicting the
crack propagation direction and the shape and size of small-scale yield zones [111].
The general conclusion is that the crack path depends on the relative energy release
rates for continued extension of the interfacial crack, Gi, and for crack kinking to
one of the materials, Gk. The ratio Gi/Gk is a function of the elastic mismatch; the
phase angle, ψ; and the kink angle, ω. Stress fields under realistic conditions are
commonly non-uniform and difficult to capture by analytic expressions. Therefore,
finite element calculations are required to compute the stress intensity factors and
energy release rates of an interfacial crack accurately for arbitrary geometries and
loading conditions.

As a result of the analysis, Gi/Gmax
k becomes a function of α, β, and ψ . The

fracture pattern at this scale is inherently dependent not only on the adhesive
interface properties but also on the cohesive properties of the bulk materials
surrounding the interface, resulting in a competition between adhesive and cohesive
crack propagation. The crack path can be predicted by comparing the ratio Gi/Gmax

k
to the ratio GiC/GkC, where GkC is the toughness of the material at the kinked
crack tip [112, 113]. If GiC/GkC < Gi/Gmax

k , the interface crack will tend to keep
growing at the interface, while if the inequality is reversed, then crack kinking will
be favored (Fig. 5.2a). The analysis also gives the minimum value of the toughness
ratio, GkC/GiC, needed to ensure that the crack will not leave the interface for all
combinations of loading (Fig. 5.2b). For smaller values of GkC/GiC, there is a range,
0 ≤ ψ ≤ ψmax, such that the crack stays at the interface, while for ψ > ψmax, the
interface crack will kink into one of the adjoining materials. Wang [100] extended
the interface crack kinking problem to orthotropic and anisotropic bi-materials.

A closely related problem is that of a crack approaching or meeting a material
interface in patterned structures and the competition between crack deflection along
the interface and penetration across the interface [77]. This can be modeled using
either EPZ models or enriched finite element formulations for the displacement
fields [114, 115].
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3.3 In Situ Monitoring of Microcracking with an X-Ray
Microscope

The 3D visualization and in situ monitoring of crack evolution in Cu/low-k
interconnect stacks require an experimental setup that allows mechanical loading
of the studied sample within an X-ray microscope. Such a combination of minia-
turized mechanical test and high-resolution imaging enables a precise control and
monitoring of force and displacements in materials at the micro- and nanoscale.
The application of a micro-double cantilever beam (micro-DCB) test in an X-
ray microscope provides a unique capability for high-resolution 3D imaging of
the on-chip interconnect stack of a microchip and of the microcrack evolution
while a mechanical force is applied. In [37], a miniaturized piezo-driven DCB test
positioned in the beam path of a laboratory transmission X-ray microscopy (TXM)
tool (Xradia nanoXCT-100) [116, 117] was used to force a displacement-controlled
crack propagation through the on-chip interconnect stack of an integrated circuit
and at the same time to image the pathways of microcracks in fully integrated,
nanopatterned multilevel interconnect structures with sub-100 nm resolution. Since
the maximum photon energy used in state-of-the art laboratory TXM tools is 8 keV
(Cu-Kα radiation), the sample size has to be <100 μm, at least in one direction
parallel to the crack front, to enable the transmission of photons of this energy
range [118]. The samples used in the micro-DCB test are much smaller than in
the standard DCB test, and therefore, the sample mounting has to be carried out
differently. In contrast to the hinged supports in the standard DCB test (flexible
joints), clamps are rigidly connected to the cantilevers in the case of the micro-DCB
test. The principle of the micro-DCB test and the experimental setup was described
in detail in [38].

In the DCB test, the tensile stress normal to the crack plane is the dominating
stress component, i.e., the mode I condition of crack propagation (opening or tension
mode) is supposed to be the predominant fracture mode for the sample [119]. In
contrast to the standard DCB test, asymmetric bending of the cantilevers occurs
in the micro-DCB test because of a shear component in the crack plane, as a
result of deviations from the “symmetric sample” geometry and of the contribution
from the clamps. In addition, the thickness of the patterned on-chip interconnect
stack in relation to the total beam height is not negligible, and the beams do not
have a constant and equal height because of limitations of the sample preparation
process. In addition, 3D effects at the crack tip have to be considered [120]. The
typical double cantilever test geometry, characterized by hinged supports and free
cantilever ends, is schematically shown in Fig. 5.3 [36]. This scheme includes a
partially delaminated sandwich sample, and it indicates the force introduction to
open the crack and to cause crack propagation. During the DCB test, the test beam
is separated into two cantilevers.

Micro-DCB samples are characterized by a sandwich structure, consisting of two
beams of usually similar dimension that are glued together with a thin layer of epoxy
and the layer stack to be studied (region of interest, ROI) in the center. A piece
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Fig. 5.3 (a) Scheme of the experimental setup: Micro-DCB test in the laboratory full-field
transmission X-ray microscope. (b) Scheme of the micro-DCB test using a sandwich sample with
the region of interest (ROI), the on-chip interconnect stack of a microchip featuring two copper
guard ring structures (GR1 and GR2) separated by a scribe line (SL) [36]

Fig. 5.4 TEM image of a part of a guard ring (GR) structure with 12 metallization of copper (M1
to M12) with different dimensions and a post-passivation layer, consisting of two sub-layers with
different composition of the dielectrics. The different gray values indicate the copper structures
(dark) and different dielectrics used to isolate the metal structures and for the passivation. Scale
bar is 1 micron [121]

of a thinned wafer, containing on top of the silicon the ROI with two guard ring
structures (GR1 and GR2) separated by a scribe line (SL) and a part of the BEoL
stack, containing on top of the silicon the ROI with the BEoL stack, was glued to a
dummy sample (silicon) of similar dimensions in length and width, but with varying
heights. The integrated circuit was manufactured in 14 nm CMOS technology node,
with a BEoL stack consisting of 12 layers of copper (M1 to M12) with different
dimensions, insulated by low-k materials, and a post-passivation layer on top. The
transmission electron microcopy (TEM) image of a cross-section through a part of
a GR structure is shown in Fig. 5.4 [121]. The samples were grinded, polished,
and sawed up to a length of 1 mm and a cross-section of approximately 50 μm ×
50 μm, to fulfil the geometrical requirements for a micro-DCB test in a transmission
X-ray microscope [38, 118]. The notch was cut in the center of one end face of the
test sample applying a razor blade. This notch (the pre-crack) serves as a defined
starting point to drive the microcrack within the on-chip interconnect stack toward
the GR structures.
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The micro-DCB tests that drive the crack into the on-chip interconnect stack
were performed displacement-controlled. The load in the range of several tens of
millinewtons was applied perpendicular to the rotational axis of the sample stage of
the TXM, with a loading speed of 1 μm/s. One side of the sample holder was fixed,
and the other side was moved horizontally, typically in 50–100 nm steps. The force
is applied at the notched end of the test sample perpendicular to the direction of the
notch to open the microcrack and to ensure stable crack growth in a controlled way.
The force is transmitted into the sample through clamps that are rigidly connected
to the cantilevers, while one clamp is fixed and the other is moving. The propagating
microcrack causes progressing delamination, and it divides an increasing part of the
sample into two individual cantilevers, while the sample holder acts as a support on
the other end [118].

To visualize crack opening and propagation in the on-chip interconnect stack
while applying a mechanical load, the micro-DCB test setup is positioned in the
X-ray microscope (Xradia nanoXCT-100) on a rotation stage for tomography,
and the notched sample with the ROI is mounted on this rotation stage. This
geometrical arrangement allows to align the crack front parallel to the optical axis
of the X-ray microscope, which is the preferred geometry to obtain free access to
collect 2D radiographs without shadowing the ROI during the data acquisition, and,
consequently, to achieve 3D tomography data of the ROI.

4 Understanding of Microcrack Behavior

Microcracks, introduced into microchips during the manufacturing process, e.g.,
sawing of wafers, are a serious reliability concern for microelectronic products since
their stress-induced propagation can cause catastrophic microchip failure [21]. The
risk of fracture is increased for BEoL stacks if metal interconnects are insulated with
low-k or ultralow-k materials. These dense or porous CVD-deposited organosilicate
glass materials are characterized by not only a low dielectric permittivity but
also low Young’s modulus and cohesive strength and consequently low fracture
toughness [122].

In addition, the microchip manufacturing and particularly the subsequent
advanced packaging technologies are using a large variety of materials, including
hard lead-free solder materials, to form micro-bumps or copper pillars. Because of
different coefficients of thermal expansion (CTE) of the used materials, temperature
variations cause thermomechanical stress in the BEoL stack that can result in crack
propagation [123]. The requirement to a mechanically robust on-chip interconnect
structure against wafer processing and packaging stress is that the fracture driving
force for pre-existing defects – e.g., microcracks – is smaller than the fracture
resistance of the nanopatterned BEoL stack [21].
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4.1 Local Energy Release Rate and Fracture Resistance (Size
Effect)

A nondestructive 3D high-resolution imaging of the crack evolution in the on-
chip interconnect stack, preferably using a micro-DCB test setup in an X-ray
microscope, allows a 3D visualization of crack opening and propagation, i.e.,
without modifying the local stress state by sample preparation, and based on the
measured crack geometry a quantitative determination of the critical energy release
rate for crack propagation in patterned structures of fully integrated multilevel
interconnect structures of a microchip. Using the measured geometry of the crack at
several loading steps during the micro-DCB test together with a data analysis based
on the linear elastic fracture mechanics and Euler-Bernoulli beam model allows the
determination of the critical energy release rate for crack propagation in different
regions of a processed silicon wafer [38].

The combination of a displacement-controlled crack propagation through differ-
ent regions of the thinned wafer piece, particularly the on-chip interconnect stack,
and at the same time imaging of the crack allows to determine the critical energy
release rate Gc for crack propagation in these regions quantitatively. Conventional
mechanical tests for the determination of the critical energy release rate Gc for crack
propagation in macroscopic bulk samples or in unpatterned layer stacks, e.g., the
double cantilever beam (DCB) test [72, 124], are performed at much larger samples.
Therefore, a miniaturized mechanical test setup for samples that are transparent for
photons with 8 keV energy had to be built and integrated into the beam path of an
X-ray microscope [38]. This approach has the advantage that X-rays can be used to
image the crack evolution in materials nondestructively.

Figure 5.5a shows two radiographs of the sample at two different stages of the
micro-DCB experiment, for the crack tip toward the GR and after passing the GR,
representing two different loading steps. It can be clearly seen from Fig. 5.5b that
the crack length is growing with increasing crack opening in the SL. The crack
growth rate is progressively reduced when the crack approaches the guard ring,
and it stops propagating when it reaches the GR2. Only when the applied force, and
consequently the crack opening (and beam displacement), is large enough, the crack
propagates through the GR2 structure.

The uniqueness of the (ideal) DCB test is that only one stress component exists,
i.e., the tensile stress normal to the crack plane. There is no shear stress in the crack
plane. That means the sample is tested in mode I condition of crack propagation
(opening or tension mode) [119]. Compared to the conventional macroscopic
DCB test, the micro-DCB test is characterized by some specifics that have to be
considered in the data analysis. Without momentums in the sample mounts, an
important particularity of the micro-DCB test is that moments in the sample mounts
caused by gluing change the cantilever deformation. That means the boundary
conditions for the linear elastic model used are between the two extreme cases “fixed
beam ends” (stiff clamping) and “free beam ends” (freely hinged). The contribution
from the clamps causes a shear component in the crack plane, and consequently,
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Fig. 5.5 (a, b) Radiographs of the micro-DCB sample with acquisition time per each of
15 seconds (D, dummy; C, chip; GR2, guard ring 2; SL, scribe line): crack tip (a) toward the
GR2 and (b) after passing the GR2. (c) Crack opening Y vs. crack length L at several loading steps
during the micro-DCB test. (Adapted from Kutukova et al. [36])

asymmetric bending of the cantilevers occurs. In addition, the assumption that the
cantilevers have a constant and equal thickness, as it is fulfilled for ideal samples in
the standard DCB test, is not true for micro-DCB samples because of micro-DCB
sample geometry peculiarities like not negligible thickness of the patterned on-chip
interconnect stack in relation to the total beam height as well as because of accuracy
limitations of the sample preparation process. In addition, 3D effects at the crack tip
have to be considered [125].

For an asymmetrical DCB sample configuration, i.e., for different cantilever
widths hn {n = 1, 2}, mode II (sliding mode or in-plane shear mode) condition
for crack propagation occurs additionally to the mode I condition. That means the
real test conditions reflect a combination of loading modes, i.e., mode mixity [21,
34].

The standard DCB test is the most common experimental technique for determi-
nation of the critical energy release rate Gc of macroscopic specimens with layers
or layer stacks. A typical DCB test geometry is schematically shown in Fig. 5.6a
[36]. This scheme includes geometric sizes of a partially delaminated sandwich
sample, and it indicates the force introduction. In both, the macroscopic and the
microscopic geometry, a force F is applied perpendicular to the interfacial plane
to open the interfacial crack by a displacement _Y at the sample mount position
(x = L, x = 0 at crack tip), causing a crack length L. With respect to the micro-
DCB test, the situation of the two extreme cases “fixed beam ends” and “free beam
ends” is shown schematically in Fig. 5.6a, right side. The geometric sizes in a
real micro-DCB sample are indicated in a stitched radiograph in Fig. 5.6b [36].
Geometric inaccuracies of the sample, i.e., deviations from an ideal micro-DCB
sample, result in asymmetric bending of the beams caused by an additional shear
loading component.
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Fig. 5.6 Illustration of the (pre-cracked) DCB geometry: (a) in the standard DCB test with free
beam ends (beam with central crack) and scheme for two extreme cases, fixed cantilever ends and
free cantilever ends (F, applied force; hn, cantilever height; uy(L), cantilever deflections at the end
of the beam in y {n = 1, 2}; Y = uy1 (L)+uy2 (L), maximum crack opening; x, coordinate in crack
plane direction; L, crack length), and (b) stitched radiograph of a micro-DCB sample (rotated by
90◦ compared to Fig. 5.3b). The stitching array of 3 × 12 radiographs is compressed along the x
coordinate for better visualization of the geometric sizes [36]

During the double cantilever beam test, the test beam is separated into two
cantilevers. The energy release rate G for crack propagation is well described for the
standard DCB test, based on the Euler-Bernoulli beam model [124, 126]. The critical
energy release rate Gc that is needed for crack growth can be determined by the
condition that the external energy is equal to the stored elastic energy. That means
crack growth is initiated when the energy release rate is larger than a critical value
Gc, i.e., G > Gc. The Euler-Bernoulli beam model [127], which is valid for beams
under the assumptions that the beam cross-section dimensions are small compared
to the beam length (equals crack length here) and that the constrained beam ends
at the support side (crack tip here) are horizontally oriented, is applied to the two
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cantilevers for the determination of the stored elastic energy and ultimately of the
energy release rate for crack propagation. Solving the Euler-Bernoulli differential
equation for beam bending [128] provides the generalized result for the relationship
between the applied force F and the resulting beam deflections uyn for a uniform
static beam, here for each of the two cantilevers n, {n = 1,2}. That means, using the
linear elastic beam theory, the beam deflection uyn can be expressed by the force F,
the crack length L, beam width bn, beam height hn, and Young’s modulus E (the last
three parameters are included in the moment of inertia In).

The parameter A (see Fig. 5.6a) is a geometry parameter that is introduced to
describe the boundary conditions of the beams (first derivative of the bending line)
at the displaced cantilever ends [36]. For a free beam, the factor is A = 1. For a
fully constrained beam, with a zero slope at the beam end, the factor is A = 0.5. The
numerical values for the geometric sizes A1 and A2 (for the two cantilevers) were
determined from the experimentally determined real bending line applying a least-
square fitting procedure based on the Euler-Bernoulli beam model. The coordinates
of the measured data points that characterize the crack geometry were extracted
from radiographs acquired with the X-ray microscope at each loading step [36].

The critical energy release rate Gc for crack propagation is calculated at each
loading step, considering geometrical and material parameters of the studied sample
as well as F and A from the fitting procedure described above (for each beam).
Figure 5.7 visualizes quantitative G values at several loading steps during the micro-
DCB experiment [36]. The values for scribe line, guard ring, and BEoL stack are
about 9 J/m2, 34 J/m2, and 6 J/m2, respectively.

All three regions of the thinned wafer piece were manufactured using the Cu dual
damascene process [129], with organosilicate glass as insulating dielectrics between
the Cu interconnects. For unpatterned porous ultralow-k thin film materials as used
in 14 nm CMOS technology node, Gc values in the range of 2–5 J/m2 were reported
[122, 130, 131], i.e., the fracture toughness of these materials is low. Compared to
this Gc value for unpatterned OSG thin films, the Gc value is increased for patterned
Cu/low-k structures. It depends on Young’s modulus – and consequently on the
critical energy release rate Gc as a measure for the fracture toughness – of the
dielectrics as well as on the design of copper structures in the SL, GR, and BEoL
stack regions of the studied wafer piece. Since the dielectric properties are changing
only slightly for different levels of the (patterned) layer stack, the differences of the
Gc values of different regions (SL, GR, BEoL) have to be explained with the design
of the Cu structures.

As expected, the specially designed GR structures have the highest Gc value.
It is several times higher than the Gc value of BEoL structures of the integrated
circuit. As experimentally shown, the crack is stopped at the guard ring. This effect
can be explained by the fact that the critical energy release rate Gc includes not
only the breaking of chemical bonds across the interface (interface debond energy)
but also the plasticity of adjacent ductile structures, such as copper guard rings
[72]. The energy dissipation process that results in the increase of the Gc value
close to the GR and a high Gc value of the GR structure itself can be explained
with the geometry of the GR (GR length) and the size-dependent plasticity of
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Fig. 5.7 Calculated G values at several loading steps (and respective crack lengths L) and stitched
of the final loading stage in the BEoL region [36]

copper. Compared to the dimensions of the Cu interconnects in the BEoL stack
(<1 μm, except for M12), the GR length in crack direction is 16 μm. For Cu
structures with a dimension >1 μm, the dislocation confinement is relaxed, and the
plasticity zone is enlarged when the crack is approaching the copper structure, thus
dissipating more mechanical energy. This effect of copper plasticity is exploited in
the functionality of the guard rings. Lane and Dauskardt [132] analyzed unpatterned
layer stacks and reported an increase of Gc from 5 J/m2 for Cu films with a
thickness < 0.5 μm to 10 J/m2 for 1.0 μm films and 40 J/m2 for 5 μm films. A
direct comparison between these data for unpatterned films with dense dielectrics
and data for patterned Cu/low-k structures with porous dielectrics is not possible.
However, considering Cu structures with dimensions up to 2 μm (M12) in the BEoL
stack and GR lengths of about 16 μm, the Gc values determined in the micro-DCB
test in this study are very reasonable.

To sum up, the implementation of a micro-DCB test in an X-ray microscope
allows a 3D imaging of the pathways of microcracks in fully integrated multilevel
on-chip interconnect structures with a spatial resolution of about 100 nm. Based
on measured geometric shape of the crack and cantilever bending lines at several
loading steps during the micro-DCB test as input data and the data analysis based
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on the Euler-Bernoulli beam model, the determination of the critical energy release
rate Gc for crack propagation is possible for different patterned regions of the
wafer manufactured in leading-edge technology node with a patterned Cu/low-k
interconnect stack. The critical energy release rate Gc for crack propagation of a
guard ring structure of >30 J/m2 is significantly larger than the respective values
in patterned surrounding regions with Gc values <10 J/m2 and about one order of
magnitude higher than the Gc values of the respective unpatterned dielectric thin
films. These results show that, in addition to the material properties of the dielectric
materials, the geometry of the metal structures is playing an essential role for the
fracture behavior of Cu/low-k interconnect stacks.

4.2 Controlled Crack Steering into High-Toughness Regions

An option of energy dissipation is to slow down and eventually stop the crack prop-
agation by steering the microcrack into regions of the BEoL stack with relatively
high fracture toughness [58]. For a better understanding of fracture mechanics at
small scales and for avoiding material cracking and interface delamination, as well
as for providing guidelines for the design of GR and BEoL structures as well as the
location of GR structures [30], the effect of a combination of loading modes, the
mode mixity as described above, on the crack path has to be studied. In addition,
fundamental questions of the role of plasticity of 3D micro- and nanoscaled metal
structures [132] and of the mismatch of the elastic properties between two dielectric
layers (so-called delta-E effect) [26] on the fracture mechanics of nanopatterned
structures have to be considered.

An experimental approach that allows to steer the microcrack in a controlled
way by tuning the fracture mode mixity locally at the crack tip and to acquire
simultaneously the 3D image information of a region of interest (ROI) that includes
the on-chip interconnect stack of an advanced microchip was reported recently [36].
The steering of microcracks in 3D nanopatterned structures and its simultaneous
nondestructive imaging with high spatial resolution was performed by positioning
a miniaturized piezo-driven DCB test setup in the beam path of a laboratory
transmission X-ray microscopy (TXM) tool [38]. This experimental approach
allows to force a displacement-controlled crack propagation through the on-chip
interconnect stack of an integrated circuit and at the same time to image the
pathways of microcracks in fully integrated, nanopatterned multilevel interconnect
structures with sub-100 nm resolution [37].

The microcrack is either propagating along one level of the BEoL stack and then
moving to a higher level or to a lower level, depending on the mode mixity, or –
even more often – the crack front is running in several levels simultaneously. In
the latter case, the propagation of the microcrack from one level to another level is
often not abrupt for the whole crack front, i.e., usually for parts of the crack only,
step by step. That means the crack front at a certain crack length is including not
only one level of the stack. In some cases, it was observed that cracks moved from
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Fig. 5.8 Virtual cross-section (XY view) with indicated crack path change from M7 to M5 (top);
XZ height map of the crack in the on-chip interconnect stack (SL, GR, Cu/low-k BEoL), heights
above the Si substrate indicated by colors (middle); scheme of the cross-section XY at the indicated
Z location (red line) with crack pathway, showing crack path change from M7 to M5, heights above
the Si substrate in μm (bottom) [36]

one level to a neighbored level and subsequently back to the original one before the
crack is moving irreversibly to a higher level or to a lower level (see, e.g., some
regions in Fig. 5.8: M7 – M8 – M7). These observations underline the importance
of a nondestructive 3D imaging technique.

A virtual cross-section through a piece of wafer (XY plane, perpendicular to
the metallization layers) at the final loading stage of a micro-DCB test, visualizing
the microcrack in the on-chip interconnect stack (SL, GR, Cu/low-k BEoL), is
provided in Fig. 5.8 (top). This cross-section image is based on a reconstruction
of X-ray computed tomography (XCT) data. The microcrack propagated from the
SL within interlayer dielectrics or along weak interfaces toward the GR structure
and eventually into the BEoL stack of the microchip. The nano-XCT data allow to
determine where in the metal stack, i.e., in which layer or along which interface,
the microcrack propagated. To visualize the propagating position in the stack, the
heights of the crack above the silicon substrate (XZ horizontal map with height
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indicated by colors) are mapped as shown in false colors in Fig. 5.8 (middle). The
color scale bar corresponds to the heights from zero (Si substrate) to about 6 μm
(post-passivation layer P). In addition, the schematic crack path in an interconnect
stack for one particular position along the Z-axis is provided in Fig. 5.8 (bottom)
that shows the crack path along M7 and then transferring to M5. The change of the
crack path down from M7 to M5 is indicated by a red arrow in Fig. 5.8 (top) [36].

The micro-DCB test results presented in Fig. 5.6 were achieved from a nearly
“symmetric sample,” i.e., both beams had the same target heights. That means,
according to Fig. 5.6b, the ratio of the heights e = h1/h2 of the dummy beam h1
and the chip beam (with the ROI) h2 is supposed to be e = 1. However, due to
sample geometry imperfections, the real value is e = 1.3 in the case provided in
Fig. 5.8. Hence, the crack path changes from metallization layer M7 to the lower
metallization layer M5, even for a nearly “symmetric sample” can be explained with
the e value, which deviated from the ideal value e = 1, i.e., with the superposition
of the fracture mode I for crack propagation with additional fracture modes. This
example expresses already the opportunity to steer the crack by mode mixity, and it
proves the importance of a thorough data analysis [36].

In [36], defined asymmetrical DCB samples, i.e., with different cantilever heights
hn {n = 1, 2}, are prepared and studied. For these asymmetric sample geometries,
mode II (sliding mode or in-plane shear mode) and mode III (tearing mode or anti-
plane shear mode) conditions for crack propagation occur in addition to the mode I
condition. That means these test conditions reflect a combination of loading modes,
the mode mixity [21, 34]. The chosen thickness ratios e = h1/h2 of dummy beam
(h1) and chip beam (h2) were 2.0 and 0.5, respectively. These thickness ratios are
related to the global mode angles 0

◦
(symmetric case) and ±22.5

◦
(both asymmetric

cases). The real beam thickness ratios e were calculated from these image data. For
each geometrical configuration (symmetric case and two asymmetric cases), a set of
micro-DCB experiments in the X-ray microscope were performed, and nano-XCT
3D data sets were generated as described above. The crack pathways were analyzed
based on the 3D tomography data set for each sample. The resulting data for each
geometrical configuration are presented in Table 5.1:

Table 5.1 shows that microcracks are moving predominantly to higher metalliza-
tion layers for e < 1 and predominantly to lower metallization layers for e > 1. That
means microcracks can be steered into a particular level of the layer stack as a result
of the fracture modes for crack propagation.

The steering of the crack path to higher metallization levels, as characteristic for
beam thickness ratios e < 1.0, is the preferred option since the fracture resistance
or the critical energy release rate for crack propagation is increased the closer the
microcrack will be to M12. The reason is the thickness of the M12 Cu metallization

Table 5.1 Dominant metal layers of crack propagation for several beam height ratios e, based on
7 samples for e ≈ 0.5, 9 samples for ≈ 1, and 12 samples for e ≈ 2

Mode mixity Asymmetric; e = 0.5 Symmetric; e = 1.0 Asymmetric; e = 2.0
Metal layer n 11 ± 2 8 ± 2 4 ± 2
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of about 2 μm, in contrast to the M1 to M11 metallization layers with thicknesses
lower than 1 μm. In addition to an enhanced near-tip sliding and friction caused
by mode mixity [104], the plasticity of the copper in M12 increases the energy
dissipation. This effect can be explained by the fact that the critical energy release
rate Gc includes not only the breaking of chemical bonds across the interface
(interface debond energy) but also the plasticity of adjacent ductile structures, such
as relatively thick Cu lines [72]. The energy dissipation process that results in the
increase of the Gc value close to the thick Cu lines can be explained with the
size-dependent plasticity of copper. For Cu structures with a dimension >1 μm,
the dislocation confinement is relaxed, and the plasticity zone is enlarged when
the microcrack is approaching the Cu structure, thus dissipating more mechanical
energy. This effect of copper plasticity is exploited in the M12 Cu lines. Lane et
al. [132, 133] analyzed unpatterned layer stacks and reported an increase of Gc by
>400% as the Cu layer thickness was increased from 0.3 to 3.3 μm. From a figure
published in [132], Gc values of 5 J/m2, 5–10 J/m2, and 14 J/m2 were extracted
for Cu thickness values of ≤0.20 μm (M1–M6), 0.35–0.72 μm (M7–M11), and
2.02 μm (M12). A quantitative comparison between these data for unpatterned
films with SiO2 dielectrics and data for patterned Cu/low-k structures with porous
dielectrics is not possible. In addition, chemical composition of the electroplated
copper and process parameters for deposition and thermal treatment are certainly
different. However, considering Cu structures with dimensions of 2 μm (M12) in the
BEoL stack, the crack propagation is expected to be slowed down, and in the best
case, the microcrack will be stopped. Since the plastic zone size exceeds the Cu layer
thickness [132], this effect occurs also in the dielectrics next to the Cu structure.
This toughening effect – energy dissipation caused by plasticity – is consistent with
model predictions [134, 135].

The approach demonstrated and the experimental results have significant impli-
cations for the design of on-chip interconnects (including guard ring structures)
of leading-edge integrated circuits and for the fundamental understanding of the
fracture behavior of materials, e.g., composites, at the sub-micron and nanoscale.
The micro-DCB experiment in an X-ray microscope allows to control fracture and
to steer crack paths to regions in the on-chip interconnect stack with relatively
high fracture toughness. With this technique, it is possible to study the complex
failure modes in realistic BEoL stacks and to discuss the effects of process-induced
thermomechanical stress and CPI on chip reliability. Based on the knowledge of
how position of the microcrack initiation and mode mixity modulate the crack
propagation, it is possible to study the fracture mechanics of small structures and
draw conclusions for the dielectrics material selection to control the crack path and
to ensure the required fracture resistance of BEoL structures for future advanced
technology nodes that are often accompanied by advanced packaging solutions.
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5 Summary and Outlook

5.1 Future Technologies and Mechanical Reliability
Challenges

The future development of the microchip technology, for both transistors and
interconnects, will be characterized by a further shrinking of feature sizes – the
physical gate length of the transistors (at least up to 10 nm) and the dimensions of
interconnects (on-chip and chip-to-chip/package), new 3D architectures for devices,
and advanced packaging as well as the integration of new materials and material
stacks. These technological developments require novel risk mitigation strategies
for tightly packed 3D structures, and they force innovations to improve conventional
or to develop completely new characterization techniques for 3D patterned systems.

In addition, the semiconductor industry – both chip design and technology –
will be more and more driven by challenging use cases such as operation at
harsh environments (space research, automotive industry), applications that require
lifetimes much longer than in the past, and safety-critical applications (autonomous
driving, drones, medicine), but also by requirements of data centers and of mobile
gadgets. Some of the most advanced devices are expected to work for longer periods
than in the past, with parts that are consistently in the fully “on” state expected to
last decades rather than a couple years of intermittent service. All these customer
requests challenge reliability engineering in the semiconductor industry to ensure
the mechanical robustness of the microelectronic products for the specific use cases.

In particular, the mechanical robustness of increasingly complex interconnects,
both on-chip and chip-to-chip/package, has become a very challenging aspect of
More-than-Moore integration schemes. Mechanical failures of on-chip intercon-
nects in the form of interface delamination and material cracking can pose a
critical challenge for integrating ultralow-dielectric-constant (ultralow-k) materials
in advanced integrated circuits. Subject to thermomechanical stress, mechanical
failure of on-chip interconnects can take on various forms. The effective fracture
resistance of the BEoL stack of microchips is governed by the ultralow-k dielectrics
and the embedded metallic materials therein. To design robust interconnects against
mechanical failures, it is desirable to characterize the fracture properties of the com-
ponent materials using realistic integrated structures rather than blanket thin films,
whose properties may not always truthfully reflect the impact due to patterning and
processing.

With the methodology described in this chapter, i.e., the controlled steering of
microcracks into regions with high fracture toughness while considering nanoscale
mechanical properties of fully integrated 3D interconnect stacks (particularly the
local critical energy release rate Gc), conclusions for the robustness of backend-
of-line stacks can be drawn, and input for the design of BEoL and guard ring
structures can be provided. The knowledge about the fracture behavior in microchips
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and particularly of how fracture mode mixity modulates the crack propagation
in nanopatterned structures provides also a better understanding to the fracture
mechanics of small structures. As a result, conclusions for interconnect design,
materials, and processes can be drawn, with the goal to ensure the needed mechan-
ical robustness of the BEoL stack, a 3D nanostructured system of materials. This
new approach has important implications for the on-chip interconnect technology
development and for the nondestructive study of the fracture behavior of materials
in the nanometer scale. It opens a way for the fundamental study of the mechanical
behavior of nanoscale structures and materials, and it provides the opportunity to
establish appropriate risk mitigation strategies to avoid catastrophic failure of the
microchip.

Considering the intrinsic advantages of nondestructive nano-X-ray computed
tomography (nano-XCT) for high-resolution 3D imaging of opaque objects such
as microchips, this technique is a promising future option for use in product
development and physical failure analysis in the semiconductor industry, partic-
ularly for imaging of 3D advanced packaging, including wafer-level chip-scale
packaging (WLCSP) and, e.g., hybrid bonding, and on-chip interconnect structures
and defects such as microcracks. The combination of micromechanical testing
and high-resolution X-ray imaging opens the way for the development of design
concepts for novel engineered materials systems based on their local mechanical
properties. Summarizing, the nondestructive 3D X-ray imaging of structures and
defects and the kinetics of degradation processes in microelectronic products
provide valuable information for reliability engineering and design-for-reliability
(DFR) in the semiconductor industry. This approach also allows to evaluate process-
induced material changes, and it provides a path to study the scaling effect on
the fracture behavior of BEoL stacks for future on-chip interconnect design and
technology development.

Laboratory sub-micro- and nano-X-ray computed tomography (XCT) at high
photon energies (>10 keV) will allow a really nondestructive imaging of structures
and localization of defects such as microcracks in advanced packaging and in BEoL
stacks. Therefore, these techniques will have not only to be applied in reliability
engineering to mitigate reliability-limiting effects as described in this chapter;
however, they have the potential to be introduced in the semiconductor industry in
physical failure analysis laboratories as well as for X-ray-based 3D metrology and
diagnostics to support novel technologies for advanced packaging and for on-chip
interconnects [136].

The experimental approach and the test samples used are not limited to samples
from microelectronic products. The established concept for a controlled crack
propagation can be adopted to study other materials systems as well. It opens new
approaches for fundamental studies of the fracture behavior of constrained materials
on a small scale.
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5.2 Biomimetics: What Can We Learn from Nature?

Most of the engineered materials and systems are still being outperformed by natural
materials with exceptional mechanical properties, e.g., simultaneous high stiffness
and toughness, that have been “designed” during a long-term evolution process, with
the goal for the living object to survive and to adapt to its surrounding environment.
Hierarchically structured biocomposites are tailored according to their functionality
[137–139]. As an example, protective mollusk shells consist of high-strength and
high-stiffness building blocks (mineral phase) and ductile components (amorphous
organic phase) with “weak” interfaces that allow to trap cracks in toughened regions.
Firstly, microcracks propagate along interfaces between inorganic crystallites, with
low resistance against crack growth, and subsequently, these microcracks are
steered into the biopolymer regions where the cracks are stopped [140]. Targeting
on engineered damage-tolerant 3D nanopatterned structures, e.g., microchips, as
discussed here, the nature’s design principles for damage-tolerant materials that
result in a controlled crack steering into regions with high fracture toughness [137]
can provide valuable information for the design of engineered materials systems
such as backend-of-line stacks of integrated circuits or guard ring structures.

Studies at biological objects, combining experimental data and modeling, help
to develop fracture mechanics at small scales and to understand particularly
microcrack propagation in hierarchically structured materials systems. Since such
studies provide valuable information for damage-tolerant design, fracture mechanics
of materials in micro- and nanoscale dimensions will become an increasingly impor-
tant field of fundamental research, including the development and introduction of
new techniques for micro- and nanomechanical testing [22, 141]. The combination
of miniaturized mechanical tests with high-resolution imaging enables the ability of
a controlled steering of microcracks into regions with high fracture toughness and
the visualization of the microcrack evolution [37].

On the other hand, bio-inspired, hierarchically 3D structured engineered materi-
als and systems have a growing industrial importance. Examples are microelectronic
products and MEMS systems as well as advanced battery electrodes and new down-
sized devices for medical applications. There is an increasing need of industry
to evaluate the risk of microcrack evolution at small length scales that can cause
catastrophic failure in 3D structured systems and materials. As presented in this
chapter, the combination of micromechanical testing and in situ high-resolution
X-ray computed tomography to image crack propagation in microchips provides
implications to interconnect design concepts, BEoL technology, and material
integration.
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Chapter 6
Neuromorphic Computing for Compact
LiDAR Systems

Dennis Delic and Saeed Afshar

1 Introduction

The last half century has seen remarkable advances in complementary metal-oxide-
semiconductor (CMOS) electro-optic (EO) imaging systems. Device scaling due
to Moore’s law has been a driving factor in improvements, such as low light
performance, pixel density, and noise reduction. But as device scaling approaches
the physical limit of semiconductors, the exponential pace of miniaturization and
cost reduction has begun to slow, motivating the search for technology solutions
that can bridge the gap by improving performance while adding more functionality
through integration. More-than-Moore devices represent this new paradigm of func-
tional diversification of technologies and innovation by combining performance,
integration, and cost which are no longer limited to CMOS scaling. Solid-state
LiDAR imaging sensors packing more pixels per unit size is achievable, for
example, by using novel three-dimensional (3D) stacking semiconductor assembly
methods, a level of integration just not possible with standard monolithic techniques,
while advanced computation methods in design such as machine vision techniques
allow for increased functionality and performance.

EO sensing or imaging systems can be categorized as using either passive or
active techniques. The sensing of electromagnetic radiation, in the form of visible,
light, UV, infrared, and X-ray, has enormous practical applications. The ultimate
sensitivity is the detection of individual photons or single-photon imaging. A type of
active EO sensing system is laser imaging RADAR also known as Laser Detection
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and Ranging (LADAR) or Light Detection and Ranging (LiDAR) – these are the
optical equivalent of RADAR but using light waves. Use of these terms is non-
standardized; however, a typical distinction involves the target type. LADAR is used
for hard targets (solids) or surface scattering while LiDAR for soft targets (e.g.,
gases or aerosols) or volume scattering within the medium [1]. But in this chapter,
the term LiDAR will be used in a generic sense and will refer to both soft and hard
targets.

LiDAR is used extensively in many diverse fields both military, biomedical,
security, and civilian applications. For the military, advanced sensing technologies
give enhanced situational awareness and decision superiority in the battlespace
which significantly improve defense personnel survivability and mission success.
There are many sensing systems which can address these needs; these include
scanning LiDAR, 3D LiDAR imagers, thermal imaging, and surveillance RADAR
[2]. LiDAR for military and security applications include target recognition, target
location, aim point selection, tracking, and weapon guidance [3]. Such uses include
rangefinders, designators, weapon guidance, and ability to undertake rapid envi-
ronmental surveying, which includes both topographic (terrain) and hydrographic
mapping (laser-based bathymetry) [3]. Navy vessels are exposed to threats, such
as anti-ship missiles (ASMs), unmanned aerial systems (UAS), submarines, and
submerged mines, and need advanced surveillance LiDAR technologies. Amphibi-
ous craft require rapid environmental assessment and littoral mapping for surface
mine detection and threat avoidance in contested environments. Land tactical intel-
ligence needs structural assessment and through-tree-foliage visibility to improve
situational awareness of potential threats and aid decision-making.

A type of LiDAR called single-photon LiDAR (SPL) is a promising class of
technology that relies on single-photon detectors (SPDs) or sensors to achieve
extremely sensitive detection levels and performance. These systems dramatically
increase the point (data) density on a target through detection and processing of low
photon numbers at the receiver or sensor. They attempt to operate at the photon
limit or detectability of light using high quantum efficient sensors. As such, a
major benefit of SPL technology lies in the fact that by operating at such low
photon fluxes, SPL can reduce the chance of detection by threat systems, detect a
target in low levels of illumination, or reveal partially concealed targets at extended
range especially through obscuring mediums such as water, fog, haze, smoke, dense
foliage, and camouflage nets. Single-photon sensors offer revolutionary advances in
performance over conventional technologies. Exploiting quantum properties such
as photon entanglement and/or superposition will only see further enhancement
to the performance of single-photon sensors enabling emerging technologies such
as quantum LiDAR [4] and quantum imaging [5]. Long-range depth profiling of
camouflaged targets using single-photon detection has already been demonstrated
[6]. This alone provides powerful new defense capabilities in sensing behind
obscurants with low detectability by adversaries.

A type of solid-state SPD is the Geiger-mode avalanche photodiode (Gm-APD)
also known as a single-photon avalanche diode (SPAD), which are designed and
biased in such a way that they can detect a single photon or quantum of light.
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When accompanied with electronic circuits, a SPAD can perform both precise
photon counting and timing functions. Creating an array of SPADs is possible by
miniaturizing SPAD devices so that they all can fit onto a single integrated circuit
(IC) chip which then can be used to build a SPAD camera. The level of accuracy
and information processing offered from this type of camera allows hyper-sensitive
and hyper-temporal 2D imaging, and when coupled with high-precision pulsed laser
illuminators as part of a LiDAR system, accurate time-of-flight (TOF) information
can be measured from the returning photons in a scene at both close and long ranges.
Such TOF information can then be used to construct high-resolution 3D images,
which can aid in eliminating ambiguities and uncertainties found in trying to classify
targets or objects as taken by traditional 2D cameras. SPAD sensors in SPLs can
be considered the key component in advanced single-photon EO systems designed
for target detection, identification, and tracking. These systems can complement
the existing sensor suite of tools employed by the war fighter, delivering tactical
impact in three key priority areas which include early warning missile defense, anti-
submarine warfare (ASW) [7],1 and advanced surveillance assessment capabilities
[8].

The use of small, cheap SPD and SPAD smart sensors is only likely to proliferate
with equal impact for LiDAR technologies outside of the defense domain, with
advantage for time-gated applications, fluorescence lifetime imaging (FLIM), time-
correlated single-photon counting (TCSPC), positron emission tomography (PET),
and single-photon mission computed tomography (SPECT) [9–12]. For commercial
applications, SPL is a key enabling technology for autonomous vehicles; this
includes automotive LiDAR for advanced driver-assistance systems (ADAS) as well
as self-driving cars in future assistance systems [13, 14]. 3D imaging systems have
also been incorporated into smartphones from several different manufacturers and
broader use applications, which includes augmented reality/virtual reality devices
(AR/VR), drones, robots, and industrial safety systems [15, 16].

There are many SPL configurations for 3D imaging which use SPAD sensors
and cameras. TOF LiDAR scanning methods are reviewed and are typically single-
pixel SPD devices that take time to build a 3D image by progressively rastering
a scene. The problem with scanning SPL systems is that they suffer from long
execution times which preclude their application to real-time analysis of highly
dynamic and cluttered scenes. Another type of SPL, called 3D flash LiDAR, relies
on a focal-plane array (FPA) sensor which is an array or collection of SPAD
detectors integrated with CMOS digital circuits onto the same silicon chip or bonded
separately to a readout integrated circuit (ROIC). 3D imaging cameras constructed
using SPAD arrays/FPA sensors for 3D flash LiDAR systems are also known as 3D
TOF cameras. These types of cameras acquire a 3D depth-resolved image of the
scene instantaneously, increasing the number of 3D points and enabling high-speed
imaging and classification of moving targets. SPAD-based FPA sensors operating
in 3D flash LiDAR systems have no moving mechanical parts and scanning optics

1 https://www.navy.gov.au/media-room/publications/tac-talks-52
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like scanning TOF LiDAR systems; offer an improved Size, Weight, and Power
(SWaP) footprint; and allow faster image acquisition/reconstruction time especially
important when objects are moving or when large areas need to be surveyed
quickly; good examples include spacecraft docking vehicles [17]. Being an imaging
system, they have advantages in the information you can ascertain from targets or in
topographic/hydrographic mapping scenarios, which requires intelligent recognition
processing.

It should also be noted that airborne laser scanning (ALS) systems by virtue of
the flight direction of the aerial vehicle carrying the LiDAR equipment can form a
3D topographic image rather quickly – but only along its flight line. Commercially
available ALS systems are categorized as either linear-mode LiDAR (LM-LiDAR),
Geiger-mode LiDAR (GM-LiDAR),2 or SPL.3 The SPL system available under the
brand name Leica SPL100, for instance, is a scanning system that splits the output
laser beam using a diffractive optical element (DOE) into 10 × 10 beamlets (this
technique provides wider area mapping); the receiving beamlet is detected by its
corresponding detector which is comprised of an array of silicon photon multipliers
(SiPM), each SiPM containing many SPAD cells [18]. SiPM sensors are not imaging
devices per se although they can reach single-photon sensitivities; the capabilities
of LiDAR systems using SiPM are explored by [19]. But for applications requiring
long-range imaging and tracking of moving objects, 3D flash LiDAR systems
represent a promising technology of choice. The limitations and advantages of these
types of LiDARs are examined.

Improving the performance of 3D flash LiDAR or 3D TOF cameras is very much
dictated by SPAD detector design as well as by the sensors’ ROIC capabilities.
Applications such as satellite-based surveillance and hypersonic and ballistic
tracking space sensor (HBTSS) would benefit from ultra-sensitive sensing and fast
ROICs to detect and track faint objects hidden in background clutter [20]. The
SPAD detector’s ability to detect individual photons allows the tagging of individual
photon arrival times to be done with such accuracy that the spatial resolution of the
target can be in the millimeters’ at very long ranges. This also means that there
is only a small amount of energy needed to illuminate the target, and aggregate
photons from the target (even if partially concealed) can be used to reconstruct its
shape. These benefits make the technology particularly attractive for applications
requiring improved situational awareness.

A quick introduction is then given to neuromorphic engineering and neuro-
morphic vision cameras, which are biologically inspired information processing
systems which are implemented directly in hardware and are largely acknowledged
as the next step in powerful computer processing to help develop advanced
machine learning and artificial intelligence (AI). Neuromorphic sensor-processor
systems operate much like the synapses in the human brain, achieving a high level
of optimized computational efficiency in how data is processed. Neuromorphic

2 https://www.l3harris.com/all-capabilities/geiger-mode-lidar
3 https://leica-geosystems.com/products/airborne-systems/topographic-lidar-sensors


 -1446 57047 a -1446 57047
a
 

 -1446 58376 a -1446 58376
a
 


6 Neuromorphic Computing for Compact LiDAR Systems 195

processing methods are highly compatible with a class of “event-based” imaging
sensors/cameras known as neuromorphic vision cameras. Unlike normal (frame-
based) cameras, each pixel in these cameras operates independently and only
outputs asynchronous data packets or “events” in response to a change in the visual
scene.

Research has also started on the development of SPAD-based imaging devices
inspired by these neuromorphic vision sensors in which the SPAD pixels themselves
also work in an asynchronous fashion responding only to events in the visual
field. Operating at high frame rates in 3D flash LiDAR systems, SPAD imagers
typically generate large volumes of noisy and largely redundant spatiotemporal data.
This results in communication bottlenecks and unnecessary data processing. These
factors make traditional frame-based SPAD imagers ideally suited for optimization
through neuromorphic approaches, and when coupled with machine learning image
processing and AI techniques, this new paradigm represents unparalleled target
detection and recognition performance. This new class of SPAD imaging system
based on these neuromorphic principles are known as “event-based” SPAD imagers
(and/or sensors) and offer advantages over conventional frame-based SPAD imagers
in their ability to minimize susceptibility to noise and reduce detection time and data
output rates.

In the context of achieving More-than-Moore, the utility and limitations of
current SPAD FPA sensors and imagers operating in 3D flash LiDAR mode will
be discussed. This chapter will focus on researching CMOS IC design and layout
techniques that can be used in the successful performance enhancements of SPAD
arrays or FPA sensors and address their limitations for 3D imaging and tracking
applications. Going beyond Moore’s law in terms of functionality and diversifi-
cation, FPA sensors can have an array or collection of SPAD detectors integrated
with CMOS digital circuits onto the same silicon chip or bonded separately to a
ROIC with advanced manufacturing techniques. Improving the performance of FPA
sensors is only part of the story because as these FPAs scale with pixel count, there
is a high density of data gathered resulting in very large datasets. This presents
new challenges in image processing and how to deal with the huge volume of data
generated; this is where event-based SPAD imagers and neuromorphic processing
techniques can play a role.

1.1 Background to Single-Photon LiDAR Systems

3D range sensor systems provide advantages over 2D imaging systems especially
for the purposes of removing ambiguities in a scene, but typically lack in terms
of image quality and rendering time compared to 2D counterparts. Removing
ambiguities means 3D systems possess the ability to segment the object of interest
from the background obscurants and clutter; this benefit increases target recognition
performance [21]. Various methods for acquiring 3D range images include methods
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based on interferometry,4 pattern projection,5 triangulation, and TOF principles
[22]. It is the latter TOF approaches that will be the focus of further discussion.

SPL is an advanced single-photon EO system for detection and identification
using photon counting techniques. It is comprised of four main components: (i)
an illumination source, (ii) a SPD or sensor, (iii) fast timing electronics, and if
doing imaging (iv) an image retrieval algorithm. The most common choice of
detector for SPL systems is the solid-state SPAD device, which consists of a reverse-
biased photodiode biased above the breakdown voltage so that an individual photon
incident on the SPAD can cause an avalanche of electrical charge carriers that
is directly detectable as a digital signal. Unlike “thermal detectors” which detect
changes in temperature (such as bolometers, etc.), “photon detectors” measure the
number of incident photons (and measure changes in electron mobility as a result)
on the sensor. In the “photon detector” category, a SPAD detector has single-photon
sensitivity, while photodiodes (as used in CCDs and 3D CMOS imaging [23] and
low light sensors6) rely on a large flux (in cases millions) of photons [15]. Other
examples of photon detector technologies include PMT [24], EMCCD [25], etc. In
recent years, single-photon counting LiDAR systems have been widely used in 3D
imaging under weak light conditions because of its single-photon sensitivity and
picosecond timing resolution.

TOF systems rely on a single sensor, and depth information is obtained by means
of active light illumination (of a specific wavelength); here, the sensor can capture
distances by measuring the travel time taken for an emitted light signal (light wave
or pulse) to hit a target and then reflect back toward the receiver. There are various
3D imaging systems available based of TOF principles; see Fig. 6.1.

TOF systems are typically classified according to the type of light signals used,
modulated if the signal is a continuous wave or pulsed TOF if light pulses are
used. TOF techniques can be grouped into direct TOF (DTOF) and indirect TOF
(ITOF) categories. DTOF methods directly measure the time delay by means of
a very accurate timer. Depending on the accuracy or resolution of the timer, this
method is typically used for long (kilometers) distance (or range) measurements and
at very-high-precision (millimeter) depth resolutions. The ITOF method in contrast
reconstructs the time delay (hence distance) from the measurement of the phase
delay of the reflected signal when compared to the periodic emitted light signal.
This technique is more suited to short or medium distances (tens of meters) and with
depth resolutions of a few centimeters [28]. For the ITOF technique, two methods
can be implemented: either (1) continuous-wave ITOF (CW-ITOF), whereby a
sinusoid modulated light source illuminates the scene and the returned signal is
sampled a few times during the modulation period to compute the phase delay, or
(2) a pulsed-light ITOF (P-ITOF) method where the illuminator uses square pulses

4 Stereo LiDAR Vision System Clarity: https://light.co/clarity
5 3D Imaging using Structured Light: https://www.photoneo.com/motioncam-3d/
6 Low Light Camera with IMX428 CMOS imaging sensor: https://diffractionlimited.com/product/
sbig-stc-428-p/
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Fig. 6.1 Different LiDAR operating configurations. (a) Scanning LiDAR system, Ref. [26]. (b)
TCSPC system for fluorescence lifetime imaging microscopy and 3D imaging, Ref. [27]. (c)
Staring or 3D flash LiDAR system, Ref. [26]
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of light [29]. This chapter will focus on using technology to implement specifically
DTOF methods for LiDAR; this is inferred when referring to TOF techniques.

The first 3D TOF cameras were constructed as scanning laser systems comprising
a laser range finder with a rotating or scanning element(s) to progressively scan
the field of view (FOV). These scanning LiDAR systems are effectively single-
pixel devices collecting TOF information in a single direction which build up a 3D
image progressively by moving the pointing direction of the sensing element; see
Fig. 6.1a. SPAD-based TOF devices are often referred to as SPL sensors [30]. SPL
systems often employ a technique called time-correlated single-photon counting
(TCSPC), and it is considered the most effective way to measure the temporal
structure of weak optical signals. Originally developed for fluorescence lifetime
imaging microscopy [3, 6], TCSPC began to be used in the field of laser ranging
[31, 32] and gradually developed to the direction of laser long-distance 3D imaging
based on TOF algorithms [33–35].

The TCSPC technique is essentially a statistical sampling method that records the
arrival time of a photon with respect to a synchronization signal, with picosecond
temporal resolution. The basic idea of TCSPC is like that of a stopwatch: the
laser starts a timer with each illumination pulse, and the timer is stopped with
the detection of a photon by the sensor. The time difference between the stop and
start signals gives the photon’s TOF; see Fig. 6.1b. Due to timing uncertainty and
the presence of nuisance detections due to ambient light, the illumination signal is
repeated to build up a histogram of photon detection times with the histogram peak
typically indicating the true TOF. There has been significant research demonstrating
3D imaging using TCSPC techniques, through scattering media and obscurants such
as fog, underwater, and at long range in free space [36–38]. Static targets have been
imaged at ranges 45 km and then 200 km kilometers away; such long-range imaging
is achievable with new noise suppression techniques to extract the weak TOF signal
from high background noise, requiring as few as 0.44 signal photon counts per pixel
[39, 40].

In general, for a TCSPC system, the image result is greatly affected by
environmental noise because of the ultra-high sensitivity of the SPDs. At extremely
low flux photon levels, the output of an SPD consists of a Poisson distribution
of signal photons, background photons, and dark counts [41]. Many approaches
have investigated various ways to minimize the Poisson noise, such as first-photon
imaging (FPI) methods [42] which exploit spatial correlations and use the first
detected photon to reconstruct an image. Others such as [43] employ first-photon
and computational ghost imaging techniques to realize a high-efficiency photon-
limited imaging technique, called fast first-photon ghost imaging (FFPGI), which
uses less than 0.1 detected photon per pixel to retrieve an image. However, these
approaches are limited to raster scanning with a SPD to build a 3D image; others
have used an array of SPDs to realize highly efficient images with excellent noise
rejection [44].

Further techniques used to decrease the impact of noise include range-gated
technology [39, 45] and asynchronous acquisition methods [46]. Range-gated
imaging or gate viewing (GV) is a well-known active imaging technique where
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a pulsed laser is synchronized to a gated sensor. Under the laser illumination,
only target reflectance that arrives at the sensor within the right timing window is
considered. The timing window is determined by the time delay between laser pulse
and gate pulse as well as the gate time. This prevents background photons triggering
the detectors too early in each frame. Various scanning TCSPC LiDAR systems
implementing a range-gated approach have been used to identify targets that have
been obscured by clutter, in other words having the ability to “see” behind or through
various obscuring media such as camouflage nets [6]. At the expense of maximizing
the range measurement, it is possible by intensity dividing a laser-return pulse into
two SPDs (in this case SPADs) as demonstrated by [47], and comparing the arrival
times using an AND gate function, this can drastically reduce false positives caused
by environmental noise. Others, such as [48], propose a depth image denoising
method (DIDM) based on photon TOF correlation and target spatial correlation to
decrease the effect of environmental noise.

Advanced computational processing techniques are now increasingly being used
to enhance SPL imaging capabilities. This includes methods to reconstruct images
from sparse photon data [49] to non-line-of-sight imaging [50]. Among the various
possible computational imaging algorithms, machine learning, and in particular
deep learning, provides a statistical or data-driven model for enhanced single-photon
3D imaging retrieval. Good examples of using deep learning-based single-photon
3D imaging for processing multiple LiDAR returns are presented by [51, 52]. For
imaging reconstruction using scanning SPL in [53, 54], and using a deep learning
and sensor fusion approach to photon efficient 3D imaging is explored by [55].
Finally, imaging from temporal data via spiking convolutional neural networks
(CNNs) is presented by [56]; here, arrival times of photons received by the SPD
are in the form of spikes distributed over time. These promising machine learning
methods have a major disadvantage in that they suffer from long execution times
which precludes their application to real-time analysis of highly dynamic and
cluttered scenes.

There are various non-scanning or scanner-less 3D imaging LiDAR system
techniques available [57]. This includes direct-detection flash LiDAR which is based
on DTOF ranging; these are also known as staring, 3D flash LiDAR systems, or
recently 3D TOF cameras [58]. Here, the principle of operation is like single-pixel
LiDAR scanning systems, except the whole FOV is illuminated at once using a
wide-angle laser source; see Fig. 6.1c. A laser pulse irradiates a target with a short-
duration laser pulse (i.e., a laser flash), and photons that are backscattered off objects
produce an instantaneous image onto the sensor; the TOF measurement of returning
photons gives a 3D (distance measured) image. The sensor in scanner-less (i.e.,
staring) 3D flash LiDAR systems is usually comprised of an array of detectors also
known as a FPA and hence able to achieve more rapid scene capture than scanning
systems. This technique can avoid problems associated with scanning/beam steering
systems such as mechanical wear, vibration, and/or motion blur [32, 59]. 3D
flash systems have some advantages over existing LiDAR scanning methods. For
instance, they have no moving mechanical parts and scanning (beam steering)
optics; hence, they offer an improved SWaP (compact) footprint which means they
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can fit easily on power-constrained and mobile platforms such as an unmanned aerial
system (UAS) or helicopter [60]. They acquire a 3D depth-resolved image of a scene
instantaneously and are especially useful when targets are moving or when large
areas need to be surveyed quickly – allowing faster identification of targets obscured
or hidden in background clutter. The trade-off is that 3D flash LiDAR system due
to the number of detectors on the FPA is less sensitive than single-pixel scanning
systems and any SWaP saving may be offset by the need for larger optics and laser
just to compensate for this reduction in sensitivity.

1.2 Flash 3D Imaging Laser RADAR and Applications

LiDAR technology has been employed in defense active EO systems for target
detection and identification and tactical applications requiring imaging and ranging
information for many years. Of those, SPL systems which operate in 3D flash
LiDAR or 3D TOF mode employ a FPA or “SPAD array” sensor as the main sensing
component. The utility of these types of systems to wide area surveillance [61]
and the long-range sensing (and tracking) of low-signature (hard-to-see) targets in
highly dynamic (moving) scenes and clutter are explored in this section.

A FPA is an array of pixels (or detectors) coupled to a ROIC. The term “focal
plane” comes from the placement of the device in the optical system. The type
of detector can be either a photodetector (i.e., photodiode or photoconductive) or a
thermal detector [62]. Avalanche photodiode (APD) is a type of photodetector which
consists of an absorption region and a multiplication region. Two layers – a p-doped
and n-doped semiconductor material which creates a pn-junction depletion (or
multiplication) region (i.e., a diode). The multiplication region is designed to exhibit
a high electric field to provide internal photo-current gain by impact ionization (or
avalanche). The APD structure can operate in either linear mode (LM) or Geiger
mode (GM); see Fig. 6.2.

The linear-mode APD (LM-APD) is biased slightly below breakdown of the pn-
junction and provides a linear gain with photoelectrons detected; a flux of photons
(many) is needed for a signal to be registered. A Geiger-mode avalanche photodiode
(GM-APD), also called a SPAD, operates at a bias voltage above breakdown, so
in principle only a single photon is needed to set off an avalanche, triggering
the detector. SPAD sensors when coupled with electronic circuits can then count
individual photon events and precisely record their time of arrival. The speed with
which photons can be recorded means SPAD sensors are capable of capturing
transient events at a trillion frames per second (FPS) [63] and also useful for passive
single-photon 2D intensity imaging of low light and highly dynamic (fast motion)
scenes, ideal for burst photography applications [64].

Both LM-APD and GM-APD sensor modalities underpin 3D flash LiDAR
imaging technologies. LM-APDs have a noise floor significantly higher than a single
photon (hence, more laser energy is required to image a given scene than SPADs),
but there has been effort in developing higher-sensitivity LM-APDs [65]. The
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Fig. 6.2 Non-scanning or scanner-less laser 3D imaging radar classification, Ref. [57]

limitations of GM-APD/SPAD array’s operation for direct-detection flash LiDAR
are compared to LM-APD detector-based systems in [66–68]. SPAD performance
is greatly hampered by its ability to detect more than one photon per dead time
period. The dead time is the interval of time required to reset the SPAD detector, so
it is ready for the next incoming photon event. Because a SPAD’s dead time is long
relative to the rate of incoming photons, later target photon arrivals at the SPAD
sensor’s optical aperture from the same pulse are not detected if an earlier photon
event has been recorded. These shortcomings were shown to be a direct result of
the “dead time” characteristic of SPAD sensors, which causes the SPAD sensor to
behave non-linearly with changes in target range, laser power, detector efficiency,
and the scattering properties of foreground objects. However, these issues can often
be mitigated with range gating techniques, and with improved SPAD sensor design
recovery times are getting less. Other disadvantages are that the detection efficiency
of the SPAD sensor is diminished by the dark counts (triggering events in the
absence of photons) generated within the detector, as well as by background passive
photon events, or scene-reflected active laser returns. Due to these combined effects,
a significant amount of target signal information present at the optical aperture of
the LiDAR receiver is not collected by the SPAD sensor.

It is widely accepted that more information would be available from LM-APDs
which preserve the amplitude information (intensity) as well as the timing (TOF)
information. However, the practical downside is that each LM-APD requires a
linear electronic amplifier chain (including biasing and automatic gain control) to
bring its signal up to the level (above the noise floor) at which it can be applied
to a threshold detector or analog-to-digital converter. These amplifiers needed by
the LM-APD detectors require continuous biasing into their linear amplification
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region, so they are ready for a minimum of 50–100 photons to register a response.
For single-channel ranging receivers, this may be acceptable, but for larger array
implementations, this would present system design challenges as all the extra power
and heat dissipation would need to be managed with dedicated cooling.

For these reasons, this chapter will focus exclusively on Geiger-mode APD,
or SPAD arrays/FPA sensor implementations, specifically those based on silicon
CMOS technology. The FPA material type is usually dependent on the spectral
range required; intrinsic silicon is commonly used for visible wavelengths, although
other materials such as indium gallium arsenide (InGaAs) can be used to construct
SPAD image sensors targeting short-wave infrared (SWIR, 1.5 μm) 3D flash LiDAR
system applications [69–71]. These longer wavelength systems may have better
eye safety laser energy limits; however, they suffer decreased spatial resolution
(as compared to visible wavelengths) when identifying objects with detail due to
diffraction limitations (for practical aperture sizes). There are various assembly
techniques used to construct FPAs such as via monolithic techniques, where the
detector array and ROIC are implemented on the same planar chip, or via 3D
stacking methods, such as flip chip bonded or through-silicon via (TSV) technology,
but this will be explored in more detail in later sections.

Figure 6.3 illustrates a typical 3D flash LiDAR setup using a SPAD sen-
sor/camera. The FPA or SPAD array chip is positioned at the correct focal plane
of the accompanying objective in the camera and represents the key component in
the sensing system.

In operation, a pulsed laser light source illuminates the scene by using an optical
dispersive lens to achieve a wide FOV covering the target. The laser echo is reflected

Fig. 6.3 How a SPAD array chip is typically used in a flash LiDAR setup for 3D imaging. The
SPAD imager operates in DTOF mode using a pulsed laser illuminator. The TOF data is read from
the SPAD chip by the FPGA interface board and then uploaded to a computer which then can
perform image processing in real time, Ref. [72]
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from the target and then concentrated evenly across the SPAD array sensor by means
of a FOV receiving lens. An optical narrowband filter in series with the receiving
lens is finely tuned to the wavelength of the laser which ensures high background
noise rejection. Usually, there is only a paucity of photons being received by the
image sensor which is also required to resolve the TOF of individual photons.
Hence, the sensitivity of each SPAD to detect photons, a measure represented by its
quantum efficiency (QE) and/or photon detection efficiency (PDE), is an important
indicator of SPAD performance. By recording the TOF between light emission and
reflected signal detection, it is then possible to compute the distance between an
object and the sensor using the speed of light. To acquire a 3D depth-resolved
image of a scene, it is possible to measure the TOF information pixel by pixel for an
entire array of pixels. Each pixel contains the SPAD detector and associated timing
electronics. The process of collecting TOF information across the SPAD array is
repeated for every pulse generated by the laser, which is also called the repetition
rate or frame rate.

Using Fig. 6.3 as a reference, the corresponding author’s home organization
at DST Group has developed innovations in SPAD array sensors/microchips,
advanced PCB designs, embedded FPGA firmware, GUI development, and real-
time processing algorithms to develop SPAD TOF imaging cameras for 3D flash
LiDAR systems; see examples in Fig. 6.4a–e. DST Group has on-site under-
ground tunnel testing facilities to evaluate and characterize the LiDAR systems
under development, with the ability to control ambient lighting and introduce
environmental effects (such as obscurants, e.g., fog and smoke); see Fig. 6.4f–j
where an indoor experimental 3D flash LiDAR setup successfully imaged a target
obscured by different mediums; see Ref. [73]. DST Group has also tested two
concept demonstrator SPAD-based 3D flash LiDAR detection systems for tactical
applications; these include (1) a long-range, high-powered ground-based SPL as a
part of a collaboration with defense industry contractor BAE Systems Australia7

(see Fig. 6.4k) and (2) a low SWaP version, compact enough to be attached to
stabilized gimbal mount for agile deployment and/or power-starved applications
(see Fig. 6.4l). This compact version of the 3D flash LiDAR imaging system was
also mounted to the guardrails of a Navy vessel to demonstrate further maritime
applications (see Fig. 6.4m) and carried by a remotely piloted heavy lift multirotor
UAS platform to demonstrate the capability of underwater imaging and land-based
surveillance of targets (see Fig. 6.4n).

The latter was part of a NATO Science for Peace and Security (SPS) project titled
“Microelectronic 3D Imaging and Neuromorphic Recognition for Autonomous
UAVs,” an international collaboration led by DST Group and the Polytechnic
University of Milan. The aim was to fly a low SWaP SPAD-based 3D flash LiDAR
system on an unmanned aerial vehicle (UAV) to collect real-time imagery and
perform neuromorphic processing for accurate target detection and classification,
further details of which can be found here [74]. All the developed demonstrator

7 https://news.defence.gov.au/technology/spotlight-highly-sensitive-light-sensor
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Fig. 6.4 (a) SPAD array (FPA) sensor bare dies. (b) 32 × 32 SPAD array microchip wire-bonded
and packaged. (c) Interfaced with power and readout PCB electronics. (d) SPAD TOF camera
housing with optics. (e) GUI configuration setup and readout. (f) Laboratory testing and evaluation
of a 3D flash LiDAR system. (g) Static square target in underground testing facility. (h) Camouflage
net placed in front of the target shown in (g). (i) Fog introduced to obscure the target shown in (g).
(j) 3D flash LiDAR GUI output showing the target. (k) BAE Systems ground-based long-range
SPAD LiDAR system for early warning surveillance applications. (l) Gimbal-mounted low SWaP
3D flash LiDAR system. (m) Gimbal stabilized and mounted on a Navy vessel for underwater
sensing and imaging. (n) DST Group low SWaP flash LiDAR system mounted on a multirotor
UAS system for ground-based surveillance, Ref. [74]

systems mentioned relied on TCSPC and range/time gating techniques to effectively
image the target and remove background noise.

The BAE Systems 3D flash LiDAR system, shown in Fig. 6.4k, also known
as a low observable platform detection (LOPD) system, used a 32 × 32 SPAD
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array sensor and had the harder task of both detecting and tracking incoming
(moving) sea-level threats at long ranges. The intended application was for Navy
surface combatants who are vulnerable to threats such as subsonic sea skimming
anti-ship missiles (ASMs). Modern fielded passive ASMs are guided by either
radiofrequency (RF), electro-optic, or a combination of both and are designed to
defeat modern ship phased array radar and sensing systems by employing low
radar cross-sections, low infrared signatures (stealth technologies), and ultra-low
sea skimming ride heights. The LOPD was a successful concept demonstrator to
evaluate the technology against such mock threats but had limitations such as the
tracking system needed to be pointed in the right direction (i.e., cued) by a dedicated
passive staring visible/infrared sensor and processing latency meant tracking targets
at range proved difficult. The LOPD also demonstrated its ability to effectively
detect and track UAS threats at long ranges; others have explored these applications
for 3D flash LiDAR systems as well; see Refs. [75, 76].

As some of these examples have illustrated, the application space for SPAD-
based 3D flash LiDAR is diverse and includes rapid environment assessment,
space situational awareness and space sensing, hyper-temporal imaging, detecting
stealth/camouflaged targets, MAWS (missile approach warner), and counter-UAS
and hostile fire indicator systems. But 3D flash LiDAR systems do have limitations,
especially for long-range sensing and tracking applications; this will be further
explored next.

1.3 Challenges for Flash LiDAR Systems

In this section, the limitations of current SPAD FPA sensors operating in 3D flash
LiDAR mode for long-range sensing are explored. Factors, such as limited FOV,
need for cueing, and latency associated with the real-time processing and tracking
of moving objects in real time, are covered.

Flash LiDAR based on the principle of TOF is the least computationally demand-
ing technique among other ranging methods, such as triangulation, interferometry,
and structured light, as the flood illumination eliminates the mechanical complexity
of a scanning emitter [77]. It is worth noting that 3D flash LiDAR techniques can
also be applied to conventional CCD/CMOS sensors; these are known as burst
illumination gated viewing (GV) systems or 3D range-gated imaging (3DRGI) [78].
Although a GV camera has typically higher pixel resolution than SPAD arrays
as used in 3D flash LiDAR, they are not suitable for range imaging in dynamic
scenarios (moving scenes) as many laser pulses are required to calculate range.
Recent work, by [79], attempt to improve the real-time performance of 3DRGI
systems, by using a 3D super-resolution range-gated flash LiDAR (using a high-
resolution CCD sensor) based on triangular algorithm of range-intensity correlation,
and further present a coding method based on triangular algorithm for high depth-
to-resolution ratio.
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As range performance and FOV are linked for SPAD array-based 3D flash
LiDAR systems, the SPAD sensor FOV is limited by the number of pixels in the
array which impacts the system performance. Despite its advantages, solid-state
“integrated” SPAD arrays currently have far fewer pixels than other types of image
sensors such as CCD/CMOS imagers. This means that the SPAD image sensor
would capture an image with much less detail. This is due to SPAD detectors
requiring additional circuitry which needs to be incorporated within each pixel in
the SPAD sensor. With conventional photon counting SPAD microchip design, each
pixel or cell contains one or more SPADs and corresponding digital circuitry to
count when photon events occur. For every pixel, the count data is collectively
communicated off-chip in a synchronous manner at the frame rate of the laser.
Hence, the pixel resolution is very poor and the FOV in the optical system limited.
The challenge with SPAD sensors having more pixels (higher-resolution arrays) is
the demand to communicate more data off the chip and how to process this data
quickly; this adds latencies in processing the image. This also means these types
of sensors typically struggle with background clutter and highly dynamic scenes
making it hard to discriminate objects of interest. Unfortunately, many documented
applications in the literature have been demonstrated in controlled indoor/laboratory
environments with static (non-moving) objects in uniform backgrounds where the
imaging signal-to-noise ratio (SNR) can be arbitrarily improved by capturing and
post-processing a large-enough amount of scene data.

As sensor pixel count/resolution increases, this presents new challenges in terms
of developing low-power TOF SPAD-based image sensors that can address the large
data volumes being generated. This causes a major data processing bottleneck on the
device when either the number of photons per pixel is large, the time resolution is
fine, or the spatial resolution is high, as the space requirement, power consumption,
and computational burden of the depth reconstruction algorithms scale with these
parameters; in either case, the TCSPC data must be recorded, stored in memory, and
transferred from the chip for each pixel capturing the scene. Various methods have
attempted to tackle the trade-off between depth resolution and computational/space
complexities associated with the TCSPC histogram. These methods will be covered
more in Sect. 2.

Some of the constraints involved with long-range sensing are laser power, small
FOV, and reduced sensitivity (as compared to scanning systems – the reason for this
is that the returning laser energy is spread over many SPAD pixels in an array rather
than just one as for scanning systems). A small FOV is usually addressed by having
an accompanying cueing method. There are techniques that can address some of
these system-level limitations, for example, employing block-based illumination
techniques [80]. Here, only part of the system FOV is illuminated by each emitted
laser pulse. The receiver would then consist of a SPAD array covering the whole
system FOV, but since only a small part of the FOV is being illuminated per emitted
laser pulse, only the corresponding set of receiving SPAD elements are activated
and further processed.

Without having a cueing method in space and range, LiDAR data acquisition
is typically performed by scanning several beam locations at each depth. This can
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lead to a high acquisition time, creating a bottleneck for deployment in real-world
applications. Approaches to deal with this problem include non-local fusion-based
image processing methods such as [81], which combines information from an
optical image with sparse sampling of the single-photon array data, providing
accurate depth information at low-signature regions of the target. Other approaches
include rapid panoramic 3D flash imaging of larger scenes as investigated by [82].
For real-world tracking systems such as the LOPD system (see Fig. 6.4k), this means
line of sight (LOS) needs to be cued very close to the target location for the tracker to
initiate lock; hand-off is usually complicated by complex scenery and cloud cover.
Small perturbations in target location can easily push the target out of the SPAD
FOV faster than the control system can correct for and slew the LOS back to the
target, particularly at shorter ranges where the LOS rates are higher. The SPAD
FOV also increases the reliance on a highly responsive and accurate control system
for the gimbal motion to maintain the target in the FOV. Another limitation of the
demonstrated LOPD system is the laser emitter, having the following impacts on
system performance:

• Use of a visible or near-infrared (NIR) laser wavelengths that are aligned with
Fraunhofer absorption lines can decrease the amount of backscatter and hence
increase the SNR and the processing algorithm’s ability to maintain target
identification.

• Higher laser pulse powers are required to improve SNR, but laser sources with
high repetition rates and required peak pulse powers are difficult to source. In
the current LOPD system, the update rate for target returns and track data are
such that the LOS rates that the control system can accommodate are limited by
the relatively slow pulse repetition rate of the laser rather than the SPAD sensor
output data rates.

• The available laser pulse repetition rate of 20 Hz and 20 mJ pulse energy limited
the processing algorithms that could be applied. Higher pulse repetition rates
would enable use of more effective processing algorithms with improved object
detection performance and noise rejection without slowing down the tracking
performance. Multiple pulses in air technology may address some of these
limitations [83–85].

For tracking at long ranges, the LOPD concept demonstrator project highlighted
the need for larger format SPAD/FPA sensors coupled with both higher repetition
and high-powered lasers tuned to specific wavelengths. However, achieving better
FPA sensors is only part of the story because as these FPAs scale with pixel count,
there is a high density of data gathered resulting in very large datasets. This presents
new challenges in image processing and how to deal with the huge volume of
data generated, especially as frame/laser repetition rates increase, so this is where
neuromorphic processing and deep learning techniques can play a role in fast object
tracking and classification. An introduction to neuromorphic vision systems is given
in the next section.
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1.4 What Is Neuromorphic Event-Based Vision?

The goal of neuromorphic engineering is to design and implement microelectronic
systems that emulate the function and performance of the biological nervous
systems. Neuromorphic systems are designed to operate in the same distributed,
spike-based, low-power regime as biological brains but adapted to and optimized
for silicon. By attempting to emulate biological information processing principles
in silicon hardware, neuromorphic engineering seeks to better understand how
such energy-constrained systems can operate under challenging real-world sensory
environments. How does a dragonfly navigate its incredibly complex dynamic
environment while evading predators and capturing ten mosquitoes a day on a power
budget of ten mosquitoes a day? Despite remarkable recent progress, current state-
of-the-art machine learning-based solutions can provide no solution that matches
biology in this power, hardware, and bandwidth-constrained requirement space.
Unsurprisingly, through seeking to emulate biology, neuromorphic systems tend to
be most useful in sensing and processing in remote or challenging environments
where power and bandwidth are limited making these systems particularly attractive
in defense applications.

While neuromorphic sensing principles have been applied to a wide range of
sensory modalities such as audio, tactile, and smell, the sensory modality with
the greatest research focus has been that of neuromorphic vision and silicon
retinas where a range of neuromorphic sensors and processors have been developed
that emulate the human retina and the human vision system, respectively. Visual
processing is an energy-intensive task and therefore must be used sparingly
and efficiently. This is particularly true for biological eyes, which also require
significant infrastructure to process and interpret the visual information. By contrast,
conventional cameras used in computer vision are designed to be generic imaging
devices and capture as much information as possible in the hopes that the recorded
data contains the information relative to the task that is currently being undertaken.

Neuromorphic vision sensors attempt to emulate biological nervous/visual sys-
tems which have evolved via natural selection for optimized speed, power efficiency,
and precision in noisy and dynamic environments. Each pixel in these devices
operates in an asynchronous and independent manner, emitting events only in
response to contrast changes sensed at each pixel. This greatly reduces the amount
of redundant information generated and allows these devices to operate at low power
levels and across a wide range of different scene conditions. These devices do not
output frames, but rather a stream of events with a high temporal resolution using
a protocol called address-event representation (AER) which transmit each event
asynchronously [86]. The AER protocol is an efficient communication protocol for
sparse event-based data that reports events as they occur removing the need for
global frames [87].

In other words, instead of sampling the environment at the maximum sampling
rate required as dictated by the speed of the fastest changing stimulus, the local-
ized, independent change detectors in neuromorphic sensors trigger asynchronous
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sampling events only in response to local stimulus change. In the presence of
the spatiotemporal sparsity that is present in essentially all real-world visual
scenes, the amount of generated data and thus required bandwidth and computation
is significantly reduced as compared to traditional CMOS sensors. Indeed, the
spatiotemporal sparsities which neuromorphic event-based sensors exploit are
essentially the same as those used in conventional video compression methods.
However, whereas the latter methods are applied post-data capture using power-
consuming computation, event-based sensors inherently perform this compression
at the sensor by not generating data in response to unchanging stimuli.

By implementing in silicon hardware the architectures and principles present
in biology, neuromorphic sensors are often able to generate extremely sparse yet
highly salient data that are several orders of magnitude smaller than conventional
systems offering imaging at a lower computational load than conventional cameras.
Commercial examples of these sensors can be found here8,9,10,11,12 and recently
[88].

In summary, the major advantage of event-based sensors and event-based sensing
is that it allows scene analysis to be performed in environments where conventional
sensors inherently struggle such as heavily occluded or distorted environments.
By implementing sparsely activated event-based networks in dedicated hardware,
high-speed occlusion and distortion invariant scene analysis may be performed over
extended periods using minimal power. The difference between an event-based
camera and a normal 2D camera or even a TOF camera (frame based) is that the
former only outputs information (i.e., an event) when there is a change in the visual
scene; see Fig. 6.5 for an illustration of how this principle works.

These types of sensors then give you several advantages, which include:

• Capturing fast-moving transient objects in the field of view of the sensor
• Ability to filter out lots of redundant information in the scene
• Inherent data compression in the amount of information coming out of the

sensor/camera
• Fast, lightweight, low-power event processing

Through the inherent data compression properties, event-based sensing enables
a range of scene analysis algorithms to be performed in heavily occluded environ-
ments where conventional sensors inherently struggle such as heavily occluded or
distorted environments. By implementing sparsely activated event-based networks
in dedicated hardware, high-speed occlusion and distortion invariant scene analysis
may be performed over extended periods using minimal power.

8 The Dynamic Vision Sensor (DVS) from https://inivation.com/dvs/
9 DAVIS camera (by iniLabs; see https://inilabs.com/products/dynamic-and-active-pixel-vision-
sensor/)
10 ATIS camera (see http://www.pixium-vision.com/en/technology-1/smart-neuromorphic-event-
based-camera)
11 Prophesee event-based cameras. https://www.prophesee.ai/
12 Samsung Home security (https://www.samsung.com/au/smart-home/smartthings-vision-u999/
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Fig. 6.5 Illustration of the difference between conventional sensing and neuromorphic sensing.
The above figure shows a hypothetical real-world signal and how it would be represented through
a conventional sampling-based sensing approach, see (a) top and (a) bottom, and a spike-based
neuromorphic approach, see (b) top and (b) bottom, using event-based pixels as shown in (c). For
a given scene (e), the conventional approach needs to quantise the sample space for the illumination
signal at the indicated pixel plotted in blue in (d), resulting in both quantisation and redundant data.
For the same scene the neuromorphic approach (g) only encodes the changes in the illumination
value and emits these as spikes or events (f). Redundant information is inherently suppressed
without affecting the temporal resolution of the sensor. This figure, therefore, serves to illustrate
how neuromorphic approaches to sensing can break the relationship between fidelity (either spatial
or temporal) and data rate. Ref. [89]

When the neuromorphic event-based paradigm used in neuromorphic sensors is
extended to the area of deep neural networks (DNNs), the data reduction effects
become even more dramatic since the total number of processing nodes in large
deep CNNs can dwarf the number of input channels of any sensor. As shown in
Fig. 6.6, event-based scene segregation continues the sparse regime of the sensor
where the nodes of the event-based or spiking neural network (SNN) activate only
in response to novel input at the lower levels dramatically reducing the amount
of computation required and speeding up the operation of the system. Unlike
conventional DNNs where computation occurs at every node of every layer at
every frame, in an event-based or SNN, computation only occurs at nodes where
a change has been detected at the lower layer. This sparse activation within the
network results in orders of magnitude less node activation in an event-based
network and a corresponding reduction in power consumption if the network is
implemented directly in neuromorphic hardware. This sparse high-speed mode of
operation allows the DNN to match features with its developed model at the same
speed as the sensor and tracking subsystems. This preservation of event timing
throughout the system enables seamless per-event scene segregation without the
complex operations required to partition synchronous frames of data.

While neuromorphic processing using SNNs is often demonstrated for imaging
applications in the visible band (using conventional CMOS/CCD detectors and
sensors), the underlying principle of using event-based networks for hierarchical
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Fig. 6.6 Event-based detection classification and tracking in highly cluttered environments.
Sparsely activated event-based feature extraction networks allow high-speed power-efficient
processing of complex environments by only updating the internal model of the system in response
to new and unexpected stimuli

data compression and preservation of temporal information applies to any data
and is particularly well suited to high-precision temporally coded data that is
generated via TOF LiDAR systems employing SPAD sensors. Such SPAD-based
neuromorphic systems would have a diverse range of benefits for applications that
include detection, tracking, and situational awareness in edge environments. In Sect.
3, we discuss examples of such systems.

2 Innovating SPAD Array Sensors for 3D Flash LiDAR

It has been seen how the key to SPL systems operating in 3D flash LiDAR mode
are GM-APD or SPAD FPA sensors. In terms of sensor design, addressing the
limitations of FOV, sensitivity, depth resolution, large data volumes being generated,
and latency involved with object tracking is examined. This involves innovations to
SPAD array sensors in the following areas: SPAD detector design, IC design, optical
enhancements, and manufacturing techniques. These methods are all explored in
this section.

There represents a huge community research effort in going beyond Moore’s law
in terms of functionality and diversification in overcoming the current limitations
of SPAD array sensors in terms of high-resolution, high-sensitivity SPADs and
real-time processing. Addressing this will deliver unparalleled functionality and
high-quality imaging performance for future LiDAR systems. The current technical
challenges needed to improve sensor performance include the following: 1) SPAD
array microchips with the highest integrated SPADs (pixel density) while at the
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same time (for each SPAD) maintaining a high QE and/or PDE, 2) minimizing
susceptibility to noise, 3) increase timing precision/resolution and 4) manage
the data bandwidth and power consumption as pixel counts scale. This means
advancements in system-level design, individual pixel electronics, and data bus
architecture.

CMOS technology is ubiquitously used in the semiconductor industry because
of its low manufacturing cost, speed, and the level of transistor integration possible.
However, to get good QE or photon sensitivity, SPAD designs in the literature have
often required special, proprietary, non-CMOS fabrication processes (known as a
custom process) which prevent the integration of supporting circuitry onto the same
silicon die. Whereby other SPAD designs that have been integrated in standard
CMOS technology prove it is difficult to produce detectors with high photon
sensitivity, the research challenge then is to produce a working high-density SPAD
array chip using conventional CMOS manufacturing process while maintaining a
high QE. This will not only deliver cheap sensors but also allow the easy integration
of additional functionality opening new and exciting applications. The development
of higher-density arrays improves the viability of using SPAD arrays in higher-
resolution imaging applications.

New techniques to reduce the size of the SPAD detectors and novel supporting
circuits to provide the photon timing information in each SPAD pixel are presented.
Constant innovation in SPAD detector design, e.g., vertical avalanche photo-
diode (VAPD), (see Ref. [90]) makes them smaller in size. To miniaturize a high
density SPAD array, much effort has focused on the individual SPAD pixel in the
SPAD array, this includes the SPAD detector, corresponding front-end circuitry,
i.e. detecting the avalanche event/ignition, quenching the avalanche current, and
recharging/resetting the detector after any ignition event, and finally developing a
digital counter mechanism in each pixel, which counts the TOF of the photon and
stores this information in its local register.

By combining high pixel resolution with high-sensitivity SPADs will then deliver
improved LiDAR systems with increased FOV. Trends in SPAD arrays and imagers
have already been complied by others [91, 92]; see Fig. 6.7. As CMOS process
technology nodes have become progressively smaller and manufacturing techniques
moved from monolithic to 3D stacking methods, the number of SPAD pixels has
increased from 32 to a recently reported 1 megapixel13 [93], over a 17-year period,
and this corresponds to roughly a doubling every year. To focus on the number of
SPAD pixels alone does not tell the whole story as the SPAD arrays reviewed in Fig.
6.7 are a collection of different performance metrics and targeted applications, but
they do indicate a level of technology advancement and scaling.

Figure 6.8a shows the functional diagram of typical SPAD pixel elements.
Depending on system and application requirements in performing photon counting
and timing functions, pixel circuit architectures vary. SPAD pixels typically contain

13 Cannon Develops World’s First 1-megapixel SPAD Sensor: https://global.canon/en/technology/
spad-sensor-2021.html
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Fig. 6.7 Moore’s law for SPADs, Refs. [91, 92]

the SPAD detector, which require specialized guard rings, quenching and recharge
circuits, counters, memories, readout, gating circuitry, time-to-digital converters
(TDCs), and digital processing and communication units (DPCUs) [92].

Each SPAD pixel can then be duplicated many times in a two-dimensional array
to create an FPA. Novel circuit design and layout techniques can then be applied
to reduce the footprint of the supporting electronics used to provide photon timing
information in the SPAD pixels and associated back-end high-speed acquisition and
readout (counting) functionality. The process of SPAD array miniaturization will
need to address problems such as dead time, dark count rate (DCR), pixel area (or
fill factor), PDE, after-pulsing, and crosstalk [94].

In operation, it is expected that at the beginning of a new pulse, all counters
are reset and then photon timing begins; data can then be read out sequentially
by selecting each pixel storage register by employing a row-by-column addressing
scheme as similarly used in conventional memories. The overall system array
architecture design is thus also a critical area of design as it can allow the detection
of photons during the current pulse while reading out data held in the registers from
the previous pulse. Achieving a high data readout rate capability is a particularly
important objective especially for 3D flash LiDAR imaging applications.

With all this in each pixel, the fill factor (FF) of the sensor is reduced. The FF is
a term used to denote the ratio of the pixel area that is sensitive to light to the total
pixel area, and it can be often expressed as a percentage. Pixel FF is also another
way of measuring how effective the pixel design utilizes layout area. Compared
to other photodetector structures such as 2D CMOS imaging sensors, SPADs and
SPAD pixels are larger; hence, the sensor arrays have a smaller pixel count. Having
a relatively low FF impacts effective sensitivity and DCR (or background noise
photons), as there is a tradeoff with timing/circuit performance and FF.
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Fig. 6.8 Functional diagram of a typical SPAD pixel and array architectures. (a) Planar (in pixel)
with column or serial readout processing, (b) 3D stacked, and (c) D-SiPM (macro pixel). Ref. [92]

Various strategies are available to implementing large pixel count SPAD-based
DTOF depth sensors. The advantage of using an advanced CMOS technology will
allow a level of miniaturization of smaller front-end (supporting) and back-end
circuits; thus, the FF can be improved, and/or new functionality can be added to
SPAD arrays, which in turn will allow performance enhancements useful for 3D
flash LiDAR applications. Other methods to increase the FF include 3D stacking
manufacturing techniques, which will be explored in later sections (see Fig. 6.8b),
and use of macro pixels comprised of digital silicon photomultipliers (D-SiPMs)
[95] (see Fig. 6.8c). In the latter, multiple SPADs are combined to form a single
pixel increasing the total active area [92].

Designing smart and novel pixel array architectural CMOS ICs and layout design
techniques for SPAD sensors are explored in the next section.
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2.1 Smart SPAD Sensor IC Design

The goal for smart SPAD sensor IC design is to have a high PDE for the SPAD
detector, minimize susceptibility to noise, increase timing precision/resolution, and
manage both the data bandwidth and power consumption as pixel count scales.

Clearly developing high-density SPAD arrays is a challenging task because of
the various technological and physical problems that need to be solved. It has
been discussed already how there are two different design and manufacturing
philosophies used, either employing standard CMOS process technology or using
a custom SPAD process technology. There are advantages and disadvantages to
both approaches: but a custom process is undesirable as it requires the quenching,
recharging, and processing circuitry to be performed off-chip and a dedicated
silicon foundry to be found all at the expense of designing and optimizing a high-
performance SPAD structure. For 3D flash LiDAR applications, the high speed of
the required timing and processing circuitry, and the large amount of information
which must be processed in real time from many pixels on the SPAD array, a CMOS
approach is needed. Work by [96] developed a figure of merit (FOM) to compare the
performance of SPAD detectors for photon imaging applications and found custom
SPADs present better performance than CMOS SPADs when few pixels are needed;
conversely, when multi-pixel arrays are required, CMOS SPADs are the only choice
to provide real time imaging at single photon levels.

A good comparison of CMOS SPAD DTOF sensor performance metrics devel-
oped over the last two decades is given by [92], and innovations can broadly be
divided into sensor architecture, use of macro pixels, and on-chip histogramming,
all in the attempt to address the following limitations:

• Noise Reduction and Improving SNR

There have been efforts to reduce circuit noise by developing novel front-end
circuits for active quench and reset of SPADs, which eliminated after-pulsing effects
and boasting the counting bandwidth of CMOS SPAD imagers [97]. Improving the
SNR of LiDAR measurements can be achieved through multiple repetitions and
by exploiting the TCSPC technique, but there are other approaches which include
minimizing false alarms by using multiple SPADs per pixel or detector to filter out
noise, see Refs [98, 99], using multi-echo detection techniques whereby each SPAD
can detect 3 echoes (or multi-events) per laser cycle [100], adaptive confidence
detection [101] and progressive time gating [102]. Automatic region-of-interest
(ROI) selection of just those pixels illuminated by the laser spot is another way
to improve SNR of the TCSPC histogram [103].

• Data Rate Reduction/Data Compression

It has already been stated how SPAD array sensors with large pixel formats
that can deliver fine spatial resolution produce high volumes of data per frame,
which must be transmitted off-chip and processed externally to generate the 3D
image, consuming I/O power and external system resources. Various methods have
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been proposed that histogram TCSPC data at each pixel to pre-process photon
time stamps and, in doing so, reduce the output data volume for each frame. Good
examples of in-pixel or on-chip histogramming and data compression are [30, 104,
105]. A high-speed SPAD TOF camera is presented by [30] that can output direct
depth maps, and [105] embed histogram processing in the design so the output
for each pixel is the histogram peak location. Another approach used to reduce
the data transfer of the information needed to reconstruct the LiDAR image is to
compress the data on-chip, such as statistical distribution [106] or use compressed
sensing methods [107]. Lastly, TDC sharing and event-driven readout architectures
present more efficient and optimal ways of transmitting information off-chip; see
Ref. [108].

• Improving Timing Resolution and Counting

A triple integration time-to-amplitude conversion (TAC) scheme for high-
resolution SPADs to remove the dependence on process, voltage, and temperature
(PVT), readout noise, and capacitive discharge effects is presented by [109,
110]. Such design techniques allow circuits to be miniaturized without causing a
large timing non-uniformity across the sensor array, resulting in improved timing
performance metrics such as resolution and jitter.

• Low Power Design

Despite data compression techniques, TOF systems still read out high spatial
and temporal resolution data for every frame irrespective of scene activity. This
continuous operation in TOF systems results in high power consumption due to
the uninterrupted triggering of the laser emitter, the generation of high-frequency
time gates in-pixel, and the continuous transfer of ranging data to an external
processor, the highest power contributors in a TOF system. In this case, motion
detection solutions have been demonstrated, allowing reduction in system power
by avoiding readout and processing of high-resolution TOF frames with no motion
activity; see Ref. [77]. Other approaches include new logic counting architectures
such as proposed by [111] to improve the area and performance of on-chip counters,
allowing larger-scale array designs.

• Upscaling Depth Images (Resolution Enhancement) and Image Denoising

Finally, methods known as super-resolution, hybrid-mode imaging and guided
upscaling are techniques used to increase the native resolution of depth images
from SPAD cameras without designing a high-resolution sensor, either by using
a standalone SPAD camera operating in a dual mode such that it captures alternate
low-resolution depth and high-resolution intensity images at high frame rates or by
using another sensor to provide the high-resolution intensity images. These tech-
niques use the intensity images and multiple features extracted from down-sampled
histograms to guide the up-sampling of the depth maps; see Refs. [112–114].

Figure 6.9 shows different circuit architecture and layout examples of sensors
developed by the corresponding author at DST Group that apply some of the
strategies mentioned above. Figure 6.9a shows a conventional SPAD pixel design



6 Neuromorphic Computing for Compact LiDAR Systems 217

Fig. 6.9 Different SPAD pixel layout architectures. Left, single SPAD detector per pixel with
passive quench and recharge circuit including the digital counter, Ref. [116]. Middle, two SPAD
detectors per pixel with shared counters and memory, Ref. [99]. Right neuromorphic event-based
SPAD pixel showing a “receptive field”; the term pixel no longer applies. The “receptive field”
is effectively a macro cell that connects 16 neighboring single SPADs together in a 4 × 4
arrangement. Each “receptive field” contains its own circuitry that digitally “processes” a 4 × 4
array of neighboring SPADs such that it determines when four distinct shapes are detected in the
“field,” Ref. [72]

with a passive quench/recharge circuit and digital counter. Figure 6.9b shows the
architecture for a novel counting design using two SPADs per pixel for correlated
detection; see Ref. [99]. Figure 6.9c shows a neuromorphic event-based topology;
see Ref. [115] for more details.

Besides these innovations in circuit design and architecture, other methods exist
to improve the FF of SPAD arrays, such as microlensing and 3D stacking, and these
will be covered in the following sections.

2.2 Optical Enhancement Through Microlensing

One disadvantage of SPADs implemented in standard CMOS technology is the
limited FF due to the need for guard rings and the placement of in-pixel circuitry and
electronics. The lower the FF, the less sensitive the sensor is, and the longer exposure
times are required. Work by [117] examines various methods to compensate for
low FFs. Suggested approaches range from simplifying circuit complexity at the
expense of reduced functionality and decreasing the layout size of the electronic
circuits by using a more advanced technology node (i.e., leveraging technology
process scaling and using smaller transistor feature sizes), although this last option
introduces impurities in the process resulting in higher DCRs and after-pulsing
effects. Alternatively, simply increasing the SPAD detector size by using larger and
rectangular-shaped SPADs will also have the effect of increasing the active area
to pixel size, but again this will produce higher DCRs. Figure 6.10a–c shows how
implementing these strategies affect the FF; the higher the percentage, the better.
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Fig. 6.10 (a) Pixel structure with SPAD and electronics. (b) Effect of reducing the number of
counting bits. (c) Increasing the SPAD size, but higher DCR. Ref. [117]. (d) Developed at DST
Group, a SPAD array microchip wire-bonded. (e) DST Group SPAD array microchip with a
commercial off-the-shelf microlens fitted. Ref. [116]

Other options include moving the electronics altogether outside of the pixel
or onto different chips/die completely and connecting to the SPAD detector via
innovative manufacturing techniques such as 3D stacking methods (this will be
examined in the next section). The final option is to use an array of microlenses
or micro-optical concentrators post-chip fabrication, to collect photons that would
otherwise hit non-sensitive areas of the pixel and focus onto the SPAD active areas,
thereby improving collection efficiency. Figure 6.10e shows a typical microlens
array (32 × 32) mounted and matched to a 32 × 32 SPAD array die underneath
[116]. Critical are the alignment of each microlens of the array directly above each
SPAD detector and the spacers which are used to hold the array at the correct
distance above the die; methods to do this are explained in [118]. With the use
of microlens arrays, the FF can be increased by as much 25% [119, 120]. Other
more innovate approaches use non-uniform microlens arrays to mimic the large
FOV feature of a compound eye [121]; these techniques show the FOV of a typical
SPAD array based imaging system can be substantially increased.
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The downside of using a microlensing solution is the increased fabrication
complexity (including alignment precision) and cost, which becomes more evident
as pixel counts scale especially for very large format sensors.

2.3 3D Stacked Assembly Methods for Imaging SPAD Sensors

As more advanced CMOS technologies and design techniques have become avail-
able, FF has been steadily increasing, allowing higher density of pixels and
higher functionality per pixel. This trend will only increase with the use of 2.5D
technologies and 3D stacking methods for sensor arrays, which represents a viable
alternative to transistor scaling to sustain Moore’s law.

It has been discussed how from a monolithic architectural point of view there
are several approaches to increasing FF. For in-pixel-level processing results in the
highest computation speed and functionality per pixel is possible but at the cost of
FF, while column processing and micropixel processing allow for better FF [122].
2.5D technologies and 3D stacking solutions offer heterogeneous integration of
different devices and/or processing functions between dies; in other words, for a
sensor array, all the supporting circuitry can be placed on a different layer or die
than the sensors themselves. This offers the ability to integrate many SPADs on
a dedicated die, maximizing FF and going beyond Moore’s law. With a 2.5D IC
structure, the dies are integrated side by side using a silicon interposer; however, this
method is typically not used with imaging devices as there are larger interconnects
(resulting in delay lines) between say the SPADs on the SPAD dedicated die and
corresponding processing electronics on the digital die. 3D stacking methods are
preferred as here dies are vertically stacked on top of each other. In this case, the
SPAD arrays are implemented on the top-tier die, while all the pixel electronics
are placed on the bottom-tier die; there is a one-to-one correspondence between
each SPAD and electronic circuit positioned underneath; this reduces wirelengths
compared to 2.5D and results in more uniform length interconnects across the SPAD
array.

The 3D stack manufacturing process varies depending on whether the SPAD
sensor is front-illuminated (refer to Fig. 6.11a) or back-illuminated (refer to Fig.
6.11b). Front-illuminated SPAD sensors rely on a through-silicon via (TSV) 3D
stack method, whereby a post-process TSV is made for each individual device
to vertically connect the SPAD output to the pixel circuit while back stacking
two dice together. Here, only the SPAD detectors/array is implemented on the
top tier (die/wafer), and all the pixel electronics are placed on the bottom tier,
while back-illuminated 3D SPADs can be realized with the TSV-less face-to-face
direct connection [123]. An advantage of 3D stacking means the top tier can be
implemented in a technology optimized for SPADs and the bottom tier can be
implemented in a state-of-the-art (CMOS) technology for lower power consumption
and higher functionality, resulting in improvements in timing resolution and data
processing. In general, front-illuminated 3D stacked SPADs with shallow junc-
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Fig. 6.11 (a) Frontside-illuminated TSV 3D die stacking technology. (b) Backside-illuminated
3D die stacking technology; see Refs. [122, 123, 126]. (c) Front-illuminated 256 × 256 3D stacked
(TSV) SPAD array microchip designed by Milan Politechnic, Monash University, Manufactured
by SilTerra and Fraunhofer ISM, 3D stacked TSV assembled by Fraunhofer IZM. Developed at
DST Group, courtesy Fraunhofer IZM. (d) 256 × 256 3D TSV SPAD array sensor wire-bonded
via interposer directly to a DST Group custom-designed PCB. (e) 256 × 256 3D IC PCB under
test with heatsink attached

tions are more useful for applications in near-ultraviolet (NUV), blue, and green
wavelength regions, while back-illuminated 3D stacked SPADs have a deepened
junction in the face-to-face stacking and achieve higher red and NIR photon
sensitivities. Recent examples in the literature of 3D stacked SPAD DTOF imagers
include [30, 124, 125]. Figure 6.11c is the first and only reported case of a front-
illuminated 3D stacked 256 × 256 SPAD imager developed by DST Group with
collaborating partners. Here, a 180 nm high-voltage (HV) process was used for
the top SPAD layout design and a 130 nm CMOS process for the digital bottom
circuits. A specialized ceramic interposer was manufactured by DST Group and
used to facilitate the wire-bonding of the 3D IC die directly to the pads on the PCB;
see Fig. 6.11d. Each pad on the 3D IC die was individually wire-bonded to the



6 Neuromorphic Computing for Compact LiDAR Systems 221

interposer and then another wire bond made from the interposer to the PCB. For
testing, a protective window was then fastened over the 3D IC sensor and heatsink
mounted to the underside and routed offboard; see Fig. 6.11e. The 3D IC sensor had
such a high FF (close to 40%) that a microlensing solution was not required.

2.4 Frame-Based Versus Event-Based SPAD Architectures

The most common approach to 3D flash LiDAR processing using SPAD sensors
has been to encode the TOF of the arriving photons using high-precision counters
for each SPAD cell and to transfer this timing data off-chip for processing [127].
Typical 3D flash LiDAR systems read out high spatial and temporal resolution data
for every frame, where a frame is an interval of time synchronized to the laser
repetition rate, usually irrespective of scene activity. We have seen how various
methods have been proposed to reduce the output data volume from SPAD array
sensors for each frame. This approach typically involves as a first step some form
of averaging over several frames which would significantly increase the cost of
on-chip processing. This transfer process also creates an information bottleneck
which is currently one of the major limiting factors in the speed of operation of
high frame rate SPAD cameras. In addition, the use of conventional CPUs or GPUs
for processing this temporal data makes processing SPAD data computationally
intensive using conventional signal processing techniques and results in significant
power and hardware requirements. Figure 6.12a shows the conventional approach;
all SPAD captured data is communicated off-chip for further image processing.

These data issues have motivated the development of novel hardware-based
solutions such as in-pixel histogram [104, 128]. Yet the attributes that make SPAD
data challenging for conventional processors, when combined with the significant
level of temporal redundancy present in real-world visual data, make the SPAD
cell activation patterns ideal for event-based and spiking neuromorphic processors
that are designed to operate directly on noisy temporal data in a parallel fashion.
GPU-based implementation such as [129] demonstrates the feasibility of realizing a
high-speed hardware-efficient feature extraction and classifications system for noisy
low-resolution SPAD imagers.

In [72, 115], the measurement of the TOF of the laser pulse is abandoned
entirely in favor of a neuromorphic processor that operates directly in the time
domain and on the inter-spike intervals within local regions of the SPAD array.
The proposed approach illustrated in Fig. 6.12b motivates the development and
hardware implementation of event-based feature extraction algorithms and circuits
that generate sparse event-based local representations from the non-sparse event-
based SPAD activation data and in this way drastically reduce the I/O requirements
of the overall system. This design seeks to combine the inherently temporal nature of
TOF SPAD spatiotemporal data with neuromorphic event-based feature extraction
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Fig. 6.12 Conventional and neuromorphic SPAD TOF data processing. (a) Standard approach
to processing SPAD imaging data using (16 bit) on-chip counters and off-chip processing. (b)
Proposed event-based approach to SPAD data processing. Ref. [72]

and processing. The new type of sensors presented is called “event-based” SPAD
imagers.

These concepts and how deep learning techniques can play a role in fast object
tracking and classification are explored further in the next section.



6 Neuromorphic Computing for Compact LiDAR Systems 223

3 SPAD Neuromorphic Event-Based Sensing and Processing

We have already seen how deep learning techniques are prevalently used in single-
photon 3D LiDAR for imaging retrieval, detection, and classification. Recently,
neural networks were used in conjunction with TOF SPAD sensors operating in 3D
flash LiDAR mode at short ranges to showcase high-speed object detection, having
the ability to localize and classify objects in the FOV with low latency [130]. By
combining 3D flash LiDAR systems based on SPAD detectors with the advantages
of event-based sensing paradigms, we have the best of both worlds, enhanced
imaging sensitivity and responsivity, fast 3D imaging, neuromorphic processing
compatibility, and reduction of IO bandwidth, all with minimal computational
overhead, which makes it ideal for compact and low SWaP LiDAR applications.

The utility of taking a more bio-inspired approach to SPAD processing is
gathering more interest. In [131], a scalable 20 × 20 SPAD imaging array using
asynchronous AER readout for low light (non-LiDAR-based) imaging applications
was presented. The same approach is proposed by [132] for use in PET applications.
In these works, the SPAD cells operate in photon counting mode where an analog
photon-counting circuit counts incoming photon until the counter reaches a pre-
set threshold causing the pixel to generate an event indicating a pre-set level of
illumination. This mode of operation is like previously proposed non-SPAD event-
based sensors [87] albeit with the advantage of the SPAD’s high QE. Reference
[129] shows how an event-based architecture can be used on SPAD sensors
operating in TOF mode. The first 128 × 128 SPAD array TOF sensor with offboard
event-based processing using a FPGA for LiDAR was implemented by [72] and
recently a complete 5 × 5 SPAD array vision sensor with onboard neuromorphic
processing for LiDAR presented by [133]. The techniques used in converting TOF
SPAD information to a stream of events as presented by [72, 133] highlight the easy
for scalability in design with the ability to accommodate larger format (pixel count)
sensors.

The inherent temporal nature of TOF SPAD data, the relatively high level of
information redundancy in high frame rate imaging, and the noisiness of the signal
all make TOF SPAD data an ideal candidate for SNN and event-based processing.
The case for processing temporal spike-like SPAD latch events with an event-based
SNN is straightforward and would entail the following:

• Processing SPAD latching data in its inherent event-based form should result in
a more efficient system since the conversion of millions of high-speed timing
signals to high-precision digital representations via a high-speed clock and a
time-to-digital converter at each pixel can be avoided along with their post-
processing via an equally high-precision over-engineered processor.

• The vast majority of high-speed TOF SPAD imaging contains redundant infor-
mation in practice. This is true both temporally, where sequences of frames
attempt to image identical or near-identical scenes, and spatially, due to the
natural redundancy and self-similarity in feature space that is present across the
FOV in most imaging contexts. The inherent data compression and redundancy
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suppression resulting from the inherent mode of operation of event-based
systems, which only process unexpected changes at the input of each layer,
greatly reduce the amount of data and thus calculations performed when an SNN
operates on SPAD latching signals.

• The noise present in most SPAD imaging applications makes the application
suitable for processing by biologically inspired SNNs which by virtue of being
modelled on noise-robust biological systems tend to be designed and tested for
noisy applications and typically over-perform in these contexts [89, 134, 135].

The following sections will briefly highlight the various methods used in
developing SPAD sensors compatible with neuromorphic processing techniques.

3.1 First AND SPAD Feature Event Generation

In the method proposed in [72], instead of encoding, storing, and transferring the
photon time-of-flight data off-chip for processing, a neuromorphic processor is used
which operates directly in the time domain and on the inter-spike or inter-latch
intervals within local regions of the SPAD array. Thus, only the relative timing of
SPAD cell latching events is detected by the system. This approach illustrated in
Fig. 6.12b generates a sparse event-based local representation from the non-sparse
event-based SPAD activation data.

To simplify the sensor-processor design, the feature extraction operation at each
receptive field was performed by competing AND gate neurons. These neurons may
be wired in any configuration. In [72], they were used to encode a 4 × 4 edge
detector circuit where at each laser pulse, the first AND gate whose receptive field
was fully latched would prevent subsequent latching of any later gate or feature in
the same receptive field via a recurrent enable connection that gates all AND gates.
This temporal inhibitory feedback structure was introduced in the synaptodendritic
kernel adapting neuron (SKAN) network [136]. Furthermore, each receptive field
in this design contains a memory of the last detected feature if the same feature
is detected at the same receptive field the sensor outputs no events. Thus, by
only generating an event in response to a change in feature detections, the sensor
processor reduces output data by approximately two orders of magnitude [72].

3.2 First SPAD Photon Counting Event-Based Design for
Temporal Intensity Imaging

The receptive field-based design of the first AND system takes advantage of
spatiotemporal structure of the SPAD sensor latch times in TOF mode to extract
features from the illuminated scene. While this mode of operation is particularly
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suitable for processing via a spike-based system, neuromorphic time-based process-
ing principles can also be utilized for SPAD imagers in photon counting mode.

One example of such an event-based temporally controlled solution is using
a logarithmically varying decay process which treats each SPAD pixel count as
the membrane potential m of a leaky integrate and fire (LIF) neuron whose leak,
implemented as a decrement toward zero of the photon counts C, occurs at periodic
intervals of

T = 2τ (6.1)

multiple of the system clock and where N is adapted via a negative feedback path
from the spike output of the same pixel. The photon count feedback mechanism is
illustrated in Fig. 6.13b and operates as follows: the photon count C increases with
photon detection(s) and is decremented at every

t = T k (6.2)

where k is an integer. If the photon count C passes an upper threshold θ+, then the
count is reset to zero, and a positive event or spike is generated indicating that the
photon detection rate at the pixel is above the expected photon count rate or in other
words that the current membrane leak is insufficient and the decrementation interval
T is too long. In response to a positive event, decrementation interval T is halved
via

τnew = τ − 1 (6.3)

If instead the photon count passes a lower threshold θ−, the count is reset to zero,
and a negative event or spike is generated at the pixel indicating the photon count
rate is below expectation. In response to this event, the rate of decay is halved by
doubling T.

In this way, by adapting the time interval between decrementation of the counter,
a steady state is achieved where the photon count rate and the decrement rate
approximately match each other, assuming the photon count rate is approximately
constant. As shown in Fig. 6.13a when the increment and decrement rates match
each other, the counter will not, or will rarely, reach either threshold and therefore
does not generate new events or modify τ , with the pixel receiving photons without
generating an output until a positive or negative change in the photon count rate is
observed.

Thus, such a SPAD sensor can temporally modify and report a photon count
signal like an event-based neuromorphic sensor, where only signal changes are
reported, significantly reducing the data generated from the sensor while capturing
the key transition events in the signal.
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Fig. 6.13 (a) Diagram of a temporally modulated leaky event generator operating on a SPAD
sensor in photon counting mode. (b) Compression of SPAD photon count into events

3.3 SPAD Data Processing Using Integrated Spiking Neural
Networks (SNNs)

The conversion of SPAD sensor data to the event domain allows highly efficient
event-based or SNNs to operate directly on the sensor output. SNNs differ from
conventional artificial neural networks (ANNs) in that each node of an SNN
only generates an event or spike in response to salient stimulation, whereas in
a conventional neural network, every node of every layer performs its respective
calculation’s periodic sample regardless of the stimulus it receives.

Thus, the first approximation of every layer of such an event-based neural
network can be viewed as operating in a similar regime as an event-based sensor
or the retinal cells on which it is modelled. In such a network, each node or
neuron at each layer detects changes at its input relative to a recent background
context, and using localized competition among neurons detects changes in the
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local feature space. Like the event-based sensor itself, if this perceived change is
above some threshold level, a spike is generated. In this way, each of the layers
of an SNN encodes their environment in an ever-sparser spatiotemporal spike
pattern representing higher-scale features with each layer silencing any activity from
previous layers that is unchanging or predicted at the higher feature scale. This
structure mirrors the function of the brain where every cortical layer acts as a mesh
of dynamic filters blocking the activation of subsequent layers except at points in
time and space where new higher-level features have been detected.

It is only through such a hierarchical event-based feature detecting and prediction
architecture and the suppression of redundant activation at every stage of processing
that biological brains can operate in challenging dynamic environments in real time
on highly constrained power budgets.

In contrast, deep CNNs require high-precision numerical processing at every
single node of every layer on every input frame regardless of whether the input
carries highly salient information or none. This highly inefficient mode of operation
would be analogous to every single neuron in an animal’s brain firing at its
maximum firing rate. When the event-based paradigm used in neuromorphic sensors
is extended to deep neural networks, the data rate reduction becomes even more
dramatic since the total number of processing nodes in deep CNNs typically dwarfs
the number of input channels. The block diagram of such an end-to-end system is
shown in Fig. 6.14.

3.4 Algorithm Testing and Temporally Constrained Dataset
Generation

Unlike controlled image collection environments typically used in machine vision
research, real-world imaging environments are unpredictable, dynamic, and noisy
precluding many commonly used LiDAR image enhancement methods such as
arbitrarily long frame averaging. To better evaluate the algorithms which aim to
operate in such dynamic environments, datasets need to replicate the temporal
imaging constraints present in such contexts.

An example of such a dataset was presented in [72] where the test targets
in the dataset were imaged using a SPAD sensor in a photon timing mode at
100 kHz, providing photon TOF information at an extremely high frame rate.
The experimental setup involved high-speed model airplane classification where
model airplanes were dropped at high speed close to the sensor. The experiment
involved the use of civilian airplane models in the background as a distractor
which becomes increasingly prominent as the number of frames collected for an
image is increased. The inclusion of the larger distractor with the free-moving high-
speed target classes ensures that such a dataset can only be processed at extremely
high speed ensuring a high noise floor that better represents real-world imaging
environments. Such dynamic time high-speed experiment designs can encourage
the development of algorithms that are more robust to noise and can more readily
be applied to challenging real-world imaging environments.
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Fig. 6.14 Block diagram of the end-to-end first AND event-based processing system. (a) Shows
the raw image generated by the SPAD sensor in time-of-flight mode as a B-2 airplane model enters
the field of view. The red box indicates the receptive field of the current generated event. (b) Shows
the four first AND features and their binary bar-shaped weights. Superimposed are the state of the
latched SPAD pixels at the moment the first AND feature generates an event (diagonal black lines).
The third feature is the first AND gate to latch disabling the others and passing its event to the next
layer. (c) Shows S0 i, the binary-valued four-polarity time surface with activation over τ0 seconds.
This surface serves as a feature map for the next layer of processing. (d) shows the 5 × 5 region of
interest (ROI) extracted from Si0. (e) shows the 16 four-polarity binary event-based features which
operates on Si0. (f) Shows the encoding of the 16 features. (g) Shows the 16-polarity binary-valued
time surface S1i. Panels (h) and (i) show the pooling and classification layers, respectively. Ref.
[72]

3.5 Spiking Neural Networks (SNNs): Trends and Challenges

In practice, however, there are two major challenges to the use of SNNs even
in the context of an ideally suited application such as TOF SPAD imaging.
These challenges, while not insurmountable, significantly handicap any SNN-based
solution relative to a contemporary conventional ANN-based solution which the
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former must compete within real-world applications. These challenges to SNN
systems can be broadly grouped into two categories:

1. The first category of challenges is due to the relative lack of theoretical progress
in the SNN space; this is due in part to the nature of the spike signal used in
SNNs. The spikes are typically modelled as delta functions and are inherently
non-differentiable signals. This makes theoretical analysis of SNNs much more
challenging than ANN. Thus, insights and advances within the SNN field are
typically either heuristically developed through trial and error or simply adapted
from concepts that are better understood from the more tractable ANN field and
assumed to apply to SNNs without proof. Finally, unlike the ANN field which
aims exclusively to maximize the performance of a system against objective and
clear benchmarks, the aim of many researchers in the SNN field is muddied by
the additional requirement of making a system “bio-plausible.” The nebulous and
often subjective concept of bio-plausibility invariably conflicts with rational and
optimal system design.14

2. The second challenge to the development of superior performing SNNs is
in hardware. Specifically, there is yet an absence of mature hardware which
can perform memory and processing operations together locally to the same
degree as biological neurons without introducing power and delay costs. Despite
recent developments in passive local memory components such as the mem-
ristive device [137], and novel routing protocols such as AER [138], and
integrated processors [139, 140], the silicon hardware available to today’s SNN
designer is far less mature, optimized, and usable than commercial off-the-
shelf (COTS) hardware available to the ANN practitioner [141, 142]. This
disparity in technology maturity means that even in ideal applications such as
TOF SPAD imaging where signal modality, information redundancy, and noise
characteristics significantly favor an event-based SNN system that only performs
computation in response to sparse salient change, it is currently in practice more
efficient to use an ANN that performs calculations on every segment of every
frame regardless of information content than to design, build, and operate a
theoretically more efficient experimental SNN. Finally, as with the diversion of
resources in the theoretical domain of neuromorphic research, a significant subset
of research on SNN hardware is dedicated to analog hardware implementations
of SNNs, often not due to a clear engineering motivation for higher performance
in immediate applications but based on principles of biological plausibility and
non-immediate goals of building analog brain-like systems for the future. While
analog implementation of SNN hardware does carry a realistic though distant
promise of more power-efficient SNNs, the greater complexity in their design and
their often idiosyncratic non-deterministic properties which require significant
time investment to understand prevent their consolidation and incorporation into
larger systems which can be used by independent research and development

14 Human Brain Project: https://www.theatlantic.com/science/archive/2019/07/ten-years-human-
brain-project-simulation-markram-ted-talk/594493/
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teams in the same way as is achievable in deterministic digitally implemented
SNN subsystems and components. Thus, the focus on analog SNN hardware
often saps the ability of the already smaller neuromorphic field to deliver SNN
hardware that can outperform current state-of-the-art ANN hardware.

Despite these challenges, however, with the end of Moore’s law, with greater
research and development interest, and with greater investment from the commercial
sector, the “SNN handicap” is gradually shrinking, thus creating the space for SNNs
to become a viable competitive solution in real-world applications. In this near-
medium-term future scenario, particularly suitable applications such as TOF SPAD
imaging where the application naturally favors an SNN solution will be the first to
overcome the SNN handicap and form the leading edge of this shift toward true
SNN computing.

4 Future Concepts and Summary

A type of SPD called SPAD and the development of an array of SPAD devices
onto a microchip that can both detect and digitally time individual photons of
light make this type of technology perfect for 3D flash LiDAR techniques and a
potential solution for 3D imaging and tracking of moving objects in challenging
environments. It provides groundbreaking detection and classification of targets at
long ranges hidden by obscurants and clutter [60]. With low SWaP performance,
and the ability to be integrated with intelligent (neuromorphic) circuit functionality
and event-based processing, allows accurate detection and recognition very quickly
with unsurpassed data compression and minimal computation overhead resulting in
improved decision time in targeting and tracking.

Extrapolating from current trends that use a More-than-Moore approach to
design which exploit advanced 3D stacking semiconductor assembly and integration
methods and then forward-looking into the next decade, a 10 megapixel SPAD array
imager is to be expected. For real-world 3D flash LiDAR tracking systems, these
new high pixel count SPAD imagers will certainly address current FOV limitations,
but also need the ability to dynamically adjust a wide range gate and process object
detection algorithms in real time without slowing down tracking performance. As
pixel counts continue to scale and larger datasets are generated, current frame-
based IC design techniques as explored in Sect. 2.1 will struggle to find solutions
to the ever-increasing data bottlenecks and inherent processing latencies involved
when tracking fast-moving objects. The development of imaging devices inspired by
biology (neuromorphic vision sensors) in which the pixels work in an asynchronous
fashion responding only to events in the visual field, coupled with machine learning
image processing and AI techniques, represents a new design paradigm to address
these problems. The application of these new neuromorphic methods represents
unparalleled performance and functionality improvements over what is possible
with conventional frame-based LiDAR imaging systems.
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The neuromorphic systems presented in this chapter provide a range of well-
performing points in the event-based design space, which can be integrated with
SPAD sensor hardware to provide event-based processing that drastically reduces
not only the data rate coming off the sensor but also the quality of the output
data as it relates to challenging tasks such as a view-invariant classification of
large complex datasets. By using the same learning methodology and the same
single-layer network structure and by testing across multiple design dimensions
such as pooling and network size, event-based methods will outperform the frame-
based system across all parameters while serving as a guide for the design of such
networks in hardware. The scalability and speed of event-based (SNN) methods
make it a promising candidate to address the high-end performance requirements
expected for LiDAR imaging and tracking applications now and for the future. This
certainly will create new challenges on how to train and evaluate such neuromorphic
systems for real-world scenarios.

The continued application of SNN principles to SPAD-based imagers will likely
see the emergence of more optimized hardware solutions and improved testing and
characterization methods. Biological information processing systems are inherently
physically embedded and continually responsive to a dynamic physical environment
while always under severe energy, size, and speed constraints. Thus, their modes
of sensing, processing, and response cannot truly be tested using passive, static
datasets which define virtually all current standard LiDAR datasets. Furthermore,
the physically embedded nature of biological processing and the associated physical
size, weight, power, and speed limitations that come with it are fundamental aspects
of their operation and cannot be treated as afterthoughts to be simulated or optimized
in the final development phase. These are integral to the nature of the systems that
neuromorphic computing seeks to emulate and represent new research problems to
be solved.

As seen in earlier sections with tracking SPAD LiDAR systems is their complex
interaction with the detection and tracking control system. LiDAR systems require
rigorous physically integrated testing in a closed-loop repeatable environment where
the output of the sensor-processor system affects its own future inputs. However,
to date, neuromorphic datasets have almost without exception sought to emulate
machine learning datasets with multiple neuromorphic versions of the Modified
National Institute of Standards and Technology (MNIST) handwriting dataset and
neuromorphic versions of the word recognition of Texas Instruments/Massachusetts
Institute of Technology (TIMIT) audio dataset as examples. To date, no active,
physically embedded neuromorphic datasets have been created which could test
the active sensing capability of autonomous neuromorphic systems in general, and
LiDAR-based systems motivate the development of the field toward neuromorphic
LiDAR solutions that the field of neuromorphic computing has the greatest promise
to deliver on. The development of repeatable physically embedded active closed-
loop datasets is the first key step toward neuromorphic LiDAR solutions in this
space. There is still much research effort required to explore opportunities for data
generation needed for better training of AI-based systems and model validation.
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In final, it is expected there will be continued growth in the application of
advanced 3D technologies and architectures in developing future smart vision
sensors,15 particularly those that use neuromorphic-based SPD devices for SPL
systems. These new vision sensors will be a system-on-a-chip (SoC), incorporating
an SPD array image sensor and neuromorphic processing elements, including neuro-
morphic digital event-based circuitry and a neuromorphic processor. These sensors
will allow for high dynamics and very small reaction time, with an overall low power
budget, ideal for compact, mobile, and low SWaP applications. They will use novel
algorithms for processing sensor data and for automatic target recognition (ATR)
based on the development of new machine learning (neuromorphic) algorithms for
feature extraction and classification. All this would mean a capability enhancement
for a whole range of commercial applications, which includes meteorology, space,
augmented reality, remote sensing, and autonomous robotics. For defense, this
enabling technology will ultimately drive the development of new neuromorphic-
based SPL systems that will have the potential to defeat stealth technology; improve
surveillance imaging from space, over land, and underwater; and detect fast-moving
targets partially concealed behind obscurants or hidden among clutter. The impact
of More-than-Moore using 3D integration techniques to neuromorphic computing
and LiDAR-based perception systems will provide both powerful and new sensing
capabilities for the future, which otherwise would not be possible by using standard
monolithic IC approaches or frame-based IC design techniques limited by Moore’s
law.
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Chapter 7
Integrated Sensing Devices for
Brain-Computer Interfaces

Tien-Thong Nguyen Do , Ngoc My Hanh Duong , and Chin-Teng Lin

1 Introduction

The human brain is a complex organ. All of human consciousness, our memories,
our cognition, and our physical activities are handled and coordinated by the brain.
Thus, understanding how the brain works and the function of each brain region
can help us to explore the potential of all humankind. As a key part of this endeavor,
brain-computer interfaces (BCI) allow us to decode a user’s intentions through brain
signals and then to convert them into machine commands [47]. Perceiving neural
activity in the brain is obviously the first and most important step in the workings of
a BCI system. Therefore, the quality of the sensors used to measure brain activity
largely determines the reliability of the entire system.

BCI systems comprise several main components [30, 76], each with their own
purpose and function. Some components are responsible for brain signal acquisition.
Others handle tasks like signal processing, feature extraction, or feature decoding.
Others still provide application user interfaces. Figure 7.1 illustrates the main
functions of a BCI.

Brain signal acquisition involves measuring the brain’s signals as input to a
BCI system and then sending those signals to the components that handle signal
processing. The main signal processing procedure is noise removal, which is
important for ensuring a good signal-to-noise ratio. Feature extraction and feature
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Fig. 7.1 There are five main components in a typical, basic BCI system configuration: (1) a
scenario design based on a BCI paradigm; (2) modules for brain signal acquisition; (3) signal
processing and feature extraction; (4) feature decoding or classifier; and (5) a user feedback system.
(Reprinted from Lin and Do [47])

decoding come next. These components translate the brainwave data into the user’s
intentions. Lastly, the application components issue the user’s intentions to various
practical tools as commands. These tools can take many forms, such as a robot, a
healthcare device, a virtual/augmented reality (VR/AR) system, and so on.

Brain signals can be acquired via two main types of sensors: invasive and non-
invasive. The quality of the signals captured by invasive sensors is generally much
higher than non-invasive sensors, and less artifact removal is typically required for
a high signal-to-noise ratio. However, invasive sensors usually require surgery to
implant under the scalp, and so non-invasive sensors are more commonly used. Non-
invasive sensors are also easier to use and operate. They include technologies like
electroencephalogram (EEG) sensors. Due to their popularity, this book chapter is
mainly focused on non-invasive sensor types and their application in the field of
BCI.

2 The Principles of Brain Signal Acquisition

2.1 How EEG Measurement Works

EEG is a non-invasive method of recording electrical impulse activity in the brain.
Normally, conductive electrodes are placed on the scalp, which capture the small
electrical potentials arising from neural activities. Among the great advantages
of this method are its fine-grained time resolution, its cost effectiveness, and
its portability. In fact, with EEG, one can track neuronal activity down to the
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millisecond range. Additionally, EEG can be used for live tracking of neuroimaging
with real-world applications outside of the laboratory.

EEG measurement schemes comprise several devices, including electrodes,
biopotential amplifiers, A/D converters, recording devices, and data ports [55, 78].
Among these devices, electrodes are the most crucial components as these are the
devices that perceive the electrical brain activity. Again, electrodes can be invasive
or non-invasive (surface devices). As with all invasive components, signal precision
is better because of their direct penetration into the body, and signal-to-noise ratios
tend to be much higher given the lack of interference caused by the skin or hair. The
downside is that invasive sensors come at a risk to the patient and implanting them
can be painful. Non-invasive sensors do not have these disadvantages, but there is a
trade-off, which is increased background noise caused by the scalp, skin, and hair.
Also, most electrodes also need to satisfy some specific conditions, and the materials
for the EEG applications need to be biocompatible.

The same methods of recording signals are used for both types of electrodes.
Here, the scalp acts as a bridge providing the potential differences between the signal
an electrode captures, either active or passive, and a reference to another surface
electrode. In other words, the electrodes form a basic electrical circuit. The role
of an active electrode is to (i) compensate for the wide impedance range of the
sensor; (ii) eliminate coupling between the cable and sources of interference; and
(iii) limit the movement of cables and connectors. Conversely, passive electrodes can
record EEG signals without the need to modify them. Ionic currents are converted
directly into electric currents via signal and reference sensors. Further, other external
electromagnetic signals beyond brain signals can be recorded in the 50–60 Hz range
depending on the country. Notably, the noise measured by two electrodes is likely to
be the same, but the signals captured will differ depending upon where the electrode
is positioned on the head.

2.2 Typical Methodologies for Non-invasive EEG Setup
and Analysis

The setup of non-invasive EEG systems is quite straightforward. The participant
stays still, while the experimenter applies conductive gel (for typical gel-based
sensor) to each electrode to ensure that impedance remains lower than a certain
threshold (see Fig. 7.2). This gel generally improves the quality of signal data,
raising the signal-to-noise ratio and making the system less sensitive to external
noise. As a rule of thumb, best practice dictates that the impedance of all passive
electrodes is kept at less than 5 or 10 k�, while the threshold for active electrodes
is generally a bit higher at up to 25 k� (e.g., LiveAmps System, Brain Products,
Gilching, Germany).

After placing all the electrodes, the experimenter normally carries out three basic
checks before starting their experiments:
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Fig. 7.2 The conventional EEG experimental setup with active EEG sensor in LiveAmps System –
Brain Products (a) Participant with the active sensor cap. (b) One example of the stationary
experiment

• The data passing through all channels should be in the normal range.
• There should be a strong peak in or nearby the frontal area when the participant

blinks their eyes.
• An alpha oscillation should appear in or nearby the occipital area when the

participant closes their eyes, and this oscillation should disappear when the eye
is opened again.

A typical brain signal obtained through the scalp can have an amplitude ranging
from 0.5 to 100 μV and a frequency in the range of 0.5–100 Hz. Moreover, brain
signals also form five different patterns following the wave shapes of sinusoidal
curves. Namely, these patterns are delta, theta, alpha, beta, and gamma waves
[13]. Figure 7.3 shows the five different patterns. We already know that particular
frequency bands appearing in specific brain regions strongly relate to the cognitive
status of the participant. For example, theta waves in the frontal cortex indicate
mental workload status [31, 60], while high gamma bands in the same region relate
to a person’s emotional state [79]. Thus, the feature extraction will be replied and
depended on the experiment design.

As usual routine, the obtained signal data will be firstly applied band-pass
filtered (normally 1–100 Hz). Then epochs are extracted around the onset of activity
pertaining to the event of interest. With this information, the data can then be
analyzed. There are two main forms of analysis: event-related potential (ERPs),
which looks at brain signals captured with respect to the time domain, and event-
related spectral perturbations (ERSPs), where signals are analyzed with respect to
the time-frequency domain. Figure 7.4 illustrates this latter kind of analysis.

Several frameworks and toolboxes are available to support non-invasive EEG
data analysis, such as the EEGLAB toolbox [14], FieldTrip [62], MNE [28],
and Brainstorm [71]. Using these toolboxes can save researchers time with pre-
processing and, overall, make analysis easier.
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Fig. 7.3 The EEG data in different bands. (a) 1–40 Hz. (b) Theta (4–8 Hz). (c) Alpha (8–12 Hz).
(d) Beta (12–30 Hz). (e) Low gamma (30–40 Hz). (This figure was created with the EEGVIS
toolbox [22])
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Fig. 7.4 Time-frequency analysis of EEG data. The left side shows the results of clustering from
a dipole fitting routine [61] with the EEG channel data. The right side shows the ERSP results for
one specific cluster being the parietal cortex (colored in blue on the left)

Fig. 7.5 Common types of EEG electrodes and equivalent electrical models of electrode-tissue
interfaces. (a) Ag/AgCl electrode, (b) g.tec’s dry electrode, and (c) QUASAR’s capacitive
electrode. (Reprinted from Xu et al. [78])

2.3 Non-invasive EEG Electrode Types

There are three basic types of EEG electrodes, each based on the amount of
electrolyte used at the electrode-skin interface. The three kinds are wet electrodes,
semi-dry/quasi-dry electrodes, and dry electrodes (see Fig. 7.5). The data received
from the sensor is then converted into different stages of the EEG circuit board [55,
78] (Fig. 7.6). Each electrode type is explained in more detail next.

Wet Electrodes
The most widely used electrode is a silver/silver chloride (Ag/AgCl) disk that is
affixed to the head with an adhesive EC2 gel [27, 68, 73]. Silver is widely used
in metallic skin-surface electrodes [6] due to its solubility in salt. Silver chloride
quickly saturates and reaches equilibrium state. Alternative metals that can be
used for EEG electrodes are tin (Sn), gold (Au), and platinum (Pt). Generally, the
impedance for most wet electrodes is below 5–10 k� and should be measured prior
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Fig. 7.6 High-level block diagram of an EEG circuit. (a) The introduction of RC low-pass filters
(LPF) between the channel (Ch), the reference (Ref) dry electrodes, and the active electrode (AE)
integrated circuits (ICs). RC is also placed between the bias output from back-end readout (BE
RO) IC and the bias electrode. The high-pass filter (HPF) shown in the diagram ensures an AC
coupling between AE and BE. (b) The output of a low-pass filter (purple) and a high-pass filter
after amplification (blue) from functional simulated data (green). (Reprinted from Mihajlović et al.
[55])

to acquiring the signals. Fig. 7.5 depicts an equivalent circuit model of electrode-
tissue contact for different types of electrodes.

A primary requirement for the use of these types of sensors is that the electrode
needs to make a low impedance connection with the scalp [39, 44]. This can be
achieved by parting the hair with a Q-tip and using rubbing alcohol rub to clean the
scalp area. Conductive gel is then added to act as a bridge between the electrode and
the scalp. Performing this procedure, however, is time-consuming as it takes time
to apply the gel. Further, in the end, even though the electrolyte gel is considered
minimally invasive, it is still sticky and can leave patients’ hair and scalp dirty [51].
It can also cause an allergic reaction in some rare cases. Plus, the gel can dry out over
time, and, as it does, its transductive properties degrade. Thus, this entire approach
requires a trained specialist to set up the measurement system and acquire the data.
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Fig. 7.7 Sensor types – several types of dry electrodes in the market. (a) Wearable sensing. (b, c)
Cognionics. (d) OpenBCI sensor. (e) IMEC. (f) g.tec g.SAHARA. (g, h) MINDO. (i) mBrainTrain
sponge sensor (semi-dry)

Dry EEG Electrodes
An alternative platform is dry EEG electrodes [15, 74]. Dry electrodes can record
high-quality signals without the need for conductive gel, which reduces setup time.
There are a wide range of different electrode designs [21, 26, 72], as illustrated
in Fig. 7.7. Dry electrodes can also be made out of a variety of materials [77], in
order to improve the quality of collected signals in different situations. For example,
fingered electrodes [36] can be used to enhance the quality of the contact in the hair
regions, hence achieving a higher signal-to-noise ratio. The rationale of using fingers
or prongs is that these electrodes can push the hair apart and make close contact with
the scalp. These sensors are also beneficial as they are commercially available and
can be connected to EEG amplifiers, which can help to minimize the travel distance
of the EEG signal before it is buffered.

Semi-Dry Electrodes
Another promising sensor is based on semi-dry electrodes, which stand as a com-
promise between wet and dry interfaces [41, 42, 56]. This system uses a minimal
amount of electrolyte gel to improve interfacial impedance. This lesser volume of
gel acts as a small connection between the scalp and the electrode but decreases the
domains that can be degraded due to the gel solvent evaporating. Further, semi-dry
electrodes offer a more comfortable experience for the users. That said, semi-dry
electrode technology still needs work. The stability of these systems over time is a
problem, and more work needs to be done on new design strategies to control the
release of the electrolyte solution into the interface for long-term use. For example,
mBrainTrain (https://mbraintrain.com/) and OpenBCI (https://shop.openbci.com/
products/gelfree-bci-cap-kit?variant=40785117249694) are both working on saline
solutions delivered by a sponge-like system to allow semi-dry electrodes to feasibly
work with some current real-world applications.
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3 Applications in BCI

Conventionally, BCI applications are performed in the stationary setup, where
participants remain in a fixed position with limited movement. The stationary
setup is beneficial for getting better signal quality and reducing the impact of
noisy artifacts associated with human movement and muscle signals. However,
the stationary setup pays off with the limited flexibility in the experience design,
where participants can perform limited actions within a narrow experimental design
scenario. This section of the chapter discusses some typical BCI applications that
have been successfully reported in the literature.

3.1 Conventional BCI Applications

BCI applications can translate user intentions from brain data into digital com-
mands; however, due to the sensitivity of the brain sensor, most BCI applications
require the subject to remain stationary when they interact with the system (see
Fig. 7.2). Such strict constraints limit the practicability of BCI, rendering them
less suitable for applications like rehabilitation, prosthetics, or restoring the motor
functions of patients with disabilities.

Several BCI paradigms have been demonstrated to successfully decode neural
signals into action. These paradigms rely on specific neural properties at spe-
cific brain regions. For example, visual evoked potential (VEP) uses information
extracted from the visual cortex, while the motor imagery paradigm uses informa-
tion from the motor sensory region to translate the actions into intentions.

3.2 Mobile BCI Applications

In contrast to conventional setups, mobile and semi-mobile setups allow users to
operate the BCI system in a more natural way [20]. Applications here tend toward
the passive paradigms, such as cognitive driving studies [16, 18] or estimating the
mental workload or fatigue status of subjects and adapting the information overhead
to boost overall system performance [17, 19]. Furthermore, another example is
the error-related potentials (ErrP), when the BCI system identifies the potential
error operation of the system and AI algorithms could further correct it. However,
at the current stage, the stability and robustness of mobile applications need to
be increased, and this requires overcoming several challenges associated with the
quality of mobile sensors and the robustness of noise removal algorithms.
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3.3 Other Non-EEG BCI Applications

Beyond EEG technology, there are other brain imaging modalities that can be used
to capture user intentions from brain activity.

MEG MEG is another imaging modality with high temporal resolution that has
been used in various BCI applications and especially with motor imagery [25, 54,
67]. It is, however, a bulky and expensive technology, which has to date limited its
use to laboratory conditions. Only very recently has a mobile MEG system been
developed that can capture the cognitive status of a subject while the participant
is engaged in natural activity, such as spatial navigation [10]. However, the mobile
MEG is still bulky compared to current mobile EEG systems. Further, Shah and
Wakai [44] are looking at integrating this mobile MEG with quantum sensors for
even greater functionality. These breakthroughs are sure to bring great opportunities
to the research community in not only neural science but also neural engineering.
One important aspect of MEG systems to be aware of is that they tend to weigh a
great deal. Hence, researchers need to be cognizant of the cognitive and physical toll
wearing the mobile MEG system has on their participants during long experiments.

fMRI fMRI brain imaging is another common method of capturing neuronal
activity that has been pair with BCI. It is particularly common in the area of
neuroprosthetics and rehabilitation. Unlike EEG technology, fMRI provides higher
spatial resolution that can reveal which brain regions strongly relate to a performed
task. More importantly, fMRI can reduce the experiment setup and training time for
participants. For example, with fMRI, scholars have been able to decode coordinated
hand movements [53], such as Bleichner et al. [9], who were able to decode four
different gestures from the American Sign Language alphabet, “L,” “F,” “W,” and
“Y,” with up to 63% accuracy. However, due to its low temporal resolution, fMRI
imaging is hard to extend to online closed-loop BCI systems, where participants
perform tasks and receive feedback in real time.

fNIR Where EEG systems measure neural activity via the postsynaptic potential
of ensembles of neurons, fNIR technology gauges hemodynamic responses using
optical sensors. fNIR systems deliver higher spatial resolution than EEGs but have
lower temporal resolution [50]. fNIR has been used in various BCI applications.
For example, Batula et al. [7] used fNIR to measure the differences between motor
preparation and motor movement, while Benitez-Andonegui et al. [8] demonstrated
motor imagery using a combination of a BCI and an AR scenario.

Hybrid BCI Systems Each neural monitoring technology has its own strengths
and limitations. For example, EEG applications are limited to measuring the
brain’s cortical activity, while fMRI is generally limited to offline data analysis.
Integrating multiple brain imaging modalities can therefore play to the strengths of
one technology while overcoming the limitations of an individual modality. Such
integration is called hybrid BCI. For example, a hybrid EEG/fNIRS system could
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benefit from the high temporal resolution of an EEG system as well as the high
spatial resolution of fNIRS [49]. It is worth noting, however, that hybrid systems
tend to increase the cost of running experiments and software development and
maintenance can be far more complex.

4 Future Electrode Directions

There are three key factors that need to be considered for the future direction of
BCIs. These are users, industry, and research. The vision for advanced BCIs is user-
friendly interfaces for applications that are able to acquire and convert a range of
different brain signals. Further, bridging BCIs with applications in games, health,
and education is a long-term goal in the field. For instance, the ability to integrate
BCIs into plug-and-play devices is expected to be available in the near future as
is using BCIs to treat diseases like epilepsy, depression, Parkinson’s disease, and
schizophrenia.

Although there has been much progress in sensor technology, most commercial
sensors in common use are based on wet electrodes. Developing flexible sensors
that are wearable, stable, and comfortable for users remains a significant challenge.
Indeed, there are many distinct factors ruling the performance of a wearable
EEG electrode. The interplay between these different factors needs to be explored
more. In making practical dry electrodes, one needs to consider not only materials
and making novel shapes (Fig. 7.7) but also the electrode design, which stands
as a multidisciplinary and complex problem. In this chapter, some of promising
alternative platforms for future sensors are reviewed.

Smart Electrodes
Currently, we have seen the advent of wireless sensors, which allow for mobility
when collecting EEG measurements. With rapid developments in sensing technol-
ogy, it is expected that there will be smart electrodes in the near future. These sensors
will automate the process of adapting to user behaviors and movements, which
relies on computational intelligence. The multi-channel and real-time acquisition
are also expected advancements, which will likely require the assistance of different
kinds of filters. Advances in nanofabrication technologies are another development
set to affect sensor technologies. Electrodes at the nano-scale with high detection
limits could do much to help capture sensitive neural signals. Moreover, combining
artificial intelligence and sensing technologies is also likely to lead to advanced
sensors with high sensing capabilities.

Wearable Pressure Sensors
Wearable pressure sensors that imitate the human skin have already been used in
a broad range of applications. These work by transducing pressure and converting
that pressure into electronic signals. They are attached to the human body, acquiring
signals that provide information about the health status of the user. In this way, these
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sensors are likely to play a significant role in the next generation of monitoring
systems [4, 11, 12, 24, 48] and personal healthcare [2, 63, 64].

More specifically, the force or pressure from external mechanical stimuli or
deformations is converted into readable electronic signals by these sensors, and
these signals can be measured using common electronic equipment. Piezoresistive,
capacitive, piezoelectric, and triboelectric effects are the most common sensing
mechanisms [29].

Wireless Transfer Implantable Sensors
In clinical procedures, monitoring the physiological reaction of patients and simul-
taneously providing proper therapeutic responses are important [45, 52, 75, 80].
Nevertheless, it remains technically challenging to provide medical treatment to the
patients while maintaining ongoing monitoring at the point of care on a real-time
basis [37, 38, 46]. In this context, implantable bioelectronic devices are promising
solution. Energy storage is perhaps the most significant hurdle for miniaturizing
these devices [58]. At present, either these devices do not last as long as they
need to, or additional and repetitive surgeries are required to replace batteries when
they are exhausted. Additionally, long-term use can result in mechanical stress and
immunological reactions to the surrounding tissues [5]. So far, these issues have
substantially limited the practicality of these devices, and, for this reason, they
are not used more often in the areas where they could help most, such as with
cardiovascular and neurological disease [34, 65, 70]. One future proposal for solving
the energy problem is to use biocompatible energy storage, such as batteries or
supercapacitors [40, 43, 69]. Alternatively, biodegradable materials can be used to
create temporary implantable devices that disappear after a predetermined period.
This approach eliminates the need for conducting removal/replacement surgery and
widens the range of applications open to bioelectronic devices. Although not a
permanent solution, such an approach might be a good stopgap until wireless power
transfer becomes a feasible reality [1, 3, 57].

Photonic Sensors
Photonic sensors are lightweight, consume less energy, and provide low latency
while opening the opportunity for integrated EEG devices, which could lead to a
wider choice of wearable EEG devices.

In conventional sensor platforms and measuring instruments, the elements of an
electronic circuit can malfunction. The result is often interference in the measuring
probe caused by metallic cables or shorted currents. In this context, photonic-
based E-field sensors, which are mostly composed of non-metallic materials, are a
highly suitable alternative. In fact, photonic sensors have several distinct advantages
compared to their traditional metallic-based counterparts. These include:

• No metallic elements. Thus, the sensors are explosion-proof and non-sensitive to
radiofrequencies and other external electromagnetic fields.

• A small lightweight footprint with great flexibility that allows access to restricted
sensing areas.
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• Chemically stable and environmentally inert. Thus, maintenance is easier and so
are storage and transportation.

• A user-friendly interface with optical data communication systems and secure
data transmission.

The real strength of photonic E-field sensors lies in the use of dielectric materials.
This is because there is no potential interference source with weak electrical signals
derived from mapping the brain. Therefore, photonic-based EEG probes can be
highly sensitive. An array of high light confinement photonic crystals can be
promising for miniaturized devices.

One study [59], for example, proposes a photonic sensor model that makes use
of a dome-shaped micro-scale laser as a sensing element. The device operates
on the principle of morphology-dependent resonance (MDR), where the resonant
wavelength is actively controlled by changes in the morphologies of a micro-scale
laser that is affected by the external environment. The authors modeled performance
on the Simulink (R) platform (MathWorks Inc., Natick, Massachusetts, USA),
which provided similar results to actual photonic sensors. The sensors are designed
as a ring resonator with the main design parameters to consider being the radius
of the sphere and its refractive index. The physical environment that causes the
phase shift in the sensors is certain sources of strains, such as pressure or an
electric field. These deform the physical properties of the resonator, which lead to a
response. Notably, the photonic sensor being modeled in this work was sensitive to
4 × 10−4 nm/Pa given a 4:1 polymeric ratio.

Fiber-Based and Integrated E-Field Sensors
Typically, there are two types of photonic E-field sensors, i.e., fiber-based and
integrated. These sensors rely upon interferometric architectures, such as the
Mach-Zehnder (M-Z) interferometer, including the four-port coupler and three-port
coupler interferometric configuration [33, 66]. However, there is requirement for
metal electrodes to be placed near the sensing waveguides of the M-Z arms, which
serves as an antenna to collect the field from an electro-optical crystal. Even though
it is easy to design and implement, these sensors have limited spatial resolution
because of the long interaction length needed to obtain optical signals. Moreover,
these sensors require auxiliary electrical connections, making them less attractive
than a remote sensing method that only uses optical fiber. Lastly, biasing point drift
is another issue that needs to be resolved for highly sensitive measurements.

An alternative approach is to rely on the use of liquid crystals embedded in a
polymer matrix. By applying an electric field, the liquid crystals can be oriented in a
certain direction, which changes their refractive index. However, this kind of sensor
has low sensitivity due to a weak coupling between the evanescent field and the
liquid crystal droplets. There are also other kinds of sensors based on E-field fibers
that rely on piezoelectric or electrostrictive transducers to generate phase shifts in
the optical signal that propagates along the optical fiber. The best electro-absorbent
sensor proposed to date showed a minimum detectable E-field of 0.1 V/m and a
bandwidth of 6 GHz. It is also possible to introduce cavities into E-field sensors
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to generate resonance frequency shifts, such as the Fabry-Pérot cavity and the disk
resonator.

5 Challenges and Outlooks

Breakthroughs in brain sensor development will play an important role in future
generations of BCIs. The current non-invasive BCI systems can quickly decode user
intentions, but they are limited to just a few commands and so are not yet developed
to a level where they are useful for daily activities. For truly high information
transfer rates along with high spatial and temporal resolution, BCI systems still rely
on invasive sensors. Even so, new and innovative brain imaging systems that can
provide both high temporal and spatial resolution and less sensitivity to noise are
needed.

In addition, high signal-to-noise ratio, low power consumption, and miniaturized
BCI system also play an important role. These features allow the BCI system to be
used effectively and easily for normal users in other applications, e.g., entertainment
and ambulatory. The low noise and low power consumption could help provide
reliable and stable signals while ensuring the prolonged usage of the system. More
importantly, miniaturization plays an essential role in realizing these above features
in daily applications.

The future should see more wearable and portable devices along with novel and
flexible electrode materials that bring more comfort to users. To make dry electrodes
a practical reality, we need to start considering new materials and novel shapes for
both the sensors and the headsets. Novel sensor types are also likely to bring great
advancements to the field, such as those based on ultrasound [81], photons, epitaxial
graphene [23], and tattoos [32, 35]. Few things are certain, but one fact that will
definitely take priority in the development of the field is that a wide variety of factors
rule the performance of wearable EEG electrodes, and the interplay between these
numerous factors needs to be comprehensively explored if BCIs are to deliver fully
robust performances in the future.
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