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Foreword

As per United Nations Development Program (UNDP) about 55 per cent
of the world's population (* 4 billion people) live in urban areas and nearly
2 billion more people are expected to migrate to the cities by 2030, putting
unprecedented strain on the infrastructure, environment and natural resources
in urban landscape. The scale and pace of urbanisation, as well as demo-
graphic change, pose direct threats to the urban system, challenging the
efficiency of essential services and, most importantly, jeopardising the
environmental quality. Urban environmental issues have become crucial in
the twenty-first century for sustainable development. Today space based
remote sensing is playing an important role for assessing many components
of the urban environment and ecosystem cycles through measurements,
monitoring, and modelling. The remote sensing technique has emerged as a
new frontier in the urban studies. With the advancement in geospatial tech-
nology during recent past in terms of speed of data collection, resolution of
sensors and accessibility has made it possible to understand various facets of
urban systems. It has made us to monitor the dynamics of urban systems,
such as urban landscape pattern and urban sprawl, urban environment and
ecology, urban morphology, urban design, etc. Further geospatial technology
together with artificial intelligence (AI) based machine leaning and deep
learning techniques has made it possible to analyse and model various facets
of urban environment at various scales across various disciplines.

I am delighted to introduce this book volume on Advances in Urban
Studies-Application of Geospatial Technology and Artificial Intelligence in
Urban Studies. The book contains twenty-eight research papers compiled as
chapters, contributed by the experts of various disciplines across the globe.
These papers are technically sound and focused on the application of
geospatial techniques and AI for urban environmental management. The
primary goal of this book is to improve the coordination of urban observa-
tions, monitoring forecasting, and assessment initiatives; to generate
up-to-date information on the status and development of urban systems at
various scales; to fill existing gaps in integrating urban land observations
with various urban ancillary datasets; and to develop innovative ideas and
techniques like machine learning and deep learning to support effective and
sustainable urban development.

In this regard, the current initiative is socially and scientifically significant
in the context of large scale urban transformation and climate change. I am
glad that the editors have the foresight and energy to bring out this book
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volume on such an important topic. It supports rigorous research efforts,
advances knowledge about the urban environment and encourages the use of
contemporary approaches to deal with potential threats to the urban
environment.

Dr. Prakash Chauhan, Director
National Remote Sensing Centre (ISRO)

Government of India
Hyderabad, India
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Preface

Urbanisation has increased worldwide during the last 50 years, leading to an
increase in urban population and land utilization as well as the transforma-
tion of urban and peri-urban land use pattern. Urban areas are predicted to
account for almost all the world's overall population growth between 2000
and 2030. In developing countries, the urban population is predicted to rise
significantly by 2030. Urban regions are becoming more significant for
present and future human population.

Increasing urbanization has had global, regional, and local consequences
on land use and land cover. Urbanization causes considerable landscape and
environmental changes in most cities. Urban land uses turn natural areas into
impermeable surfaces. These changes affect the environment by affecting
surface temperature, soil moisture content, and vegetation coverage.

More rural lands are converted to urban lands as more people move to
cities. Understanding how these environmental changes will affect our living
situations and the ecosystem is critical. In the last 20 years, advances in
satellite remote sensing technology and newly deployed satellites have
shown the prospect of effectively monitoring environmental conditions in
many urban areas. Furthermore, since the debut of Landsat in the 1980s,
numerous satellite sensors, such as Landsat TM and ETM+, have been
routinely capturing data for extensive areas of the globe. Consequently, a rich
archive is available for assessing and monitoring urban land cover changes at
local and regional scales. Furthermore, urban remote sensing has aided our
knowledge of the biophysical features, pattern, and processes characterizing
urban environments. With these decades of observations, remote sensing data
for urban regions is becoming more relevant for many physical models of
climatic, hydrological, and ecological processes that show how urban areas
interact with local, regional, and even the global environment.

With 28 chapters, this book provides a comprehensive and detailed
overview of the development and advancements in urban environment
evaluation utilizing remote sensing datasets as well as application of GIS
tool. The latest research in this field has been combined to better understand
the many current geospatial and artificial intelligence technologies for
studying urban systems and predicting environmental changes. Current
satellite observation capabilities, the use of remote sensing data to describe
the metropolitan size and land cover, and satellite-derived data applications
for urban environmental evaluations are all discussed.
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We are grateful to all the contributors who diligently finished their papers
well on time. Their scholarly work has contributed significantly in creating
this enlightening and valuable book. We feel that scientists, geographers,
ecologists, geologists, climate scientist, urban planners, and others working
on the subject of urban environmental management, such as research
scholars, environmentalists, and policymakers, would find this a handy book.
We also want to express our thanks to the Springer Publishing House, Prof.
Prabhat Kumar Shit, Springer Series Editor, Doris Bleier, and her team very
professionally, for working with us to have this book published so promptly.

New Delhi, India Prof. Atiqur Rahman
Coral Gables, USA Prof. Shouraseni Sen Roy
New Delhi, India Dr. Swapan Talukdar
New Delhi, India Mr. Shahfahad
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1Remote Sensing and Artificial
Intelligence for Urban Environmental
Studies

Atiqur Rahman, Shouraseni Sen Roy,
Swapan Talukdar, and Shahfahad

Abstract

This chapter offers an outline of the concept of
the book and its importance to scientists,
researchers, stakeholders, and authorities. It
seeks to provide a framework for the subjects
that have been selected to address the knowl-
edge gap that exists between urban studies and
remote sensing with machine learning by
fostering a deeper understanding of the scien-
tific principles that underpin both subfields.
This chapter also provides an overview of 28
articles written by the world's leading experts
in the different fields of urban research, using
earth observation databases, statistical tech-
niques, and artificial intelligence to solve
urban environmental issues.

Keywords

Urban growth � Urban environment � Land
use mapping � Earth observation data �
Machine learning

1.1 Introduction

The transformation of the natural landscape
surroundings of urban areas into the urban
landscape is referred to as “urban expansion,”
which causes cities to grow in size (Xu et al.
2021). The urban expansion or urbanization
process has occurred on a large scale world-
wide in recent decades because of rapid urban
population growth, improved human well-
being, and industrialization (Elvidge et al.
2012). Since urbanization in developed coun-
tries began with the industrial revolution, it has
slowed down (Puga 1998). On the other hand,
urbanization in developing countries has sped
up significantly in the last four decades (Hen-
derson 2002; Wang et al. 2018). As a result,
the urban population surpassed 50% in 2008,
marking the first time in history that this
milestone has been attained (UN-Habitat 2008).
However, urbanization significantly affects both
local and global ecosystems because of the
discharge of waste, the concentration of indus-
tries, and the intense use of energy and
resources (Chen et al. 2019; Pan et al. 2019;
Hu et al. 2018; Romero-Duque et al. 2020).
The need for scientific study to give ecological
solutions to issues caused by urbanization, the
deterioration of freshwater supplies, and the
transportation of materials across ecosystems
has become important (Lyu et al. 2019; Das
and Das 2019; Das et al. 2022).
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Because of the rapid urbanization in devel-
oping countries, uncountable natural resources
have been destroyed to make urbanized areas,
which alter the landscape and functions of the
ecosystems (Tang et al. 2021; Tu et al. 2021;
Khan et al. 2021). India’s urban population grew
from 62 million (17.29%) in 1951 to 377 million
(31.16%) in 2011 and is expected to reach 600
million by 2031. In India, cities grew primarily
inside municipal limits throughout the first part
of the twentieth century (Shaw 2005). Over the
past several decades, the urban population boom
has led to unprecedented peripheral growth in
Class-I cities (Shaw 2005). According to Brears
(2017), it is projected that two-thirds of the
global population will live in urban areas by
2050 if the present urbanization trend continues.
Because of the rapid urbanization and changes in
demography in developing countries, especially
in Asia and Africa, major threats like hunger,
malnutrition, and food insecurity, have been
observed (Sarker et al. 2021; Qayyum et al.
2021; Narain and Roth 2022; Wan et al. 2022;
Islam and Kieu 2021; Blasi et al. 2022; Akinola
2021; Hemerijckx et al. 2022). This situation will
worsen in the coming decades. Rapid peripheral
expansion is unplanned, low density, frag-
mented, and haphazard, known as urban sprawl
(Sarif and Gupta 2021; Chettry and Surawar
2021; Jia et al. 2022; Getu and Bhat 2021). The
faster peripheral expansion changes natural land
cover into urban impermeable surfaces, causing
environmental and socioeconomic effects (Cen-
giz et al. 2022; Liu et al. 2022). The growth of
cities worldwide has caused several environ-
mental and ecological problems, such as global
warming, greenhouse gas emissions, deforesta-
tion, loss of biodiversity, and soil, water, and air
pollution (Ortiz et al. 2021; Xiong et al. 2021;
Rastandeh and Jarchow 2021). Therefore,
detecting urbanization’s impact is considered a
crucial topic for sustainability in urban research
(Onanuga et al. 2022).

In order to perform accurate planning and
monitoring of changes in urban areas, a large
quantity of data about the surface of the earth is
required. This is mainly done using earth obser-
vation data or remote sensing (RS) (Yin et al.

2021; Halder et al. 2021; Kowe et al. 2021).
Recent developments in Earth observation data,
technology, and theory have helped urban remote
sensing, also known as urban applications of
remote sensing, quickly acquire traction among
scientists (Cetin et al. 2021; Yang 2021; Li et al.
2021). For urban and regional planners, remote
sensing is becoming more critical because it
provides information on the urban environment
in a timely, comprehensive, and cost-effective
manner that can be used for various planning and
management purposes (Yeh et al. 2021; Singh
2021; Edan et al. 2021). Urban researchers have
been employing remote sensing to collect infor-
mation about the city’s structure to build further
theories and models of the morphology of a
city’s structure (Yang et al. 2021; Zhu et al.
2022; Zhou et al. 2022; Wang et al. 2022).
Environmental scientists rely on remote sensing
for extracting information on the urban land
cover as a major boundary condition utilized in
many spatially distributed models (Saran et al.
2021; Ndlovu et al. 2022; Fonseca et al. 2022).
Researchers have also agreed that remote sensing
can study the spatial dynamics and effects of
urbanization, a significant type of global change.

Earth observation datasets, also called RS
datasets, cover a wide range of scales, from the
local to the global. Analyzing RS datasets is one
approach to understanding the state and changes
in both natural and artificial environments. RS
sensors and methods have advanced significantly
in recent decades. They may provide a significant
amount of high-quality data with high spatial
resolution, which can be used to explain and
solve problems in urban research (Jung et al.
2021; Mellit and Kalogirou 2021; Yuan et al.
2021). Because of this, urban geographers have
to deal with two big problems: a lot of data and
complex data.

Therefore, translating this big data into helpful
information is a big challenge. Because simple
techniques cannot extract accurate and produc-
tive information. To overcome these issues,
advanced remote sensing techniques and artificial
intelligence (AI) have evolved. In recent years,
the application of AI in different fields has gained
attention (Rahman et al. 2021; Das et al. 2022;
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Alqadhi et al. 2022). Many researchers have also
used AI and machine learning algorithms to
extract information related to urban studies
(Kuras et al. 2021; Kwon and Kim 2021;
Rahimpour et al. 2021; Luo 2021). These algo-
rithms and advanced remote sensing techniques
can handle complex and nonlinear real data to
derive accurate and productive information rela-
ted to urban studies, like rapid urbanization, cli-
mate change, heat island formation, poverty,
hazards, and inequality (Suzuki and Amano
2021; He and Zheng 2021; Luo 2021; Das et al.
2022; Rahman et al. 2021).

Under the umbrella term “AI,” machine
learning algorithms can process enormous vol-
umes of data in a nonlinear fashion. Because
remote sensing generates a lot of data, machine
learning techniques are an excellent way to
analyze it. The machine learning algorithms can
be implemented to resolve different issues in
urban areas, such as precise urban land use
mapping, urban sprawl modeling, urban hazards
modeling, urban ecological quality modeling,
and urban area forecasting (Luo 2021; Das et al.
2022; Rahman et al. 2021; AlQadhi et al. 2021;
Bindajam et al. 2021; Mallick et al. 2021). Some
vital machine learning algorithms, which have
frequently been used in urban studies, are deci-
sion trees (Sang et al. 2019; Ranaweera et al.
2021; Nichols et al. 2020), random forests (Zhou
et al. 2020; Ruiz and Shi 2018; Talukdar et al.
2021; Yoo et al. 2019), support vector machines
(Jozdani et al. 2019; Ul Din and Mak 2021;
Mustafa et al. 2018a, b; Rana and Suryanarayana
2020), artificial neural networks (Rana and
Suryanarayana 2020; Gharaibeh et al. 2020; Liao
et al. 2022; Talukdar et al. 2020), and fuzzy logic
(Saadat Foomani and Malekmohammadi 2020;
Das et al. 2022; Mrówczyńska et al. 2021). In
urban research, process-based and data-based
models are the two broad categories of machine
learning models commonly employed for ana-
lyzing urban problems.

Cellular automata, sometimes known as CA,
is one of the process-based models frequently
used in urban development simulations (Batty
et al. 1999). By modeling urban development

based on the simulation of spatial processes as a
discrete and dynamic system in space and time,
CA is one way to model urban expansion
(Alkheder and Shan 2005). The domain experts,
specifically in modeling urban growth, use the
CA model coupled with other techniques and
models known as hybrid models that yield better
performance. Among them, the neural network
CA (Wu et al. 2022; Yatoo et al. 2020), Fuzzy-
CA (Yang et al. 2018), logistic-CA (Guan et al.
2019), CA and partial swarm optimization
(Mustafa et al. 2018a, b), CA and system
dynamics (Liu et al. 2020), and CA-Markov
(Mansour et al. 2020; Mohamed and Worku
2020; Aliani et al. 2019) are notable. Logistic
regression and fuzzy logic are the typical
approaches for objectively estimating occur-
rences’ probability. It is based on data, a rela-
tively new technique (Fang et al. 2005).

Therefore, to assess, monitor, and resolve the
recent urban issues and problems, this book
provides 27 scholarly scientific articles on the
application of moderate-resolution to high-
resolution satellite images with machine learn-
ing for urban mapping, monitoring, and solving
urban environmental problems.

1.2 Urban Growth and Expansion
Modeling Through Remote
Sensing

A city, often known as an urban area, is a per-
manent human settlement that a local or regional
government governs (Goodal 1987; Bailey et al.
2013). Residents, businesses, and activities may
all interact owing to centralization. Because of
their complex networks of facilities, services, and
comforts, urban areas are emblems of civilization
and modernity. The availability of communal
facilities aids in the growth of cities (Banister
2012; Yamu et al. 2015). In actuality, towns and
rural areas, and villages are separated by the
concentration of these facilities and services.
Urbanization is defined as changing natural set-
tings to residential, commercial, and industrial
land uses from an environmental standpoint

1 Remote Sensing and Artificial Intelligence for Urban Environmental Studies 3



(Fang et al. 2005). According to Mubareka et al.
(2011), urbanization is defined as increasing land
demand over time.

Urbanization is a natural human behavior that
aims to increase the quality of life, livability, and
security. The complexity, breadth, and capacity
of these qualities may be used to determine the
degree of urbanization in metropolitan areas.
Urbanization fosters industrialization and eco-
nomic progress (Mahmood et al. 2020; Dong
et al. 2021). The pace at which the population,
land area, or effective land use in an urban region
rises is considered as “urban growth” (Mallick
et al. 2021; Das et al. 2022). It is also known as
the rise of metropolitan regions or cities, and it
began between the years 5000 and 6000 B.C. It
was primarily caused by the migration of people
from rural areas to urban areas, which are loca-
tions with a large human population, economic
activity, and infrastructure (Shaw and Das 2018;
Shukla and Jain 2019). The nineteenth century,
in particular, was a defining moment in the
development of genuine cities.

Since 1800, the urban revolution has been
accelerating at an ever-increasing rate, and it has
now reached unprecedented heights in the annals
of human history (Burke and Pomeranz 2009;
Foster 1999). There is a tight connection between
urban growth and urbanization or urbanism, a
word used to describe a rising percentage of
people living in urban areas such as cities, sub-
urbs, towns, and districts (Mdari et al. 2022).
Urban growth is likewise closely tied to urban-
ization or urbanism (Lin 1998; Bernhardt 2005).

Urban expansion is consequently used to
show both the economic health of a nation or
region and its level of development. The expan-
sion of metropolitan regions is often driven by
several causes, including, but not limited to, an
abundance of resources, the creation of new
infrastructure, commercialization, educational
opportunities, and mining (Wei and Ewing
2018).

Since the late 1950s, many developing coun-
tries have got freedom from colonization, which
led to the transformation of the country through
urbanization. After 1980s, globalization has
accelerated the process of urbanization (Sassen

2000). Therefore, existing urban centers have
gained more urban population and grew in size.
On the other hand, many urban centers have been
grown and decentralized, which rapid urbaniza-
tion. Through this process, different forms of
urban expansion and sprawl have been noticed,
such as low density, leap-frog, infilling, etc.
(Pramanik et al. 2021; Sahani and Ragha-
vaswamy 2018; Antipova et al. 2022). In the case
of big cities or metropolitans, due to huge
migration from small cities and rural areas, sev-
eral problems have been arise, such as poverty,
inequality, loss of habitat quality, and crime.

The introduction of RS and GIS has made
urban research more accessible and convenient.
It offers multi-spectral, multi-temporal, and
multi-spatial resolution data that can be utilized
to analyze and simulate changes and dynamics in
land cover (Sang et al. 2019; Zhou et al. 2020;
Talukdar et al. 2021). In this way, satellite
RS imagery can offer an overview of a landscape
at regular intervals, provide views of locations
not accessible by traditional surveying, and show
clear patterns of a landscape's land use and land
cover (AlQadhi et al. 2021; Luo 2021). The
combination of RS with GIS technology provides
a strong, cost-effective tool for detecting, map-
ping, monitoring, and analyzing the dynamics of
urban expansion, urban habitat quality modeling,
urban hazards modeling, and the generation and
monitoring of urban heat islands (Mallick et al.
2021; Bindajam et al. 2021; Jung et al. 2021).

At the moment, remote sensing has been
acknowledged as an effective method for view-
ing, monitoring, evaluating, describing, and
mapping urban development and expansion (Das
et al. 2022). Consequently, it has seen wide-
spread use in recognizing and monitoring urban
changes in various sizes, with fruitful results in
each case (Yuan et al. 2021). Because of its great
spatially and temporally precision and consis-
tency, remote sensing is an essential source of
data for studies on the growth of urban areas
(Fonseca et al. 2022; Kuras et al. 2021). In
addition, the data obtained by remote sensing is
beneficial since they provide a synoptic image,
repeating coverage, and real-time data collecting
(Cetin et al. 2021; Li et al. 2021; Singh 2021).
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Using digital data, often as satellite images,
enables the correct distinction of land use, covers
categories, and contributes to the maintenance of
the spatial data infrastructure, which is vital for
tracking the growth of metropolitan areas (Yeh
et al. 2021; Edan et al. 2021; Xiong et al. 2021).
A database will need to be compiled to illustrate
the evolution of the urban landscape through
time in a particular region at predetermined
intervals and going as far back in time as feasible
(Edan et al. 2021; Yin et al. 2021). It should be
no surprise that satellite data, remote sensing, and
Geographic Information Systems (GIS) are the
technologies most pertinent to efficiently
addressing these requirements.

Recently, most of the researchers have been
used remote sensing database and GIS for
investigating the urban sprawl and expansion at
global, national, and regional scale (Liu et al.
2022; Ortiz et al. 2021).

1.3 Application of Machine
Learning for Urban Mapping
and Monitoring

In order to understand urban growth and human
activities, mapping and monitoring urban
expansion is critical in urban remote sensing
(Yoo et al. 2019; Jozdani et al. 2019; Ul Din and
Mak 2021). Complex monitoring systems are
needed to keep pace with rapidly changing urban
environments (Bindajam et al. 2021). Changing
urban environments necessitates the use of
remote sensing for mapping, monitoring, and
analysis (Das et al. 2022). Geospatial technolo-
gies, such as remote sensing and GIS, have been
essential in quantifying and analyzing urban
growth (Mustafa et al. 2018a, b; Liao et al.
2022). GIS tracks and analyzes LULC and urban
growth (Talukdar et al. 2020; Rana and Surya-
narayana 2020).

Satellites, including Landsat, SPOT, ASTER,
and MODIS have been used in recent decades to
map, monitor, and forecast LULC dynamics (Xu
et al. 2020; Sarif and Gupta 2022; Afrin et al.
2019; Seydi et al. 2021). For research and plan-
ning purposes, the use of hyperspectral satellite

sensors has increased several-fold since their
inception.

LULC mapping using machine learning
algorithms based on remotely sensed imagery
has lately sparked considerable attention (Talu-
kadr et al. 2020). There are two types of machine
learning approaches: supervised and unsuper-
vised (Abbas and Jaber 2020). Supervised clas-
sification techniques include support vector
machines (SVMs) (Balha et al. 2021; Jamali
2020), random forests (RFs) (Shihab et al. 2020;
Talukdar et al. 2020), spectral angle mappers
(SAMs) (Zare Naghadehi et al. 2021; Singh et al.
2022), fuzzy adaptive resonance theory-
supervised predictive mappings (Fuzzy ART-
MAPs) (Han et al. 2018; Talukdar et al. 2020),
decision trees (Sang et al. 2019; Ranaweera et al.
2021; Nichols et al. 2020), artificial neural net-
works (Rana and Suryanarayana 2020; Ghar-
aibeh et al. 2020; Liao et al. 2022; Talukdar et al.
2020), and fuzzy logic (Saadat Foomani and
Malekmohammadi 2020; Das et al. 2022;
Mrówczyńska et al. 2021). On the other hand,
cluster algorithms, fuzzy c-means algorithms, K-
means algorithms, and ISODATA are unsuper-
vised algorithms for urban mapping. Table 1.1
shows the application of machine learning algo-
rithms for classifying urban areas with higher
accuracy. Therefore, it can be stated that machine
learning algorithms can classify the urban land
use efficiently. For example, urban land use land
cover classification for the study English Bazar
city has been done using random forest classifier.

1.4 Application of Machine
Learning and Earth Observation
Data for Urban Environmental
Studies

The environmental and socioeconomic effects
that are related with recorded population expan-
sion are only one of the many factors that have
contributed to the fact that sustainable develop-
ment has been recognized as one of the world’s
most pressing problems for many years. In 2018,
there were 55% of the world’s population living
in urban regions, and this number is projected to
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rise to 68 percent by the year 2050 (Kaza et al.
2018; Ritchie and Roser 2018). The fundamental
goal in tackling this problem is to offer a
framework for a systematic and controlled urban
growth with improve human well-being.

Evaluating sustainability allows for deter-
mining a level of development for urban
ecosystems characterized by the interaction and
coexistence of natural and artificial structures
(Tan et al. 2021; Tu et al. 2021; Khan et al.
2021). The supply of goods and services by
natural systems is referred to as “ecosystem ser-
vices,” and it is one way in which natural sys-
tems contribute to the sustainability of urban
environments (Das and Das 2019). However,
because of human activity and the development
of urban settlements, several aspects of the nat-
ural environment are being changed, including
air pollutants, trash, and wastewater.

It is essential, however, to monitor the urban
land cover, urban green and blue cover, urban
risks, and urban heat islands in order to propose
management measures to address these chal-
lenges (Jung et al. 2021; Mellit and Kalogirou
2021; Yuan et al. 2021). When precise and reli-
able mapping and modeling are achieved, only
then will it be possible to conduct monitoring
with a high degree of accuracy. These levels of
precision are attainable with the use of various
machine learning techniques (Luo 2021; Das

et al. 2022; Rahman et al. 2021; AlQadhi et al.
2021; Bindajam et al. 2021; Mallick et al. 2021).
These are able to extract relevant information
from large datasets that are complicated.

Several studies have been conducted using
machine learning methods to determine the
degree of progress that has been made concerning
the development of sustainable cities (Das et al.
2022; Mallick et al. 2021; Talukdar et al. 2020;
Bindajam et al. 2021). These researches have
provided techniques for the computation, aggre-
gation, and comparison of indicators in various
contexts. In addition, these studies have offered
tools that might be beneficial for decision making.

Machine learning algorithms have been used
for decades in various contexts to predict future
input data behavior (Talukdar et al. 2020; Bin-
dajam et al. 2021; Khan and Sudheer 2022;
Jamali 2021). These techniques have become
increasingly helpful in establishing development
plans and assessing sustainability at all scales,
from the smallest urban settings (organizations,
homes) to the territorial level, because of the
collection of vast data (Nyamekye et al. 2020;
Singh et al. 2022). As a result, it is critical to
recognize that attaining sustainable development
requires not just a national policy perspective but
also knowledge of the activities of territories that
are part of cities and regions, urban micro-
territories (Shihab et al. 2020).

Table 1.1 Urban land use modeling using machine learning algorithms with higher accuracy

Urban areas Method for mapping Accuracy
(%)

References

Gharbia Governorate, Egypt Support vector machine 94.3 Sabzekar and Hasheminejad
(2021)

Kumasi Metropolis, Ghana Random forest 97 Frimpong and Molkenthin (2021)

Shiraz, Iran Support vector machine 98 Jamali (2021)

South Africa Random forest 97 Zeng et al. (2020)

Hyderabad, Pakistan Support vector machine 98 Ul Din et al. (2021)

Gopalganj, Bangladesh Artificial neural
networking

89.4 Hossain and Moniruzzaman
(2021)

New Juaben Municipality,
Ghana

Random forest 96.3 Nyamekye et al. (2020)

Soviet cities Support vector machine 94 Poghosyan (2018)

Islamabad, Pakistan Random forest 98 Khan and Sudheer (2022)
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The assessment and modeling of urban eco-
logical problems may be carried out with pin-
point accuracy because of machine learning. ML
models, such as the decision trees (Sang et al.
2019; Ranaweera et al. 2021; Nichols et al.
2020), random forests (Zhou et al. 2020; Ruiz
and Shi 2018; Talukdar et al. 2021; Yoo et al.
2019), support vector machines (Jozdani et al.
2019; Ul Din and Mak 2021; Mustafa et al.
2018a, b; Rana and Suryanarayana 2020), artifi-
cial neural networks (Rana and Suryanarayana
2020; Gharaibeh et al. 2020; Liao et al. 2022;
Talukdar et al. 2020) are just some of the many
that have been utilized in the investigation of
ecological issues.

1.5 Organization of the Book

This book has been divided into four parts: urban
land use and land cover, urban sprawl and
growth, urban green and blue space, urban cli-
mate, heat island and hazards, and urban envi-
ronmental planning and waste management,
based on all the aspects of the urban environ-
ment. Each part comprises several articles. For
example, the urban land use and land cover,
urban sprawl, and growth parts consist of eight
articles. On the other hand, the urban green and
blue space part has six articles, while the urban
climate, heat island, and hazards comprises six
articles. The final part consists of seven articles.

The urban land use land cover, urban sprawl,
and growth part is related to the urban growth in
different cities around the world for different
periods. For example, Grover and Vadakku-
veettil (Chap. 4) have worked on the Kozhikode
urban area to identify the growth of the urban
areas by transforming the natural resources.
Parcha et al. (Chap. 6) studied the urban sprawl
in Kanpur city using geospatial technology
between 2004 and 2021. They also used Shannon
entropy and other advanced techniques to quan-
tify the urban sprawl. Also, some leading
scholars have used several machine learning
algorithms with the Google Earth Engine to
forecast the urban sprawl of different cities
worldwide. For example, Saha et al. (Chap. 3)

used Google Earth Engine, cellular automata,
and machine learning to predict the urban areas
of Raiganj Municipality for 2025. Similarly,
Naikoo et al. (Chap. 5) utilized cellular automata
with an artificial neural network algorithm to
predict the urban expansion of Mumbai
metropolitan city for 2031. Rahman et al.
(Chap. 8) have applied the Markov chain with
cellular automata to predict the urban center of
Barisal (Bangladesh) for 2031. On the other
hand, this part has provided reviews of the evo-
lution of machine learning algorithms and remote
sensing for analyzing and predicting urban areas,
such as Mithun et al. (Chap. 2) and Bushra et al.
(Chap. 9).

The second part (urban green and blue spaces)
deals with the dynamics of urban green (vege-
tation) and blue (wetland and water bodies) over
time in different urban centers. Also, the
dynamics of ecosystem services from the urban
green and blue spaces can be tracked with the
help of remote sensing and machine learning
algorithms. For example, Rahman and Rahman
(Chap. 10) have shown the dynamics of urban
blue and green spaces using several advanced
techniques and machine learning algorithms for
Rajshahi Metropolitan City in Bangladesh. Dutta
and Das (Chap. 11) have shown the dynamics of
urban green spaces and land surface temperature
in the English Bazar Municipality (India) from
1990 to 2015. Also, they showed the relationship
between the dynamics of green space and land
surface temperature. Using time-series Landsat
imagery, Majumdar et al. (Chap. 12) have shown
the influence of urbanization on the hydrological
status and trophic state of the peri-urban wetland
(Chatra wetland) during the 1990–2020 period.
Sunil Bhaskaran et al. (Chap. 14) have developed
a decarbonization planning tool for global cities.
This work will help policymakers mitigate
greenhouse gas emissions.

The third part concerns the urban climate, heat
island, and hazards in different cities worldwide
using machine learning and geostatistical tech-
niques. For example, Ali et al. (Chap. 16) have
proposed a GIS-based methodology, world urban
database, and access portal tools for mapping
local climate zones in the Kolkata Metropolitan
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City for different periods. Sarda and Pal
(Chap. 18) have shown the relationship between
the anthropogenic heat flux (AHF), and urban
heat island in the mining-dominated Asansol
Durgapur Development Area (ADDA) of West
Bengal from the period of 1990–2019. Rathi
et al. (Chap. 20) have applied a statistical multi-
criteria decision-making model to prepare an
urban flood hazard index for Delhi. They also
used hyperspectral remote sensing data for the
study.

The last part (Urban environmental planning
and waste management) covers the articles rela-
ted to urban environmental planning and solid
waste management in the different cities of the
world. Gupta and Sarif (Chap. 26) have used
machine learning and other geostatistical tech-
niques to propose an urban planning perspective
of UN Sustainable Development Goal-11 for the
Kolkata megapolis. The concluding chapter by
Rahman et al. (Chap. 28) has shown the progress
of approaches and techniques for urban envi-
ronmental studies since the advent of remote
sensing and machine learning algorithms.
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Abstract

Understanding urban growth in rapidly chang-
ing cities is critical to city planners and
administrators. Urban growth is a wide-
ranging concept defined in many ways by
different scholars. The existing literature on
urban growth and urban sprawl is voluminous.
The concept of sprawl suffers from difficulty
in definition and is ‘lost in a semantic
wilderness.’ In this present chapter, an attempt
has been made to briefly document the
important aspects of urban growth and urban
sprawl pertaining to nature and dimensions of
the studies on urban growth, issues associated
with rapid built-up growth, particularly in
developing countries like India, the role of
remote sensing (RS) and geographic informa-

tion system (GIS) in urban growth studies,
preprocessing, classification, and accuracy
assessment of the used satellite images, tech-
niques of measuring and monitoring urban
growth, especially the entropy approach,
change detection analysis, landscape metrics,
the goodness of urban growth, and other
quantitative and qualitative indices employed
by global researchers highlighting their merits
and demerits, modeling urban growth dynam-
ics and its recent trends. It also highlights
similar studies conducted in the Indian con-
text. The bibliometric analysis finds that USA
tops urban growth research as per Scopus
database followed by China, while India ranks
49th position in the ladder. Modeling
approaches, like Markov chain, cellular auto-
mata, and SLEUTH, are frequently deployed
modeling approaches often integrated with
RS-GIS. Furthermore, very recently, some
machine learning approaches (e.g., multi-layer
perceptron) are reportedly used for this pur-
pose. However, model parameterization and
calibration remain challenging and critical.
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2.1 Introduction

Presently, understanding urban growth and its
dynamics in rapidly changing cities are critical to
city planners and resource managers (Knox
1993; Turner et al. 1993). Hence, the importance
of research on urban growth and urban sprawl
has been felt strongly throughout the world
(Bhatta et al. 2010a). Ensuring planned urban
growth and sustainable urban planning in the
future as prescribed in the Goal 11 of the Sus-
tainable Development Goals (United Nations
2018) requires such urban physical expansion to
be studied, understood, and modeled adequately
(Mithun et al. 2016).

Urban growth is a wide-ranging concept
defined in many ways by different scholars.
Generally, urban growth is recognized as physi-
cal and functional changes in the urban landscape
driven by social, economic, and political trans-
formations (Kivell 1993; Black and Henderson
2003; Hall and Tewdwr-Jones 2010; Duwal
2013). It leads to conversion in land use and land
covers (LULCs) of rural landscapes into urban
forms driven by the interaction between different
biophysical and socioeconomic factors. The
studies of urban growth and sprawl can be
attributed to various contexts, and characterizing
urban sprawl has been a contentious issue
(Sudhira 2008). The existing literature on urban
growth and urban sprawl is voluminous.
According to Galster et al. (2001), the concept of
sprawl suffers from difficulty in definition, and
the literature on sprawl is ‘lost in a semantic
wilderness.’ Given the above, it seems pertinent
here to review the past literature related to the
scope under study.

In the current chapter, an extensive review of
concurrent and relevant research works has been
conducted to briefly document the important
aspects of urban growth and urban sprawl under
the scope of the present study. Particularly, the
present research pertains to the nature and
dimensions of studies on urban growth and
issues associated with rapid built-up growth,
particularly in developing countries like India.
The present research reviews the role of remote

sensing (RS) and geographic information system
(GIS) in urban growth studies, preprocessing,
classification, and accuracy assessment of the
used satellite images, techniques of measuring
and monitoring urban growth, and modeling
urban growth dynamics. It also highlights similar
studies conducted in the Indian context. Finally,
it describes the proposed research and signifi-
cance of the study based on the findings of the
review study.

2.2 The Concept of Urban Growth
and Urban Sprawl

As discussed previously, urban growth is recog-
nized as physical and functional changes in the
landscape (Kivell 1993; Black and Henderson
2003; Hall and Tewdwr-Jones 2010; Duwal
2013), leading to the conversion of LULCs into
urban forms driven by the interaction between
different factors. Urban growth can occur in
several ways like compact or sprawling, clus-
tered or scattered, and planned or organic (Cheng
2003; Duwal 2013). Urban sprawl is a complex
(Frenkel and Ashkenazi 2008), dynamic (Harvey
and Clark 1965; Ewing 1997; Sudhira 2008),
multi-dimensional and multifaceted phenomenon
(Galster et al. 2001; Ewing et al. 2002; Wolman
et al. 2005; Frenkel and Ashkenazi 2008; Torrens
2008; Cabral et al. 2013), hence suffers from
difficulties in definition (Johnson 2001; Barnes
et al. 2001; Wilson et al. 2003; Roca et al. 2004;
Angel et al. 2007).

While urbanization is a global phenomenon, it
is very dynamic in developing countries like
India. In India, the urban population has expan-
ded more than five times significantly from 62
million (i.e., 17.29%) in 1951 to 377 million (i.e.,
31.16%) in 2011 and is expected to be 600
million by 2031. In India, the physical expansion
of the cities remained mostly confined within
municipal boundaries during the first half of the
twentieth century (Shaw 2005). However, the
tremendous increase in urban population during
the last few decades has led to the unprecedented
peripheral expansion of the Class-I cities (Shaw
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2005). This rapid peripheral growth is featured
by uncontrolled, low-density, fragmented, and
haphazard patchwork of development popularly
known as urban sprawl (Barnes et al. 2001;
Sudhira et al. 2003; Shaw, 2005; Kumar et al.
2007; Rahman et al. 2011). Such faster periph-
eral growth, in turn, transforms natural land
covers into urban impervious surfaces and con-
sequently induces enormous environmental and
social impacts.

Moreover, the impacts that transcend far
beyond a city’s physical boundary (Grimm et al.
2008; Wu 2014; Wu et al. 2016) are more
threatening in developing countries like India,
where urban expansion occurs mostly in unplan-
ned and haphazard fashion (Mohan et al. 2011;
Attua and Fisher 2011; Haregeweyn et al. 2012).
As such, the coming decades are likely to face a
significant challenge to ensure human welfare and
a viable global environment (Redman and Jones
2005). Hence, understanding urban growth and
its dynamics in these rapidly changing environ-
ments are critical to city planners and resource
managers (Knox 1993; Turner et al. 1993). Thus,
the importance of research on urban growth and
urban sprawl has been felt strongly throughout
the world (Bhatta et al. 2010a).

2.3 Methodology

2.3.1 Bibliometric Analysis of Urban
Growth Modeling Using
Scopus Database

The present study selected the Scopus database
to analyze data and create a bibliometric map
using VOSviewer software. The data mining was
performed with the help of the Scopas database
searched on April 17, 2022. The Scopas data was
chosen due to its worldwide application in the
research community. The title, abstract, and
keyword option added the main theme of ‘Urban
Growth Modeling’ and the key search of this
study included mainly research articles. The
output of the search revealed old to recent year
publications from 1982 to 2022, and the search
string query was

TITLE-ABS-KEY (urban AND growth AND
modeling)

The search results showed 6298 documents
from the previous search string query, and after
the option limit to Article and Journal, it gave
1559 documents. The second search string query
was

TITLE-ABS-KEY (urban AND growth AND
modeling) AND (LIMIT-TO (OA, “all”)) AND
(LIMIT -TO (DOCTYPE, “ar”)) AND (LIMIT—
TO (SRCTYPE, “j”))

This study will mainly focus on the selected
20 best-published articles and their distribution in
different countries from 1982 to April 17, 2022.
It will also analyze the year-wise published
documents since 1982, the bibliometric map of
co-authorship, author keywords co-occurrence,
and co-authorship countries applied to the main
theme of ‘urban growth modeling.’

2.4 Results and Discussion

2.4.1 Results of the Bibliometric
Analysis

The graph (Fig. 2.1) displayed below shows the
total published documents from 1982 to April 17,
2022. From the beginning of few years, it has
been seen that the number of published docu-
ments was significantly less. But after the year
2000, it changed with increasing and decreasing
manner. The year 2021 published maximum
documents with 261 out of 1559, but again in
2022, it sharply declined and reached only 74
articles.

The map below (Fig. 2.2) depicts the distri-
bution of published articles in different countries
from 1982 to April 17, 2022. It has been seen
that out of total 1559 published articles, USA
contributes 482 articles alone followed by China
(282), UK (208), Australia (94), Germany (90),
France (84), Netherlands (75), Italy (74), Canada
(62), Spain (59), Japan (50), Switzerland (50),
India (49), Brazil (45), Iran (41), South Korea
(30), Belgium (29), Portugal (29), Sweden (29),
Malaysia (24), Austria (23), Finland (23), South
Africa (23), Poland (21), Russian Federation
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(20), and so on. The other countries such as Iraq,
Nepal, Pakistan, Oman, Ukraine, Slovakia,
Estonia, Fiji, Iceland, Senegal, Sudan, Myanmar,
Moldova, etc., published a minimum number of
articles like 4, 3, 2, or 1 document of each.

The map (Fig. 2.3) elucidated the co-
authorship with a network diagram where the
total co-authors were 5800; out of all these co-
authors, 663 met the threshold. A minimum
number of documents and citations of an author

selection were 2. After applying all the filters, the
final author selection number was 663; these
selection criteria were software generated.
Among all the authors, Liu y. published maxi-
mum documents of 21 with 342 and 50 citations
and total strength links, respectively. Another
author named Clarke k.c. published only nine
papers but has recorded maximum citations with
2091 and 9 total strength links. Other recogniz-
able authors in this theme were Wang j., Liu y.,

Fig. 2.2 Top 20 countries with the distribution of published articles. Source Scopas Database (https://www.scopus.
com)
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Fig. 2.1 Documents on urban growth modeling from 1982 to April 17, 2022. Source Scopas Database (https://www.
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Zhang y., Zhang x., Wang y., Zimmerman m.a.,
Meentemeyer r.k., and so on. Different colors,
the thickness of lines, and proximity to each
other indicate different clusters and authors with
similar interests in topics.

The map represented (Fig. 2.4) shows the
total number of author keywords as 12,892,
where the minimum number of occurrence key-
words was 5, with a 1221 meeting the threshold
level. The final selected keywords were 1000. All
the criteria were selected by default from the
software. Among all the keywords, ‘urban
growth’ occurred maximum with 734 and 9824
total link strength. The other keywords are as
follows: urban area, human, humans, land use,
united states, urbanization, priority journal,
numerical model, controlled study, urban devel-
opment, female, climate change, China, land-use
change, remote sensing, GIS, etc. Different col-
ors indicate different clusters with a similar study
of interest. There are a few dry areas of keywords
that researchers are recently studying with a huge
research work potential in the future such as
analytical hierarchical process, simulation plat-
form, swmm, total suspended solids, flood, flow
of water, heat flux, Covid-19, pm 2.5,

atmospheric boundary layer, climate models,
precipitation intensity, water pollutant, gas
emission, machine learning, smart cities, struc-
tural equation modeling, ecosystem services,
watershed, groundwater resources, water quality,
storm water, absorption, etc. The big circle
indicates maximum occurrence, whereas a small
circle indicates dry areas and the areas attracted
by researchers in recent times.

The above bibliometric map (Fig. 2.5) was
created based on documents availability. A total
of 132 countries met 85 threshold levels beside a
minimum number of documents of a country,
and citations were selected of 2. At last, 85
countries were selected after applying all of the
limitations. These 85 countries calculated the
greatest total link strength of the co-authorship
links with other countries, and all of these
selections were based on the software. In this
case, the USA has 481 documents with 17,099
citations and 331 total strength links, followed by
the UK, China, Australia, France, Canada, Ger-
many, Sweden, South Africa, India, Brazil, etc.
The bigger circle size, the thickness of the line,
and the proximity between two countries repre-
sent maximum documents and stronger network

Fig. 2.3 Bibliometric map
based on co-authorship with
network visualization
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links. Few emerging countries such as Ukraine,
Poland, Egypt, Cyprus, Oman, Pakistan, Kaza-
khstan, Montenegro, Ethiopia, Jordan, Estonia,
etc. are recently focusing on the main theme of
the ‘urban growth model.’

2.4.2 Urban Sprawl and Growth
Study

Measuring urban sprawl and urban growth with
their temporal dynamics are crucial research
topics in contemporary urban studies (Schneider
and Woodcock 2008; Feng 2009; Bhatta 2012).
Detecting and quantifying patterns and forms of
urban physical expansion are common practices
in such studies (Forman 1995; Galster et al.
2001; Heimlich and Anderson 2001; Wilson
et al. 2003; Sudhira et al. 2003, 2004; Jat et al.
2008; Besussi et al. 2010; Bhatta et al. 2010a,
b; Ramachandra et al. 2012). Based on the
study by Galster et al. (2001), Angel et al.

(2007) argued that a study on urban sprawl
could be a pattern of the spatial configuration of
urban growth at a particular point in time, and a
process signifying a change in such configura-
tion over time, which need to be distinguished
from the cause that is responsible for such
pattern and consequence of patterns and pro-
cesses of sprawl. Researchers advocate for dif-
ferent indices to measure urban sprawl. Some of
these indices are GIS-based, while others are
based on descriptive statistics, covering popu-
lation, employment, traffic, living standard,
resource consumption, architectural aesthetics,
etc. (Nelson 1999; Torrens and Alberti 2000;
Galster et al. 2001). Moreover, commonly
deployed indices include population growth,
built-up growth rate, residential and employ-
ment density, a spatial configuration such as
fragmentation, accessibility, and proximity, and
others like per-capita consumption of land use,
etc. (Jiang et al. 2007; Bhatta 2012).

Fig. 2.4 Bibliometric map of author keywords co-occurrence with network visualization
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Jiang et al. (2007) advocated for 13 attributes
as geospatial indices for measuring sprawl in
Beijing, China, and, finally, proposed an inte-
grated urban sprawl index combining all the 13
indices. However, such an approach needs wide
multi-temporal socioeconomic and geospatial
data; therefore, appears to be challenging to
derive mainly for cities in developing countries,
where availability of such data is a major issue.
Moreover, such an approach fails to ascertain any
threshold for a city whether sprawling, instead
helps to determine if a city is sprawling more in a
relative sense. According to Torrens (2008),
urban sprawl needs to be measured at multiple
scales. The study proposed the city-scale or
metropolitan-scale and intraurban or local-scale
analysis, in which measurement of descriptive
characteristics is translated into quantitative
form. Finally, it devised 42 measures of sprawl.
However, the methodology lacks the use of

geospatial data. Moreover, the methodology
seems to be complex and confusing owing to the
use of many scales and indices. Thus, studies of
urban sprawl can be attributed to various con-
texts, and characterizing urban sprawl has been a
contentious issue (Sudhira 2008). Hence, Galster
et al. (2001) pointed out that sprawl literature is
‘lost in a semantic wilderness.’

2.4.3 Forms, Patterns, and Temporal
Dynamics of Urban
Growth

Wilson and Chakraborty (2013) believed that
studying physical characteristics as a pattern of
development is one of the most common
approaches to defining urban sprawl. Detecting
and quantifying the pattern and form of urban
physical expansion, i.e., pattern with its temporal

Fig. 2.5 Bibliometric map shows the co-authorship countries (maximum documents) with network visualization mode
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dynamics (i.e., the process) of urban expansion,
are standard practices in sprawl studies (Forman
1995; Wasserman 2000; Galster et al. 2001;
Heimlich and Anderson 2001; Wilson et al.
2003; Sudhira et al. 2003, 2004; Jat et al. 2008;
Besussi et al. 2010; Bhatta et al. 2010a, b;
Ramachandra et al. 2012). The common con-
sensus on the physical form and pattern of urban
sprawl includes the ribbon (Harvey and Clark
1965; Angel et al. 2007) and leapfrog develop-
ment (Harvey and Clark 1965; Gordon and
Richardson 1997; Ewing 1997; Tsai 2005),
scattered (Ewing 1997; Benfield et al. 1999; Tsai
2005; Angel et al. 2007) and fragmented mor-
phology of urban development (Benfield et al.
1999), low-density urbanization (Ewing 1997;
Gordon and Richardson 1997; Pendall 1999;
Fulton et al. 2001; Tsai 2005), uncontrolled,
uncoordinated, unplanned (Batty et al. 2003;
Sudhira and Ramachandra 2007) and dispersed
urban growth (Angel et al. 2005; Kumar et al.
2007; Sudhira and Ramachandra 2007), and
disjointed pattern of land development (Wu
2006). Urban built-up consisting of all human-
made structures and impervious surfaces is
employed as an efficient and straightforward
parameter or indicator for quantifying urban
physical expansion and urban sprawl (Torrens
and Alberti 2000; Barnes et al. 2001; Sudhira
et al. 2003, 2004; Cabral et al. 2006; Kumar et al.
2007; Jat et al. 2008; Feng 2009; Bhatta 2009b;
Bhatta et al. 2010a, b; Rahman et al. 2011; Punia
and Singh 2012; Pandey et al. 2013).

Wilson et al. (2003) distinguished five types
of physical urban growth: infill, expansion, iso-
lated, linear branch, and clustered branch,
whereas Berling-Wolff and Wu (2004) identified
four types of urban growths, namely sponta-
neous, diffusive, organic, and road influenced.
Herold et al. (2005) presented a schema of the
process of urban growth that starts with an initial
core, then grows and disperses to new develop-
ment. As such, three common types of urban
growth, namely infill, expansion, and scattered,
are emphasized by many researchers (e.g., Wil-
son et al. 2003; Duwal 2013). Infill refers con-
version of non-built-up areas into built-up cover
when the former is surrounded by the latter. This

type of urban growth is common in the core of a
city (Xu et al. 2007). Expansion occurs adjacent
to the urban fringe, where newly developed areas
spread outward in adjacency to existing urban
areas. This type of urban growth is also called
fringe development (Xu et al. 2007), and linear
urban growth along road corridors that stimulates
new development is included in the expansion
category (Berling-Wolff and Wu 2004). A scat-
tered type of urban growth occurs in the forma-
tion of new isolated urban patches without
having direct spatial linkage with the existing
urban areas (Berling-Wolff and Wu 2004).

2.4.4 Geospatial Application in Urban
Growth Studies

The conventional surveying and mapping tech-
niques are time-consuming and expensive;
therefore, require a great deal of time, effort, and
money to meet the demand for mapping and
monitoring of fast-growing urban centers (Sud-
hira et al. 2004; Jat et al. 2008; Punia and Singh
2012). The advent of RS and GIS has made it
comfortable. It offers spatially consistent multi-
spectral, multi-temporal, and multi-spatial reso-
lution data that can play a significant role in
analyzing and modeling land-cover changes and
dynamics (Yuan et al. 2005; Herold et al. 2003,
2005; Araya and Cabral 2010). Thus, satellite RS
(SRS) imagery can present a synoptic view of a
landscape at the frequent interval, provide ima-
ges of areas inaccessible to conventional sur-
veying, and reveal explicitly land-use and land-
cover patterns (Jensen and Cowen 1999; Sch-
neider and Woodcock 2008), which is widely
used as an input database to extract urban built-
up areas. The technology of RS coupled with
GIS is a cost-effective, technologically sound,
and powerful tool, which can effectively be
deployed to detect, map, monitor, and analyze
urban growth dynamics (Jensen and Cowen
1999; Yeh and Li 2001b; Sudhira et al. 2003,
2004; Herold et al. 2003; Yang 2003, 2005; Li
and Yeh 2004; Li et al. 2005; Yang and Liu
2005; Kumar et al. 2007; Weng and Quattrochi
2006; Jat et al. 2008; Schneider and Woodcock
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2008; Rahman et al. 2011; Thapa and Murayama
2009; Besussi et al. 2010; Pandey et al. 2013).
Since its inception, the RS-GIS tool is exten-
sively applied by many geographers, planners,
and spatial scientists for analyzing and modeling
spatial phenomena geographically.

Moreover, the required socioeconomic data
for essential variables for modeling urban growth
is limited in terms of availability, temporal
accuracy, and consistency, specifically in case of
the developing countries. Longley and Mesev
(2000) claimed that understanding urban mod-
eling is limited by the availability of datasets.
Accordingly, several studies are concerned with
exploring the alternative source of data for
modeling urban growth. Since, SRS data, as
discussed, provides a spatially consistent time
series dataset over large areas with great spatial
detail and temporal frequency (Batty and Howes
2001), it indirectly offers a variety of socioeco-
nomic information such as spatial extent and
pattern of land use, urban infrastructures, etc.
(Clarke et al. 2002; Herold et al. 2005). How-
ever, the potentiality of the combination of RS
tool and urban modeling is yet to be fully
explored (Longley and Mesev 2000; Batty and
Howes 2001; Herold et al. 2005).

2.4.5 Preprocessing of SRS Data

Preprocessing of the collected SRS data needs to
be undertaken before classification. It includes
detection and restoration of bad lines, image
registration or geometric rectification, radiomet-
ric calibration and atmospheric correction, and
topographic correction (Jensen 1996; Bhatta
2009; Richards 2013; Lillesand et al. 2015).
Many textbooks and articles deal extensively
with image preprocessing, such as Jensen (1996)
and Richards (2013). Accurate geometric recti-
fication is a prerequisite for a combination of
different data in a classification process. Also,
atmospheric calibration is mandatory in cases
when multi-temporal or multi-sensor data is used
together (Lu and Weng 2007). Different methods
are devised for radiometric calibration and
atmospheric normalization and correction, such

as relative calibration, dark object subtraction,
and other sophisticated calibration approaches
(Lu and Weng 2007). Among the sophisticated
techniques, the quick atmospheric correction
(QUAC), fast line-of-sight atmospheric analysis
of hypercubes (FLAASH), atmospheric correc-
tion (ATCOR), and second simulation of the
satellite signal in the solar spectrum (6S) are
notable and frequently used (Nazeer et al. 2014;
Zhang et al. 2012; Wang et al. 2019). Since the
FLAASH is one of the sophisticated and popu-
larly used atmospheric correction tools, many
researchers use it for calibrating multi-spectral
and hyper-spectral images such as Landsat
(Perkins et al. 2005; Nazeer et al. 2014; Wang
et al. 2019), Hyperion (Felde et al. 2003; Perkins
et al. 2005; Yuan and Niu 2008; Vibhute et al.
2015), AVIRIS (Kruse 2004; Perkins et al.
2012), ALI (Yuan and Niu 2008), HSI (Cooley
et al. 2002) data. Many studies find the FLAASH
radiometric calibration as more consistent and
better than some other techniques (e.g., Yuan and
Niu 2008; Vibhute et al. 2015). Besides, the
ENVI (Exelis 2015) is a popularly used software
for implementing FLAASH correction (Cooley
et al. 2002; Yuan and Niu 2008; Perkins et al.
2012; Vibhute et al. 2015).

2.4.6 Satellite Image Classification

Ideally, preprocessing of SRS data is followed by
image classification, referring to the groping of
image pixels based on different rules and algo-
rithms (Jensen 1996; Lillesand et al. 2015) that
produce the predefined land-cover classes (Araya
and Cabral 2010). There are many factors, such
as types of input images, classification methods,
algorithms, etc. that affect the result of image
classification. Many studies in urban studies
extensively focus on image classification (e.g.,
Lu and Weng 2007; Araya and Cabral 2010;
Belal and Shafizadeh-Moghanm 2011; Bhatta
2013; Estoque et al. 2015). Researchers have
employed a large number of approaches in the
classification of satellite images (e.g., Lu and
Weng 2007; Li et al. 2013, 2014) even in urban
studies (e.g., Estoque et al. 2015). The parametric

2 A Systematic Review on the Application of Geospatial … 23



maximum likelihood classifier (MLC)-based per-
pixel supervised classification is one of the
widely and popularly used approaches in this
regard (Maktav and Erbek 2005; Yuan et al.
2005; Oluseyi 2006; Xiao et al. 2006; Lu and
Weng 2007; Shafizadeh-Moghadam and Helbich
2013; Estoque et al. 2015; Mondal et al. 2017;
Aburas et al. 2017). However, the assumption of
normal distribution in such parametric classifi-
cation often violates actual spectral distribution,
especially in a complicated landscape like the
Kolkata metropolitan area (KMA). Insufficient,
non-representative, and multi-modal training
samples add further uncertainty to classification
(Lu and Weng 2006). As a result, nonparametric
classifiers, such as neural networks, decision
trees, and knowledge-based classifiers, are
increasingly recruited in image classification.
But, the variation in characteristics of training
and testing data and dimensionality of a dataset
may affect classification accuracy. For moderate-
resolution satellite imagery like Landsat thematic
mapper (TM) and Landsat operational land
imager (OLI) (30 m), per-pixel LULC classifi-
cation may not be useful as mixed pixels are
common in such data (Fisher 1997; Cracknell
1998; Lu and Weng 2006).

The domain experts have made a great effort
in improving classification accuracy by devel-
oping advanced classification approaches. Sub-
pixel image classification approaches provide a
more appropriate representation and estimation
of land covers of an area (Foody and Cox 1994;
Woodcook and Gopal 2000; Lu and Weng
2006). Object-based image analysis is also used
occasionally over pixel-based image classifica-
tion even for medium resolution satellite images
(Platt and Rapoza 2008; Estoque et al. 2015).
The advent of machine learning approaches
offers opportunities to implement the per-pixel,
sub-pixel, and object-based satellite image clas-
sification with greater accuracy for medium res-
olution satellite images like Landsat TM and OLI
(Watanachaturaporn et al. 2006; Li et al. 2014;
Estoque et al. 2015).

The support vector machine (SVM) classifier
is a powerful nonlinear, nonparametric, and
supervised classification technique (Rimal et al.

2018), which is commonly used by the research
community. The SVM is a flexible supervised
classifier that produces high classification accu-
racy (e.g., Schneider 2012; Rimal et al. 2018).
Ibrahim Mahmoud et al. (2016) used the SVM
classifier for monitoring urbanization, and the
study by Schneider (2012) found the SVM and
decision tree (DT) as better classifiers than MLC
in a study of LULC change applying Landsat
data over urban and peri-urban areas. Waske and
Benediktsson (2007) concluded that SVM
achieves the highest accuracy while classifying
multi-spectral data. It suits well for segmented
raster; however, it can also be used for any
standard raster. The use of SVM is advantageous
over the conventional MLC classifier as the for-
mer is less susceptible to noise, correlated bands,
and an unbalanced number or size of training
sites within each class (Mountrakis et al. 2011;
ESRI 2017).

2.4.7 Quantifying Urban Growth

With the advancement in research, researchers
have used various indices and models integrated
with RS-GIS for quantifying patterns of growth
in a city. Thus, there are ample numbers of
metrics, indicators, and statistics proposed by
many researchers that are employed to detect,
measure, and quantify patterns of urban expan-
sion. The measures include sprawl dimensions
and quantitative indices (Galster et al. 2001; Tsai
2005; Wolman et al. 2005; Jiang et al. 2007;
Torrens 2008; Jaeger et al. 2010a, b; Jaeger and
Schwick 2014; Tian et al. 2017), landscape
metrics (McGarigal and Marks 1994; Turner
et al. 2001; Herold et al. 2002, 2003, 2005;
Cabral et al. 2006; Hardin et al. 2007; Thapa and
Murayama 2009; Wang et al. 2009; Aguilera
et al. 2011; Zhao and Murayama 2011; Lü et al.
2013; Zeng et al. 2014), Shannon’s and relative
entropy index (Yeh and Li 2001b, 2004; Lata
et al. 2001; Sudhira et al. 2003; Tsai 2005;
Kumar et al. 2007), etc. The measures can be in
both absolute and relative scales; absolute mea-
sures are able to quantify sprawl with a black-
and-white distinction between sprawled and non-
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sprawled cities, whereas, in contrast, relative
measures are applied to quantify the degree of
sprawl without a black-and-white distinction that
can be applied for comparative study among
cities, among the sub-zones within a particular
city, or explicitly for temporal study (Bhatta et al.
2010b; Bhatta 2012).

2.4.7.1 Change Detection Analysis
Change detection refers to the process of deter-
mining an areal change in land covers based on
co-registered multi-temporal SRS data. Different
researchers use different change detection tech-
niques, such as image differencing, image
rationing, vegetation index differencing, princi-
pal component analysis (PCA), and post-
classification comparison (PCC). However, the
PCC is probably the most widely and popularly
employed change detection technique (Singh
1989; Yuan et al. 2005; Belal & Shafizadeh-
Moghanm 2011; Zaki et al. 2011; Abd El-Kawy
et al. 2011). It renders a ‘from-to’ change infor-
mation and the kind of land-cover transforma-
tions that occurs over some time and can easily
be derived and mapped (Yuan et al. 2005). Many
studies have implemented the post-classification
change detection technique in quantifying urban
growth dynamics, such as Herold et al. (2002,
2003, 2005), Sudhira et al. (2003, 2004), Jat et al.
(2008), Punia and Singh (2012), Tewolde and
Cabral (2011), Tavares et al. (2012), Bhatta
(2009, 2012), Mitra et al. (2012), Ramachandra
et al. (2012), Duwal (2013), Al-Sharif & Pradhan
(2014), Wu et al. (2015), Aithal & Ramachandra
(2016), Islam et al. (2018), Sahana et al. (2018),
Mithun et al. (2021), etc.

2.4.7.2 Landscape Metrics
Landscape metrics are defined as the quantitative
indices or measures that are used to quantify the
structure and pattern of a landscape (O’Neill
et al. 1988; McGarigal and Marks 1994; Herold
et al. 2002). The metrics that came initially in the
field of Landscape Ecology in the late 1980s
incorporate measures based on information-
theory measures and fractal geometry (McGari-
gal and Marks 1994; Herold et al. 2002, 2003,
2005). Landscape metrics can be applied to

quantify spatial heterogeneity at the three differ-
ent levels, viz. patch, class, and landscape (Her-
old et al. 2002, 2003, 2005). A patch is a
homogeneous unit of a particular class or cate-
gory under the study; a class is a collection of all
patches belonging to a specific category; and a
landscape refers to the collection of all patches
belonging to all classes in a landscape
(McGarigal and Marks 1994). The metrics which
are even spatially non-explicit, still reflect spatial
properties. On the other hand, spatially explicit
metrics can be as patch-based and pixel-based
indices (Gustafson 1998; Herold et al. 2002,
2005). Based on the study by O’Neill et al.
(1988), several groups of landscape metrics were
developed, modified, and tested (Hargis et al.
1998; McGarigal et al. 2002; Ritters et al. 1995;
Rahaman et al. 2019). Herold et al. (2003, 2005)
argued that landscape metrics, while applied
outside the discipline of landscape ecology,
should be referred to as spatial metrics as they
deal with spatial structures and patterns of a
geographical phenomenon.

Although landscape metrics are commonly
used to quantify spatial heterogeneity of vegeta-
tion cover (O’Neill et al. 1988; Hargis et al. 1998;
Gustafson 1998; McGarigal et al. 2002), the use
of the metrics in analyzing urban environment is a
recent practice (Herold et al. 2003, 2005). Parker
et al. (2001) explored the effectiveness of spatial
metrics for socioeconomic application. Alberti
and Waddell (2000) substantiated the importance
of such metrics and proposed specific metrics for
urban modeling. Herold et al. (2005) urged for the
coupling of RS and spatial metrics to facilitate
more consistent and detailed information on
urban structure, analysis, and dynamics.
Recently, there has been increasing interest in the
application of spatial metrics to quantify the
heterogeneity, change, and dynamics of the urban
landscape. The RS-GIS integrated studies dealing
with the application of spatial metrics, such as
Geoghegan et al. (1997), Alberti and Waddell
(2000), Parker et al. (2001), Herold et al. (2002,
2003, 2005), Cabral et al. (2005, 2006, 2011),
Zhao and Murayama (2006, 2011), Huang et al.
(2007), Hardin et al. (2007), Taubenböck et al.
(2009, 2012), Sudhira (2008), Thapa and
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Murayama (2009), Zhang (2009), Araya & Cab-
ral (2010), Jaeger et al. (2010b), Peng et al.
(2010), Pham et al. (2011), Tian et al. (2011),
Aguilera et al. (2011), Ramachandra et al. (2012),
Liu and Feng (2012), Kong et al. (2012), Lü et al.
(2013), Ramachandra et al. (2015), Megahed
et al. (2015), Wu et al. (2015). Aithal and
Ramachandra (2016), and Mithun et al. (2021)
have applied and suggested some specific metrics
to quantify structures and patterns of urban
growth with their effectiveness and scaling
effects. Most of the studies demonstrate the
importance of the metrics and argue for further
systematic investigation of urban analysis (Parker
et al. 2001; Herold et al. 2005).

Even though spatial metrics have essential
applications in quantifying urban growth and
urban sprawl (Hardin et al. 2007), there are
some challenges related to the application of
spatial metrics. Some of the metrics are corre-
lated, and thereby contain redundant information
(Cushman et al. 2008; Bhatta 2012). According
to Parker et al. (2001), there is no standard set
of metrics best suited for urban studies, since the
significance of metrics varies with the objective
under investigation. Therefore, selecting inde-
pendent metrics for a particular study has been a
challenging task for the researchers. Besides,
spatial accuracy or spatial resolution and clas-
sification or thematic accuracy of remote sensing
data also matter while applying spatial metrics
(Herold et al. 2005; Bhatta 2012). Therefore,
while using metrics, it is required to evaluate
and interpret their ability to capture the infor-
mation of interest.

2.4.7.3 Shannon’s Entropy Approach
The index of Shannon’s entropy is one of the
widely used metrics in measuring urban growth
and sprawl. It is a significant and reliable mea-
sure for calculating the degree of compactness
and dispersion of urban growth and urban sprawl
(Thomas 1981; Yeh and Li 2001b; Lata et al.
2001; Li and Yeh 2004; Sudhira et al. 2004;
Kumar et al. 2007; Bhatta 2010b, 2012; Araya
and Cabral 2010; Tewolde and Cabral 2011;
Punia and Singh 2012; Cabral et al. 2013; Zeng
et al. 2015; Bagheri and Tousi 2018; Mithun

et al. 2021). The measure of entropy is a superior
measure over other measures of spatial dispersal
statistics, like Gini’s and Moran’s coefficients,
which depend on the shape, size, and a number
of regions under study (Smith 1975; Thomas
1981; Yeh and Li 2001b; Tsai 2005). According
to Bhatta (2012), this is a robust measure as it
can identify sprawl in a black-and-white cate-
gorization. The measure of relative entropy that
is based on Shannon’s entropy is also used for
the purpose (Thomas 1981; Bhatta 2009, 2012;
Bhatta et al. 2010b; Tewolde and Cabral 2011;
Cabral et al. 2013). In relative entropy, the value
of Shannon’s entropy can be rescaled between 0
and 1. However, relative entropy is sensitive to
variation in the shape and size of units under
consideration (Bhatta 2012). Yeh and Li (2001b)
argued that entropy values for different years
could be used to show the difference in entropy
between t1 and t2 to indicate the magnitude of
change in entropy as a result of a change in
spatial phenomena during a specific period. The
magnitude of change in entropy signifies whether
a city is becoming more dispersed with time
(Dhali et al. 2019).

2.4.7.4 Pearson’s Chi-Square Statistic
and Degree of Goodness

Almeida et al. (2005) used Pearson’s chi-square
measure and degree of freedom to investigate the
discrepancy between expected and observed urban
growth over time. The measure may be specifi-
cally useful for cities in developing counties where
cities lack planned and predicted growth, unlike
most of the cities in developed countries where
actual growth usually meets planned growth.
Hence, it necessitates evaluating the discrepancy
between observed and expected growth in the
cities of developing countries over time. Subse-
quently, several studies have used the technique
and found the same useful (e.g., Cabral et al. 2006;
Cabral and Zamyatin 2009; Bhatta et al. 2010b;
Bhatta 2012). The degree of goodness (Bhatta
2009, 2012; Bhatta et al. 2010a) is a measure that
combines entropy and chi-square statistic. It refers
to the extent to which observed growth relates to
the expected growth and the magnitude of com-
pactness in a region over a specific period.
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2.4.8 Artificial Intelligence in Urban
Growth Modeling

Understanding the dynamics of urban growth
remains critical to city planners and resource
managers, especially in rapidly changing urban
environments (Knox 1993; Turner et al. 1993).
Besides, modeling urban growth is an essential
tool for geographers, city planners, ecologists,
and resource managers (Herold et al. 2005).
Understanding the dynamics of a complex urban
system and investigating the impacts of such
dynamics on the environment involves modeling
spatiotemporal urban growth. Modeling urban
dynamics has a long history dating back to the
1950s, featured by many periodical reviews
(Batty 1979; Berling-Wolff and Wu 2004). Many
analytical and static modeling approaches have
been devised that are based on diverse theories,
such as urban geometry, rank–size relationship,
economic activities, and social pattern and city
structures. However, such models primarily deal
with historical evolution, growth, and expansion
at the spatiotemporal dimension, but cannot be
used to simulate future urban growth. Besides,
many of the latter approaches are quantitative
(Berling-Wolff and Wu 2004), which are devel-
oped by neoclassical economists based on ‘fric-
tion of space’ borrowed from Physics (He et al.
2008). Hence, such models are insufficient to
capture and simulate the complexity of an urban
system (Batty 1979); moreover, the models do
not consider spatiality to a large extent (He et al.
2008). Thus, several modeling approaches have
been developed to simulate and forecast urban
dynamics (Berling-Wolff and Wu, 2004).
According to Hu and Lo (2007), Zeng et al.
(2008), and Duwal (2013), these models are
broadly grouped into four types, namely empir-
ical estimation, optimization, stochastic, and
rule-based dynamic simulation models featured
by some advantages and disadvantages, as in
Table 2.1.

A dynamic modeling system is preferred to
simulate urban growth and to understand the
spatial consequences of such growth (Batty and
Longley 1994). Considerable efforts have been
made for developing and improving dynamic

urban modeling (Batty and Xie 1994a, b, c,
1997; Landis 1995; Veldkamp and Fresco 1996;
White and Engelen 1997; Clarke and Gaydos
1998; Batty et al. 1999; Wu and Webster 1998,
2000; Li and Yeh 2000; Yeh and Li 2002; Sui
and Zeng 2001; Pijanowski et al. 2002; Batty
2005). Significant improvement in the spatiality
of urban growth modeling came only with the
use of cellular automata (CA) models by the end
of the 1980s. Since then, the CA models are
widely used for modeling urban growth dynam-
ics (Xie 1996; Batty and Xie 1997; Batty et al.
1999; Clarke et al. 1998; Couclelis 1997; White
and Engelen 1997; Ward et al. 2000; Clarke and
Gaydos 1998; Wu and Webster 1998; Li and Yeh
2000, 2002; Wu 2002; Barredo et al. 2003; Liu
and Phinn, 2003; Almeida et al. 2005; Fang et al.
2005; Yeh and Li 2006; Al-Ahmadi et al. 2009;
Gong et al. 2009; Feng et al. 2011; Stanilov and
Batty 2011; White et al. 2012; Chowdhury and
Maithani 2014; Lin et al. 2014; Munshi et al.
2014; Aithal and Ramachandra 2016; Aburas
et al. 2017; Devendran and Lakshmanan 2019;
Mondal et al. 2017, 2019). The domain experts,
specifically in the field of modeling urban
growth, use the CA model coupled with other
techniques and models known as hybrid models
that yield better performance. Among them, the
neural network CA (Li and Yeh 2002; Deven-
dran and Lakshmanan 2019), Fuzzy-CA (e.g.,
Liu 2008, 2012; Al-Ahmadi et al. 2009),
logistic-CA (e.g., Hu and Lo 2007; Liu and
Feng 2012; Munshi et al. 2014), CA and partial
swarm optimization (e.g., Feng et al. 2011),
multi-agent CA (e.g., Arsanjani et al. 2013),
variable grid CA (e.g., Van Vliet et al. 2009),
gravitational field model with CA (e.g., He et al.
2013), CA and system dynamics (e.g., Haase
et al. 2012), CA-Markov (e.g., Liu 2008; Araya
and Cabral 2010; Guan et al. 2011; Mitsova
et al. 2011; Sang et al. 2011; Shafizadeh-
Moghadam and Helbich 2013; Rimal et al.
2018; Siddiqui et al. 2018; Mondal et al. 2017,
2019; Eastman and Toledano 2018; Mithun
et al. 2022) are notable.

Over the years, researchers have developed
and used different other sophisticated models to
simulate and analyze urban growth, such as the
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artificial neural network (ANN) (e.g., Pijanowski
et al. 2005; Lin et al. 2011; Almeida et al. 2008;
Maithani 2009; Abiden et al. 2010), agent-based
model (e.g., Jjumba and Dragićević 2012;
Arsanjani et al. 2013), genetic algorithm
(GA) (Tang et al. 2007), geographically weigh-
ted regression (e.g., Mondal et al. 2015),
SLEUTH model (e.g., Clarke 2008, 2018; Her-
old et al. 2003, 2005; Jat et al. 2017; Mondal
et al. 2019), analytic hierarchy process
(AHP) (e.g., Park et al. 2012; Devendran and
Lakshmanan 2019), bivariate or step-wise mul-
tiple regression (e.g., Sudhira et al. 2004; Jat
et al. 2008; Al-Sharif and Pradhan 2014), logistic
regression (LR) (e.g., Hu and Lo 2007; Nong and
Du 2011; Arsanjani et al. 2013; Munshi et al.

2014; Shafizadeh-Moghadam and Helbich 2015),
Markov chain (MC) (e.g., Tang et al. 2007;
Takada et al. 2010; Wilson and Weng 2011;
Ahmed and Ahmed 2012; Arsanjani et al. 2013),
fuzzy logic (e.g., Liu 2012). Therefore, plenty of
models have been devoted based on different
theories and rules to predict future LULCs of
urban areas.

The multi-layer perceptron (MLP) is one of
the widely applied ANN approaches in modeling
and forecasting urban growth (Hu and Weng
2009; Ahmed and Ahmed 2012; Megahed et al.
2015; Mishra and Rai 2016; Mondal et al. 2019;
Mithun et al. 2022). In addition, the transition
potential used in the MLP model is reported to be
the best performer as compared to other

Table 2.1 Categorization of the commonly used models for urban growth and LULC dynamics studies

Model Characteristics/theme/principles Advantages Disadvantages Examples

Empirical
statistical
models

Explicitly identify the causes of
land-use changes using
multivariate analysis and their
contribution to land-use change

An analytical tool to
test the dependency
of land-use change
on driving factors;
requires relatively
less data

Not suitable for
wide extrapolation,
does not incorporate
the temporal
dynamics,
intrinsically not
spatial, lack of
understanding on
simulation process
that influences land-
use process

Multiple
linear
regression,
logistic
linear
regression

Optimization
models

Econometric approach, any
parcel of land given its
attributes and location, is
modeled as being used in the
way that yields the highest rent

The agents whose
behavior is modeled
can make informed
predictions and
plans

Several assumptions
are taken into
consideration

Von
Thunen’s
model,
agent-based
model

Stochastic
models

Land-use change is a first-order
process, which is condition
probability of land-use change,
and future change depends on
present, not past

Mathematical and
operational
simplicity can be
used where no
information on
driving factors and
mechanisms of
land-use change is
available

Does not consider
the factor of
spatiality and
temporal dynamics;
not suitable for
modeling of long
term and large area

Stochastic
Markov,
cellular
automata

Process-
based
dynamic
simulation
models

Rule-based system dynamic
models within a GIS
framework, understanding
complex phenomenon through
dynamic simulation, different
branches of methods in an
integrative model

Well suited for
representing non-
stationary process;
highly adaptable;
inherently spatial
and dynamic

Does interpret the
spatiotemporal
process of land-use
change; many
individual processes
of decision making
cannot be modeled

CA-
SLEUTH,
CA-
MARKOV,
MCE,
Fuzzy-CA,
ANN-CA

Source Based on (Lambin 2004; Zhang 2009; Bhatta 2013; Duwal 2013)
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modeling techniques (Eastman et al. 2005).
Hybrid modeling approaches that combine ANN
and other techniques are reportedly more robust
than the ANN while applied in isolation. Pija-
nowski et al. (2002) used neural networks and
GIS together to predict LULC change in Michi-
gan Grand Traverse Bay Watershed. Yeh and Li
(2001a, 2002) integrated neural networks, CA,
and GIS for simulating alternative development
patterns based on different land-use planning.
Some studies have used the MC in combination
with ANN for modeling urban growth dynamics
(Mithun et al. 2022).

The MC is a stochastic process depicting the
possibility of changes from one state to another
state with respect to time defined by the transi-
tion probability matrix (Zhang et al. 2011;
Arsanjani et al. 2013). The MC is believed to be
a useful tool for modeling LULC change when
the process of land-cover change in an area is
complex and challenging to describe. Hence, the
ANN modeling, in combination with the Markov
chain, is capable of effective simulation of urban
dynamics as ANN can fit complicated nonlinear
relationships between urban land-use dynamics
and the drivers behind such dynamics (Tewolde
and Cabral 2011; Ahmed and Ahmed 2012;
Eastman and Toledano 2018). However, the
quality of modeling depends on the quality of
data used, model parameterization and calibra-
tion, and validation of results. Noteworthy to
mention is that the TerrSet software (Eastman
2015) provides a suitable platform for robust
implementation of the modeling approaches
integrated with RS-GIS.

During the last couple of decades, RS and GIS
integrated dynamic modeling of urban growth
has rapidly gained popularity among geogra-
phers, urban planners, and policymakers. This
development has been possible owing to the
increased availability and usability of multiple
SRS datasets at different spatiotemporal scales
and the development of computer hardware and
software tools for processing a wide variety of
data as per requirement. Considerable efforts
have been made in exploring the modeling
approaches integrated with RS-GIS for simulat-
ing urban growth and its dynamics (Turner 1987;

Meaille and Wald 1990; Batty and Xie 1994a, b;
Landis 1995; Veldkamp and Fresco 1996; Pija-
nowski et al. 1997; White and Engelen 1997;
Clarke and Gaydos 1998; Wu and Webster 1998,
2000; Li and Yeh 2000; Sui and Zeng 2001;
Wang and Zhang 2001).

2.4.9 Model Validation and Accuracy
Assessment

An accuracy assessment of classified images
follows the process of image classification. The
term accuracy assessment typically implies
expressing the degree of ‘correctness’ in image
classification. Congalton (1991, 2001), Congal-
ton and Green (1993), and Foody (2002) meant
accuracy assessment as the agreement between
classified and reference data. Congalton (1994)
and Congalton and Green (2019) identified four
major stages or epochs related to accuracy
assessment research. According to them, the
fourth and the latest type of accuracy assessment
consider more meaningful use of the information
on the correspondence of the classified image to
those observed on the ground based on reference
data, ground truth verification data, etc. A con-
fusion or an error matrix is generated to describe
the pattern of the class allocation made relative to
the reference data.

Presently, the confusion or error matrix lies at
the core of the accuracy assessment of classified
or thematic data; hence, the present age of
accuracy assessment could be called the age of
the error matrix (Congalton 1994; Foody 2002;
Congalton and Green 2019). In addition to the
commission and omission errors, an error matrix
can also be deployed to compute overall accu-
racy (OA), producer’s accuracy (PA), and user’s
accuracy (UA), as introduced by Story and
Congalton (1986). The measure of OA is found
to be the most commonly reported technique of
accuracy assessment. However, PA and UA are
ways of representing individual class accuracies
instead of just the OA. A PA is said to be how
accurately an analyst classifies an image by class
or category, while a UA is defined as how well
the classification performs in the field by class
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(Story & Congalton 1986; Ahmed and Ahmed
2012; Latifovic et al. 2017; Yang et al. 2017).
The sample size is another vital aspect in
assessing the accuracy of classified images. An
accuracy assessment requires an adequate num-
ber of samples per map class to be gathered so
that the assessment performed is valid statisti-
cally. The researches by Congalton (1988, 1991)
and Congalton and Green (2019) suggest a gen-
eral guideline or rule of thumb to acquire a
minimum of 50 samples per category of classi-
fied image for images having less than one mil-
lion acres in size and fewer than 12 classes or
categories. Several studies, such as Maktav and
Erbek (2005); Yuan et al. (2005); Oluseyi
(2006); Xu et al. (2007); Belal and Shafizadeh-
Moghanm (2011); Zaki et al. (2011), achieved
the accuracy level of the classified images with
3–7 land-cover classes ranging between 85 and
95% for multi-spectral and temporal Landsat
imageries. The choice of sampling technique in
the determination of sites is also an essential part
of the process of accuracy assessment. Many
studies, such as Hord and Brooner (1976),
Ginevan (1979), Rhode (1978), and Fitzpatrick-
Lins (1981), suggested that a proper sampling
scheme requires to be deployed while assessing
accuracy. The frequently applied schemes
include simple random, stratified, and systematic
random sampling schemes.

Building an error matrix is the first step in the
objective comparison of maps (Pontius 2000;
Congalton and Green 2019), and the measures so
derived are straightforward. However, it is tricky
to interpret as a surprisingly high number of
samples can be classified correctly due to the
chance factor. Hence, it requires incorporating
the expected proportion of correct classification
that is due to the chance factor while assessing
accuracy (Pontius 2000). The Kappa is a discrete
multivariate technique that is used in accuracy
assessment to statistically determine if one error
matrix is significantly different from another.

The KHAT statistic (bK ) is a maximum likelihood
estimate of Kappa from multinomial distribution
and is a measure of actual agreement minus
chance agreement (Cohen 1960; Congalton

1991). Initially, the technique was introduced by
Congalton et al. (1983) to the RS community.
Now, the Kappa analysis seems to be a standard
component of accuracy assessment (Congalton
et al. 1983; Rosenfield and Fitzpatrick-Lins
1986; Hudson and Ramm 1987; Congalton
1991). Landis and Koch (1977) described the
relative strength of agreement associated with
Kappa statistics into six categories, and they

further characterized the bK into the three groups,
viz. a value higher than 0.80 that represents a
strong agreement, a value between 0.40 and 0.80
that constitutes a moderate agreement, and a
value below 0.40 representing a weak agreement.

2.4.9.1 Urban Grown Modeling
in Indian Cities

Though studies on urban growth based on SRS
data started in the early 1970s following the
advent of Landsat multi-spectral scanner
(MSS) data, similar research in developing
countries, particularly in India, was initiated
much later. In the late 1980s, the two studies,
particularly Sokhi et al. (1989) and Uttarwar and
Sokhi (1989), were conducted on urban growth,
applying SRS data, in which the former dealt
with mapping and monitoring of urban sprawl of
the Delhi urban agglomeration. They emphasized
the potentialities of SRS data in such studies for
effective and efficient urban planning. The study
used Landsat MSS and Landsat TM images of
1975, 1981, 1985, and 1987, which were man-
ually mapped and visually interpreted. The latter
pointed out the usefulness of aerial photography
in studying the urban fringe dynamics of Delhi,
following a similar approach as adopted in the
previous study. Pathan et al. (1989) analyzed the
physical urban growth of the Bombay
metropolitan region (BMR) for the period
between 1968 and 1989, applying multi-temporal
RS data and population growth. It also estimated
the additional requirement of areas for further
urban development in 2001 by identifying suit-
able land through land suitability analysis. The
study found that particularly after 1975, a distinct
outgrowth was associated along railway corridors
toward the periphery. Another study by Pathan
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et al. (1991) deployed SRS data, like MSS, TM,
SPOT, and IRS LISS-II for urban sprawl map-
ping of Ahmedabad city applying both visual and
digital analysis techniques. Taragi and Pundir
(1997) mapped and analyzed the urban sprawl of
Lucknow city with the application of SRS data,
like IRS-1B, LISS-II, SPOT-HRV-I, Land-
sat MSS, and SOI toposheets. The study con-
cluded about the potentiality of SRS data in the
demarcation of urban spread and monitoring of
urban growth at the spatiotemporal dimension.
The studies discussed above are concerned with
mere spatiotemporal change detection analysis of
land covers along with built-up cover dynamics.

With the advancement of research, several
studies aimed at quantification of spatiotemporal
dynamics of different cities in India applying
different techniques, frequently landscape met-
rics, and entropy approach. Lata et al. (2001)
measured and analyzed the urban sprawl of
Hyderabad, using an entropy approach integrated
with RS and GIS. The authors concluded that the
entropy approach is a good indicator for identi-
fying spatial processes of land development, and
the analysis can easily be implemented within a
GIS framework to facilitate urban sprawl mea-
surement. Sudhira et al. (2003) examined spa-
tiotemporal urban growth and urban sprawl along
the Bangalore–Mysore highway with a 4 km
buffer using RS and GIS for over three decades
(i.e., 1972–1998). They advocated for built-up
cover as a good indicator for measuring urban
sprawl. According to them, the use of RS and
GIS, coupled with Shannon’s entropy, could help
immensely in a spatiotemporal analysis of urban
growth. The study by Sudhira et al. (2004) was
concerned with the identification, measurement,
modeling, and prediction of urban sprawl over
the same study area, as in Sudhira et al. (2003).
The study used Shannon’s entropy along with
several other landscape metrics for analyzing
urban sprawl. Furthermore, the study used step-
wise multiple regression to model the future
urban sprawl with some chosen causal factors,
such as population growth, population density,
and distance from the city center. However, the
rationality behind the selection of sprawl metrics
and explanatory variables for regression

modeling seems to be not evident in the study
concerned. Moreover, several researchers argue
that simple techniques like multiple regression
cannot adequately capture the complexity of
urban sprawl. Another study by Sudhira and
Ramachandra (2007) was analytically similar to
the kind of research performed by Sudhira et al.
(2004). It also suffers from a similar type of
shortcomings, as in Sudhira et al. (2004).
Besides, Sudhira and Ramachandra (2009)
addressed the issue of urban sprawl in the Indian
context with a focus on Bangalore. They advo-
cated for an integrated spatial planning support
system (SPSS) with policy analysis to mitigate
the challenges posed by the evils of urban
sprawl. The study by Kumar et al. (2007) dealt
with monitoring the spatiotemporal urban growth
of Indore city using Shannon’s entropy inte-
grated with RS and GIS. The study concluded
that the concentric zone approach is a useful one
in identifying patterns of urban growth in dif-
ferent directions around a city. Jat et al. (2008)
carried out another similar kind of research on
monitoring and modeling the urban sprawl in
Ajmer city over 25 years (1977–2005). As the
study by Sudhira et al. (2004), employed land-
scape metrics to quantify the spatiotemporal
pattern of sprawl and a step-wise regression to
predict the future status of urban sprawl.

Several similar kinds of literature are also
available in Indian context dealing with analysis
and quantification of urban growth. Among
them, Aligarh city (Farooq and Ahmad 2008),
Hyderabad–Secunderabad or Hyderabad urban
agglomeration (Rahaman et al. 2010; Wakode
et al. 2014), Delhi megacity (Mohan et al. 2011;
Chakraborty et al. 2021), Mumbai megacity
(Sahana et al. 2019), Lucknow city (Dutta 2012),
Jaipur city (Punia and Singh 2012), Ranchi
(Pandey et al. 2013), Hawalbagh block in
Almora district of Uttarakhand (Rawat & Kumar,
2015), Pune metropolis (Kantakumar et al.
2016), Chennai (Aithal and Ramachandra 2016),
Dehradun city (Bhat et al. 2017), selected
administrative units in Goa (Vaz et al. 2017),
Dhanbad urban agglomeration (DUA) (Lal et al.
2017), Guwahati metropolitan area (GMA)
(Pawe and Saikia 2018), and Kolkata megacity
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(Sahana et al. 2018; Mithun 2020) are notable.
They often employed landscape metrics and
Shannon’s entropy approach for characterizing
urban growth. However, some other techniques
are also in practice to extract and analyze built-up
growth. Sharma and Joshi (2013) investigated
the urban dynamics over the national capital
region (NCR) of Delhi. They applied the nor-
malized difference built-up index (NDBI) and
urban landscape analysis tool (ULAT) to extract
and analyze urban expansion.

Along with change detection, landscape met-
rics, and entropy measures, several studies
applied different zoning approaches, and other
techniques and approaches to quantify urban
growth in India. The study by Ramachandra et al.
(2012) aimed at quantifying the urban dynamics
of Bangalore city by employing concentric zone
and gradient analysis along with landscape met-
rics to understand the local-level change in extent
and pattern of urban growth and sprawl. More-
over, a PCA was employed to prioritize the
applied metrics. Ramachandra et al. (2015)
quantified the urbanization and associated growth
pattern in Delhi, in which the region was divided
into four zones and circles of 1 km incrementing
radius to understand and quantify the local spatial
changes. Jain and Sharma (2019) have extracted
the built-up areas in some selected small, med-
ium, and large cities in India, employing a two-
stage object-based nearest neighbor classification
approach with hierarchical segmentation.

A few numbers of studies have attempted to
model and predict urban growth in India. As dis-
cussed earlier, the studies by Sudhira et al. (2004)
and Jat et al. (2008) employed step-wise regression
to model and predict urban growth. Shafizadeh-
Moghadam and Helbich (2013) conducted exam-
ined the urban growth of Mumbai, in which the
Markov chain-cellular automata (MC-CA) urban
growthmodelwas implemented to predict the city’s
future expansion in 2020 and 2030. The MC-CA
model was connected to a multi-criteria evaluation
to generate transition probability maps considering
the factors affecting urban growth (Malick et al.,
2021). Chowdhury and Maithani (2014) imple-
mented a CAmodel for simulating urban growth in
the Indo-Gangetic plain using operational linescan

system (OLS) data-derived maps. Munshi et al.
(2014) aimed to the simulation of urban growth and
urban development in Ahmedabad city, applying a
hybrid simulation-based modeling approach com-
bining LR and CA. LR was used to estimate a
probability surface of development transition,
while a CA-based spatial interaction model was
employed to simulate urban growth. Deep and
Saklani (2014) implemented a CA–Markov model
to investigate urban dynamics in Dehradun city.
Shafizadeh-Moghadama and Helbich (2015)
employed a regression-basedLULCchangemodel,
namelynon-spatial LRand auto-LRmodels (ALR),
for understanding urban LULC dynamics to deter-
mine the underlying driving forces behind the
spatiotemporal urban expansion inMumbai. Aithal
and Ramachandra (2016) applied a CA model to
predict the urban growth scenario in Chennai.
Mishra and Rai (2016) attempted to appraise the
ability of the MLP and Markov chain analysis
(MLP-MCA) modeling approach to monitor and
predict the future LULC change scenario in the
Patna district of Bihar. Siddiqui et al. (2018)
engaged an LR-based CA-Markov analysis to
simulate urban growth in Dehradun, undertaking
certain biophysical and proximity factors. Jat et al.
(2017) evaluated the performance of the CA-based
SLEUTHmodeling approach to simulate the urban
growth of Ajmer city. Devendran and Lakshmanan
(2019) have studied the urban growth of Sripe-
rumbudur Taluk in Tamil Nadu using three types of
CA models, namely traditional CA (TCA), agents-
based CA (ACA), and neural network coupled
agent-based CA (NNACA) models. The AHP
technique was adopted to estimate the weights of
the agents for the preparation of the suitability
map. The study found the NNACA model as a
better-performed model as compared to the TCA
and ACA models. Mondal et al. (2019) have sim-
ulated the urban growth of Udaipur city for 2021,
applying three spatial modeling approaches,
namely CA-Markov, multi-criteria cellular
automata-Markov chain (MCCA-MC), multi-layer
perceptron Markov chain (MLP-MC) and
SLEUTH models. The study has pointed out that
the three models are embodied with their own
merits and demerits while serving specific
purposes.
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2.5 Findings and Conclusions

The findings based on the present review study
are listed as follows,

• The bibliometric analysis finds that USA tops
urban growth research followed by China,
while India ranks 54th position.

• Over the last couple of decades, most of the
studies on urban growth and modeling have
been implemented with the application of the
RS-GIS tool.

• Most of the studies conclude that RS-GIS is a
very efficient and powerful tool for mapping,
measuring, analyzing, monitoring, and mod-
eling spatiotemporal urban growth dynamics.

• Open-source SRS data, such as Landsat TM,
ETM+, and OLI, IRS LISS III, are extensively
applied in urban growth studies. However,
some commercial SRS data, like
IKONOS LISS IV, Cartosat, etc. are also used
for the purpose.

• Preprocessing of SRS data appears to be
crucial, and the FLAASH atmospheric cor-
rection is one of the popularly applied meth-
ods for radiometric calibration and
atmospheric correction of satellite images.

• The MLC algorithm is the most popularly
applied classifier for classifying SRS data to
extract land-cover classes. However, recently,
some machine learning algorithms, like SVM,
decision tree, and random forest classifiers,
are increasingly been used.

• Urban sprawl is largely explored as a pattern
and process of urban growth compared to
cause and consequence, and the urban built-
up cover is often employed as an efficient and
straightforward parameter or indicator for
quantifying urban sprawl and urban
expansion.

• Parameters and indices for measuring urban
growth and sprawl are large in number and
diverse in nature. However, the entropy
approach and landscape metrics are frequently
used in quantifying urban growth and sprawl.

• Most of the studies relating to the spatiotem-
poral analysis of urban growth and sprawl

intend to analyze at the level of administrative
units, such as ward, borough, municipality,
etc. and with gradient zoning, i.e., concentric
circles of specific width from the urban center
toward periphery.

• Modeling approaches, like MC, CA,
SLEUTH, and LR, are frequently deployed
modeling approaches often integrated with
RS-GIS. Furthermore, very recently, some
machine learning approaches (e.g., MLP) are
reportedly used for this purpose. However,
model parameterization and calibration
remain challenging and critical.
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3Urban Expansion Monitoring Using
Machine Learning Algorithms
on Google Earth Engine Platform
and Cellular Automata Model: A Case
Study of Raiganj Municipality, West
Bengal, India

Sunil Saha, Debabrata Sarkar,
and Prolay Mondal

Abstract

Since producing a reliable land use land cover
map is complex and time-consuming, the
introduction of Google Earth Engine
(GEE) and the availability of enormous vol-
umes of Geosciences and Remote Sensing
information provide a possibility for spa-
tiotemporal monitoring of changing earth
surface. The aim of this study is to utilise
machine learning (random forest) on the
Google Earth Engine framework with earth
observation data to analyse land use land cover
change in the Raiganj municipality. The
research also uses a logistic regression-
cellular automata model to evaluate the poten-
tial land use land cover changes by 2025. The
findings of the study demonstrate that between
1990 and 2000, the study area experienced
1.87 km2 of urban expansion at an annual rate
of 8.68%. The five-year land use land cover
change study revealed that urban expan-

sion was recorded at 59.88% from 1990 to
1995, followed by 2010–2015 (28.26%). With
an average annual growth rate of 1.8% (0.41
sq. km), the lowest urban expansion was seen
between 2005 and 2010. In Raiganj munici-
pality, the majority of urban expansion and
growth occurs in the southwest direction.
According to the predicted land use land cover
map for 2025, about 5.06% of the study area
will be urbanised in the upcoming five years
and urbanisation will spread in the northeast-
ern part of the study region. The results
highlight the requirement of monitoring land
use land cover change and assisting policy-
makers in implementing policies to limit
haphazard urbanisation and avoid human–
environment conflict in the study region.

Keywords

Urbanisation � Machine learning � Land use
land cover � Google earth engine � Landsat �
Raiganj

3.1 Introduction

According to theUN report (2018), urbanisation is
a worldwide trend, and the world’s population and
city areas increase, resulting in the alteration of
present land use (Xu et al. 2019a, b; Shao et al.
2021). Rapid urban expansion is frequently linked
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to and driven by population density in a given
location. As per the UNEP report (2005), over half
of the world’s population lived in cities in 2005.
According to the United Nations, by 2050, more
than half of the world’s population lives in cities,
with that number expected to rise tomore than 65%
in the present scenario. Odindi and Mhangara
(2012) mentioned that, based on the current popu-
lation growth rate, by 2030, it is expected that over
60% of the world’s population will be living in
cities. According to Fenta et al. (2017), thismassive
population growth will result in an additional 2.5
billion people living in urban areas throughout the
world, with 90% of urban growth taking place in
less-developed countries. The UN report (2016)
mentioned that Africa and Asia are experiencing
rapid urbanisation, and by 2050, these areas will
have seen around 90% urbanisation. According to
the United Nations (2014), due to the faster popu-
lation growth rate, Asian countries like India,
Bangladesh, Pakistan, Sri Lanka, and Singapore
have evidence of rapid urbanisation. By 2050, the
urban population in Asia will increase from 42.5%
(2010) to 64.6%. In terms of urbanisation and
population expansion, India has followed a similar
trend. Between 1981 and 2011, India’s population
grew dramatically, rising from 68.33 million to
121.01 million. Now it is estimated that, by 2028,
India is expected to have the world’s highest pop-
ulation, but in recent times, a declining trend of
population growth has been observed (Seto et al.
2012; Bakr and Bahnassy 2019).

According to Tewolde and Cabral (2011), the
urban territory is expanding at a faster pace than
the urban population. Rafiee et al. (2009) men-
tioned that cities are putting a lot of strain on
existing lands and commodities as a result of
their fast expansion. The physical loss of agri-
cultural land, as well as natural or cultural land-
scapes, is a direct adverse result of urban growth,
but it also has indirect repercussions. Some of the
indirect effects of urbanisation include fragmen-
tation of the landscape, soil erosion, increased
run-off, surface hardening, and loss of biodiver-
sity (Ceccarelli et al. 2014). Cities in rising urban
and suburban regions are interested in precise
data on the extent, magnitude, and level of urban
expansion for a variety of reasons, including

urban planning, drainage systems, resource
management, infrastructure development, allo-
cating services, product positioning, and so on.

Regrettably, traditional survey and mapping
approach for estimating urban sprawl are costly
and effort-intensive, and such data is not acces-
sible for most metropolitan sites, particularly in
emerging nations. As a result, researchers are
increasingly interested in employing remote
sensing (RS) and geographic information system
(GIS) techniques (Epstein et al. 2002) to map and
track urban growth and sprawl. There seem to be
several methods for studying land use change
and urban expansion/sprawl (Arsanjanj et al.
2013). With the advancement of technologies,
different kinds of models have been developed
for land use change detection and urban sprawl
modelling, including the logistic regression
(LR) model (Arsanjanj et al. 2013; Alsharif and
Pradhan 2014; Aiddiqui et al. 2018), CA Markov
model (Arsanjanj et al. 2013; Moghadam and
Helbich 2013), cellular automation model
(Arsanjanj et al. 2013; Deep and Saklani 2014),
machine learning models like ANN, SVM
(Huang et al. 2010; Kamusoko and Gamba 2015;
Shafizadeh-Moghadam et al. 2017; Karimi et al.
2019; Ou et al. 2019; Xu et al. 2019a, b; Khan
and Sudheer 2022), Google Earth Engine (Feiz-
izadeh et al. 2021; Xue et al. 2021), etc. Because
remote sensing and GIS are both cost-effective
and technically competent, these techniques have
been frequently utilised for urban sprawl studies.
For over three decades, researchers have been
working on detecting urban change and mod-
elling urban sprawl using remotely sensed satel-
lite images (Gomarasca et al. 1993; Yeh and Li
2001; Hack and Rafter 2006).

Google Earth Engine (GEE) has recently
gained popularity in the scientific community for
land use and land cover analysis since this plat-
form provides the simplest approach to classify
land use land cover utilising spatio-temporal
earth surface data. The Google Earth Engines
platform and machine learning algorithms were
widely used by academics and researchers to
monitor changes in land usage, e.g. measuring
urban city growth and boundaries in India using
Google Earth Engine (Goldblatt et al. 2016),
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Google Earth Engine-based land use land cover
change detection in Singapore (Sidhu et al.
2018), detecting urban growth of Ankara city
using Google Earth Engine platform (Celik
2018), mapping the urbanisation in Greenville
county in Southern United States using Google
Earth Engine platform (Zurqani et al. 2019),
Mugiraneza et al. (2020) used the Google Earth
Engine platform along with Landsat satellite data
for monitoring the urban land use land cover of
Kigali city of Rwanda, land use land cover
dynamics using Google Earth Engine along with
snic, glcm and machine learning approach in
central Italy (Tassi and Vizzari 2020), land use
land cover change detection in Northern Iran
using machine learning along with Google Earth
Engine (Feizizadeh et al. 2021), land use land
cover change and prediction using Google Earth
Engine and Markov-CA for Rondonia state
(Floreano and de Moraes 2021), detection of
urban growth in Datong city of China using
Google Earth Engine (Xue et al. 2021).

Geographic information system (GIS) science
and spatial analysis are effective tools for inves-
tigating and monitoring changes in land use
patterns, as well as generating predictions for
possible eventualities, and are an important tool
for land use planning, urban sprawl modelling,
and decision-making process (Bakr et al. 2010).
Remote sensing satellite imagery can effectively
record the current LULC distribution geograph-
ically as well as temporally (Rai et al. 2018),
allowing for the derivation, analysis, and pre-
diction of LULC changes (Liping et al. 2018).
Furthermore, machine learning techniques are a
typical subset of artificial intelligence. Machine
learning algorithms may be used to prepare data
for forecast assessment, resulting in more accu-
rate outcomes (Liping et al. 2018; Rai et al. 2018;
Sarker et al. 2021). Machine learning techniques
are much more effective in image classification
activities, including land use classifications,
modelling, and prediction (Han et al. 2011).

The main objective of this present study is to
measure the land use land cover change in the
last three decades; by doing this, the author try-
ing to assess the urban growth modelling using

machine learning on the Google Earth Engine
platform. Another objective of the study is to
project the land use land cover using a logistic
regression-based cellular automata model. The
study area is one of the most important urban
centres of the district as well as in North Bengal.
In the last three to four decades, massive influx
of people from the surrounding areas forced to
urbanise this area very rapidly and make changes
in the land use land cover quite significantly.
Surprisingly, except for a comparative study
between cities, no significant research work was
previously done by any researcher on this topic
in the selected study area. In the surrounding
region, conventional method-based land use land
cover change studies were conducted, but the
Google Earth Engine platform with machine
learning and cellular automata model-based
urban growth analysis in the study region will
make a significant contribution in the field of
changing earth surface by human activities. This
type of LULC change monitoring and prediction
is a challenging task to do since it requires a great
deal of effort and precise modelling capacity.
This work will assist urban planners in the
implementation of new sustainable urbanisation
projects and help to demarcate suitable sites for
future urban growth in the study region.

3.2 Database and Methods

3.2.1 Study Area

Raiganj municipality is located in the Uttar
Dinajpur district of West Bengal, India
(Fig. 3.1). On 19 July 1951, the town officially
became a municipality. With a huge rural hin-
terland, Raiganj has long been a regional hub for
employment and economic progress. The Rai-
ganj municipality is governed by the Raiganj
metropolitan region authority. The municipality
and its surrounding region have seen enormous
population expansion in recent decades.
According to the 2011 Census, Raiganj has a
total population of 199,758 people, with 52.49%
of men and 47.51% of women. The study region
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has a total area of 10.76 square kilometres. The
Raiganj municipality has a population density of
18,378 people per square kilometre. Kasba,
Nachhratpur, Katabari, and Raiganj are the pri-
mary metropolitan areas of Raiganj Municipality.
The current trend of urbanisation in the Raiganj
municipality is particularly striking. A similar
pattern may be seen throughout the agglomera-
tion area. Maraikura, Karnojora, Bahin, Maharaja
Hat, and Birghai are experiencing a similar
population boom to Raiganj municipality town,
with the majority of the people working in Rai-
ganj municipality town. The main highways
connecting Siliguri city in the north to Kolkata,
the state capital, in the south are NH 12 and SH
10A, which connect Balurghat town. With over a
lakh people travelling each working day, the
Raiganj municipality has emerged as West Ben-
gal’s most significant commerce hub. Agriculture
in the surrounding region has a significant impact
on the city's economy. The municipality has seen
substantial urban growth during the previous two
decades.

3.2.2 Data Source

The LULC maps for individual years were gen-
erated on the Google Earth Engine platform
using a classifier tool with true colour combina-
tions. Landsat 5, Landsat 7, and Landsat 8
satellite images with 30 resolutions were used in
this exploration. A detailed account of data
sources is given in Table 3.1.

3.2.3 Methods

3.2.3.1 LULC Classification
The pre-processing phase is performed to get
corrected pixel and radiometric values from
multiple recording times in order to produce a
clear image of the cloud cover. LULC classifi-
cation utilises the random column (RC) approach
of machine learning by collecting training data
for each land cover type in GEE. GEE is a
sophisticated cloud-based platform for process-
ing satellite imagery and generating global

Fig. 3.1 Geographical location of the study area
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geospatial data. The random column method was
used to split the single sample set into the
training set and the test set (Yang et al. 2021). In
order to extract land cover types in the moni-
toring area, the LULC classification method
utilising RF was executed.

These LULC maps are classified into four
categories: water bodies; urban regions; vegeta-
tion; and agricultural and open land. The results
of the RC classification of each Landsat image
provide LULC data for each year, which will be
used for the analysis of LULC change and LULC
maps. The whole process of LULC output gen-
eration is classified into the following steps:

Step I Importing Shapefile and Landsat ima-
geries and Filtering the shape file

At the very first step, the study area shape file
(shp., prj., shx., dbf.) is imported into the Earth
Engine platform and selected Landsat data from
the earth engine catalogue.

var selection ¼ L5=L7=L8:filterBoundsðAOIÞ
:filterDate ð0start year0;0 End year0Þ
:filterMetadata

ð0CLOUD COVER0;0 less than0; 1Þ
:meanðÞ
:clipðAOIÞ

varviz ¼ bands : ½L5 :0 B30;0 B20;0 B10;f
L7=L8 :0 B40;0 B30;0 B20�; min : 0;

max : 0:4; gamma : 1:2g;Map:add

Layerðselection; viz;0 landsat5=7=80Þ;

Step II Create training data and merging it for
LULC

In this step, the training samples were identi-
fied (50 samples for each class), and all collected
geometry samples were merged using the merge
algorithm in the Earth Engine platform. In this
process, the property label was ‘LULC’ with 0 to
3 value codes.

var training = alternative1.merge
(alternative2).merge(alternative3)

.merge(alternative4);
var label = “LULC”
var bands = [‘B1’,'B2’, ‘B3’,

‘B4’,'B5’, ‘B7’];
var input = selection.select

(bands);

Step III Make a training dataset and overlay the
points

In this step, the sampled training was linked
with the raster data using the function ‘sam-
pleRegions’. The pixel size was 30 m. Here, the

Table 3.1 Details of the Landsat satellite imageries

Satellite
data

Collection Row/path Calibrate Data
availability

Numbers
of band

Sun-
synchronous

Cloud
cover
(%)

Resolution
(m)

Landsat
5

1 Row: 42 TOAa 1984-03-
16T16:20:00Z
—2012-05-
05T00:00:00

7 Altitude:
705 km

Less
than
10

30

Landsat
7

1 Path: 139 TOA 1999-05-
28T01:02:17Z
—2021-12-
31T00:00:00

8 Inclined at
98.2°

30

Landsat
8

1 TOA 2013-03-
18T15:59:02Z
—2022-01-
02T00:00:00

11 30

a top-of-atmosphere (TOA) reflectance. Source Acknowledgement or credit of the USGS
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‘input’ is the variable name of Landsat imagery
for a specific year. In this step, the Landsat bands
were extracted by training data points.

var trainimage ¼ input:sampleRegionsðf
collection : training;

properties : ½label�;
scale : 30gÞ;

Step IV Separate the Training data and Test
data.

The random fields were used to generate the
training validation data. The random column
function was used to separate the training data
and the test data set.

var trainingdata = trainimage.ran-
domColumn();

var trainSet = trainingdata.filter(ee.
Filter.lessThan(‘random’, 0.8));

var testSet = trainingdata.filter(ee.
Filter.greaterThanOrEquals(‘random’, 0.8));

Step V Organise run and the Classification
model

The random forest classifier has been used to
generate the LULC of the selected years. The
training set was run with the classifier function.
Leo Breiman’s Random Forest (Breiman 2001)
is a set of unpruned classification or regression
trees made from a random selection of training
data samples. During the process of induction,
random features are chosen. To make a predic-
tion, all of the assumptions made by the ensem-
ble are added up (majority vote for classification
or average for regression).

var classifier ¼ ee:Classifier:smileRandom

Forest 100ð Þ:trainðtrainSet; label; bandsÞ

Step VI Link the classifier model with the
Landsat bands

In this step, the classify function has been
used to link up the Landsat bands with the
classification model. This function generates
major classified images for interpretation.

var classified = input.classify(classifier);

Step VII Define colour palette of the alternatives
for classification

To define the colour of the LULC pattern
classes, the ‘HTML colour codes’ have been
used.

var lulcpalette ¼ ½033FFF80;0 DB0A2F0;0

0ADB310;0 DACE1E0�;
Map:addLayerðclassified:clipðAOIÞ;

fpalette : lulcpalette;
min : 0; max : 4gÞ;0 CARTlassification0

Step VIII Measuring the overall accuracy of the
outputs

The ee.confusion Matix function has been
used on test set and classifier to classify the
confusion matrix. The overall accuracy results
have been generated using the ‘print’ function.

var confusionMatrix ¼ ee:ConfusionMatrixðtestSet:classifyðclassifierÞ
:errorMatrixðf

actual :0 LULC0;
predicted :0 classification0gÞÞ;

printð0confusionMatrix :0; confusionMatrixÞ;
printð0Overall Accuracy :0; confusionMatrix:accuracyðÞÞ;

Step IX Exporting the LULC maps
In this step, the generated LULC maps have

been exported with a 30 m cell size. The ‘Export.
image’ function has been used to export the
maps.

Export:image:toDriveðf
image : classified;

description :0 Y2020=2015=
2010=2005=2000=1995=19900;
scale : 30;

region : AOIgÞ

3.2.3.2 LULC Simulation for 2025
Using Logistic Regression
Transition Potential
Modelling-Cellular
Automata Approach

Regression is a technique for determining the
empirical relationships between a binary depen-
dent and independent categorical and continuous
variable (Xie et al. 2005). Logistic regression is a
function to uses statistics to predict a yes or no
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answer based on what has been seen in a data set
before. Logistic regression uses the relationship
between predictor variables and the presence or
absence of landslides within a geographic cell to
make a map that shows the likelihood of future
landslides given the slopes and geologic units in
the area. The area change coefficient matrix has
been generated using the logistic regression
transition potential model, and thereafter, the
cellular automata approach has been used to
stimulate the LULC pattern of 2025 using the
Modules for Land Use Change Evaluation
(MLUSCE) plug-in in QGIS. The cellular auto-
mata model is a well-known simulation model in
which space and time are discrete and only local
interactions happen. In actuality, in cellular
automata (CA), space is divided into regular
cells, and the state of each cell is based on how it
and the cells around it was at a certain point in
time in the past. This is done through a set of
transition rules. But the state of each cell can be
changed at the same time. Numerous CA models

have been used to simulate urban systems, such
as sprawl (Wu 1996). Cellular automata models
are used more and more in environmental studies
because they are dynamic, have a clear sense of
space, and can work with the raster format that is
commonly used in GIS. Figure 3.2 shows the
detailed methodology of the present work.

3.2.3.3 Estimation of the Rate of Urban
Expansion

The Urban Expansion Rate
Urban expansion appears to mean that the built-
up area of a city or group of cities is getting
bigger. This often happens when the number of
people living in cities grows. The following
equation has been used to estimate the urban
expansion rate:

Expansionrate ¼ Present year area� Previous year areað Þ
Previous year area

� �
� 100

Fig. 3.2 Flow diagram of the whole study
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3.3 Results and Discussion

3.3.1 LULC Change Analysis

The LULC map of 1990 was generated using
Landsat 5 data and the spatial distribution of that
map was classified into four potential classes, i.e.

water bodies (9.44%), urban structure (20.02%),
vegetation (29.29%), agriculture and open
fields (36.94%). About 65% (about 7.13 km2)
(Table 3.2) of land was covered with vegetation,
agriculture, and open fields (Fig. 3.3) were
mostly found in eastern, north-eastern and south-
eastern parts of the study area.

Table 3.2 Area distribution of LULC types for different years

Year Value Area (%) Area (km2) Overall accuracy

1990 Water bodies 9.44 1.02 0.801

Urban structures 20.02 2.15

Vegetation 29.29 3.15

Agriculture and open fields 36.94 3.98

1995 Water bodies 15.11 1.29 0.881

Urban structures 31.98 3.44

Vegetation 26.47 2.85

Agriculture and open fields 41.55 4.47

2000 Water bodies 2.99 0.32 0.814

Urban structures 37.41 4.03

Vegetation 27.39 2.95

Agriculture and open fields 32.22 3.47

2005 Water bodies 2.75 0.3 0.879

Urban structures 42.28 4.55

Vegetation 24.84 2.67

Agriculture and open fields 29.71 3.2

2010 Water bodies 1.29 0.14 0.834

Urban structures 46.05 4.95

Vegetation 24.15 2.6

Agriculture and open fields 19.94 2.15

2015 Water bodies 1.27 0.14 0.843

Urban structures 59.06 6.35

Vegetation 23.82 2.56

Agriculture and open fields 15.81 1.7

2020 Water bodies 1.06 0.11 0.81

Urban structures 66.07 7.11

Vegetation 10.55 1.14

Agriculture and open fields 21.35 2.3

2025 Water bodies 0.88 0.09

(Predicted) Urban structures 69.37 7.46

Vegetation 9.05 0.97

Agriculture and open fields 17.65 1.9
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In the year 1995, the urban sarea drastically
increased by +11.96% (1.29 km2) of the total
geographical area. This increment happened just
after the division of the West Dinajpur into North
and South Dinajpur on 1 April 1992. Water
bodies rose by + 5.67% and vegetation areas fell
by −2.82% from the previous year, according to
the findings. Remarkably, the water bodies shif-
ted in a positive mood from 9.44% to 15.11%
during this time. It is likely because of the
flooding in the region in 1992.

The total urban area increased by +5.46%
from 1995 to 2000. In the year 1995, about
31.98% area was urbanised, whereas it is about
37.41%, respectively. Between 1995 and 2000,
the percentage of water bodies decreased from
15.11% to 2.99%, and the agricultural area also
decreased by −9.33% from 41.55% to 32.22%.
On the other side, between 2000 and 2005, urban
areas grew by 4.87 per cent. The vegetation-
covered area, water bodies, and agriculture
decreased by −2.14%, −024%, and −2.51%
respectively, over the same duration of time. In
2010, like the previous year, urban expansion

took place. The urban area increased by
about +3.77% from 2005 to 2010. The water
bodies were decreased by −1.46% due to urban
expansion. The agricultural field drastically
decreased by −9.77% in the same period. In
2015, there was about a +13.01% jump in the
urban area from the previous year, and the agri-
cultural area decreased by −4.13%. The water
bodies (−0.02%) and vegetation area (−0.33%)
negatively deviated from 2010 to 2015. In 2020,
the urban area was 66.07%, whereas it was
59.06% in 2015. The water bodies and vegeta-
tion decreased by −0.21% and −13.27%,
respectively. The other patterns of the LULC
decreased from the previous year.

3.3.2 Prediction of LULC for 2025

The logistic regression-cellular automata
approach was used to predict the LULC pattern
of 2025 in the QGIS environment. The spatial
distribution of the LULC map of 2025 was also
categorised as water bodies with 0.88%, urban

Fig. 3.3 LULC pattern of the study area a-h: a 1990, b 1995, c 2000, d 2005, e 2010, f 2015, g 2020, h 2025
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structure with 69.97%, vegetation with 9.05%,
and agriculture and open fields with 17.65%,
respectively. The prediction result indicates that
the urban areas increased by +3.3%, whereas the
other forms were decreased (Fig. 3.3). Another
side, water bodies decreased by −0.18%, vege-
tation by −1.5%, and agricultural fields by
−3.7%, respectively (Table 3.3).

3.3.3 Urban Expansion Rate
(1990–2025)

The urban expansion rate from 1990 to 1995 was
59.88%, whereas it is about 16.85% from 1995 to
2000 (Table 3.4). The increments in service
sectors were the reason behind it. There are ser-
vice industries that make it easier to move, sell,
and distribute goods made in the secondary
sector. Production, consumption, and gradually
building capital are all connected. When the
amount of goods and services produced goes up,
the amount of money spent and saved also goes

up. A lot of non-Muslim people were forced to
leave Bangladesh and move to the Uttar Dinajpur
district because of religious conflicts. People of
the Muslim faith also moved to the Uttar Dina-
jpur district because it was a better place to live.

The urban growth from 1900 to 2000 was
about 86.83%. From 2000 to 2005, the rate of
urban growth was about 12.92%. Due to frequent
recurrent floods in the state of Bihar, people
migrated from those areas to Raiganj, as Raiganj
is situated just adjacent to Bihar. Some of those
migrated people started to live in slums, as they
were called ‘urban villagers’ (the people lived in
urban areas but their lifestyle and occupation
were still in rural regions). Some of the people
migrated permanently from Western Indian states
for business purposes, as Raiganj is a ‘Business
Hotspot’.

From 2005 to 2010, the urban growth rate was
only 9.01%. Between 2000 and 2010, the
urbanisation rate was 23.09%. During this per-
iod, the service sectors rapidly gear up, such as
the establishment of wholesale and retail malls;

Table 3.3 Areal deviation of LULC between the selected years

Year LULC pattern Area deviation
(%)

Year LULC pattern Area deviation
(%)

1990–1995 Water bodies −4.79 1995–2000 Water bodies −5.97

Urban structures 11.96 Urban structures 5.43

Vegetation −2.81 Vegetation 0.91

Agriculture and open fields 4.6 Agriculture and open
fields

−9.33

2000–2005 Water bodies −0.23 2005–2010 Water bodies −1.47

Urban structures 4.87 Urban structures 3.77

Vegetation −2.13 Vegetation 7.47

Agriculture and open fields −2.51 Agriculture and open
fields

−9.77

2010–2015 Water bodies −0.01 2015–2020 Water bodies −0.21

Urban structures 13.01 Urban structures 7.01

Vegetation −8.9 Vegetation −13.26

Agriculture and open fields −4.13 Agriculture and open
fields

5.54

2020–2025 Water bodies −0.19

Urban structures 3.3

Vegetation −1.5

Agriculture and open fields −3.71
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markets are expanded, and the education sectors
also improve during this period. From 2010 to
2015, the urban growth rate was 28.26%. During
this period, the education sector drastically grew,
and several shopping malls and markets were
established in the Raiganj municipality region.
From 2015 to 2020, the urban growth rate was
11.80, whereas it was about 43.48% from 2010
to 2020. The main causes of this increment most
probably were the establishment of Raiganj
University, Raiganj Super Specialty Hospital,
and Raiganj Medical College. A large number of
professors, teachers, and scholars have perma-
nently or non-permanently migrated to this city
region. Several shopping malls and Bazar malls
were also established during this period.

It is predicted that the urban growth rate of
this city from 2020 to 2025 will be 5.06%
(Fig. 3.4). Improvement in the service sector,
expansion in the business sector, and expansion
in the education sector will be the main causes
behind future urbanisation.

3.3.4 Accuracy Analysis
of the Outputs

The overall accuracy of the LULC maps was
measured in the Earth Engine Environment. It is
found that the accuracy of LULC in 1990 is
80.12%, whereas it is 88.10% for LULC in 1995.
The overall accuracy of LULC 2000 is 81.36%,
LULC 2005 is 87.91%, LULC 2010 is 83.39%,
LULC 2015 is 84.25%, and LULC 2020 is
80.95%. These accuracies imply that the training
data set and test data test for LULC calculation
were accurately estimated.

3.4 Conclusion

The study analyses the land use land cover
change and predicts urban expansion of Raiganj
municipality. As a consequence of rapid urban
expansion and urban expansion, the Raiganj
municipality has seen rapid urban expansion from

Table 3.4 Rate of urban areal changes

Year Changes (%) Changes (km2) Year Changes (%) Changes (km2)

5 years span 10 years span

1990–1995 59.88 1.29 1990–2000 86.83 1.87

1995–2000 16.85 0.58

2000–2005 12.92 0.52 2000–2010 23.09 0.93

2005–2010 9.01 0.41

2010–2015 28.26 1.4 2010–2020 43.48 2.15

2015–2020 11.8 0.75

2020–2025 5.06 0.36

59.88

16.85 12.92 9.01

28.26
11.8 5.06

-43.03

-3.93 -3.91
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-6.74
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Fig. 3.4 Urban expansion
rate and its deviation from the
previous year
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1990 to 2020. The urban built-up area has
increased by 46.05% from 2.15 km2 in 1990 to
7.11 km2 in 2020. All other land use classes, on
the other hand, have decreased over time, result-
ing in urbanisation. Vegetation and water bodies
both dropped by 20.24% and 8.56%, respectively,
between 1990 and 2020. Due to the abundance of
marsh and agricultural land, urban expansion is
concentrated towards the city's northeast bound-
ary. The predicted LULC map for the year 2025
indicates that the present pattern of urban growth
will prevail. In 2025, the area under urbanisation
will be 7.46 km2, which is 69.37% of the total
area, compared to 2.15 km2 in 1990. The out-
comes of the study revealed that alterations in
land use land cover had an impact on the urban
environment. To guarantee sustainable develop-
ment, the urban planner and the city planning
department must supervise the pace and scale of
urban growth. To mitigate the adverse conse-
quences of haphazard and uncontrolled urban
expansion, policymakers might examine urban
growth variables under various LULC scenarios.
In addition, additional study is needed to assess
the consequences of urban growth on the urban
environment so that effective mitigation tech-
niques can be implemented.
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4Multi-temporal Dynamics of Land
Use Land Cover Change and Urban
Expansion in the Tropical Coastal
District of Kozhikode

Aakriti Grover and Ashique Vadakkuveettil

Abstract

Man is more dependent on the environment
than any other species, but his relentless
pursuit of development, comfort, and security
has exacerbated environmental stress, result-
ing in changes in land use and land cover over
time. Urbanization is one of the leading causes
of this phenomenon. By 2030, 60% of the
world’s population is projected to reside in
urban areas, with one in three people residing
in cities with populations of at least 500,000.
Understanding the significant urbanization
trends anticipated to emerge in the coming
years is essential for implementing the 2030
Agenda for Sustainable Development and
advancing efforts to develop a new urban
planning framework. This study examines the
change in land use and land cover in the
Kozhikode district between 1993 and 2018.
A supervised approach with a maximum
likelihood algorithm has been utilized for
classification purposes. Afterward, change
detection analysis is carried out. In addition,
the overall spatiotemporal characteristics of
city growth in the Kozhikode Urban Area
(KUA) are computed using a combination of

remotely sensed data and GIS-based buffer
gradient analyses. The findings indicate that
extensive areas of vegetation have been
transformed into urban areas. Moreover, the
concentration of built-up area was primarily
confined within 2 km of the city center and
decreased as one moved away from the city
center, indicating that the concentration of
urbanization in 1993 was in the vicinity of the
urban core. On the other hand, as one moves
away from the city center in 2018, a growing
trend of urbanized areas is observed. In
addition, numerous census towns were devel-
oped and merged with the primary urban area,
resulting in the rapid growth of the city. This
study advocates for appropriate stakeholder
action in this matter, given that this growth and
merger is occurring without prior planning.

Keywords

Land use land cover change � Change
detection � Urban expansion � GIS buffer
analysis � Landsat

4.1 Introduction

Rapid changes in land use and land cover as a
result of urbanization have a substantial impact
on biodiversity and ecosystem function, as well
as local and regional climate (Choudhury et al.
2019; Luck and Wu 2002; Vadakkuveettil and
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Grover 2022). Changes in land cover caused by
land use do not necessarily indicate land degra-
dation. Nonetheless, many shifting land use
patterns driven by a variety of social causes result
in land cover changes that impact biodiversity,
water and radiation budgets, trace gas emissions,
and other processes that collectively affect cli-
mate and biosphere (Riebsame et al. 1994).
Population growth and the ongoing demand for
housing and other amenities are inextricably
linked to human responses to environmental and
sociocultural stimuli which is one cause for the
increase in urbanized land (Antrop 2004;
Kulkarni and Ramachandra 2006; Viana et al.
2019). This process has led to the spontaneous or
unplanned development of typically dispersed
and inefficient urban areas (Ewing and Hamidi
2015; Hasse and Lathrop 2003).

The strategies of smart growth and sustainable
development of urban regions will depend upon
improvements in our knowledge of the causes,
chronology, and impacts of the process of urban-
ization and its driving forces (McKinney 2006;
Paul and Meyer 2001; Potter and Unwin 1995;
Swenson and Franklin 2000; Weng 2007). Hence,
land use/land cover (LULC) information and the
morphology and evolution of cities due to urban
sprawl have long been hot topics in geographic
research and urban planning to understand, rep-
resent, and model the complex urban system
(Antrop 2004; Bryant 2006; Douglass 1998;
Gaubatz 1999; Li et al. 2010; Sudhira et al. 2004).
Continual, historical, and precise information
about the LULC changes of the Earth’s surface is
extremely important for any kind of sustainable
development program, in which LULC serves as
one of the major input criteria. Thus, analyzing
and mapping both the present LULC situation as
well as the changes in LULC over time is recog-
nized as important to better understand and pro-
vide solutions for social, economic, and
environmental problems (Das 2009; Lu et al.
2004; Pelorosso et al. 2009). Also, such studies
are essential for the selection, planning, and
implementation of management strategies to meet
the increasing demands for basic human needs and
welfare of the ever-growing population.

Remote sensing and GIS are effective tools for
deriving accurate and timely data on the spatial
distribution of land use and land cover. GIS
offers a versatile environment for collecting,
storing, displaying, and analyzing the digital data
required for LULC detection (Anji Reddy 2001).
With the development of remote sensing and GIS
techniques, land use/land cover mapping has
become a useful and comprehensive tool for
enhancing the selection of agricultural, urban,
and industrial areas within a region (Selçuk et al.
2003). Since the end of the twentieth century,
advances in GIS and information technologies
have contributed to a substantial increase in
research studies focusing on patterns of urban
growth and its effects on human life and natural
resources (Terzi and Bolen 2009). These studies
facilitate comprehensive monitoring of physical
changes over time. Although extensive study has
been conducted on LULC, comparatively little
has been conducted on Kozhikode, despite the
fact that it is one of India’s fastest-growing cities
(Navaneeth et al. 2021; Nishara et al. 2021;
Wihbey 2016). According to a research by UN
Environment and the Lincoln Institute of Land
Policy, Kozhikode is the urban habitat with the
highest rate of growth. In a study of 200 cities
from around the world, 17 were from India, and
Kozhikode topped the list (www.zinfog.com).
However, there have been relatively few sub-
stantial research conducted on this topic, which
calls for attention. Consequently, this article will
throw light on these concerns.

4.2 Study Area

Kozhikode is one of the coastal districts of
Kerala (Fig. 4.1). Kozhikode district is bordered
on the north by Kannur district, on the east by
Wayanad district, on the south by Malappuram
district, and on the west by Lakshadweep Sea. It
is located between north latitudes 11° 08′ and 11°
50′ and east longitudes 75° 30′ and 76° 8′. It is
precipitating on sections of Survey of India
Toposheets 58 A and 49 M (T&CP Department
Kozhikode 2015).
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The district has an area of 2344 km2 and is
accessible by road, rail, and air (Vadakkuveettil
et al. 2022). The district is traversed by NH-17,
which connects Cochin and Mangalore. Kozhi-
kode, the district capital, is well connected by
road to the rest of the state. The Trivandrum–

Mangalore–Mumbai railway runs through the
district. The Kozhikode airport, which operates
several international flights to Gulf countries, is
located at Karipur in Malappuram district, very
close to Kozhikode city. Kozhikode city in the
Kozhikode district is currently one of the world’s
fastest-growing cities (Navaneeth et al. 2021;
Nishara et al. 2021).

4.3 Data Sources and Methodology

The methodology used in this study to create
land cover maps from satellite images consists of
the following phases: Acquisition of the satellite

imageries, pre-processing of satellite images,
creation of the training dataset, classification of
satellite images, accuracy assessment, change
detection analysis, and urban expansion map
(Fig. 4.2).

This study utilized Landsat 5 Thematic Map-
per I and Landsat 8 Operational Land Imager
(OLI) multi-spectral digital satellite data obtained
from the United States Geological Survey
(USGS) website (https://earthexplorer.usgs.gov/
). Landsat 5 images were acquired on January 23,
1993, and January 2, 1997, while Landsat 8
images were acquired on February 2, 2014, and
November 28, 2018. Landsat 7 Enhanced The-
matic Mappers (ETM+) have been discarded
because the Scan-Line corrector has been mal-
functioning since 2003, resulting in approxi-
mately 22% scene loss (Viana et al. 2019). The
quality of the image and the absence of cloud
cover influenced the selection of available
Landsat satellite images (All images have less

Fig. 4.1 Study area map
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than 2% land cloud cover). When using multi-
date images from different sources, different
atmospheric and terrain conditions may cause
data variations. Because the images initially
reported top of atmosphere (TOA) reflectance,
radiometric corrections, including atmospheric
correction, were used in this study to convert
their values to bottom of atmosphere reflectance.
The Environment for Visualizing Images (ENVI)
software package’s Fast Line-of-Sight Atmo-
spheric Analysis of Spectral Hypercubes
(FLAASH) module was used to make this cor-
rection (Nazeer et al. 2014).

The study area is classified into five major
land cover classes as per the NRSC and ISRO’s
level 1 land use/land cover classification (Arveti
et al. 2016), i.e., vegetation, built-up area, agri-
cultural land, waterbodies, and waste land, using
a supervised technique combined with the

maximum likelihood classification method in
ArcGIS 10.8. For supervised classification, well-
distributed regions of visually homogeneous
spectral response (30–40 training samples per
class) were selected. These features are also
known as area of interest (AOI). In addition,
these AOI are added to the editor for spectral
signatures. Using Google Earth, pre-
classification ground truth was utilized to aid in
the selection of training samples. The land use
and land cover classes derived from digital image
classification were validated using data from
post-classification limited ground verification
and high-resolution Google Earth images.
Finally, an evaluation of accuracy has been
conducted. Microsoft Office Excel 2019,
IBM SPSS Statistics 20, and OriginPro 2021
were used to create all statistical calculations and
graphs.

The accuracy of the classified images was
evaluated using a random sample of 330 points
for each year. For the years 1993, 1997, 1998,
and 2018, the overall accuracy of the classified
maps is 0.92, 0.94, 0.97, and 0.95, respectively.
The year-specific Kappa coefficients are 0.88,
0.92, 0.95, and 0.93. The value of Kappa is
always less than or equal to 1. A high Kappa
value indicates more accurate information.
According to the classification provided by
Monserud and Leemans (1992), the accuracy of
the classified land use is in excellent accord with
the real world.

Following this, change detection analysis is
performed. Utilizing at least two period data sets
is required to detect changes in land use/land
cover. In this study, four independently classified
photos for the years 1993, 1997, 2014, and 2018
were compared post-classification to provide a
change detection analysis. In addition, this study
employed a GIS-based buffer analysis that
incorporated circular buffer zones encircling the
city center to study the urban expansion. Each
buffer zone was used as a fundamental spatial
unit to characterize distance-dependent urban
growth behavior with their constructed area val-
ues over a specified time period.

Fig. 4.2 Methodology flow chart
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4.4 Results and Discussion

4.4.1 Land Use Land Cover
Classification

Land use maps were extracted for four years in
accordance with classification criteria using the
corrected remote sensing image. Land use was
classified into five types. The LULC classifica-
tion of KUA for the years 1993 and 2018

indicates significant differences in land use and
land cover patterns (Figs. 4.3, 4.4 and 4.5,
Tables 4.1 and 4.2). Out of the total area in 1993,
vegetation accounted for the largest proportion
(75.58%), followed by agricultural land
(15.75%). Built-up, waste land, and waterbod-
ies covered a small area, accounting for only
3.85%, 2.86% and 1.95% of the total, respec-
tively. In 1997, the pattern remained almost
similar; however, there was a slight decrease in

Fig. 4.3 LULC map of the Kozhikode District for the years a 1993, b 1997, c 2014, and d 2018
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Fig. 4.4 Percentage of area under different LULC classes for the years a 1993, b 1997, c 2014, and d 2018

Fig. 4.5 Net area change of
LULC classes in different
time intervals
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vegetation area (73.21%) while an increase in
built-up area (7.67%). Compared with 1993 and
1997, evident changes in the land use types had
occurred by 2014 and 2018. The greatest
increase in area is found in built-up area, i.e.,
180.60 km2 of area in 1997 increased to
583.38 km2 (24.76%) in 2014, which augmented
to 794.90 (33.74%) in 2018. The total built-up
area increased by 704.13 km2 during the 25-year
period. Immigrants from the Middle East spurred
an economic boom in Kozhikode, which is one
of the major reasons for the increase in built area
(Veettil and Grondona 2018; Zachariah and
Rajan 2015). However, the area of vegetation
and agriculture has decreased by 399.54 km2 and
267.34 km2, respectively, in this time span. To
varying degrees, water bodies and waste lands
also decreased.

The results of the change detection analysis
clearly demonstrate that the majority of agricul-
tural lands and vegetated regions have vanished as
urban settlements have expanded (Figs. 4.6 and
4.7). Change detection is highly effective for ana-
lyzing urban landscape pattern changes (Batisani
Yarnal 2009; Chen et al. 2009; Dewan and Yam-
aguchi 2009; El-kawy et al. 2011).

4.4.2 Urban Expansion

To gain a better understanding of the city’s
growth, a buffer analysis is performed by con-
structing seven concentric rings, each with a
2 km radius (Fig. 4.8). The Valiyangadi market
is regarded as the city center for the purposes of
this buffer analysis. In 1993 and 1997, the
concentration of built-up area was largely con-
fined within 2 km of the city center, with a total
area of 5.35 km2 and 6.72 km2, respectively; this
concentration decreased as one moved away
from the city center (Figs. 4.8, 4.9 and
Table 4.3). In the 1990s, most urban activities
were confined to the vicinity of the Valiyangadi
market, making the 2 km radius highly packed,
which indicates that the urbanization intensity in
1993 and 1997 was concentrated in the imme-
diate locality of urban centers. Beyond 2 km,
there is a consistent decline in the density of
built-up. Contrary to that, in 2014 and 2018,
there can be seen an increasing trend of built-up
areas while moving away from the city center.
As the inner core of the city highly saturated
with built-ups, the outlying buffers began to
expand. The maximum increment of the built-up

Table 4.1 Area under different LULC classes for the years 1993, 1997, 2014, and 2018

Land cover classes Area (in km2) 1993 Area (in km2) 1997 Area (in km2) 2014 Area (in km2) 2018

• Water bodies 46.04 52.51 35.92 35.51

• Agricultural land 371.17 312.39 205.88 103.83

• Vegetation 1780.70 1727.30 1457.48 1381.16

• Built-up area 90.77 180.60 583.38 794.90

• Waste land 67.43 83.31 73.44 40.71

Total area 2356.11 2356.11 2356.11 2356.11

Table 4.2 Net area
changes of LULC classes
in different time intervals

Land cover classes Net area change (in km2)

1993–1997 1997–2014 2014–2018 1993–2018

Water bodies 6.47 −16.58 −0.41 −10.53

Agricultural land −58.78 −106.51 −102.05 −267.34

Vegetation −53.41 −269.81 −76.32 −399.54

Built-up area 89.83 402.78 211.52 704.13

Waste land 15.88 −9.87 −32.73 −26.72
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area can be observed within 6 and 8 km radius.
However, after 8 km, there can be seen a
decreasing trend in the built-up area. The least
urban expansion occurred within a 2 km radius,
which may be attributed to the scarcity of
available space, the high cost of land, and the
presence of diverse economic activities within

the old city region. In summary, the emergence
of various census towns that amalgamated with
the city and expanded its size is a key factor in
Kozhikode city’s expansion. This quick devel-
opment of Kozhikode was fueled by the real
estate and gulf booms (Zachariah and Rajan
2015).

Fig. 4.6 Percentage of LULC transition between a 1993–1997, b 1997–2014, c 2014–2018, d 1993–2018
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Fig. 4.7 Change detection map
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Fig. 4.8 Zone-wise urban expansion map of Kozhikode district

Fig. 4.9 Zone-wise urban
expansion graph of
Kozhikode district
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4.5 Conclusion

In this study, the land use and land cover of the
Kozhikode district have been analyzed using
Landsat 5 and Landsat 8 satellite images for the
years 1993, 1997, 2014, and 2018. According to
the findings, huge amounts of vegetation in the
district have been converted to built-up areas.
Urban areas are rapidly developing at the expense
of vegetated and agricultural areas. As stated in this
study, built-up areas were confined to a restricted
level, i.e., within the vicinity of the city, which later
on unbind to the larger vegetated and agricultural
area. Consequently, city and town planners, as well
as government officials, who seek a more thorough
understanding of the urban environment in order to
plan for sustainable growth, can rely on these kinds
of studies. The importance of urban planning in the
city of Kozhikode was highlighted in this study, as
vegetative areas are being converted to built-up
areas at an alarming rate without planning. The
results of this research work have the potential to
provide some insight on the critical significance of
immediate planning intervention that is required in
Kozhikode.
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Abstract

The rapid urbanization driven by population
growth and economic development has led to a
drastic transformation of urban landscape in
the cities of developing countries. As a result,
large-scale changes in the urban land use land
cover (LULC) pattern have been noted in
recent decades. The present study is intended
to study the LULC changes in the financial
capital of India that is Mumbai city from 1991
to 2018 as well as forecast LULC changes for
2030. The Landsat datasets has been used for
the LULC mapping of 1991, 2001, 2011 and
2018. For the LULC classification, unsuper-
vised classification has been used employing K
means clustering technique. The kappa coef-
ficient has been applied for examining the
accuracy of classified LULC maps. The LULC
changes have been forecasted for 2030 by
integrating artificial neural networks (ANN)
and cellular automata (CA). The results of the

study show large-scale changes in all LULC
categories. The built-up area of the Mumbai
city has increased from 28 to 57% of the total
area of the city from 1991 to 2018. The
vegetation, crop land and open land have
witnessed considerable decline in the coverage
area from 1991 to 2018. The results of LULC
forecasting shows that the built-up will
increase from 55 to 66% of the total area in
Mumbai by 2030. At the same time, the area
under open land and vegetation will reduce
from 10.26 to 3.79% and 23.33 to 21.19%,
respectively, by 2030. The finding of this study
may be utilized in the urban planning of
Mumbai city and its adjacent areas.

Keywords

Land use land cover (LULC) � K means
clustering � Cellular automata � Artificial
neural network � Built-up expansion �
Mumbai city

5.1 Introduction

The process of urbanization is rapidly changing
the landscape in the developing countries with
higher concentration of population settling in the
urban areas (Zhongming et al. 2020). This urban-
ization is mainly driven by the economic devel-
opment, increased employment opportunities and
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higher standards of living (Sarkar 2020; Crank-
shaw and Borel-Saladin 2019). The increasing
concentration of population in the in urban centers
results in large-scale changes in land uses in these
cities (Hussain et al. 2020; Zope et al. 2016; Nai-
koo et al. 2022). The emerging land use patterns
are characterized by the predominance of imper-
vious surfaces and declining concentration of
vegetation and crop land (Naikoo et al. 2020). The
increased proportion of impervious surfaces has
resulted in various environmental problems like
urban heat island (Mallick et al. 2013), decline in
urban landscape quality (Kumari et al. 2019),
water logging (Zhang et al. 2016), decline in
groundwater quality and quantity (Roy et al. 2020;
Lorenzen et al. 2012), increase in urban crime
(Patil and Sharma 2020), etc. Thus, mapping and
monitoring of urban land use land cover (LULC)
changes and urban growth are highly required in
the developing cities of the world.

Remote sensing and geographical information
system (GIS) have been successfully used in
mapping the features as well as processes taking
place on the surface of earth (Wentz et al. 2014;
Chaminé et al. 2021). One of the most important
and frequently used application of remote sens-
ing and GIS is the mapping of changes taking
place in LULC over the surface of earth (Dewan
and Yamaguchi 2009). Different methodologies
have been used for classification of LULC
including maximum likelihood classification, K
means clustering as well as machine learning
algorithms (Talukdar et al. 2020; Wang and
Maduako 2018). In the present study, K means
clustering technique has been used for the LULC
classification. The K means clustering has been
commonly used to classify LULC in the Indian
cities. Naikoo et al. (2020) used K means clus-
tering for LULC classification of Delhi NCR and
reported an accuracy level of more than 85%.
Similarly, Viana et al. (2019) used K means
clustering in Portugal for LULC classification
with an overall accuracy level in excess of 80%.
Several methodologies have also been developed
and applied for the LULC probabilities as well as
forecasting (Das et al. 2022; Singh et al. 2015).
Important methodologies for LULC forecasting
include cellular automata, SLEUTH model,

artificial neural networking, random forest
model, Markov chain, agent-based models, etc.
(Aburas et al. 2017). The application of these
methodologies depends upon the availability of
data and the objective of the study (Tripathy and
Kumar 2019).

The Indian cities are witnessing large-scale
changes in the redistribution of population due to
rapid urbanization in last few decades with more
population concentrating in the urban areas
(Ahluwalia et al. 2014). As a result, the Indian
cities are subjected to fast built-up expansion
resulting in various issues like urban sprawl,
congestion, environmental issues like UHI, pol-
lution, loss of ecosystem services, etc., leading to
unsustainable urban development (Gumma et al.
2017; Shahfahad et al. 2022; Das and Das 2019).
Therefore, monitoring the LULC changes and
built-up expansion is essential for sustainable
growth of Indian cities. Studies have been done
to monitor the LULC changes in the metropolitan
cities of Indian including Delhi (Naikoo et al.
2020), Mumbai (Shahfahad et al. 2021), Chennai
(Mathan and Krishnaveni 2020) and Kolkata
(Mondal et al. 2016). In the context of Mumbai
city, studies have been done to quantify the
LULC changes (Shahfahad et al. 2021; Jain et al.
2021; Rahaman et al. 2021) however, none of
these studies have analyzed sub-district-wise
changes in LULC patterns and forecasted
LULC patterns. Therefore, the present study is
intended to assess the LULC changes in Mumbai
city as well as forecast the same for 2030 using
ANN based cellular automata.

5.2 Materials and Methods

5.2.1 Study Area

Mumbai is located at the western coast of India
and is the largest metropolitan city in India in
terms of population. Mumbai lies between 72° to
72°59′ E longitude and 18°53′ to 19°16′N latitude
spreading over 603 km2 (Fig. 5.1). The city has a
tropical moist type climate with mean annual
rainfall above 250 cm (1901–2015) with higher
concentration in the months of June to August
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(Roy and Balling 2005). Mumbai city has an
average relative humidity ranging from 54.5 to
85.5% (Rahaman et al. 2021). The Mumbai city
has experienced rapid growth in population in
recent decades due to higher financial prospects of
the city. Mumbai city has witnessed rapid growth
of population which has resulted in the degrada-
tion of environment leading to several eco-
environmental problems in the city (Sarkar et al.
2020). According to the Mumbai Metropolitan
Region Development Authority (MMRDA)
report, nearly 5 million new housing units will be
required to accommodate the increasing popula-
tion of the city by 2022 (MMRDA 2016). Thus,
the built-up area is expected to increase manifolds
in coming decades.

5.2.2 Materials Used

The study is based on Landsat data downloaded
from USA geological survey (USGS) website.
Landsat (TM, ETM and OLI) data has been used
for the year 1991, 2001, 2011 and 2018 to get the
LULC classified images as well as for forecast-
ing. The shapefile for Mumbai has been obtained
from survey of India toposheet at a scale of
1:25,000. For LULC forecasting, eight condi-
tioning variables have been used including ele-
vation, slope, aspect, distance from built-up area,
distance from water bodies, distance from vege-
tation, distance from transport network and
population. The details of these conditioning
variables have been presented in Table 5.1.

Fig. 5.1 Location of the study area
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5.2.3 Methods

The present study is intended to study the LULC
changes in Mumbai city as well as forecast its
changes for 2030. For this purpose, satellite data
has been used for LULC classification using
unsupervised method. Further, with the help
conditioning variables and ANN-based cellular
automata, LULC changes have been simulated
for 2030. The details of the methodology are
presented in Fig. 5.2.

5.2.3.1 Satellite Data Pre-processing
The satellite data was downloaded from the Earth
Explorer website of USGS, and then atmospheric
and radiometric corrections were done to
increase the image quality for easy interpretation
and analysis. Various image correction and

enhancement techniques available include haze
and noise reduction, histogram equalization, fil-
tering, image fusion, etc. (Lu and Weng 2007). In
the present study, the layer staked images were
subjected to atmospheric and radiometric cor-
rection including image fusion, haze and noise
reduction as well as histogram equalization.
Besides all the condition variables were resam-
pled to fit the scale of the input parameters to that
of LULC images.

5.2.3.2 LULC Classification
and Accuracy Assessment

There are several methods for carrying out LULC
classification including Iterative Self-Organizing
Data Analysis Technique (ISODATA), K means
clustering, etc. (Goncalves et al. 2008). In this
study, LULC classification has been carried out

Table 5.1 Details of the satellite datasets used

Data Criteria LULC
simulation

Description Source Year

DEM Elevation Conditioning
parameters

SRTM DEM,
30-m resolution

https://
earthexplorer.
usgs.gov/

2014

Slope Conditioning
parameters

SRTM DEM,
30-m resolution

https://
earthexplorer.
usgs.gov/

2014

Aspect Conditioning
parameters

SRTM DEM,
30-m resolution

https://
earthexplorer.
usgs.gov/

2014

LULC LULC Input data Landsat (TM,
ETM+ & OLI)

https://
earthexplorer.
usgs.gov/

1991, 2001,
2011 & 2018

Distance from
built-up area

Conditioning
parameters

Landsat (TM, &
OLI)

https://
earthexplorer.
usgs.gov/

2011 & 2018

Distance from
vegetation

Conditioning
parameters

Landsat (TM, &
OLI)

https://
earthexplorer.
usgs.gov/

2011 & 2018

Distance from
water bodies

Conditioning
parameters

Landsat (TM, &
OLI)

https://
earthexplorer.
usgs.gov/

2011 & 2018

Transport
network

Distance from
Transport Network

Conditioning
parameters

Major and minor
roads

http://www.diva-
gis.org/gdata

2011

Population Population Conditioning
parameters

Grid-wise
Population data

– 2011

City
shapefile

City boundary Input data City boundary of
Mumbai city

Survey of India
Toposheet

2005
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using K means clustering method in ERDAS
Imagine software. K means clustering divides
m number of observations on a m dimensional
surface into k clusters (Gupta and Venkatesan
2020). A total of six major LULC classes have
been identified in Mumbai, i.e., built-up, crop-
land, open land, water body, dense vegetation
(forest) and sparse vegetation (scrubland) based
on NRSC level I classification scheme. The
identified classes were validated by field visits
and the using GPS. Finally, LULC change was
estimated using multi-temporal raster layers for
1991, 2001, 2011 and 2018 and comparing their
corresponding statistics.

5.2.3.3 Preparation of the Conditioning
Parameters for Future
LULC Simulation

For simulation of LULC, some independent
parameter needs to be identified that can explain
the growth of LULC changes over time. Hence, in

this study, eight conditioning parameters have
been identified namely elevation, slope, aspect,
distance to waterbody, distance to built-up area,
population and distance to transportation network
(Fig. 5.3). Physical factors, i.e., elevation, slope
and aspects, are considered as important factors
that determine the LULC change (Birhane et al.
2019). Elevation, slope and aspect have been
derived from Advanced Land Observing Satellite
(ALOS) Polarimetric Phased Array L-band Syn-
thetic Aperture Radar (PALSAR) digital eleva-
tion model. The population data has been taken
from gridded population data taken from
Socioeconomic Data and Applications Center
(SEDAC) website hosted by Center for Interna-
tional Earth Science Information Network (CIE-
SIN) at Columbia University. Population growth
is the primary cause leading to the changes in
LULC changes. Euclidian distance has been used
to obtain the distance to built-up area, vegetation
and water bodies from LULC images.

Landsat Datasets Influencing Factors

Elevation Slope

Aspect

Distance from Vegetation

Population

Distance from Water bodies

Atmospheric & 
Radiometric Correction

Land use/Land cover 
(LU/LC) Classification

Distance from Built-up LU/LC 
Change 

Detection

CA-ANN

Forecasting LULC for 2020 Forecasting LULC for 2030

Accuracy Assessment

Urban Area Expansion

Distance from Transport

Fig. 5.2 Flowchart of the
methodology
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Fig. 5.3 LU/LC simulation conditioning parameters
a elevation, b slope, c aspect, d population, e distance
from built-up area 2011, f distance from built-up area
2018, g distance from transport network, h distance from

vegetation 2011, i distance from vegetation 2018,
j distance from water bodies 2011 and k distance from
water bodies 2018
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5.2.3.4 Simulation of Future LULC
Pattern

The LULC changes have been simulated for 2030
using artificial neural network (ANN)-based cel-
lular automata (CA). ANN estimates LULC
transformation probabilities using multiple output

neurons by simulating several LULC changes.
The transition probabilities learnt from ANN
learning process are used by the CA to simulate
LULC changes (Saputra and Lee 2019). The CA-
ANN model was applied in six steps using QGIS
open-source software version 3.22.

Fig. 5.3 (continued)
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In the first step, the input layers of neural
network are defined to simulate the future LULC
changes. The simulation process executes at
pixel level, in which each pixel in the neural
network gets input from n-attributes. The attri-
butes in the neural network can be estimated
using Eq. 5.1.

X ¼ x1; x2; x3; . . .. . .. . .; xn½ �T ð5:1Þ

where x1; x2; x3 are attributes, and T represents
the transposition. In this step, the LULC maps of
1991, 2001, 2011 and 2018 along with all con-
ditioning variables are used as input layers.
These conditioning variables were resampled at
30 m resolution in raster format to match the
resolution with the LULC images and for
obtaining the attributes. In the second step, cor-
relation between the conditioning variables was
ascertained by two-way raster comparison, in
which first raster is selected from one variable,
while second raster is selected from different
variables. Further, in this step, the change in area
from starting raster to final raster is calculated,
and transition matrix for the proportion of
changed pixels was calculated.

In third step, transition probabilities were
modeled using ANN. The structure of neural
network is made up of three layers input layer,
hidden layer and output layer. The input layer
involves the resampling of each variable into 0
and 1, and each variable gets associated with a
neuron. In hidden layer, the signal received by
any neuron from input layer at any time is given
by Eq. 5.2.

netj k; tð Þ ¼
X

i
wi;kx

0
iðk; tÞ ð5:2Þ

where wi,k describes the weight between the input
and hidden layers; x

0
i refers to the i scaled attri-

bute which is associated with the neuron i in the
input layer related to the k-th cell at time t. A
total of 12 neurons have been used to get perfect
fit of a continuous function in the neural net-
works. The output layer has 6 neurons which
corresponds to the 6 LULC classes. Further, the
neuron m in the output layer generates a value

which represents the transition probabilities from
original LULC type m. The transition probability
is calculated as per the output function in the
neural network given by Eq. 5.3.

P k; t;mð Þ ¼
X

j
wj;m

1

iþ e� netjðk; tÞ0
ð5:3Þ

where P(t, k, m) represents the possibility of
conversion to m-class LULC at time t for the cell
k, while wj,l refers to the refers to the weight
between hidden layer and output layers.

The fourth step involves applying the CA
model to simulate LULC change. The CA is
made up of regular spatial grids of cells that can
be used in any number of states, depending on
the states of surrounding cells. It evaluates the
structure of cell connections in the vicinity of a
single cell. The validation of simulated LULC
maps was completed in next step, followed by a
comparison of the simulated and original LULC
maps from 2018. Finally, following confirma-
tion, the LULC projection for 2018 was made
based on the assumption that the current LULC
change pattern will continue.

5.3 Results and Discussion

5.3.1 LULC Pattern During
1991–2018

The LULC pattern for Mumbai city from 1991 to
2018 has been divided into six categories
including built-up area, crop land, dense vege-
tation, sparse vegetation, water bodies and open
land (Fig. 5.4). For LULC classification, K
means clustering has been used which is simple
and easy to execute and has been successfully
used by several studies as well (Naikoo et al.
2020; Viana et al. 2019). In Mumbai city, the
built-up area is mostly concentrated in the
southern peninsular parts of the city in 1991. The
prominence of built-up area increases in the
subsequent time periods toward the western and
eastern parts of the city. In 2018, with the
exception of the central region of city and small
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portions in NW and SE, entire landscape is
covered by built-up area. Thus, in Mumbai, the
built-up area increased both in core (peninsular
part) and other peripheral parts. Previously,
studies have shown the infilling in the core due to
continues migration and population growth in
cities (Yang et al. 2018). Further, the expansion
of built-up area into the peripheries of core is
occurring due to congestion in the core region
(Güneralp et al. 2020). Dense vegetation is pre-
sent in the central region of the city and in pat-
ches in the eastern and western stretches of the
city. Over time, there is little change in the
homogeneity of the dense vegetation in the
central region but its presence in other parts of
the city diminishes considerably. Cropland is
present on the extreme NW and NE of the
Mumbai city in 1991, and over time, the agri-
cultural land on the NE declined considerably,
while on the NW, it disappeared in 2018.

In 1991, the maximum area of Mumbai city
was under vegetation (215 km2), and minimum
was under water bodies (27.19 km2), while the
area under built-up area was only 173 km2

(Table 5.2). Over all, the maximum percentage
area was under vegetation (35%) followed by

built-up area (28%) and minimum area was
under water bodies (4.50%) and crop land
(5.82%) in 1991. In 2001, the percentage area
under built-up was 40% which increased up to
49% in 2011 and 57% in 2018. Similarly, the
percentage area under crop land was about 3% in
2001, 2.46% in 2011 and 1.71% in 2018. The
percentage area under scrubland was about
11.93% in 1991, 9.45% in 2001, 11.08% in 2011
and 10.61% in 2018. In 1991, open land occu-
pied 13.34% area in 1991, 11.69% in 2001,
6.58% in 2011 and 5.59% in 2018. In 2018, the
area was maximum under built-up (346 km2)
followed by vegetation (21%), while the area was
minimum under crop land (10.32 km2). In terms
of percentage, the maximum area was under
built-up area (about 57%) followed by vegetation
cover (21%) and scrubland (10.61%), while open
land (5.59%) and water bodies (3.36%) had very
low percent of area under it.

The city of Mumbai is divided into six sub-
districts namely Greater Mumbai, Andheri,
Borivali, Kurla, Thane and Mira Bhayandar.
Among the sub-districts, the built-up area is
maximum in greater Bombay with value ranging
from 71km2 in 1991 to 91km2 2018 (Fig. 5.5).

Fig. 5.4 Land use/land cover (LU/LC) pattern of Mumbai city during 1991–2018
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The built-up area is minimum in Mira Bhayandar
in 1991 (6.59%), while in 2018, it is minimum in
Borivali (37.11km2). The area under open land is
maximum in Mira Bhayandar which constitutes
about 32.1% in 1991 and 12% of the total open
area of the city in 2018. The open area is mini-
mum in greater Bombay constituting about 4% in
1991 and 1.82% of the total open area of the city
in 2018. Dense vegetation is maximum in Bori-
vali making up to 34% of the total area under
dense vegetation in 2018. Similarly, Borivali has
the maximum area under scrubland constituting
to about 12% in 1991 and 15% of the total area
under scrubland in 2018. In 1991, the area of
crop land is maximum under Mira Bhayandar
(15.5%), while in 2018, it is maximum in Kurla
(2.22%). The area under water bodies is maxi-
mum in Borivali throughout the study time.
Thus, maximum area under dense vegetation,
scrubland and water bodies is found in Borivali
sub-district of Mumbai city.

5.3.2 LU/LC Change During
1991–2018

The transformation of one LULC class into
another in Mumbai city has been presented in
Fig. 5.6 and Table 5.3. The built-up area
expansion of about 350 km2 has come mostly at
the cost of vegetation (96.6 km2), open land
(41 km2), scrubland (22 km2) and crop land

(12.35 km2). The expansion of built-up area at
the expense of vegetation, open land and scrub-
land has been reported in several parts of the
globe (Nong et al. 2018; Spyra et al. 2021;
Naikoo et al. 2023). Vegetation has witnessed a
maximum decline up to 129 km2 and has been
transformed mostly into scrubland (13.18 km2),
open land (7.86 km2), crop land (7.1 km2) and
built-up area (2.47 km2). However, the area
under scrubland has declined marginally by
7 km2. The scrubland got converted into in to
built-up area (22.25 km2), vegetation
(13.18 km2) and open land (3.06 km2). At the
same time, the scrubland increased it area from
open land (16.21 km2) and water body
(5.1 km2). In Mumbai city, the open land has
been converted into built-up (41 km2), scrubland
(16.21 km2) and vegetation (7.86 km2). Crop
land was converted into built-up area
(12.35 km2) and open land (7.45 km2).

5.3.3 Sub-district-Wise Change
in LU/LC Pattern

The heat-map prepared using R Studio software
package shows LULC changes in the sub-district
of Mumbai city during 1991–2018 (Fig. 5.7).
The analysis of figure shows that the built-up
area has increased in the all the sub-districts of
Mumbai city. At the same time, the scrublands,
open land and vegetation cover had experienced

Table 5.2 Land use land cover (LULC) change in Mumbai city during 1991–2018

LU/LC
class

1991 2001 2011 2018

Area in
km2

Area in
percent

Area in
km2

Area in
percent

Area in
km2

Area in
percent

Area in
km2

Area in
percent

Built-up
area

173.09 28.67 247.09 40.90 296.79 49.16 346.02 57.31

Open land 80.57 13.34 70.16 11.69 39.74 6.58 33.78 5.59

Vegetation 215.8 35.74 179.48 29.71 159.05 26.34 129.27 21.41

Scrubland 71.96 11.93 57.18 9.46 66.87 11.08 64.08 10.61

Cropland 35.17 5.82 23.47 3.88 14.86 2.46 10.32 1.71

Water
bodies

27.19 4.50 26.40 4.36 26.47 4.38 20.31 3.36

Total 603.78 100 603.78 100 603.78 100.00 603.78 100.00
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consistent decline. Overall, the maximum change
has been noticed from the vegetation cover, open
land and built-up area. Studies shows that in the
process of urbanization, the built-up areas
expand mostly at the expense of vegetation
cover, cropland and open land (Borrelli et al.
2020). However, in Mumbai city, the cropland
was present in very low proportion in 1991
which has been declined to almost half of its total
area during 1991–2018. Contrary to this, the
vegetation cover had the maximum areal

coverage in 1991 with 215.18 km2 area under it
which had declined to 129.27 km2 in 2018.
Shahfahad et al. (2021) reported a similar result
for LULC changes in Mumbai city. During
1991–2018, while open land has seen the greatest
reduction in Andheri and Kurla sub-districts, the
greatest decline in vegetation cover was seen in
Andheri and Mira Bhayandar sub-districts.
However, the built-up area had increased in all
the sub-districts with a consistent rate during
1991–2018.
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Fig. 5.5 Sub-district-wise
variation in LU/LC pattern in
Mumbai city during 1991–
2018
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5.3.4 Analysis of Classification
Accuracy

The accuracy assessment is a critical exercise in
post classification analysis of LULC mapping.
The accuracy assessment of the LULC has been
assessed with the help of Kappa coefficient
employing users’ accuracy, producer accuracy
and overall accuracy. User’s accuracy for all the
classified maps is over 78% with highest user’s
accuracy in case of 2018 (93.17%) and 2011
(93.02%). Similarly, the producer’s accuracy
ranges from 75% (2030) to 93.49% (2018). The
overall accuracy of the LULC maps is maximum
in 2018 with a value of 93% followed by 2011
with 92.80% accuracy. The overall accuracy is
minimum in 2030 with a value of 76.63%
(Table 5.4).

5.3.5 Analysis of Simulated LU/LC
for 2020 and 2030

The LULC simulation has been done in two
steps. The conditioning variables of 2011 have

been used to simulate LULC change for 2020 in
the first step. This simulated LULC was cross
checked with the actual LULC of 2018. Once the
similarity was established between simulated
LULC for 2020 and actual 2018 through visu-
alization, the second step was proceeded. In this
step, the conditioning variables of 2020 have
been used to forecast LULC changes for 2030
using ANN-based cellular automata. The cellular
automata has been preferred for LULC furcating
because it not only predicts the futuristic changes
in LULC but also takes into account the influence
of each conditioning factors (Wu et al. 2022).
The forecasted LULC of 2030 shows a further
expansion of built-up area especially in the NW
and SE of the study area (Fig. 5.8).

The area under different LULC categories for
simulated 2020 and forecasted 2030 has been
presented in Table 5.5. Table 5.5 shows that
maximum area of 332 km2 is under built-up in
2020, while minimum area is under crop land
(24.61 km2). Similarly in forecasted 2030, built-
up area further increases to 400 km2 while crop
land is reduced to only 2.86 km2. With the
exception of built-up area, all other LULC

Fig. 5.6 LU/LC change in Mumbai city during 1991–2018
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categories are expected to witness a decline in
coverage area in 2030. The maximum decline is
expected in open land whose coverage area is
reduced from 61 to 22.91 km2 only from 2020 to
2030.

5.4 Conclusion

The study has been done to analyze and forecast
the spatio-temporal LULC pattern in Mumbai
city using Landsat datasets. For forecasting of

LULC changes for 2030, ANN integrated with
CA has been used. The study’s findings indicate
that the built-up area has grown from 28% to the
57% of the total area of the city from 1991 to
2018. While, the vegetation, open land and crop
land have declined from 35, 13.34 and 5.582% in
1991 to corresponding values of 21.41, 5.59 and
1.71% in 2018. Further, built-up area is expected
to increase up to 66% of the total area of the city
by 2030 as shown by the LULC simulations. The
built-up area in Mumbai has expanded mostly on
vegetation and open land. Among the sub-

Table 5.3 LU/LC transition matrix

LU/LC classes Water body Cropland Scrubland Vegetation Built-up area Open land

1991–2001 (in km2)

Water body 17.94 0.06 3.29 0.41 1.5 2.47

Crop land 0.12 18.18 1.25 5.63 2.52 9.45

Scrubland 2.22 0.31 36.73 15.79 10.1 8.2

Vegetation 0.5 2.62 8.02 137.56 54.27 12.69

Built-up area 1.86 0.08 1.22 9.93 159.22 1.67

Open land 3.46 2.21 6.5 10.12 20.43 39.62

2001–2011 (in km2)

Water body 18.37 0.39 2.08 0.39 3 1.06

Crop land 0.11 9.45 1.53 7.14 3.57 1.64

Scrubland 1.9 0.69 37.11 8.61 6.21 2.05

Vegetation 0.84 1.31 11.97 115.21 40.07 9.98

Built-up area 1.51 0.81 3.07 14.78 225.68 2.13

Open land 3.62 2.2 12.12 14.92 18.27 22.86

2011–2018 (in km2)

Water body 16.04 0.22 2.85 0.67 4.08 2.52

Crop land 0.18 8.17 0.94 1.16 2.81 1.58

Scrubland 0.64 0.28 46.66 10.48 7.39 2.43

Vegetation 0.34 1.43 6.79 103.04 38.16 11.29

Built-up area 1.76 0.19 2.7 7 283.96 1.16

Open land 0.8 0.02 5.65 6.85 9.36 17.06

1991–2018 (in km2)

Water body 13.51 0.19 5.1 0.56 4.91 1.37

Crop land 0.31 7.48 2.45 7.1 12.35 7.45

Scrubland 1.76 0.5 32.48 13.18 22.25 3.06

Vegetation 0.73 0.63 8.8 98.1 96.6 10.81

Built-up area 1.24 0.09 1.02 2.47 168.56 0.61

Open land 2.72 1.43 16.21 7.86 41.34 12.81
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Fig. 5.7 Sub-district-wise LU/LC change in Mumbai city during 1991–2018

Table 5.4 Accuracy assessment of LU/LC maps using Kappa coefficient

Year User’s accuracy (%) Producer’s accuracy (%) Overall accuracy (%) Kappa coefficient

1991 88.23 88.71 87.20 0.883

2001 87.42 87.08 85.80 0.879

2011 93.02 93.05 92.80 0.941

2018 93.17 93.49 93.01 0.957

2020 86.32 85.18 85.12 0.824

2030 78.52 75.25 76.63 0.754

82 M. W. Naikoo et al.



districts, the built-up area has increased in all the
sub-districts. However, Andheri and Mira
Bhayandar sub-district has seen the maximum
reduction in vegetation cover, while open land
had witnessed maximum decline in Andheri and
Kurla sub-districts. Moreover, the vegetation
cover, scrubland and open land are expected to
decline significantly, mostly in the northern sub-
districts like Mira Bhayandar and Thane.

However, water bodies did not show a significant
change in near future because most of the water
bodies in Mumbai city is either protected or in
the form of rivers and bays. The finding of the
study that the process of urbanization leading to
LULC changes has been taking place at a rapid
pace and is expected to increase further in near
future. Thus, there is an urgent need for the
regulation and planning of the LULC changes

Fig. 5.8 Simulated LU/LC
pattern of Mumbai for the
year 2020 and 2030

Table 5.5 Area under
simulated LU/LC types in
Mumbai for 2020 and 2030

Class 2020 2030

Are in km2 Area in percent Are in km2 Area in percent (%)

Water bodies 24.61 4.08 20.88 3.46

Vegetation 140.88 23.33 127.95 21.19

Open land 61.96 10.26 22.91 3.79

Scrubland 29.28 4.85 28.72 4.76

Built-up area 332.93 55.14 400.46 66.33

Crop land 14.12 2.34 2.86 0.47

Total 603.78 100.00 603.78 100.00
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taking place in Mumbai city. Further research in
this direction can be directed toward finding the
local underlying factors leading to LULC chan-
ges as well as simulation can be done for longer
time period using other methodologies like CA
Markov and CA integrated machine learning
algorithms.
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Abstract

In India, cities have been experiencing rapid
urbanization from the last decade. Rapid land
transformation activities have been taking
place in and around the city areas. This type
of anthropogenic activity disrupts the ecolog-
ical equilibrium. The present study has used
remotely sensed data Landsat 5 TM and
Landsat 8 OLI for the land use and land
cover (LULC) classification and to analyze
urban expansions that are the result of the
dynamic processes related to landscape mod-
ification. The main objective of this work was
analysis and identification of urban sprawl in
Kanpur city, India. The built-up classification
has been the quantification using satellite
imageries of 2004, 2011 and 2021 data over
a period of 17 years. To evaluate the trend and
extent of urban growth, multi-ring buffer
(MRB) method has been applied, and Shan-
non’s entropy estimation has been performed

with MRB. The spatial analysis has been done
by dividing study region into nine concentric
circles of 2 km each, with increasing order of
outward. The Shannon’s entropy values for
the three-time period data of 2004, 2011 and
2021 are found to be 1.70, 1.80 and 1.84,
respectively. High coalesced settlement core
with sparse growth extent to outskirts has
been replicating by the higher values of
entropy index. This study is depicting
built-up area and vegetation increased up to
33.7 km2 and 10.5 km2, respectively. To
evaluate the density of urban growth for the
present work, the density index was calcu-
lated. The results of the study depicting the
first three zones are from compact to moder-
ately compact, and further consecutive zones
built-up area expansion has been highly
dispersing in nature.

Keywords

Shannon’s entropy � Density index �
Multi-ring buffer (MRB) � Urban sprawl �
Built-up index

6.1 Introduction

The main concerns of the late twentieth and early
twenty-first centuries are the unparalleled urban
expansion and its effects (Redman and Jones
2005; Taubenbock et al. 2009). The process of
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urbanization has been a global phenomenon, but
it is more of a concern to a developing country
like India. India has seen dynamic growth in
population, from 62 million in 1951 to 377
million in 2011, which is expected to grow by
600 million in 2031 (Census of India 2011;
JNNURM 2011). The uncontrolled physical
expansion of cities is known as urban sprawl and
is characterized by low density, fragmented ran-
dom growth patterns. Urban sprawl brings into
its ambit villages, forest areas, agricultural land,
vacant land and other low-density areas of vari-
ous land use and land (Sudhira et al. 2003; Shaw
2005; Kumar et al. 2007; Rahman 2011) to
accommodate the escalating urban population.
Sustainable land use planning focuses on plan-
ning of urban development, to ensure a lower
level of entropy within the city limits to sustain
the ecological functions of the land and ensure a
healthy and balanced land ecosystem. Sustain-
able land use planning focuses on planning at
various spatial and temporal scales and analysis
of its impact (Xu et al. 2013). The man-made
impervious surfaces are used as an indicator for
quantification of urban sprawl (Torrens and
Alberti 2000; Sudhira et al. 2003; Sudhira et al.
2004; Kumar et al. 2007; Jat et al. 2008).

The method of Shannon’s entropy and other
landscape matrices is used to quantify the phe-
nomena of urban sprawl at the various adminis-
trative and spatial scales (Harvey, 2008).
Previous studies have considered total city as a
unit for the system analysis (Jat et al. 2008).
While some studies focused on the smaller urban
administrative units for study, i.e., ward bound-
ary of the city (Herold et al. 2003; Punia and
Singh 2012) and the arbitrarily created sub-zones
in the city (Bhatta 2009; Bhatta et al. 2010) like
the concentric circles encircling the city centers
with specific widths (Ramachandra et al. 2012;
Ramachandra et al. 2015). Shannon’s entropy
helps to achieve extracting quantitative details on
spatial ground and analyzing the Shannon’s
entropy and spatiotemporal gradient for the
change in land use and land cover (Shukla and
Jain 2019). Some others define as it is degree of
dispersion or spatial concentration in specific
zone can be very easily noticed in the GIS and

remote sensing environment using Shannon’s
entropy (Krishnaveni and Anilkumar 2020).
Shannon’s entropy’s results showed relatively
more variations under two separate zoning
methods applied, but in Batty’s spatial entropy
yielded robust measurements (Cho et al. 2021).

In present article, the Kanpur Metropolitan
City which is the largest urban agglomeration in
Uttar Pradesh and the 11th most populous urban
city in India has been taken as the study area for t
quantifying the pattern of urban sprawl using
Entropy approach. The study will help in the
effective urban land use planning of the Kanpur
Metropolitan City for ensuring sustainable urban
development.

6.2 Study Area

Kanpur city is one of the significant cities of
Uttar Pradesh. It is geographically located on the
Ganga River’s right bank. This city has been
recording changes in human and natural setup
after the industrial revolution in India since the
last decades of the twentieth century. Kanpur has
been also considered as the financial capital of
Uttar Pradesh given that it is the principal
financial and industrial hub of North India and
that it is India’s ninth largest economy. It is
renowned for its good quality leather items that
are primarily supplied to western nations, as well
as its colonial architecture, gardens and parks.
The city is India's twelfth most populous city and
has the eleventh most populous urban agglom-
eration due to its famed leather and textile
industries. The 2011 Census shows Kanpur
Metropolitan City (KMC) having a population of
more than 27 lakhs. The projected population as
per Census 2021 is more than 3,153,000
(Fig. 6.1).

6.3 Data Sources and Methods

6.3.1 Data sources

The input database for the current study consists
of multispectral and multitemporal Landsat
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satellite imageries. The imageries were acquired
from the official website of the US Geological
Survey (USGS) Earth Explorer. Kanpur city
boundary was digitized from Kanpur Municipal
Corporation (KMC) portal (Table 6.1).

6.3.2 Methodology

Remotely sensed data were classified into dif-
ferent land cover classes using the maximum

likelihood classifier which belongs to the family
of supervised classification. These classified
maps were subsequently used for analysis of
built-up growth. Shannon’s entropy was com-
puted to calculate built-up area compactness and
dispersion in the study area. Further concentric
buffer zones of two (2) km interval were created
around city center, viz., “Thana Bajaria” area
built-up growth with respect to the city center
was analyzed during the period 2004–2021
(Fig. 6.2).

Fig. 6.1 Locational aspect and false color composite of Kanpur Metropolitan City

Table 6.1 Detailed specification of the used satellite images

Images Date of acquisition Selected bands (RGB) Spatial resolution (m) Reference system

Landsat 5 06May 2004 4,3,2 30 UTM & WGS84

Landsat 5 10May 2011 4,3,2 30 UTM & WGS84

Landsat 8 OLI 06 June 2021 4,3,2 30 UTM & WGS84

6 Monitoring Urban Sprawl Using Geo-Spatial Technology: A Case Study of Kanpur City, India 89



6.3.2.1 Urban Compactness
and Dispersion Analysis

Shannon’s Entropy
One of the crucial and reliable methods for
assessing the level of uncertainty in the given
random variables is Shannon's entropy (Cabral
et al. 2013). The integration of spatial variables
with Shannon’s entropy was performed to cal-
culate urban growth. This technique is very
efficient in quantifying the compactness and
dispersion of built-up growth patterns.

The formula for Shannon Entropy is,

Hn ¼ �
X

ni ¼ 1Pilog Pið Þ ð6:1Þ

Pi ¼ Bi

Total area

where
Hn is the value of Shannon’s entropy, Pi = is

the ratio of built-up area to the total area in a
particular zone, Bi = is the built-up area and
n = total number of zones,

According to Shannon’s entropy, if the
entropy value results in low, i.e., 0, it depicts
built-up growth is concentrated in one zone. On
contrary to this, if the entropy value is of order
“log n,” it shows that the built-up growth is
evenly distributed among all zones, n. In present
study, for entropy computation, the study area
was divided into nine concentric zones of 2 km

intervals defined with respect to the city center.
An outward extension of the city from city center
is limited to a radius of 18 km. Further, the built-
up class was extracted from the land cover map
generated by supervised classification.

Density Index (DI)
The Polsby–Popper test was used to assess the
compactness of urban expansion (Polsby and
Popper 1991). The built-up class to the area of a
multiple ring buffer (MRB) with the same
perimeter is compared using the Polsby–Popper
test (McDonald 2010).

DI ¼ 4p � Bið Þ=Perimeter2 ð6:2Þ

where Perimeter = area of MRB zone.
DI = density index shows the complexity of
built-up structures and its morphology. The value
of DI ranges between 0 and 1, where value of 0
indicates low density and 1 depicts high density.

6.4 Results and Discussion

6.4.1 Urban Structure
and Complexity Analysis

6.4.1.1 Land Use and Land Cover
(2004)

LULC of any region reflects the scenario of
available facilities and resources. Using the
maximum likelihood classifier, five classes were
identified in this investigation. Namely, the fal-
low land class has highest areal coverage
(110.9 km2), followed by, built-up class
(65 km2), vegetation class (49.4 km2), agricul-
ture class (33.7 km2) and water body (5.6 km)
(refer Table 6.2). In the given study, 94.70%
overall accuracy was achieved, and the kappa
value achieved was 0.932, which is more than
the minimum accuracy criteria of 85% specified
by Anderson 1976. The built-up area is visible in
the center of the study area and spreads outward
of the city extent. The agricultural fields are
present along the water bodies in north direction,
south and south-west part of study area. Vege-
tation is mostly concentrated in some restricted

Study area delinea�on

Image classifica�on

Accuracy assessmentZone wise built-up extrac�on

Kappa Coefficient Built-up Index (BI) 

Shannon’s Entropy 
Calcula�on Density Index (DI) 

Satellite imageries
2004, 2011 and 2021

Fig. 6.2 Methodology flow chart
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and reserved areas, i.e., cantonment, Armapur
Estate, COD and Railway Colony (Fig. 6.3).

6.4.1.2 Land Use and Land Cover
(2011)

The imagery of year 2011 was also classified into
five classes. Fallow land had the maximum areal
coverage (88.7 km2), followed by built-up
(87.44 km2), vegetation (53.1 km2), agriculture
(29.9 km2) and water body (5.5 km2) as men-
tioned in Table 6.2. The classified imagery had
overall accuracy of 93.87% and t kappa value of
0.923 which was more than the Anderson Cri-
teria. The built-up area is visible in the study area
and it is spreading outward of the city extent. The
agricultural fields are along water body lies in the
north direction, south and south-west of the study
area. Vegetation is concentrated in some restric-
ted and reserved compounds. Green space has
increased in the, i.e., Armapur Estate, COD and
Railway Colony (Fig. 6.3).

6.4.1.3 Land Use and Land Cover
(2021)

Third time period LULC classification shows the
drastic change in areal coverage of different
classes, with built-up class (98.7 km2) having the
maximum coverage followed by fallow land
(72.5 km2), vegetation (59.9 km2), and agricul-
ture (28.2 km2) and water body (5.4 km2)
(Table 6.2). The overall accuracy achieved is
94.89% achieved, and kappa value is 0.934. The
built-up area is expanding in all directions, with

the east direction showing the least built-up area
growth. However, the vegetation class is
increasing in restricted areas like that of the
Kanpur Cantonment, COD, Arampur Estate and
Railway Colony sing. Fallow land area recorded
a decrease of 38.4 km2 area (Table 6.2).

6.4.2 Shannon’s Entropy Analysis

KMC has experienced considerable urban
growth during the period 2004–2011–2021.
Analysis with the LULC (Fig. 6.3) maps depic-
ted an increment of built-up class by 22.92 km2

during 2004–2011. During period 2011–2021,
the increase in built-up class was calculated as
11.26 km2. While during period 2004–2021, the
built-up area increased by 34.18 km2. Nine
concentric zones were generated having a radial
distance 2 km for calculating the Shannon’s
entropy for Kanpur city (Fig. 6.5). The number
of zones is represented n, where the area having
number of zones nine would be 2.1972 (Ln
(9) = 2.1972). These nine zones were considered
for the temporal study of Kanpur city for period
2004–2011–2021. During 2004–2011, urban
area increased from 7.52 to 7.69 km2; this slight
increment was observed in first buffer zone(0–
2 km), second buffer zone (2–4 km) recorded
growth from 14.38 to 14.41 km2, third buffer
zone (4–6 km) noticed minimum urban expan-
sion, i.e., 16.47 to 16.73 km2, in fourth buffer
zone (6–8 km), there was abrupt increment of

Table 6.2 Land use and land cover area in km2

Classes Year 2004 Year 2011 Year 2021 Change 2004–2021 (in km2)

Area (km2) (Area (km2) Area (km2)

Built-up 65 87.44 98.7 33.7

Fellow land 110.9 88.7 72.5 −38.4

Agriculture 33.7 29.9 28.2 −5.5

Water 5.6 5.5 5.4 −0.2

Vegetation 49.4 53.1 59.9 10.5

Total 264.7 264.7 264.7

Overall accuracy 94.7 93.87 94.89

Kappa 0.932 0.923 0.934
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Fig. 6.3 Land use and land
cover classified image 2004,
2011, 2021
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built-up area from 14.08 to 17.21 km2, in fifth
buffer zone (8–10 km), urban area increased
from 9.46 to 22.42 km2, sixth buffer zone (10–
12 km), built-up area increased more than three
times, i.e., 2.21 to 7.09 km2, in seventh buffer
zone (12–14 km), built-up area increased from
0.29 to 0.82 km2, buffer zone eighth (14–16 km)
had growth from 0.07 to 0.96 km2 and the last
buffer zone that is ninth zone (16–18 km), the
urban area increased from 0.04 to 0.11 km2.
While during 2011–2021, 7.69–8.02 km2 urban
area increased in zone 1. In zone 2, very slight
increment observed in built-up area 14.41–
14.47 km2. Third buffer zone also experienced
substantial change in built-up area, i.e., 16.73–
16.90 km2. Fourth buffer zone experienced
highest increase in built-up that is 17.21–

22.82 km2. Further buffer zones also experienced
increase in built-up but at a decreasing rate
(Table 6.3).

Shannon’s entropy values of the inner core
buffer (zone 1) of the base years are 0.25, 0.21
and 0.20 for the years 2004, 2011 and 2021,
respectively, showing the city core was moder-
ately compact in 2004, but now in 2021, city is
more compact. Scenario of zone 2 and zone 3
shows that not much changes has taken place.
Analysis of the computed Shannon’s entropy
values represented that the urban growth from
city center up to 6 km was compact to moder-
ately compact. The peripheral area of had low
values of Shannon’s entropy (Table 6.4). All nine
zones have been evaluated in all years’ images.
All zones observed increment of built-up class,

Table 6.3 Zone-wise Shannon’s entropy of built-up area extent

Zones Built-up
( km2) 2004

Shannon’s
entropy (2004)

Built-up
( km2) (2011)

Shannon’s
entropy (2011)

Built-up
( km2) (2021)

Shannon’s
entropy (2021)

1 7.52 0.251 7.69 0.214 8.02 0.204

2 14.38 0.335 14.41 0.297 14.47 0.282

3 16.47 0.349 16.73 0.316 16.9 0.302

4 14.08 0.332 17.21 0.32 22.82 0.339

5 9.46 0.282 22.42 0.349 24.66 0.346

6 2.21 0.116 7.09 0.204 8.26 0.208

7 0.29 0.024 0.82 0.044 1.56 0.066

8 0.07 0.007 0.96 0.05 1.63 0.068

9 0.04 0.004 0.11 0.008 0.39 0.022

Table 6.4 Computation of
ratio of built-up to total
area

MRB zones Pi

2004 2011 2021

1 0.1166 0.0879 0.0812

2 0.2229 0.1647 0.1466

3 0.2552 0.1913 0.1712

4 0.2183 0.1968 0.2312

5 0.1466 0.2564 0.2498

6 0.0343 0.0810 0.0837

7 0.0045 0.0093 0.0158

8 0.0010 0.0109 0.0165

9 0.0006 0.0012 0.0040

6 Monitoring Urban Sprawl Using Geo-Spatial Technology: A Case Study of Kanpur City, India 93



with an overall increment of 33.7 km2 area dur-
ing this period 2004–2021 (Table 6.2).

Table 6.4 shows the spatial extent of urban
sprawl, broken down by year, away from the city
core. The tremendous growth of built-up class
has been noticed from 2004 to 2021 as shown in
(Fig. 6.5). The computation of Pi is represented
in the (Table 6.4) for both years in every zone
(Fig. 6.4).

Pi is computed using (Table 6.4) for three
years 2004, 2011 and 2021 for Shannon’s
entropy (Hn) is shown in the (Table 6.5); the
entropy value has been obtained by Eq. (6.1) as
2.1972. It shows the compactness and dispersion
of urban sprawl during the study period.

Shannon’s entropy values of all years calcu-
lated using Eq. (6.1) are 1.70, 1.80 and 1.84 for
2004, 2011 and 2021, respectively. In contrast to
high values which show a dispersive growth of
the city toward the city’s periphery, low values of
Shannon’s entropy show a built-up structure that
is compact.

6.4.3 Density Index Analysis

For the years 2004, 2011 and 2021, the density
index (DI) analysis was performed in order to

track the complexity of the Kanpur city. The DI
has been calculated for the nine zones; zone 1
starts from Thana Bajaria city center with an
outward stretch with a radius of 2 km. It can be
observed from (Table 6.6) that high values were
obtained as 0.59, 0.61 and 0.63 for the years
2004, 2011 and 2021, respectively, in zone 1,
i.e., the city center. The remaining zones all show
a declining index. According to this pattern in the
successive buffer zones, the urban nature of the
city center is compact and displays a loss of
compactness as it approaches the city boundary.
Hence, the city center is highly dense, and the
outer areas are dispersed for the built-up area
expansion.

6.4.4 Urban Sprawl Multiple Ring
Buffer (MRB) Analysis

Buffer rings have been created around the city
center in donuts shape. It was generated for the
analysis of urban expansion pattern; 9 MRB was
developed with the interval of 2 km from the
origin center of the study area (Fig. 6.5). In this
study, each ring buffer was incorporated to cal-
culate urban expansion for distinctive year of
study. Built-up feature gradually increasing from

Fig. 6.4 Urban growth
2004–2021
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Fig. 6.5 Urban Sprawl map
2004, 2011 and 2021
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the city center toward outward in such way; till
zone 3, it is depicting built-up development, and
after this zone, it tends to decline (Fig. 6.6).

6.5 Conclusion

A critical evaluation has been done in this spatio-
temporal study of Kanpur city urban structure, to
study and comprehend the city’s dispersion and
compactness. A modest to dispersion growth was
seen in Kanpur city in the base year (2004), a
compact to dispersion growth was seen in the
second time period (2011) and a dispersion
growth was also shown in the third time period
(2021). The Shannon’s entropy values for the
three-time period data of 2004, 2011 and 2021 are
found to be 1.70, 1.80 and 1.84, respectively.
These values are much close to the upper limit of
Ln (9), i.e., 2.1972. This explains the high degree
of built-up area dispersion in Kanpur city. DI
value indicates core part of the city is a densely
built-up plot, while the scattered built-up
arrangement is toward the outer extent. MRB
results reveals built-up feature gradually increas-
ing from the city center toward outward in such

way; till zone 3, it is depicting built-up develop-
ment, and after this zone, it tends to decline
(Fig. 6.6). Same trend found in every map of
MRB (Fig. 6.5). The LULC classification had
high accuracy 94.7% for the year 2004, 93.87%
for the year 2011 and 94.89% for the year 2021.
Analysis of the classified images depicting built-
up area increased to 33.7 km2, and vegetation
also increased to 10.5 km2 in restricted areas like
the Kanpur cantonment, Armapur Estate and
Railway Colony. The fallow land of the Kanpur
city is decreasing at a very high rate.

The goals of obtaining quantitative data from
the built-up area and using Shannon’s entropy
analysis to determine how the LULC alteration
will affect the environment were successfully met
by this work. Every method used in this study
offers a quantitative analysis of the spatial pattern
of urban growth. The current investigation
exemplified the value of remote sensing infor-
mation in urbanization. The results of this study
will help to the planners and decision-makers
comprehend the spatiotemporal evolution of
urban sections for sustainable urban area plan-
ning to stop urban sprawl and other associated
problems (Krishnaveni and Anilkumar 2020).

Table 6.5 Shannon’s entropy of Kanpur city in 2004 and 2021

Study Area Year Shannon’s entropy (H) Ln(9)

Kanpur 2004 1.7 2.1972

2011 1.80 2.1972

2021 1.84 2.1972

Table 6.6 Density index for 2004, 2011 and 2021

MRB Zones Bi (2004) Bi (2011) Bi (2021) Perimeter DI (2004) DI (2011) DI (2021)

1 7.52 7.69 8.02 12.57 0.59 0.61 0.63

2 14.38 14.41 14.47 28.28 0.22 0.22 0.23

3 16.47 16.73 16.90 37.42 0.15 0.15 0.15

4 14.08 17.21 22.82 47.74 0.08 0.09 0.12

5 9.46 22.42 24.66 56.30 0.04 0.09 0.10

6 2.21 7.09 8.26 38.77 0.02 0.06 0.07

7 0.29 0.82 1.56 20.59 0.01 0.02 0.05

8 0.07 0.96 1.63 16.75 0.003 0.04 0.07

9 0.04 0.11 0.39 6.31 0.01 0.03 0.12
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Fig. 6.6 Multiple ring buffer maps for built-up area of years 2004, 2011 and 2021
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Fig. 6.6 (continued)
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7Studying Urban Growth Dynamics
in Indo-Gangetic Plain

Sandeep Maithani and Hamde Narayan Shankar

Abstract

The spatio-temporal characteristics of urban
growth in the Indian-Gangetic planes (IGP) us-
ing night-time light (NTL) data sets have been
studied in the present chapter. The study
proposes to use Mann–Kendall’s (MK) test
and Principal Component Analysis (PCA)
(S-Mode) for urban area extraction from
NTL data sets in place of traditional thresh-
olding techniques. The urban areas extracted
using MK test and PCA (S-Mode) had 0.92
accuracy when evaluated using area under
curve (AUC–ROC) method. Subsequently,
urban areas of year 2000 and 2018 were
extracted using the MK test and PCA
(S-Mode). Using NTL extracted urban areas
of year 2000 and 2018 and other thematic
layers as input variables, three machine
learning algorithms (i.e. artificial neural net-
work, decision tree, and logistic regression)-
based cellular automata models were executed
for predicting the urban growth in year 2028.
The model calibration results were evaluated
using spatial metrics and it was found that
artificial neural networks-based CA model

gave the best simulation result. Thus, the
present study provides a methodology for
understanding spatio-temporal characteristics
of urban areas at the regional scale using of
NTL data (which is freely available in public
domain).

Keywords

Night-time light � Principal component
analysis � Indian-Gangetic plane � Mann–
Kendall’s test � Cellular automata � Artificial
neural networks � Decision tree

7.1 Introduction

The finest and worst of urbanization can be seen in
the present century. Urban centres have dramati-
cally multiplied as a result of large-scale economic
activity agglomeration brought by rapid industri-
alization. This has ushered in better services,
businesses, jobs, and infrastructure all intertwined
columns of increasing urbanization. Nevertheless,
the unstructured, haphazard expansion of urban
settlements has irreparably damaged adjacent
agricultural regions and affected a number of
ecological and hydrological cycles.

Depending on the level of development and
population density, urbanization process differs
significantly in various parts of the world.
Urbanization has typically progressed more
quickly in developing nations than it has in
developed nations. In year 1950, developed
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nations had higher urban population compared to
the developing nations. However, in beginning
of 1970, the population in developing nations
began to increase rapidly, while in the developed
nations it is almost saturated, which is reflected
in the slower urban population growth rates of
developed nations (UNDESA 2019). India has
rapidly urbanized over the past few decades, and
population increase has been a primary driver of
urban expansion in Indian cities. Since 1980s, the
Indian economy has become more service and
market driven. Rapid urbanization brought about
by the new, emerging industries has resulted in
unregulated expansion of urban areas. Although
urbanization negatively affects the environment,
however it is one of the root causes for
expanding a nation’s economy.

The present research aims to study the appli-
cability of night-time light (NTL) data sets in
monitoring and modelling the process of urban
expansion in the Indian part of the Indo-Gangetic
Plain (hereafter referred as IGP). The IGP pre-
dominantly covers states of Punjab, Haryana,
Uttar Pradesh, Bihar, Jharkhand, West Bengal,
Delhi, and Union territory of Chandigarh.

NTL is a time series data set available for
27 years (1992–2018) acquired by the Defence
Meteorological Satellite Programme’s Opera-
tional Linescan System (DMSP/OLS) and Suomi
National Polar-orbiting Partnership satellite’s
Visible Infrared Imaging Radiometer Suite (NPP-
VIIRS) at global scale. DMSP/OLS sensor pro-
vides NTL data from year 1992 till 2013, whereas
NPP-VIIRS sensor provides the NTL data from
year 2013 till 2018. DMSP data is a 6-bit data at
spatial resolution of 30 arc-seconds (nearly
1000 m) while VIIRS data is a 12-bit data at
spatial resolution of 15 arc-seconds (nearly
500 m). As the spatial and radiometric resolution
of both data are different, an integrated and con-
sistent NTL data set at spatial resolution of 1 km
was generated by Xuecao et al. 2020, where they
harmonized the inter-calibrated NTL observa-
tions from DMSP and VIIRS. This harmonized
NTL data set was used in the present study.

NTL data has been an essential part of urban
studies (Sánchez de Miguel et al. 2014; Doll and

Pachauri 2010; Elvidge et al. 1997), socio-
economic activities (Chen and Nordhaus 2011),
light pollution (Falchi et al. 2016; Cinzano et al.
2001), urban environments (Bennie et al. 2015),
urban mapping (Ritchie et al. 2018; Jiang et al.
2021; Xu et al. 2016; Xuecao Li and Zhou 2020;
Miller et al. 2012). For delineating built-up areas
in NTL data sets, most of the studies used image
thresholding method where intensity values
below a particular threshold were masked out.
However, the process of image thresholding is a
trade-off between determination of the threshold
value that fits well for the study area and atten-
uates much information. To reduce this subjec-
tivity, the present study proposes to use a
nonparametric technique Contextual Mann–
Kendall’s (CMK) test and Principal Component
Analysis (PCA) to extract built-up areas from
NTL data sets.

Cellular automata (CA)-based models have
been widely used in the field of urban growth
modelling (Aarthi and Gnanappazham 2018) as
CA can model spatial process which are complex
and nonlinear in behaviour. CA-based models
operate on pre-defined transition rules which
decide whether a cell (grid) changes its state (for
example from non-urban to urban). Definition of
these transition rules in the CA model and their
calibration is a time taking and subjective pro-
cess. The present study proposes to use different
machine learning algorithms for transition rule
definition and model calibration, which in leads
to reduction in model calibration time and makes
the CA model more objective in nature. The
present study evaluates the following machine
learning-based CA models: artificial neural net-
work (ANN)-based CA model, decision tree
(DT)-based CA model, and logistic regression
(LR)-based CA model.

Machine learning techniques such as ANN,
DT, and LR make no pre-assumptions about the
data distribution are nonparametric in nature and
can capture the nonlinearity inherent in the data
set (Li and Yeh 2002; Judge et al. 2016;
Arsanjani et al. 2012; Rastogi and Sharma 2020;
Maithani et al. 2007; Aarthi and Gnanappazham
2018).
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The major research objectives of the present
study are
1. To reduce subjectivity in delineation of built-

up areas in night-time light (NTL) data sets
using a Contextual Mann–Kendall’s (CMK)
test and Principal Component Analysis
(PCA) approach.

2. To carry out a comparative study of different
machine learning algorithms for simulating
urban growth in the IGP region, using built-
up areas classified using NTL data sets.

7.2 Study Area

IGP occupies most of the northern part of India
and is one of the most densely populated regions
of the world. Three major rivers Ganges, Indus,
and Brahmaputra and their tributaries have
formed the IGP. The portion of IGP falling in
India extends from north central up to Thar

Desert in the west, to Assam in the East, to Bay
of Bengal in down south. Region’s east part is
blessed with tremendous amount of rainfall in
rainy season and decreases towards west. Major
portion of IGP region is occupied by states:
Punjab, Haryana, Uttar Pradesh, Bihar, Jhark-
hand, West Bengal, Delhi, and Union territory of
Chandigarh. These states are taken as study area
for the current study. Figure 7.1 shows the study
area and its location in the country.

The entire IGP region shows varying urban-
ization pattern across its span, to the North-West,
are highly urbanized regions such as Punjab,
Haryana, and NCT of Delhi, to the extreme
South-East, is West Bengal also having high
urban growth and, in the middle, less urbanized
states such as Uttar Pradesh, Bihar, and Jhark-
hand are situated. The urban area in Indian IGP
(hereafter referred as IGP) region increased from
6257 km2 in 1975 to 14,902 km2 in 2015, thus
registering a 2.3 times increase in urban areas
over a span of four decades.

Fig. 7.1 Location of study area
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7.3 Data Sources and Methodology

Detecting trend and its strength in any time series
is an important step to extract meaningful infor-
mation from the data. Linear regression is one of
the conventional methods for trend analysis and
is dependent of assumption that the data is a
sample from a population that can modelled by a
probability distribution, also called as parametric
test. Parametric tests often give similar impor-
tance to outliers and majority of the data distri-
bution. On the other hand, nonparametric tests do
not depend on the pre-assumptions of the data
and emphasizes on the majority distribution of
data (Sulaiman et al. 2015). Thus, the present
study uses a nonparametric test for the trend
analysis of NTL called as Mann–Kendall’s test
(Kendall 1975; Mann 1945). The test gives two
outputs, viz. significance values and strength of
trend at each location (grids). The significance
values were calculated from the probability dis-
tribution curve of the strength of trend at the
given grids. When the trend is significant, the
MK test signifies the presence of monotonic
trend at that significance level. MK test calcu-
lates the slopes all pair-wise combinations of the
observations or samples. Equation (7.1) defines
Kendall’s S:

S ¼
Xn�1

i¼1

Xn

j¼iþ 1

sign xi � xj
� � ð7:1Þ

where n is the length of the data set and xi and xj
are observations at times i and j. The slope
between two observations comes to be positive,
negative, or zero; the value of sign function in
above equation becomes 1, −1, or 0, respec-
tively. According to Kendall (1975) and Mann
(1945), statistics S is almost normally distributed
when n � 8. In such cases, mean and variance
of distribution are given in Eq. (7.2) and (7.3):

E Sð Þ ¼ 0 ð7:2Þ

Var Sð Þ ¼ n n� 1ð Þ 2nþ 5ð Þ
18

¼ r2 ð7:3Þ

where r is the standard deviation. Z statistics can
be calculated as shown in Eq. 7.4

Z ¼

S� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Sð Þp for S[ 0

0 for S ¼ 0

S� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Sð Þp for S\0

8
>>>>>><

>>>>>>:

ð7:4Þ

The Z statistics follows normal distribution under
the null hypothesis of no trend. Z results a pos-
itive value if the trend is upward and negative
when trend is downward. The probability of no
trend is then calculated as given in Eq. (7.5):

p ¼ 2 1� / Zj jð Þ½ � ð7:5Þ

where / () is the normal cumulative distribution
function. These p values are used for significance
of the trend.

When the data of a large area is given, it is
highly possible that a lot of singular grids exhibit
significant increasing trend. However, the grid
should be considered as urban area if the sur-
rounding grids also exhibit similar trend as the
urban area grows in a cluster form. Contextual
Mann–Kendall’s (CMK) provides significance
levels at each grid considering the presence or
absence of similar trends at neighbouring grids
proving that trends at such isolated grids are not
just occurring by chance. Thus, the CMK sig-
nificance values are used for the extraction of
urban areas which is based on regionally aver-
aged Mann–Kendall (RAMK) test (Douglas et al.
2000) and evaluates the trend at a regional scale
using a 3 by 3 neighbourhood around each pixel.
Regional average Kendall’s S (Sm) is calculated
as shown in Eq. (7.6):

Sm ¼ 1
m

Xm

k¼1

Sk ð7:6Þ
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where Sk is the Kendall’s S for kth grid in the
neighbourhood with m grids. Similarly, mean
and variance can be given as shown in Eqs. (7.7)
and (7.8).

E Smð Þ ¼ 0 ð7:7Þ

Var Smð Þ ¼ n n� 1ð Þ 2nþ 5ð Þ
18m

¼ r2

m
ð7:8Þ

For the Sm distribution, Zm can be described as
given in Eq. (7.9).

Zm ¼ Sm � E Smð Þ
rffiffiffi
m

p ð7:9Þ

Thus, p value is calculated for Zm which is used
for detecting the significant contextual night light
trend. When p < 0.05, significant trend exists
with 95% confidence. Thus, the CMK signifi-
cance values (p < 0.05) were used for the
extraction of grids with significant monotonous
trend of NTL increase.

PCA has a utility of transforming a set of
inter-correlated data into a set of uncorrelated
components, first one containing maximum of
the information from the data. Mostly, PCA is
used, when the data is of high dimension, to
reduce the dimensionality along with the
preservation of maximum information in the
data. There are two modes of PCA, viz. Time
(T) and Space (S). Generally, T mode is used due
to its property that it considers raster bands of a
data set as variables (dimensions) representing
time slices and space (grids) as observations, it
finds recurrent patterns across space in time and
outputs images with clusters of pixels as princi-
ples components. First few components contain
maximum of the information from the imagery.
On the other hand, S-Mode considers temporal
profiles of each grid as its variables and interprets
recurrent pattern across time in space (Compag-
nucci et al. 2001; Compagnucci and Salles 2001;
Ehrendorfer 1987; Manatsa et al. 2008). There
are two basic outputs of PCA namely loadings
and components. Loadings are correlation values
of the principle components with each variable in
respective modes of PCA. In T mode, loadings

are graphs depicting correlations of the compo-
nents with each data set raster, whereas in S-
Mode loadings are images depicting correlation
of each grid with its temporal profile from the
data set (Neeti and Ronald Eastman 2014).

For carrying out the MK test and PCA (S-
Mode), TerrSet Geospatial Monitoring and
Modelling System computer program is used.
Both the tests are carried out on two subsets of
the NTL data, viz. 1992–2000 and 1992–2018.
Using the outputs of CMK test, which is the
significant strength of NTL trend and PCA,
which is represented by the reduced dimension-
ality version of NTL data, urban areas were
extracted from the subsets for the years 2000 and
2018. The built-up extracted for year 2000 is
validated using the Global Human Settlement
Layer (GHSL) of year 2000 using AUC–ROC
(receiver operating curve) (Florczyk et al. 2019).
It is a two-dimensional graph showing true pos-
itive rate on Y axis and false positive rate on
X axis. This value varies between 0 and 1 and
requires to be above 0.5 for acceptable results.
Higher the area under curve (AUC), higher is the
true positives. The AUC value for the extracted
urban built-up was 0.92 (Fig. 7.2).

Fig. 7.2 AUC–ROC curve
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7.4 Simulation of Urban Growth

The urban growth in the IGP was simulated using
city proximity and travel time as driving vari-
ables of built-up area growth. City proximity
layer was generated using GIS and travel time to
the major urban cities was taken from Cattaneo
et al. (2021). Three CA urban growth models
based on ANN, DT, and logistic regression
algorithms were executed in GeoSOS tool (Xia
and Li 2010) to predict the built-up area for year
2018 using built-up area of year 2000 as baseline
data.

The ANN-CA requires to tune the hyper-
parameters of the model, viz. number of neurons,
number of iterations, window size, disturbance
factor, and dispersion factor. Using trial and error
method, the number of neurons was set to be 3
and window size was kept at 5. Number of iter-
ations were set at 90 and dispersion factor at 10.
Number of iterations decide how many times the
model should be trained on the training data.
Figures 7.3, 7.4 and 7.5 show parameter setting
of the models which are to be decided by the
user.

In LR algorithm, the hyper parameter to be
tuned is the dispersion factor, as it decides the
distance decay gradient. Higher the dispersion,
deeper is the distance–decay gradient (Fig. 7.6).
While in DT algorithm, the depth of tree was
kept to be ten (10) as large trees tend to result in
over training of the data.

After fixing the hyper-parameters in the three
algorithms, all the three models were executed
and the built-up area in year 2018 was simulated.
The simulated built-up maps of year 2018 were
compared with the actual built-up map of 2018

extracted from NTL data (Fig. 7.7). It can be
observed from Fig. 7.7 that ANN-CA and
Logistic CA gave results with higher accuracies
compared to DT-CA.
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Fig. 7.3 Accuracy of model (changing no. of neurons)
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Fig. 7.5 Accuracy of model (changing no. of iterations)
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Using the calibrated models, the urban built-
up area was subsequently predicted for year
2028. Results of the simulation are shown in
Figs. 7.8, 7.9 and 7.10.

The simulated built-up area in year 2028 by
the three models was analysed using the spatial
metrics (Table 7.1).

It can be observed from Table 7.1 that ANN-
CA and logistic CA simulations produced similar
results in all the metrics, whereas DT-CA simu-
lation showed comparatively high number of
urban patches, which indicates that DT-CA was
predicting a more sprawled growth compared to
the ANN-CA and logistic CA models.

7.5 Discussion

Studies on urban growth dynamics play impor-
tant role in land resource policy making. There-
fore, within the context of remote sensing and its

applications in urban growth, overall aim of the
study is to map urban expansion using night-time
light data and model urban growth dynamics at a
regional scale. Robust attributes of urban growth
are studied for the Indo-Gangetic Plains in India
and future scenario building techniques are
explored. The study includes six Indian States in
IGP which are Punjab, Haryana, Uttar Pradesh,
Bihar, Jharkhand, West Bengal, two Union Ter-
ritories of Chandigarh, and NCT of Delhi.

Mann–Kendall’s test on NTL time series, viz.
1992–2000 and 1992–2018 was applied, which
resulted in locations where NTL increasing trend
was significant. PCA was used due to its ability
to generate data with high variance from the
highly correlated data. In this study, S-Mode of
PCA was used to preserve temporal information.
Using the results from two analyses, urban area
was extracted for year 2000 and 2018. The urban
area extracted for the year 2000 was validated
with GHSL 2000 data using ROC curve and the

Fig. 7.8 Predicted urban area for 2028 (ANN-CA)
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accuracy achieved was 0.92. Thus, it can inferred
that NTL data is useful in extracting urban areas
without involving direct subjectivity using pro-
posed methodology.

The three urban growth models (ANN-CA,
DT-CA, and logistic regression-CA) were exe-
cuted to simulate the urban area in year 2018, a
comparative analysis of the simulated results
showed that ANN-CA and logistic CA gave
better results compared to the DT-CA. The three
trained models were then run for predicting the
urban built-up in year 2028, and the simulated
results were compared based on spatial metrics.
ANN-CA and logistic CA simulated built-up
growth for year 2028 which had higher consis-
tency compared to DT-CA. The study showed
that model performances can be enhanced
through the regulation of the hyper-parameters of
the models.

Overall, the present study tries to formulate a
methodology for analysis of built-up area

extracted from NTL data set at a regional scale.
Land use planning strategies have two major
goals: to manage urban area growth and to make
built-up areas more integrated for intense usage
throughout urban expansion. With the help of
studies of urban growth dynamics, specific poli-
cies can be formulated in order to lead to planned
and sustainable urban growth.

7.6 Conclusion

The present study is based on NTL derived urban
maps of year 2000 and 2018, however in future
studies more data sets can be added to the study.
For urban growth simulation, the urban area
built-up maps along with two causative variables
driving urban growth were used; however, more
variables can be included to further improve the
model performance. For finding relationship
between the urban growth and causative

Fig. 7.9 Predicted urban area for 2028 (logistic-CA)
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variables, more advanced machine learning
algorithms namely convolution neural network
(CNN) can be employed.

The machine learning-based urban growth
models provide a “what-if” kind of tool to the
urban planners and city administrators. Various
future urban growth scenarios in response to
various policy measures can be generated which
serve as input to the master plan formulation and
other planning activities. The models thus pro-
vide a better understanding of the urban growth
dynamics and the responses to various policy
measures.
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Abstract

Land use and land cover (LULC) is the
dominant approach to evaluating urban expan-
sion and estimating proper urban planning and
management. LULC changes reflect the eco-
nomic and structural development of specific
areas. These types of drivers of land use and
land cover (LULC) are accountable for a slew
of issues, including road congestion, flooding,
sanitation facilities, and agricultural land
depletion. This chapter utilized an integrated
Markov chain cellular automata method to
simulate LULC and prediction in the Barisal
district to analyze these issues. Firstly, visu-
alization of spatiotemporal changes was
extracted for two different periods of 2002
and 2021 from satellite images. Then the
combined technique of GIS, RS (Remote

Sensing), and the Markov chain cellular
automata method was employed to predict
LULC in the 2031 period. The results of this
study, the maximum area of water bodies
increased from 4.47 to 9.93% between 2002
and 2021, while bare land decreased from
20.93 to 16.63%. The increase in water bodies
may be the consequence of sea level rise and
flooding as well. As a coastal location, the
expected changes show that agricultural land
might decline from 57.45 to 49.23% between
2021 and 2031 due to the water body’s
dominance (9.94–10.03%). So, the future
model could help with planning and building
cities in a way that protects the environment
and is sustainable.

Keywords

Land use land cover � Cellular automata �
Markov Chain �Urban change and prediction �
Remote sensing

8.1 Introduction

Globally, increasing human activity is modifying
the Earth’s land surface on a vast scale, having a
dramatic influence on the operation of global
ecosystems (Lambin et al. 2001). This is what has
caused soil deterioration, biodiversity loss,
uncontrolled urban sprawl, plus overall land
degradation due to agricultural growth and the
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tourism sector and pollution from nonpoint
sources and a progressive reduction in ecological
processes (Mundia and Aniya 2006; Ojima et al.
1994; Quétier et al. 2007; Shalaby and Tateishi
2007; Xian et al. 2007; Yu and Ng 2007).
Although environmental disruption by anthro-
pogenic behaviors started in the late Pleistocene,
it accelerated with the advent of agriculture and
urbanization (Stephens et al. 2019). Among the
various aspects of the man-environment connec-
tion, land usage is the most prevalent. Land cover
refers to the observed (bio) physical layer on the
surface of the planet (Di Gregorio 2005). Multiple
variables acting on local, continental, and global
stages are responsible for the land use changes,
which are dynamic in essence (Hassan et al. 2016;
Rahman et al. 2012). Rapid and unchecked pop-
ulation increase, coupled with industrialization
and economic expansion, has continuously
altered the LULC pattern (Dutta et al. 2019).
Additionally, variations in LULC caused by
humans have an impact on the global carbon
cycle and lead to increases in atmospheric CO2

(Alves and Skole 1996; Dixon et al. 1994). These
changes have a profound and, in some cases,
permanent effect on the natural global ecosystem
(Abdullah and Nakagoshi 2006). Urban change
refers to any transformation in the urban land-
scape linked with the expansion or contraction of
a city. Some transformations are beneficial to
people, while others are detrimental. During the
late 1700s and early 1800s, the Industrial Change
saw the industrialization of agricultural and tex-
tile production, as well as a transition in power,
notably steam ships and railroads. This led to the
rapid urbanization of Europe. A distinct set of
processes are happening in HICs today, with
urban locations deteriorating as newer manufac-
turers and service sectors eschew them in favor of
bordering city sites, culminating in urban deteri-
oration (CoolGeography 2022).

Geospatial approaches such as remote sensing
(RS) and geographic information systems
(GIS) have long been acknowledged as critical
and efficient tools for identifying variations in
LULC at various geographical scales. Numerous
image analysis and change detection algorithms
have been applied to remote sensing-based data

to extract information (Lu et al. 2011). On the
other hand, GIS enables the incorporation of
RS data into the explicit knowledge and model-
ing of LULC (Mesev and Walrath 2007). In
1995, the International Geosphere-Biosphere
Project (IGBP) and the International Human
Dimensions Programme (IHDP) introduced the
“Land Use/Cover Change (LUCC)” strategy to
address the different facets of global change
(Guan et al. 2011). Since then, using hyper-
spectral and multitemporal remote sensing data
with GIS (Jat et al. 2008a, b; Long et al. 2007;
Mundia and Aniya 2006; Muttitanon and Tri-
pathi 2005; Shalaby and Tateishi 2007; Xiao and
Weng 2007, (Long et al. 2007; Mundia and
Aniya 2006; Muttitanon and Tripathi 2005;
Shalaby and Tateishi 2007; Yin et al. 2005).

Because of its high population density and
low purchasing capacity, Bangladesh is one of
the world’s poorest countries. For the first time
since 1970, the service sector has overtaken the
agriculture sector as the largest contributor to
GDP, accounting for 62% of total GDP. Contrary
to this, industrial growth is fairly flat and barely
accounts for 18% of GDP (Baker 2007; BBS
2011). Bangladesh has lost huge areas of agri-
cultural land and put a tremendous strain on its
conventional energy sources because of uncertain
changes in the economy. Each year, Bangladesh
converts over 800 km2 of agricultural land into
urban areas, roadways, and infrastructure (BBS
1996). For example, the 2008 agrarian census
revealed a 0.3% annual loss in cultivated lands
(BBS 2010). Additionally, the percentage of the
nation protected by forests has been gradually
declining in places with a larger population (Giri
and Shrestha 1996). Simultaneously, urbaniza-
tion has accelerated, with an increase of the
country’s urban population from 14.1 million in
1981 to 33.6 million in 2011 (BBS 2001, 2003,
2012). However, the depletion of land, which
was formerly the economic driver of the country,
has a variety of economic and social conse-
quences. Increased landlessness creates social
turmoil and discontent in a typically agrarian
culture. Additionally, the decrease in crop pro-
duction represents a risk to the food security of
Bangladesh, with the likelihood that the country
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would be even less capable of meeting the
demands for food of its ever-growing demo-
graphic in the future.

The Barishal district is strategically significant
for farming land diversification, barren land
protection, and rapid urbanization. Unfortu-
nately, rapid and unplanned urbanization is a
significant feature in the growth of the economy,
social advancement, and societal change since
the urban sector generates 64% of the overall
gross domestic product (GDP) (Nazem et al.
2011; UPPR 2011). Furthermore, the city occu-
pies a unique position in the country as the
artistic, commercial, industrial, educational,
technological, recreational, and political center of
the whole country (Islam and Ahmed 2011).
According to empirical evidence, agricultural
deterioration, urbanization, and land cover have
grown increasingly diversified in pattern, frac-
tured in structure, and complicated in shape,
resulting in a range of negative implications for
biotic and abiotic resources (Qi et al. 2014).
Thus, periodical urban growth and its changing
pattern must be studied and characterized, as well
as its impact on the land, environment, and
environment in relation to specific and temporal
circumstances.

However, inadequate research has been con-
ducted in the study area to monitor and pre-
dict certain types of LULC change. Moreover,
Abdullah et al. (2019) studied the entire coastal
region, which includes Barisal as a part, Rahman
et al. (2022), and Salman et al. (2021) only
studied LULC changes with a variety of time
series. From this perspective, it is critical to
evaluate LULC over time and predict future
changes for sustainable development and urban
planning. There are several approaches for dis-
covering and analyzing LULC categorization.
Remote sensing and GIS methods are frequently
used by researchers in the field of LULC cate-
gorization studies (Dewan and Yamaguchi
2009a, b; Mallick et al. 2008; Mamun et al.
2013; Nemani 1997; Wang et al. 2009; Zhan
et al. 2002). Thus, the primary aims of this work
are to (1) analyze the temporal evolution of
LULC over the last 20 years (2002–2021) [The
reason for selecting this time span was that

considerable changes, vegetation loss, and
urbanization in land use activities happened on a
larger scale during this period than during the
prior time period] and (2) predict LULC map for
2031 utilizing spatial modeling (Markov Chain
and Cellular Automata) in LULC Modeller.

8.2 Materials and Methods

8.2.1 Study Area

Barishal, located between 22°48′0″N and 90°30′
0″E, is a district in southern Bangladesh with a
tropical wet and dry climate. It is the largest city in
the district and the administrative center of the
Barishal division. Barishal is a major city in south-
central Bangladesh located on the banks of the
Kirtankhola River (Fig. 8.1). The district has a
land area of 2784.52 km2 and is surrounded
by several waterbodies, including the Meghna,
Arial Khan, Kirtankhola, Tentulia, Nayabhanga,
Jayanti, Swarupkati, Hatra, and Amtali (Salman
et al. 2021). According to Rony and Jannat (2021),
Rahman et al. (2022), Rahman and Azim (2021),
the annual average temperature is around 26.04 °
C, the annual average rainfall is 2084.9 mm, and
the elevation ranges from 0 to 4 (m).

8.2.2 Data Acquisition
and Preparation

For this study, we have collected data from
secondary sources. We used satellite images of
2002 and 2020. The images were downloaded
from the United States Geological Survey
(USGS), Google Earth Engine (GEE). Since this
research has one study area and needs to analyze
images of two different years, several satellite
images were required. Images from Landsat 7
and Landsat 8 were acquired in the spring and
early summer of 2002 and 2021, respectively.
Each Landsat image was enhanced using statis-
tical indexation to facilitate locating ground
control sites for rectification. Each pair of images
was classified using at least 75 ground control
points (GCPs) taken from 1990 topographic
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maps to the Bangladesh Transverse Mercator
(BTM) system. The BTM method is a Bangladesh-
specific UTM projection system. The GCPs were
spread uniformly across the scenery, resulting in an
RMS error of 0.5 pixels. First, a quadratic fit was
used, and then the nearest neighbor method was
used to change the size of each pixel to 30 m
(Table 8.1).

After correcting the pairings of Landsat ima-
ges, they were mosaicked. Due to the fact that
the data is historical and quasi-period, the three
resulting preprocessed pictures were subjected to
radiometric correction to account for variations
in solar angle and surface absorption (Balistreri
and Ullrich 1996). An image-based radiometric
correction was utilized to minimize radiometric
variations in the Landsat data. Finally, every

Landsat image was clipped using an area of
interest (AOI) file created from a vector dataset
representing the study region’s boundaries
(Chavez 1996).

8.2.3 Image Analysis

In this research of LULC change, a revised ver-
sion of the Anderson Level I Scheme was used.
Though it was initially devised for the United
States, the method is now widely utilized
worldwide (Anderson 1976; Mundia and Aniya
2006; Shalaby and Tateishi 2007; Weng 2002;
Yuan et al. 2005). It is a hierarchical LULC
classification, featuring Level I classes mappable
using Landsat or other satellite imagery and

Fig. 8.1 Study area (Barishal District)

Table 8.1 Landsat images

Satellite image Date of acquisition Sensor Path/row Spectral resolution Projection

Landsat 8 2021-03-17 OLI/TIRS 137/44 30 m UTM/WGS 84

Landsat 7 2002-03-05 ETM+
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Levels II, III, and IV requiring the use of high-,
medium-, or low-altitude aerial pictures, respec-
tively. This research identifies four distinct
LULC types: waterbodies, built-up areas, vege-
tation, and bare soil or land (Table 5.1). To
digitally classify each Landsat image, a com-
posite classification algorithm was used, as this
method has been demonstrated to perform better
when dealing with the optical variability of dis-
tinct cover categories (Mas 1999). Numerous
studies have shown that hierarchical clustering
improves pixel-based supervised or unsupervised
classification alone (Garcia and Alvarez 1994;
Xiao and Weng 2007). Every image was previ-
ously defined using the intermittent self-
organizing data analysis (ISODATA) method,
and 200 spectral signatures were obtained for
each image. Each of these groups was then tested
for specificity using histogram plots and trans-
formed divergence (TD) approaches (Balistreri
and Ullrich 1996). To assure the unimodality of
histograms and TD values, signatures were
revised, eliminated, renamed, and combined.
Finally, each image was classified using a
supervised maximum likelihood classification
(MLC) algorithm. Bolstad and Lillesand (1991)
have consistently been shown to produce
improved results when used with remotely
sensed data, assuming that the pixels in each
category have a Gaussian distribution (Bolstad
and Lillesand 1991).

A post-classification comparison method of
change detection was utilized to evaluate the
differences in LULC between various years.
While this methodology has several drawbacks,
it is the most often used method for comparing
data from different periods. The advantage of
post-classification comparison is that it avoids
the problems inherent in analyzing photos
obtained at various seasons of the year and/or
using various sensors (Balistreri and Ullrich
1996; Coppin et al. 2004; Lu et al. 2004, 2011;
Singh 1989). The advantage of post-classification
comparison is that it avoids the problems inher-
ent in analyzing images obtained at various sea-
sons of the year and/or using various sensors
(Alphan 2003; Coppin et al. 2004; Lu and Weng
2005; Yuan et al. 2005). Additionally, the

approach of post-classification quickly provides
data on the intensity, location, and kind of
change (Howarth and Wickware 1981). How-
ever, a significant disadvantage is that the accu-
racy of the change maps is contingent upon the
quality of individual classifications, hence sen-
sitive to error propagation (Zhang et al. 2002).
After that, Jensen et al. (1987) said that the
classified maps were looked at pixel by pixel.

8.2.4 Markov Chain Cellular
Automata Model

The fusion of CA-Markov modeling is deemed
beneficial for modeling land use changes and is
capable of simulating and forecasting changes
(Amini et al. 2016; Singh et al. 2015). The CA–
Markov model is a hybrid of cellular automata
with a matrix of transition probabilities formed
by cross-tabulating two distinct pictures (Singh
et al. 2015). This hybrid CA–Markov model
enables a comprehensive approach to spatio-
temporal dynamic simulation (Singh et al.
2015; Wang and Zhang 2001). Additionally, CA
is utilized with Markov chains to infuse the
model with spatial dimension. In other words, the
CA-Markov chain can simulate and anticipate
two-way transformations between any variety of
segments (Pontius and Malanson 2005; Ye and
Bai 2007). It is worth noting that cellular auto-
mata is a dynamic process model that is used to
simulate land use change. This type of model is
quite prevalent in the research on land use
modeling. Each cell, with its unique properties,
can symbolize tracts of land and self-growth
relationships due to its dynamic and reduplicate
nature (Brown et al. 2012). Additionally, the land
use changes for every location (unit) can be
defined by the current state and changes in sur-
rounding cells, simulating two-directional
expansion. This model is extensively used in
spatial models for the purpose of forecasting
future land use (Amini Parsa et al. 2016; Ye and
Bai 2007). The essential features of CA are that
they depict spatial and dynamic processes, which
explains why they are often utilized in land use
modeling (Ye and Bai 2007). Also, Reddy et al.
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(2017) found that the state of each cell depends
on the temporal and spatial states of the cells
around it.

Equation (8.1) denotes the equation of CA
modelling

S t; tþ 1ð Þ ¼ f S tð Þ;Nð Þ ð8:1Þ

where S(t + 1) denotes the system’s situation at
(t, t + 1) and is regulated by the situation
of probability at any time (N).

On suitability imagery, the typical contiguous
filter of 5 � 5 pixels has been used to identify
neighborhoods for each cell of land cover class.
To exert a significant effect on the cellular center,
each cellular center is surrounded by a matrix
space made of 5 � 5 cells.

The 5 � 5 spatial filter allows a category's
increase to occur close to where the category
previously existed. Additionally, this type of CA
contiguity filter eliminates the possibility of
arbitrarily changing land use (Ahmed 2011).

8.3 Results

8.3.1 Accuracy Assessment

A classified image or change detection map must
be differentiated with reference data (Foody
2002). Consequently, producer accuracy, user
accuracy, and overall accuracy assessment report
must be included in the complete accuracy, val-
idated using the Kappa coefficient. The accuracy
evaluation depicts the fundamental differences
between classified and the reference map or data
(Disperati and Virdis 2015; Lillesand et al. 2015;
Pouliot et al. 2014; Tsutsumida and Comber
2015). Whereas, if the reference dataset is

inaccurate, the evaluation may show the results
of classification are weak (Table 8.2).

8.3.2 Pattern of LULC Change

Figure 8.2 depicts the regional patterns of LULC
change in the research area from 2002 to 2021.
Between 2002 and 2021, collectively referred to
as vegetation and bare land, decreased, while the
extent of built-up area and waterbodies
increased. From 2002 to 2021, vegetation and
bare land declined in some areas and increased in
others. Still, the decreased amount was more than
doubled, while the water body increased contin-
ually, and the built-up area increased slightly.
Given that the 2011 data is from late spring
and early summer, the rise in the vegetative
category could just represent seasonal fluctua-
tions. During the same time period, significant
expansion in the category of bare soil was
recorded, along with an increase in built-up
regions. The trend of LULC changes up to 2021
indicated that Barisal is expanding in waterbody
and built-up directions, primarily through
urbanization. It is notable that the rate of built-up
area is encroaching significantly following the
development of a new master plan for a number
of new infrastructural projects (Islam 2005;
Siddiqui 2000). The distribution pattern of the
bare land, as depicted on the maps, demonstrates
precisely how urban areas have encroached into
waterbodies on Barisal (Figs. 8.1 and 8.2). Field
observation reveals that most of the suburban
growth occurs as a result of people’s speculative
land-use changes. It must be mentioned that the
process of urbanization is now a highly complex
process which involves a variety of parameters.

Table 8.2 Accuracy assessment table

Period User accuracy Producer accuracy Classification
accuracy (%)

Kappa
statisticsWater

body
Bare
land

Vegetation Built-up
area

Water
body

Bare
land

Vegetation Built-up
area

2002 85 100 95 91 88 96 85 100 91 0.89

2020 88 99 96 89 90 91 100 89 89 0.97
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Two of these, speculation and property value,
may not properly describe the pattern of subur-
banization in the studied area. As a result, addi-
tional research is required to substantiate the
factors affecting suburban growth in Barisal.
Additionally, ineffective cooperation among
government executive departments is to blame
for the study area's environmental degradation.

Estimated increases in LULC indicate that
both built-up areas and waterbody categories
have increased significantly (Table 8.3). In 2002,
waterbodies covered 100.1 km2 (4.47%) of the
total study area (3742.81 km2), which increased
to 222.29 km2, indicating 100% growth (from
4.47 to 9.93%) in a 20-year interval. Table 8.3
also shows a slight increase in built-up area by
this 20-year interval, from 349.94 to 356.74 km2.
On the other hand, bare land and vegetation have
decreased by this time by 5% and 1%, respec-
tively (Table 8.3).

To handle its population increase, the city has
significantly expanded, and yet this growth has
been seriously impacted by a number of physical
constraints. As a result, the majority of the
growth has occurred in the depletion of natural

resources. Barisal’s growth has been noted to be
significantly faster than some other districts in
Bangladesh. The fundamental difference would
be that some districts expanded gradually,
allowing them to efficiently create the required
infrastructure and governance facilities for citi-
zens, whereas for Barisal, which is a little
bit different due to intense population pressure.
As a result, local governments face a variety of
obstacles in pursuing sustainable development,
which will grow more serious in the years ahead
if development restrictions are not strictly
implemented.

The 2002–2021 time period was tabulated to
provide the LULC transition probabilities
(TPs) shown in Table 8.3. Built-up areas had the
highest probability of conversion to vege-
tated land. Land conversion to urbanization
happened at a high rate in agriculture, which
means that this land cover type has a greater
chance of becoming developed.

Fig. 8.2 a Observed LULC status of 2002. b Observed LULC status of 2021
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8.3.3 Analysis of Future LULC
Simulation

A comparison of the 2011 land-use classifica-
tions shown in Fig. 8.2 was used to verify that
the MCA-CA model correctly predicted land-use
patterns. The bare land LULC group was found
to be the most difficult to model, followed by the
built-up area category. The waterbody and veg-
etation categories had the best agreement. The
actual waterbody category was 9.94% in real
life, while its equivalent simulation category
would be 10.03%. Similarly, 57.45% of the total
area was detected as vegetation, whereas
49.23% of the whole area was forecasted to be
decreased by 8%. For bare land and built-up
areas, they will also decrease by nearly 4% and
2.5%, respectively (Fig. 8.3; Table 8.5). It is
possible that the proximity of existing LULC
categories to each other may have a detrimental
effect on the poor modeling of LULC categories
using the Markov-cellular automata technique
(Pontius and Malanson 2005). Also, a few close
pixels can change how LULC development is
modeled by making a certain category less
important (Kamusoko et al. 2009).

Graphical representations of LULC change
over time has historically been accomplished by
clarifying the overall number (Table 8.4), types,
and places of transition Using Markov chains, we
demonstrate how LULC and potential land use

pattern may be described and predicted using
stochastic processes. GIS-based tools are also
used to create and query update mechanisms in a
spatial context, and an application for this pur-
pose is presented here. Using data of Barishal,
this dynamic spatial query program is used to
investigate the influence of city development
management policies (Table 8.5).

Table 8.3 Changes from
2002 to 2021

LULC classification Area (km2) %

2002

Water body 100.10 4.47

Bare land 468.15 20.93

Vegetation 1318.90 58.96

Built-up 349.94 15.64

Total 2237.19 100

2021

Water body 222.29 9.936217

Bare land 372.97 16.67133

Vegetation 1285.19 57.44646

Built-up 356.74 15.946

2237.19 100

Fig. 8.3 Predicted LULC map of 2031
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8.4 Conclusion

This chapter describes multi-temporal LULC
classifications based on Landsat data. The Dhaka
Megacity’s future LULC changes were then
simulated using the Markov-CA method, utiliz-
ing data from the obtained datasets. Barisal is
undergoing rapid urban growth, which is result-
ing in a rapid depletion of rural and agricultural
land, according to the findings. The encroach-
ment of urban areas on natural land cover is
causing a decline in the ecosystem. Between
2002 and 2021, built-up areas grew from 303.65
to 310.45 km2, mainly due to river bank erosion
in some parts and increasing waterbodies. This
has resulted in a severe reduction in the amount
of land available for agriculture, wildlife habitat,
and wetlands/lowlands. According to observa-
tions gathered on the ground, there have been
few or no attempts to control the environmental

deterioration risk in the district's informal settle-
ments. Efforts must be made to reduce the neg-
ative environmental impacts of urban expansion
by enforcing planning restrictions and coordi-
nating government entities in order to conserve
the earth’s diminishing natural resources.
Waterways and vegetation, as well as cultivated
fields, should be protected from urban sprawl.
This could prevent the degradation of productive,
rich soils while also helping to maintain the
ecological balance. In order to effectively man-
age urban land use and the environment, it is
becoming increasingly important to employ an
integrated strategy. In addition, it is also neces-
sary to review regional and local land-use man-
agement policies and to begin interdisciplinary
integrated research in order to establish a sus-
tainable urban development plan in the year
2031. The Markov-CA modeling method was
used to investigate how LULC would alter over
time. If current practices continue, the LULC

Table 8.4 Probability of
changing

Vegetation LULC Period To

Water body Bare land Built-up area

From Water body 0.0669 02–21 0.7102 0.0385 0.1844

21–31 0.9789 0.0000 0.0211

0.0000
Bare land
0.7071

02–21 0.0728 0.1331 0.0870

21–31 0.0172 0.6668 0.0060

0.3100
Built-up area
0.5453

02–21 0.0226 0.0201 0.4120

0.2593
Vegetation
0.6331

02–21 0.0563 0.0467 0.2639

21–31 0.0260 0.0132 0.1515

0.8092

Table 8.5 LULC
transition between 2002
and 31

2002 2031

Water body Bare land Vegetation Built-up

Water body 0.1140 0.6930 0.1930 0.0000

Bare land 0.1070 0.0779 0.4080 0.4071

Vegetation 0.7238 0.0179 0.1390 0.1193

Built-up 0.7412 0.0555 0.0894 0.1139
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categories for vegetated land and bare land will
be drastically decreased by 2031. Rural settle-
ments, on the other hand, would grow in size. It
is possible that the findings from this study may
help local authorities devise effective responses
to protect valuable natural resources that are
threatened by LULC change in urban environ-
ments. Due to a lack of available data in the
study area, this study did not include other socio-
economic elements in the simulation of a LULC
shift. Biophysical, socioeconomic, and policy-
related factors could be used in more research to
simulate how LULC will change in Dhaka
Megacity in the future and give better informa-
tion for making decisions.
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9Urban Change Detection Analysis
Using Big Data and Machine
Learning: A Review
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Abstract

Globally, urbanization is ongoing, and its
effects on the environment and the built
environment are becoming more and more
serious. Due to the increased demand for
fewer resources and harm to the biophysical
environment, it is particularly difficult in
developing societies. Traditional analytical
approaches to analysing the dynamics of
urban land use are constant and frequently
depend on top-down strategies which includes
mathematical as well as linear modelling. The
nonlinear characteristics of land use change
are not captured by these conventional meth-
ods. It is now feasible to recount and antic-
ipate nonlinear elements related to urban land
dynamics with the introduction of new tech-
nologies like artificial intelligence (AI) and
machine learning (ML). Implementation of AI
and ML techniques enhances quick and accu-

rate identify patterns, make predictions and
carry out actions. The study aims to highlight
the various machine learning (ML) algorithms
and conventional representations used to study
various facets of LULC. It aims to evaluate
their functionality, interoperability needs, and
performance, as well as the best research
issues to which they might be put. According
to the literature research, the methods used for
categorization and pattern anatomization of
earth observation-based datasets are random
forest (RF), deep learning techniques includ-
ing convolutional neural network (CNN) as
well as support vector machine (SVM). Urban
expansion, land use change, and settlement
pattern analysis have all been studied using
algorithms of cellular automata, spatial logis-
tic regression, and agent-based modelling. The
majority of the publications examined used
machine learning (ML) techniques to classify
EO data and explore urbanization and land use
change. In terms of accuracy, efficiency, and
computing cost, it has been found that hybrid
techniques perform better.
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9.1 Introduction

Perceptibility of LULC is widely regarded as a
purposive debate on sustainability. Subsequently,
the world has seen substantial changes in recent
decades (Arnell et al. 2016) repeatedly been
linked to increased deforestation, desertification,
and land degradation in vast regions, necessitat-
ing continual monitoring and management
(Borrelli et al. 2017). The LULC approach,
which is supported by scientists and policymak-
ers in tackling the issues of ecological and
environmental changes, is currently poorly sup-
ported. Remote sensing provides efficacious
multispectral and multi-temporal detailing for the
functional perusal of the results and monitoring
of land use models.

However, GIS dispenses a multifaceted envi-
ronment for data storage, analysing, and viewing
of digital statistics, which is critical for spotting
changes in databases (Ennouri et al. 2020a, b, c).
Urban expansion is a broad classification of
LULC, which has severe environmental effects,
such as water and air quality damage (). It also
has social consequences, such as income dis-
parities, community fragmentation, and increased
infrastructure costs (Keola et al. 2015). Urban
transformations provide the required knowledge
to validate remote sensing statistics. Researchers
and planners used to construct land exploitation
strategies based on visual aerial picture analysis
(Barrientos et al. 2011). Nonetheless, remote
sensing devices with high-resolution digital
technology, and land use maps may be created
that are suitable, affordable, and accurate (Otta-
viani et al. 2020). The unparalleled urban
expansion (Hegazy et al. 2015) has negative

consequences for the loss of biodiversity, erosion
of soil, hydrological disruptions, water pollution,
solid waste, as well as temperature thawing
globally. Environmental sustainability, in addi-
tion to regional planning, examination, and
modelling is critical (Weng 2012) (Table 9.1).

The process of recognizing alterations in land
cover by monitoring them over time is known as
the recognition of changes (Kuenzer et al. 2011).
Various techniques of change detection are fre-
quently compared to the most significant out-
comes (Rawat et al. 2015). For example, image
distinction, post-categorizing, the transfiguration
of vector assessment, and principal component
analysis (PCA) were the often-used approaches
for change detection (Peiman et al. 2011). These
approaches may accurately detect variations in
several land cover types using multi-temporal
satellite pictures to bring forth a heterogeneity of
purposes (Tewkesbury et al. 2015). In addition,
this chapter studies the approaches to detect a
functional change in the context of urban and
environmental development (Hu et al. 2013).
This chapter encapsulates an objective to analyse
city transformation using big data and machine
learning. We have analysed both conventional
and machine learning methods for change
detection in order to assess changes in LULC
and, in particular, growth in urban regions. The
research will aid decision-makers in formulating
better LULC regulations to protect ecosystems
and sustainability. In relation to the objectives
and requirements of urban land use planning and
decision-making connected to land use planning
and urban change detection, the objective of this
chapter finds a relative investigation of the con-
ventional and ML algorithms. Based on

Table 9.1 Machine learning algorithms and their advantages

Machine learning algorithms Advantages, usefulness, appropriations for related applications

Super vector machines (SVMs) SVM performs well in hyperplane conditions

Markov random field (MRF) Compares regions and pixel information

A convolutional neural network (CNN) CNN with local spatial coherence performs feature extraction

Random forest (RF) It incorporates spectral bands like soil index, water index,
NDVI and textural features like entropy, variance, morphology,
line feature, etc., and rejects over-fitting

Source Chaturvedi and Vries (2021)
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the reviewed publications, it has been noted that
the machine learning algorithms produce the best
outcomes in computing costs and precisions.

We begin the chapter with a conceptual
framework for the methods utilized in conven-
tional or machine-learning algorithms for
detecting urban change. Finally, the results are
concluded after examining the functions, appli-
cations, and benefits of the approach used to
analyse the various ML algorithms for urban
transformation and LULC planning.

9.2 Land Use and Land Cover
(LULC) Change Detection
Analysis

Alterations in the LULC are significant contrib-
utors to global change and have significant
international policy initiatives. A shift from
grassland to agricultural and residential areas has
occurred in the last several years as an outturn of
population increase as well as urbanization (Zope
et al. 2016). In comparison to conventional
research and statements conducted over vast
spaces, the satellite remote sensing dataset offers
important facts and knowledge about the phe-
nomenal arrangements of LULC (Camilleri et al.
2017). Additionally, remote sensing datasets may
give details regarding temporal and geographical
distributions of urbanized areas that are impor-
tant for planning resources, and development.
The technique determines changes in its status
with the help of frequent data collection and
analysis (Table 9.2).

9.3 Urban Change Detection Using
Conventional Techniques

LULC is considered a significant component of
environmental variation, affecting natural char-
acteristics and functioning of ecosystems. Agri-
cultural growth and production escalation,
deforestation, and urbanization have shown its
impact over the unfrozen land area during the last
several decades. LULC have reportedly brought

major consequences for biodiversity, water
quality, climate, soil, food security as well as
human well-being (Lynch et al. 2013). Urban-
ization is often regarded as the most intense form
of LULC (Lynch et al. 2013). It is also noticeable
that urban regions account for a small percent of
the forest and other natural land alterations.

Changes in cover may be related to improper
land management and preparation. The deterio-
rating quality of water and air, disappearance of
agricultural land and forests, as well as social and
economic constraints, financial inequities, social
segregation, etc., are only a few examples of how
these factors may have a big impact on the cli-
mate and ecosystems. (Yin et al. 2011). Fur-
thermore, metropolitan areas absorb more solar
radiation, have a larger thermal capacity, and
have a higher conductivity rate. As a result,
metropolitan regions typically experience greater
temperatures than agricultural ones. Strong
strategies and methodologies are required for
monitoring and presenting urban development.
Traditional research and mapping techniques
lack the ability to deliver the required data
quickly and affordably. Studies conducted in the
last several decades have demonstrated the abil-
ity of remote sensing alteration detection meth-
ods to deliver precise and fast information on
urbanized land change (Akbar et al. 2019). Mas
(1999) discovered that post-classification, which
includes data on multiple soil moisture and
vegetation phenology situations, is the most
effective approach to detecting urban change.
Furthermore, Li and Yeh (1998) came to the
conclusion that multi-date PCA and classification
could be successfully used to assess fast urban-
ized growth into one of the Chinese rivers. PCA
serves as a footing base for multivariate data
exploration. The most important use of principal
component analysis is the building of a multi-
variate record board as a condensed collection of
variables with the aim of analysing trends, bor-
ders, groupings, and outliers (Yang et al. 2020).
Examining datasets that may include faulty data
as well as multi-collinearity, incorrect values,
and categorical records is part of the principal
component analysis process, which is a very
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flexible technique (Ennouri et al. 2020). The aim
is to find and express pertinent data records as a
collection of key indices or defining character-
istics is the aim. Geographic information systems
(GIS) change detection and remote sensing were
integrated to track the spatial dynamics of urban
land modifications (Anees et al. 2020).

Accurately determining the proportionate
contribution of reflection from a variety of
materials in an urbanized setting is the funda-
mental problem for classifying urban land cover.
Additionally, consideration must be given to
changes such as seasonal vegetation fluctuations
that are unrelated to changes in urbanized land

cover. Additionally, several studies have looked
into how to use contextual (Sun et al. 2019) and
textural (Mishra et al. 2019) information to
enhance per-pixel compartmentalization and get
around the sub-pixel mixing issue.

9.4 Urban Change Detection Using
Machine Learning

The difficulty in identifying the kind and scope of
transformation amongst the two photos that
depict the same site or location but were taken at
various times is typically referred to as the

Table 9.2 Categorization of the commonly used models for urban growth and LULC dynamics studies

Model Qualities, a theme, and
guiding principles

Advantages Disadvantages Examples

Empirical
statistical
models

Using multivariate
analysis, specifically
identify the drivers of
land use changes and their
impact on land-use
change

An analytical technique
that takes comparatively
less data to examine how
dependent land use
change is on influencing
variables

Does not include the
temporal dynamics,
making it unsuitable for
broad extension; lacking a
spatial foundation and
lacking comprehension of
the simulation process
that influences land use
process

Logistic
linear
regression,
multiple
linear
regression

Optimization
models

According to the
econometric method, each
piece of land is
represented as being used
in the manner that
generates the highest rent,
given its characteristics
and location

The modelled agents are
capable of making well-
informed forecasts and
strategies

Several assumptions are
taken into consideration

Von-
Thunen’s
model, agent-
based model

Stochastic
models

Land use change is a first-
order process, meaning
that the present
determines future change
rather than the past

Mathematical and
operational simplicity can
be used where no
information on driving
factors and mechanisms
of land use change is
available

Does not take into
account spatiality and
temporal dynamics;
unsuitable for long-term
and extensive area
modelling

Stochastic
Markov,
cellular
automata

Process-
based
dynamic
simulation
models

Rule-based system
dynamic models within a
GIS framework,
understanding complex
phenomenon through
dynamic simulation,
different branches of
methods in an integrative
model

Inherently spatial and
dynamic; excellent for
expressing non-stationary
processes; very flexible

Does interpret the
spatiotemporal process of
land use change; many
Individual processes of
decision making cannot
be modelled

Fuzzy-CA,
CA-
MARKANN-
CAOV,
MCE, CA-
SLEUTH

(Source Based on Lambin 2004; Zhang 2009; Bhatta 2013; Duwal 2013)
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discernment of variation in computer view.
Depending on the goals of each work, certain
changes are significant and need more modelling
and analysis, while others are only surface-level
or inadequate and ought to be disregarded.
Change can be difficult to detect because it
changes a number of variables, including tem-
poral, spectral, spatial, restraint, radiometric res-
olution, and atmospheric circumstances (Wu
et al. 2017). A variety of adjustments to detecting
skills have been created in an effort to get around
the problems and deliver real change in the
detection of outcomes. Pre-classification or post-
classification approaches (Xiao et al. 2016) and
pixel-form or object-form techniques are two
ways that authors have categorized change
detection methods established on the ground of
perceptible points of opinion. The fundamental
section of image perusal and change, according
to pixel-based change detection algorithms, is the
image pixel. These approaches were incorporated
in the scientific studies on change detection
techniques and may also be thought of as pre-
classification methods given that they are applied
to raw data. To increase the precision of change
detection, a number of pixel-based change
detection techniques are created, examining the
benefits and drawbacks of each.

Image distinction, image rationing, picture
regression, background removal, principal com-
ponent analysis, and change vector analysis are
well-studied pixel-based change detection tech-
niques (CVA). Two similar scenes that were
generated at separate periods will have spectral
differences that may be recognized via change
vector analysis. For each picture, variations in
vector analysis are only possible in two bands.
Every pixel has an estimated change vector for
the spectral dual-dimensional space. It describes
how one-character changes as a vector inside the
space of indicators amongst two different limits
of time across its range of occurrences (variables)
(Landmann et al. 2013). Unfortunately, the local
brightness variations found in photos make it
challenging to establish exact regression func-
tions. The background removal method (Shen
et al. 2018) looks for background details in the
photographs being contrasted (Shah et al. 2020).

In order to remove superfluity in the data
achieved amongst the multispectral bands and
punctuate several theoretical and data details, the
PCA uses dimensionality reduction. The Bayes
principle applied in order to categorize pixels into
a couple of classifications, “change” and “no
change,” PCA was employed as a means of dis-
tance or interspace measure (Almutari and War-
ner 2010) to assess the degree of change in the
value of the pixel. The difficulty in understanding
and labelling the findings of the principal com-
ponent analysis, as well as the dearth of extracted
data on the nature of the changes, are drawbacks
of the principal component analysis change
detection techniques (Sahu and Parsai 2012). The
drawbacks of PCA towards the understanding of
change detection methods is the comprehension
and labelling of the results. Traditional research
and mapping techniques lack the ability to deliver
the required data quickly and affordably. Studies
conducted in the last several decades have
demonstrated the ability of remote sensing alter-
ation detection methods to deliver precise and fast
information on urbanized land change (Akbar
et al. 2019). Mas (1999) discovered that post-
classification, which includes data on multiple
soil moisture and vegetation phenology situa-
tions, is the most effective approach to detecting
urban change. Furthermore, Li and Yeh (1998)
came to the conclusion that multi-date PCA and
classification could be successfully used to assess
fast urbanized growth in the Chinese river. The
assessment of multivariate data using projection/
estimation methods is built on PCA. Construction
of a multivariate dossier panel as a condensed
collection of factors in order to observe trends and
pattern, boundaries, groupings, and outliers is one
of the pronounced uses of principal component
analysis (Ennouri et al. 2020). A very versatile
tool, principal component analysis enables the
examination of datasets that may contain inac-
curate data as well as multi-collinearity, mis-
placed values, and unambiguous datas (Yang
et al. 2020). Finding and the goal of expressing
relevant statistical dossiers to collect indexes and
components (Ennouri et al. 2018). While plotting
the mechanism of city space alterations, Anees
et al. (2020) combined remote sensing techniques
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with geographic information systems (GIS) for
change detection addressals. Based on evaluation
concerning similarity metrics between the win-
dows being compared, these algorithms’ change
detection solutions are determined. There are
various texture analyses supporting change
detection techniques with the help of correlation
as a common similarity metric. This correlation
can be applied in the time domain using nor-
malized cross-correlation (NCC) (Debella-Gilo
and Kaab 2011) or in the frequency dominion
employing Fourier to transform images, analys-
ing index spectrum (phase correlation (PC) (Sar-
vaiya et al. 2012). NCC is a key mathematical
tool in character matching, correspondence anal-
ysis, signal tracking, and object recognition in
signal and image processing (Jawak et al. 2018;
Cai et al. 2017). In accordance with high com-
putational complexity, the digital standardized
cross-correlation is executed through several
quick algorithms and hardware structures in order
to increase real-time and effective performance.

The object-based change detection approaches
revolve around picture partition, and several
supervised and unsupervised partition algorithms
were applied to variable degrees of success.
The majority of object-based change detection
approaches plunge into such three categorizations:
field-based (pixel similarity), boundary-based
(pixel discontinuity), or edge-based (Ennouri
et al. 2020). The support vector machine (SVM)
classifiers (Ennouri 2020; Aptoula 2013), expec-
tation–maximization (EM) algorithms (Lv et al.
2018), and artificial neural networks (ANNs)
(Sahin 2012) were all image partition techniques
often utilized in object-based change detection
technical studies.

Reading through the literature, it is identified
that EM algorithm-based change detection
approaches are more accurate than previous pro-
cedures, however, prior apprehensions are requi-
site for joint probability class. (Şahin 2012) The
artificial neural network technique can yield con-
siderable findings of change identification, espe-
cially when classifications may not ordinarily be
allotted throughout, and a longer time is required
to produce training data. Artificial neural networks
are nonlinear statistical data modelling tools that

are used to create or discover complicated corre-
lations between inputs and outputs. Because arti-
ficial neural networks vary based on input and
output, data passing through the network has an
impact on its structure. Artificial neural networks
are deep learning frameworks that may construct
machine learning and identification.

Finally, support vector machine classifiers
have the benefit of avoiding making presump-
tions concerning the aforesaid data distribution,
treating change detection as a dual classification
issue. With the goal of categorizing pixels into
the “no change” or “change” categories, the
support vector apparatus classifier comprehends
from the training dossier and the optimum
threshold is established (Thanh et al. 2018) from
the spectral properties. Fuzzy logic (Pradhan
et al. 2010), random forest, and genetic pro-
gramming are examples of machine learning
algorithms employed in monitor categorization,
classification, and change detection. Fuzzy logic
is a genre of valued logic where the variable
values can be any real integer between 0 and 1.
After taking a test, the fuzzy logic method makes
it simpler to answer problems.

The random forest method has recently gained
popularity in the area of remote sensing, which is
quite fast in comparison to machine learning
techniques (Izquierdo et al. 2020). Rather than
using a single decision tree's forecast, the algo-
rithm generates numbers of decision trees. The
“random” word derives from “bootstrap aggre-
gating,” sometimes known as “bagging.” It
implies that all the trees in the forest may learn to
train on a subset of the whole training data. For
accuracy evaluation, training data elements for
each tree left concealed, thought to be “out-of-
bag.“ Un-reliability aids in making decisions
about which variables to use (Chen et al. 2020).

For heuristic unsupervised categorization,
genetic algorithms (GA) are the best alternative.
This relies on the building of mathematical
conjectures and the subsequent refinement of a
predetermined variable to mechanically con-
trolled cluster detailing and centroids (Al-Fugara
et al. 2020). Heuristic optimization processes
have reliability, accuracy, and time-saving
approach to categorize the remote sensing
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pictures frequently. Moreover, the genetic algo-
rithms are certified for image processing (Celik
et al. 2010) and picture identification for spe-
cialized applications like therapeutic treatment
(Reddy et al. 2020).

Object-based techniques that rely on image
segmentation are plagued by over or under seg-
mentation issues (Grigillo et al. 2012). To make
present objects more practical, over-segmentation
produces finer components of real-life things that
must be combined (Wang et al. 2010). Unfortu-
nately, the final change map includes errors from
the photo classification technique that was used,
which reduces the precision of the most recent
change detection findings (SiA et al. 2010). To
improve the results of change detection, individual
picture classification must be as precise as is
practical.

9.5 Conclusion

• The study illustrates how remote sensing,
GIS, and LCM combined with multi-temporal
data may be used to investigate and evaluate
the dynamics of LULC and potential urban
growth patterns.

• The studies have demonstrated that a variety of
factors put obstacles to the creation of sus-
tainable cities in the future. In order to prevent
negative repercussions, urban simulation stud-
ies can aid in understanding the implications of
upcoming changes as well as the shortcomings
of present planning practices.

• The outcomes of the predictions show that the
model has a lot of promise and accuracy in
influencing future trends. In order to balance
demand and lessen the effects of changing
land use patterns, such a database is highly
helpful for multi-criteria decision-making,
ecologically responsible management, and
future urban planning.

• These reports also provides planners and
policymakers with a multidisciplinary frame-
work for creating new master plans and
improving existing ones.

• The studies have pointed towards the needs to
implement short-term action plans with a
long-term outlook in order to attain an urban
green–blue network due to the disparity
between the existing state and expected
changes in urban expansion.

• Most of the studies conclude that RS-GIS is a
very efficient and powerful tool for mapping,
measuring, analysing, monitoring, and mod-
elling spatiotemporal urban change detection
analysis.

• The MLC algorithm is the most popularly
applied classifier for classifying SRS data to
extract land cover classes in terms of urban
change studies. However, recently, some
machine learning algorithms, like SVM,
decision tree, and random forest classifiers are
increasingly been used.

• Most of the studies relating to the urban
change detection analysis of urban growth and
sprawl intend to analyse traditional techniques
such as statistical and PCA however recent
techniques are good for better detection such
as artificial intelligence and machine learning.

• Modelling approaches, like CVA, and PCA,
are frequently conventional modelling approa-
ches, often integrated with RS-GIS. Further-
more, very recently, some machine learning
approaches (e.g., ANN, SVM, and MLP) are
reportedly used for this purpose and give high
accuracy results.
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10Urban Green and Blue Spaces
Dynamics—A Geospatial Analysis
Using Remote Sensing, Machine
Learning and Landscape Metrics
in Rajshahi Metropolitan City,
Bangladesh
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Abstract

As important biophysical considerations of the
urban ecosystem, vegetation and water dynam-
ics are crucial to understanding the process of
urban ecosystem functions, biodiversity, and
ecological sustainability. The expansion of
urban areas hurts vegetation and water bodies
within the city area. Therefore, the main objec-
tive of this chapter was to quantify the green and
blue spaces within the city area of Rajshahi
Metropolitan, Bangladesh, and find out the
geospatial pattern of green and blue spaces
dynamics during 1990–2021. Landsat TM,
ETM+ and OLI satellite data, geographic infor-
mation system, and support vectormachinewere
used to extract land use/land cover, urban green
space, and blue space. Landscape matrices were
followed to calculate the landscape structure of
green and blue spaces. The changes in green and
blue spacesweremeasuredusing the green space
index (GSI) and blue space index (BSI), respec-

tively. The zonal and directional analysis was
performed to measure the magnitude and direc-
tion of urban green space change. Spatial trend
and hotspots analysis were executed to find out
the nature and hotspots of the green space
change. The findings revealed that the green and
blue spaces of the city decreased remarkably
over time. The green space became fragmented,
unevenly distributed, and less physically con-
nected due to the rapid urban growth. The
highest decline in green space was noticed in the
north-west-west (NWW), north–north-west
(NNW), north–north-east (NNE), and north-
east-east (NEE) directions. The transformation
of green space to built-up was started from the
central parts and spread out towards the western,
northern, and south-eastern parts. The hotspots
of green space change gradually moved towards
the fringe area of the city, resulting in a large
threat to urban green space. Thus, the outcomes
can help the urban planners and policymakers in
formulating a comprehensive management plan
to control the urban green and blue spaces
shrinking, and to conserve the existing green and
blue spaces for ensuring the safety of urban life
and the urban environment in the city area.
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10.1 Introduction

The pattern of land use/land cover and changes
over time in urban area play a vital role in con-
trolling the total environment of the area. Nota-
bly, green and blue spaces and their changes
affect the urban ecological functions. These two
important components of the urban environment
also contribute in balancing human biophysical
interconnections and maintaining good environ-
mental quality. Through photosynthesis, green
space releases sufficient oxygen to the air and
absorb carbon dioxide from the air and on the
other hand, also reduce air temperature and
enhances aesthetic quality. Urban green spaces
(UGS) are the areas that comprise a significant
amount of vegetation in the urban area. On the
other hand, urban blue spaces (UBS) represent
the surface water bodies in the area. However,
greatest environmental consequences of urban
growth are related with the green and blue
spaces. Due to rapid urbanization, growth of
population and commercial evolution in the city
areas, the spatial pattern of urban land-use
changes dramatically and it was found that
mainly vegetation and water bodies declined
considerably not only in the cities of developing
countries but also globally (Muhamad Nor et al.
2021). In the last two decades, due to the
industrialization and economic development,
urbanization has taken place significantly in the
South and Southeast Asia (Sharifi et al. 2014). In
these regions, the urban growth rate is about
2.4% per year, which is relatively high compare
to the developed regions of the world (UNDESA
2012). Rapid urban growth intensely converts
vegetation and water areas to built-up in the city
and causes noteworthy drop of green and blue
spaces (Ward et al. 2010). The shrinking of green
and blue spaces may reduce the connectivity,
biodiversity, and quality of life of the urban
inhabitants (Tian et al. 2011). Lack of sufficient
vegetation and water spaces gear up the pollu-
tion, soil erosion, and other critical environ-
mental outbreaks, and all of these need to be
addressed in formulating sustainable urban
planning and development. The extensive and

rapid urban development and continuous trans-
formation of land use make a key challenge to
the policy maker for the management of green
and blue spaces (Sperandelli et al. 2013; Wu
et al. 2018). For proper management of vegeta-
tion and water bodies, the inventories of the
areas, monitoring of the changing pattern, tra-
jectories, landscape pattern, hotspots of change
and trends of change are essential since these can
provide adequate guidelines for the development
of sustainable management strategies (Östberg
et al. 2018; Huerta et al. 2021).

Existing literature supports that several studies
have been done on vegetation and water bodies
dynamics and their importance in different cities
of the world focusing urban growth and social
values of green and blue spaces instead of con-
sidering landscape pattern (Yang et al. 2013,
2019; Li et al. 2017). Several studies highlighted
that in the tropical region, loss of green and blue
spaces was highest and these losses are mostly
due to the absence of proper land use and urban
planning, weak management strategy and sus-
tainable urban development and expansion (Zhou
and Wang 2011; Muhamad Nor et al. 2021;
Siddique and Uddin 2022). Studies on green and
blue spaces condition, extent and form and,
integration of these information into the local
urban planning and policy are crucial. Moreover,
observing these two important components of the
urban ecosystem is essential to know the varia-
tions of these components and how the variations
are exaggerated by various controlling forces and
ambient conditions (Msofe et al. 2019; Liu et al.
2021). In contrast, modern technologies like
remote sensing and GIS helps to detect and
manage the changes of earth phenomena in the
right way. By classifying multi-temporal satellite
images and information extraction through GIS,
monitoring and changes can be observed in
quantitative form (Shekinah et al. 2004; Rahman
and Saha 2008; Rahman et al. 2009, 2014, 2018;
Rahman 2013; Di et al. 2014; Huerta et al. 2021).
Because of the technological advancement and
the integration of mathematical models like
machine learning algorithms-based decision tree
(DT), random forest (RF), and support vector
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machine (SVM) into GIS supports to detect and
monitor earth phenomena with very high accu-
racy and effectively (Kopecká et al. 2017; Sharifi
and Hosseingholizadeh 2019). Among the meth-
ods, SVM can produced higher accuracy of
classifications with minimum efforts (Kranjcic
et al. 2019). With quantitative analysis and
modelling support, nowadays RS and GIS have
become important tools for analysing changes in
green and blue spaces (Di et al. 2014; Li et al.
2018, 2019). Also, some other scholars used
transformation matrix to obtain information on
changes and trajectories of green space, and
landscape indices to identify the structure and
changing pattern of green space landscape, com-
bined with Fragstats software (Byomkesh et al.
2012; Li et al. 2016; Nor et al. 2017; Zhao et al.
2020). Nevertheless, few studies were available
on the changing nature of green space and spatial
analysis for the cities of South Asia, particularly,
for the middle-sized cities. In recent decades,
these cities are developing firstly and the combi-
nation of land use and unrestrained rapid growth
are the key reasons of urban growth (Sharifi and
Hosseingholizadeh 2019; Klopp and Petretta
2017). On the other hand, detailed geometric
information on UGSs is not available and updated
regularly; therefore, the changes of green space
that have taken place because of the urban growth
are not properly addressed. To create safe, pro-
tected, more comprehensive, robust eco-friendly
cities, and geospatial data of UGS is needed and it
is also recognized by the UN Sustainable
Development Agenda (Klopp and Petretta 2017).
Also, the generation of UGS geospatial data can
helps to fulfil and obtain the Sustainable Devel-
opment Goal 11.7 (SDG 11.7) i.e. “provide uni-
versal access to safe, inclusive and accessible,
green and public spaces” (Huerta et al. 2021).

Therefore, considering the above facts, this
chapter focuses on quantify the green and blue
spaces within the Rajshahi Metropolitan City
area, Bangladesh, and find out the geospatial
pattern of green and blue spaces dynamics over
the periods 1990–2021. Specifically, this chapter
addressed the questions, (i) how much areas were
there under green and blue spaces, and how have
these spaces changed in the last 32 years?;

(ii) was there any spatial pattern of green and
blue spaces change in the city area?; (iii) was
there any zonal and directional pattern of green
and blue spaces change?; (iv) was there any
spatial trend in the change of green space?; and
(v) where were the significant locations of hot-
spots of the changes of UGS?

10.2 Materials and Methods

10.2.1 Study Area

The Rajshahi Metropolitan City, one of the lar-
gest cities in Bangladesh, with about 1.0 million
inhabitants and an administrative area of 48 km2

(BBS 2020), was chosen as study area to analyse
the green and blue spaces dynamic during the
period 1990–2021. The city is situated in the
north-western part of Bangladesh and geo-
graphically extend in between latitude 24° 12′ to
24° 42′ N and longitude 88° 15′ to 88° 50′ E
(Fig. 10.1). The city is well networked with
capital city and others through road, rail and air.
The city enjoys tropical monsoon climate with an
average temperature 24.5 °C and average annual
rainfall of 1448 mm. However, maximum tem-
perature varies from 30 to 40 °C, and April and
May are the hottest months in the area (BBS
2013; Kafy et al. 2020). Since this city act as
divisional headquarter, during the last few dec-
ades rapid urbanization has taken place in the
city. The increase in the size of the population
observed from about 0.52 million to 1.0 million
(annual growth rate 2.88%) during the period
1990 to 2022 (BBS 2020). Currently, the city is
divided into 30 Wards under four Police Stations
namely Boalia, Rajpara, Matihar and Shah
Makhdum. From the city centre, distance of the
city boundary to the north, west, and east is 5.75,
5.90, and 7.00 km, respectively. The city
boundary distance is only 0.65 km from the city
centre to the south. The southern part of the city
is bounded by the mighty river Padma. There-
fore, the city is mainly expanded to the north,
west, and east directions over the periods. The
enormous growth and unrestricted development
of different built-up areas, growth zones and
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other urban structures, which amplify the sig-
nificant drop of green spaces, water area, barren
land, cropland etc., and therefore, the overall
condition, competence and environmental safety
of the city were affected harmfully thereof. It was
found that the share and dynamics of green and
blue spaces associated with different land uses

are not well studied, and for the proper urban
planning and development, details information of
green and blue spaces dynamics are important.
This chapter is therefore, designed to analyse the
green and blue spaces dynamics over the period
1990–2021 in Rajshahi Metropolitan City of
Bangladesh.

Fig. 10.1 Study area-Rajshahi Metropolitan City
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10.2.2 Data Used

Primarily, satellite remote sensing data were used
to extract and analyse the vegetation and water
area dynamics. Landsat TM, ETM+, and OLI
satellite data were acquired for the years 1990,
2000, 2010, and 2021. All multispectral data were
downloaded from the United States Geological
Survey (USGS) website using GLOVIS download
portal (http://glovis.usgs.gov) to fulfil the cover-
age of the entire study period. The detailed per-
tinent information of the obtained Landsat data is
given in Table 10.1. To select the images, the data
for the month of November of the respective year
was considered to avoid cloud cover, since all
images were optical remote sensing-based.
Moreover, during the November, it was consid-
ered more likely to have a similar condition of
vegetation cover and other ground conditions
from year to year, ensuring consistency in sea-
sonal vegetation. Besides, some other data, e.g.,
city boundary, ward boundary geospatial data and
field data (obtained using global positioning sys-
tem, observation technique) were used.

10.2.3 Methods

This chapter analyses the dynamics of green and
blue spaces in Rajshahi Metropolitan City of
Bangladesh by extracting land use/land cover
information from the Landsat satellite data. The

overall methodology involved for the work is
shown in Fig. 10.2. To extract the information
from the satellite data, digital image classification
procedure was followed. In this process, first,
images were first corrected geometrically using
well distributed sufficient ground control points
(GCPs), accepting a root mean square error
(RMSE) less than 0.15. Then, all images were
resampled following Universal Transverse Mer-
cator projection (UTM), nearest neighbour
algorithm, and polynomial transformation, with
corresponding sensor pixel size. To classify the
image, support vector machine (SVM) technique
was used since it is an advance technique, pro-
vides high classification accuracies and have
good generalization capabilities (Brown et al.
2003; Hong et al. 2016; Kranjcic et al. 2019).
Satellite image can be classified using SVM
which is based on supervised machine learning
algorithm, allows the computer to work in a self-
learning mode without being explicitly pro-
grammed. Training cases on the edge of SVM
class distribution, focuses on support vectors,
tries to find the best classification hyperplane
within the class, and effectively eliminates other
training cases (Brown et al. 2003). Following the
SVM classification procedure, both training and
testing sites were developed. A classification
scheme with four types of land use/land cover,
viz. vegetation, water bodies, built-up, and bare
land was followed to generate training and test-
ing sites, and ground truth information was

Table 10.1 Description of obtained Landsat satellite data

Satellite Sensor Date of
acquisition

Spatial
resolution (m)

Bands used Wavelength
(lm)

Source

Landsat 5 TM 14 Nov 1990 30 Green
Red
NIR

0.52–0.60
0.63–0.69
0.76–0.90

USGS

Landsat 7 ETM+ 17 Nov 2000 30 Green
Red
NIR

0.52–0.60
0.63–0.69
0.77–0.90

USGS

Landsat 5 TM 05 Nov 2010 30 Green
Red
NIR

0.52–0.60
0.63–0.69
0.76–0.90

USGS

Landsat 8 OLI 03 Nov 2021 30 Green
Red
NIR

0.53–0.59
0.64–0.67
0.85–0.88

USGS
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incorporated into the training and testing site
selection. The SVM classifier seeks to find a best
separation hyperplane that can distinguish two
classes (Hong et al. 2016). In SVM, selection of
Kernel is important and can be treated as key
parameter since it retains the accuracy of the
training and classification effectively (Wang et al.
(2020). Among the used kernels, radial basis
function (RBF) kernel has shown high perfor-
mance for data modelling (Kia et al. 2012). Thus,
the SVM model with RBF kernel was used here
to classify the satellite images. Details of SVM
and RBF kernel mathematical algorithms can be
found in He et al. (2021), Wang et al. (2020) and
Kalantar et al. (2018). In this study, to train the

SVM for assessing land use/land cover and build
each scenario, training data-set and the “Train
Support Vector Machine Classifier” of ArcGIS
10.6 was used and then classified. Furthermore,
for the validation of classified maps, testing data
set was crossed and error matrix was generated to
find out the accuracy level.

To analyse the spatial dynamics of urban
green and blue spaces, first vegetation and water
bodies were extracted from the classified map of
the respective year, and then ward level urban
green space index (UGSI) and urban blue space
index (UBSI) were calculated using Eqs. 10.1
and 10.2, respectively (Shekhar and Aryal 2019).
The UGSI and UBSI provides the indication of

Fig. 10.2 Overall methodology of the study
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the quality of eco-environment and the amount of
UGS and UBS in relation to other urban land
uses. High index value means high proportion of
UGS or UBS, low green index means low pro-
portion of the UGS and UBS in the study area.
Later, using the water level index value, spatial
pattern was identified through GIS.

UGSI ¼ AG

AT
; ð10:1Þ

UBSI ¼ AB

AT
; ð10:2Þ

where UGSI and UBSI represent urban green
space index and urban blue space index,
respectively. AG is area under vegetation, AB is
area under water bodies, and AT is the total area.

To examine the landscape structure for the
years 1990, 2000, 2010, and 2021 at landscape,
class and patch levels, six metrics were selected,
viz. number of patches (NP), patch density (PD),
mean patch area (AREA_MN), largest patch
index (LPI), landscape shape index (LSI),
and Euclidean nearest neighbour distance
(ENN_MN) (Table 10.2). FRAGSTATS (Ver-
sion 4.3) software was used to figure out the
selected matrices (McGarigal et al. 2002).
Detailed information for the metrics are available

in McGarigal et al. (2012). Selected indices were
computed to detect the temporal dynamics in all
categories of land use/land cover spaces com-
position and landscape configuration. However,
emphasis has been given on green, blue and
built-up spaces.

One of the objectives was to find out the zonal
and directional changes of green and blue spaces
with the context of built-up expansion. Thus, a
combined directional and zonal study of green,
blue and built-up areas was performed consid-
ering eight quadrants at an angle 45° from the
city centre (as a centre for directional analysis)
for measuring variations of urban expansion and
UGS change in the study area, as shown in
Fig. 10.3. The eight quadrants were “North-
West-West (NWW), North–North-West (NNW),
North–North-East (NNE), North-East-East
(NEE), South-East-East (SEE), South-South-
East (SSE), South-South-West (SSW) and
South-West-West (SWW)” (Fig. 10.2).

Moreover, the spatial trend analysis of chan-
ges of green, blue and built-up areas was
accomplished to know the spatial pattern and
locations of changes during the periods. Land
change modeller (LCM) of TerrSet 2020
geospatial monitoring and modelling system was
used to spatial trend analysis and mapping.

Table 10.2 Description of landscape metrics

Matrix Class/group Description Indicator of

Number of patches
(NP)

Area/density/edge Provides total number of patches of a
landscape class

Fragmentation

Patch density (PD) in
Number per 100 ha

Area/density/edge Number of patches/the total landscape
area (m2) * 1,000,000

Fragmentation

Mean patch area
(AREA_MN) in ha

Area/density/edge Provides the average area of patches Dominance

Largest patch index
(LPI) in %

Area/density/edge Largest patch area (m2)/total landscape
area (m2) * 100

Dominance

Landscape shape
index (LSI) in m/ha

Area/density/edge Total length of edge/minimum length of
class edge

Shape complexity;
boundary sharing with
other patch types

Euclidean nearest
neighbour distance
(ENN_MN) in m

Isolation/proximity/
aggregation

Provides the distance of the nearest
neighbouring patch (m) based on the
distance from edge to edge

Quantifies patch
isolation
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In LCM, the trend analysis creates surface as
change and no change areas and assign as 1 and
0, respectively, for quantitative representation. In
the pattern of change between two spaces
(change and no change), LCM produced a best-
fit polynomial trend surface (Rahman and Saha
2009). Here, the spatial trend of change was
generated following a 7rd-order surface trend
between ‘green space to built-up’ and ‘blue space
to built-up’, and analysed.

In addition to spatial trends, a hotspot analysis
of changes between the classes was also done.
Spatial Getis‐Ord Gi* (G-i-star) technique was
used to find out the significant hot-spots of the
changes (Getis and Ord 1992). The results of
spatial G-i-star based on z-scors and p-values
highlighted the high and low values cluster.
Thus, high value spatial clustering which is
assigned by high z and low p values representing
hotspots of the changes and vice versa (Rahman
et al. 2021). The G-i-star statistics expressed as
Eq. 10.3. ArcGIS (version 10.6; Environmental
Systems Research Institute, Inc.) was used to
identify, analyse data spatially and hotspot area
mapping.
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j¼1 wi;jxj � X
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j¼1 wi;j

S

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n
Pn

j¼1
w2
i;j�

Pn

j¼1
wi;j

� �2
� �

n�1

v
u
u
t

; ð10:3Þ

X ¼
Pn

j¼1 xj
n

; ð10:3:1Þ

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

j¼1 x
2
j

n

s

� X
� �2

; ð10:3:2Þ

where xj represents attribute value of feature j;
wi;j is the spatial weight between feature i and j, n
is the total number of features.

10.3 Results and Discussion

10.3.1 General Land Use/Land Cover

Land use/land cover (LULC) classification was
conducted using the SVM model with RBF
kernel basis function. Figure 10.3 executed the
classification result of LULC in four major
classes, including vegetation, water bodies, built-

Fig. 10.3 Eight quadrants for zonal and directional change analysis. Red circle indicates city centre
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up and bare land. Using the testing site, an
assessment of the accuracy of the classified was
done and achieved the overall accuracy ranges
from 90 to 93% and the Kappa coefficient ranges
from 0.87to 0.89 for the four classified images.,
i.e. 1990, 2000, 2010, and 2021. Table 10.3
presents the evolution of the surface of each class
from 1990 to 2021 with their proportion in the
total surface area of the city, the surface area of
each type of land use change and the proportion
of each type in the total surface area. Table de-
picts that the vegetation cover was the dominant
in the city area in the years 1990, 2000, and
2010, however, in 2021 built-up became leading
coverage in the city area. Figure 10.4 further
portraits that vegetation area decreased in all the
observed years and during the period 1990–
2021, total decreased area of vegetation was
about 26% of the total area of the city. In con-
trast, built-up area increased in all the years and
total increased area of built-up was about
27.62% of the area between 1990 and 2021
(Fig. 10.4; Table 10.3). The area under water
bodies also decreased and from 1990 to 2021, it
was decreased from 10 to 7% (net decreased
3%) of the total area, respectively (Table 10.3;
Fig. 10.4) The urban growth, i.e. increase of
built-up area was highest in the period of 2010–
2021 compared to the previous periods, denoting
urbanization intensified in this period. The
highest increase of built-up areas and highest
decrease of vegetation areas illustrate that area
under vegetation mainly converted to built-up
areas, and this indicates rapid urban expansion
in the area during the periods.

The spatial pattern of LULC of Rajshahi
Metropolitan city in 1990, 2000, 2010, and 2021
illustrated in Fig. 10.5. Figure depicts that rapid
urbanization was taken place in the city during
the period particularly, since 2010 and mainly
due to the urbanization i.e. expansion of built-up
areas vegetation cover has decreased remarkably.
Notably, urban expansion was more in the cen-
tral, eastern and western part of the city. During
the period, the area under built-up has increased
and occupied highest proportion of the area, and
as a consequence of increased built-up, vegeta-
tion areas were converted to built-up. However, Ta
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the growth of built-up area was not entirely from
the vegetation conversion, it was the combined
transformation of other land uses, urban growth,
road development, human settlements, economic
development, and gradual development to a
rationalized city. Thus, the observed spatial pat-
tern of LULC can be considered as an indication
of urban expansion and mainly reducing of green
space during the analysed years, which has taken
place within different parts of the city.

10.3.2 Dynamics of Urban Green
and Blue Spaces

10.3.2.1 Urban Green Space Index
(UGSI)

It was mentioned that due to urban expansion, a
general declined trend was observed in the green
space of metropolitan area, Rajshahi. As shown
in Table 10.4, in the study area, the UGS was
64% in 1990 and this proportion declined to 56%

Fig. 10.4 Temporal pattern of land use/land cover of RMC

Fig. 10.5 Land use/land cover, Rajshahi Metropolitan City produced by SVM
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in 2000 and further reduced to 50% in 2010.
Finally, it reduced to only 38% of the total area
in 2010, perceiving rapid reduction of the UGS
(total of 26% of the total area). For detailed
analysis of green space dynamics, Ward wise
distribution of green space was analysed using

urban green space index (UGSI). UGSI indicates
that there was a variation in Ward wise green
area distribution during the periods and found
declined trend in all the wards during 1990–2021
(Table 10.4). Based on the area occupied by
green space, Wards 30, 27, 29, 18, and 1 were

Table 10.4 Ward wise green space and blue space indices

Ward number Urban green space index (UGSI) Urban blue space index (UBSI)

Period Change Period Change

1990 2000 2010 2021 1990–2021 1990 2000 2010 2021 1990–2021

1 0.72 0.65 0.61 0.31 −0.41 0.02 0.02 0.01 0.01 −0.01

2 0.58 0.57 0.54 0.47 −0.11 0.06 0.05 0.05 0.04 −0.02

3 0.59 0.49 0.33 0.09 −0.50 0.04 0.04 0.02 0.00 −0.04

4 0.19 0.18 0.16 0.03 −0.16 0.58 0.56 0.55 0.53 −0.05

5 0.58 0.41 0.35 0.15 −0.43 0.06 0.06 0.04 0.03 −0.03

6 0.44 0.31 0.27 0.15 −0.29 0.13 0.12 0.12 0.10 −0.03

7 0.68 0.61 0.60 0.49 −0.19 0.09 0.09 0.06 0.06 −0.03

8 0.52 0.33 0.31 0.20 −0.32 0.11 0.06 0.06 0.04 −0.07

9 0.53 0.23 0.19 0.12 −0.41 0.07 0.06 0.03 0.02 −0.05

10 0.60 0.48 0.47 0.29 −0.31 0.02 0.02 0.02 0.01 −0.01

11 0.45 0.27 0.14 0.10 −0.35 0.06 0.06 0.03 0.02 −0.04

12 0.31 0.12 0.09 0.04 −0.27 0.10 0.09 0.03 0.00 −0.10

13 0.42 0.24 0.24 0.16 −0.26 0.08 0.08 0.07 0.06 −0.02

14 0.60 0.54 0.42 0.27 −0.33 0.02 0.02 0.02 0.01 −0.01

15 0.52 0.39 0.36 0.30 −0.22 0.12 0.12 0.10 0.07 −0.05

16 0.64 0.50 0.45 0.25 −0.39 0.04 0.04 0.04 0.02 −0.02

17 0.68 0.64 0.58 0.52 −0.16 0.04 0.04 0.03 0.03 −0.01

18 0.72 0.66 0.61 0.34 −0.38 0.02 0.02 0.01 0.00 −0.02

19 0.61 0.60 0.49 0.36 −0.25 0.02 0.02 0.02 0.01 −0.01

20 0.45 0.34 0.33 0.24 −0.21 0.04 0.04 0.03 0.02 −0.02

21 0.57 0.38 0.24 0.09 −0.48 0.07 0.06 0.05 0.02 −0.05

22 0.47 0.20 0.13 0.06 −0.41 0.09 0.06 0.05 0.03 −0.06

23 0.44 0.30 0.27 0.04 −0.40 0.15 0.12 0.10 0.07 −0.08

24 0.53 0.23 0.20 0.04 −0.49 0.18 0.18 0.11 0.07 −0.11

25 0.56 0.38 0.32 0.04 −0.52 0.11 0.14 0.06 0.07 −0.04

26 0.71 0.64 0.54 0.50 −0.21 0.15 0.12 0.11 0.08 −0.08

27 0.76 0.63 0.53 0.34 −0.42 0.12 0.11 0.10 0.03 −0.09

28 0.68 0.57 0.54 0.30 −0.38 0.17 0.16 0.14 0.12 −0.05

29 0.74 0.66 0.61 0.36 −0.38 0.17 0.16 0.16 0.16 −0.01

30 0.78 0.72 0.70 0.65 −0.13 0.11 0.11 0.10 0.07 −0.04

Total 0.64 0.56 0.50 0.38 −0.26 0.10 0.10 0.09 0.07 −0.03
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the top 5 greenery Wards in 1990 (having 78–
72% green space), Wards 30, 29, 18, 1, and 26 in
2000 (having 72–64% green space) and Wards
30, 29, 18, 1, and 7 in 2010 (having 70–60%
green space). However, in 2021, top 5 greenery
Wards were 30, 17, 26, 7, and 2 (having 65–47%
green space). Thus, these statistics indicate
variation in the changing pattern of green space
in the area. UGSI further shows that highest
decrease of green space was found in Wards 25
and 3 (52 and 50%, respectively) which was
followed by Wards 24, 21, 5, and 27 (49, 48, 43,
and 42%, respectively).

In the spatial context, significant changes
occurred in the distribution of UGS in city area.
As shown in Fig. 10.6, Ward wise distribution
of green space (as UGSI) highlighted that in the
central part of the city area contains lowest
percentage of green space in all the observed
years and found basically steady. In 1990 and
2000, the northern, eastern, and south eastern
parts of the city cover highest percentage of

green space (60–80%), however, in 2010 and
2021, the percentage of green space was shar-
ply declined in these part of the city (40–60%,
somewhere 20–40%), reporting faster shrink-
age of the UGS over the period 2010–2021 in
these particular areas. The alarming situation is
that in 2021, only one Ward which located in
the eastern part occupied 60–80% green space
whereas in 1990 total thirteen Wards occupied
60–80% green space. Remarkable change in the
percentage of green space in these parts
demonstrating UGS destruction due to uncon-
trolled and unplanned urban growth. Because
of the limited urban space, the urban expansion
unavoidably extended and progressed outer
part from the city centre, which resultant con-
tinual decrease of green space in the urban
fringe area. Hence, the proper planning in city
structure and the implementation of greening
policy need to be incorporated in management
planning to increase green area or remains
relatively steady.

Fig. 10.6 Ward wise spatial distribution of UGSI
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10.3.2.2 Urban Blue Surface Index
(UBSI)

The dynamics of blue space was analysed using
urban blue surface index (UBSI). Ward wise
UBSI is shown in Table 10.4. As shown in
Table, the UBS was 10% of the total area in both
the years1990 and 2000. In 2010 this proportion
declined to 9% and further reduced to 7% in
2021. Thus, the total losses of blue space was 3%
over the past 32 years i.e. 1990–2021. UBSI also
indicates that there was a variation in Ward wise
blue area distribution during the periods and
found declined trend in all the wards during
1990–2021 (Table 10.4). In 1990 and 2000, in
terms of blue space top 5 ranked Wards were 4,
24, 28, 29, and 26 (having 58–12% blue space).
In contrast, Wards 4, 30, 29, 6, and 26/24 were in
the top 5 ranked in 2010 (having 55–11% blue
space). Finally, in 2021, top 5 ranked Wards
were 4, 29, 28, 6, and 26 (having 53–8% blue
space) considering blue space occupied area. It
should be noted here that the Padma River passes
through the Wards 4, 28 and 29. That’s why the
proportion of blue space is higher in these wards.

UBSI further shows that highest decrease of blue
space was found in Wards 24 and 12 (11 and
10%, respectively) which was followed by
Wards 27, 26, and 23 (9, 8 and 8%, respectively).

The spatial pattern of UBSI illustrates how
blue spaces are changing in the study area over
the time-lapse (Fig. 10.7). Ward wise distribu-
tion of blue space (as UBSI) highlighted that in
the northern part of the city area contains lowest
percentage of blue space in all the observed years
and found mostly steady. In 1990 and 2000, the
eastern, south eastern, southern and western parts
of the city cover highest percentage of blue space
(14–18%), however, in 2010 and 2021, the per-
centage of blue space was sharply declined in
these part of the city (5–13%, somewhere <5%),
reporting faster decline of the UBS over the
period 2010–2021 in these particular areas.
Alarmingly, the blue space in the central and
north-western parts of the city declined rapidly
and only occupied <5% of the total area in 2021.
The remarkable change in the percentage of blue
space in these parts demonstrates UBS shrinking
and mainly due to the uncontrolled urban growth

Fig. 10.7 Ward wise spatial distribution of UBSI
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since the land price is much higher in these parts
of the city. However, to maintain the eco-friendly
environment of the city, the availability of blue
space is essential, and therefore, in urban plan-
ning, initiatives should be taken to preserve the
blue space, increase the blue space and remains
blue space stable.

10.3.2.3 Landscape Structure Analysis
by Landscape Matrices
(LM)

Landscape structure of the city for the periods
1990, 2000, 2010 and 2021 was analysed using
six landscape matrices. Landscape matrices were
calculated to measure the spatial structure of
green space, blue space, built-up, and bare land.
As shown in Table 10.5 and Fig. 10.8, the
number of patches (NP) and patch density
(PD) were observed to increase and decrease for
green space, blue space and bare land during the
period 1990–2021, indicating that the fragmen-
tation degree of the classes was both higher and
lower between the years. Increasing in number
denotes more fragmentation and more isolation
and vice versa. In built up class, a decreasing
trend was observed for NP and PD, denoting
lower fragmentation, less isolation, and a lower
percentage of edge area in patches. In case of
LPI, a sharp decreasing trend (from 53.41to
13.43%) in green space and an increasing trend
(from 1.39 to 31.73%) in built-up were observed
during the period 1990–2021, meaning that there
were fewer large patches of green space (i.e.
more fragmentation), and in contrast, more large
patches of built-up showing less fragmentation
and less separation. The decreasing trend of LPI
for green space and increasing trend of LPI for
built-up over the time also indicate that the green
space was converted to built-up area gradually
and this conversion was the main cause of green
space loss. Landscape shape Index (LSI) is an
indicator of shape complexity. The LSI for green
space in 2010 and 2021 was lower than in 2000,
however, the there was no decreasing of LSI
between 2010 and 2021. On the other hand, the
LSI for built-up gradually decreased from 1990
to 2021 (Table 10.5 and Fig. 10.8), meaning the
patch size became smaller and makes shape

complexity and dispersedly other land was con-
verted to built-up. In case of mean patch area
(MPA), a decreasing trend for the green space
and in contrast, increasing trend for the built up
were observed during the period. Decreasing
trends of MPA signifying the disappearance or
loss of green spaces and on the other hand,
increasing trend of MPA representing gain of
built-up during the period. The average distance
between two patches in a landscape represents
Euclidean nearest neighbour distance (ENN); the
greater ENN means more fragmented patches of
that landscape. Table 10.5 depicts that the ENN
has slightly increased for both the green space
and built up during 2010–2021 (Fig. 10.8),
indicating that the green inter-patch distance
increased and also the built-up inter-patch dis-
tance increased. This increased ENN also high-
light the more fragmented of the patches and the
conversion form green space to built-up was
taken place in a scattered way during this period.
Besides, there was no remarkable changes in
selected matrices for the blue space during the
period (Fig. 10.8). Thus, overall, landscape
metrics analysis showed significant changes in
the structure and pattern of green space and built-
up area, as revealed by the changes in selected
six matrices. Over the time green areas gradually
became fragmented, more unevenly distributed
and decreased physical extent with less physical
connectivity due to the increasing human activi-
ties and unban expansion.

10.3.3 Zonal and Directional Analysis

Table 10.6 portraits statistics of the zonal and
directional changes of green space, blue space,
and built-up area. Zonal and directional analysis
was executed to measure the directional change
of urban expansion and green space. The direc-
tional analysis can help establish spatial rela-
tionships between land use/land cover changes
and dynamics from a city centre (Zhang et al.
2019). Thus, in this study combined directional
and zonal analysis was followed for the eight
different directions from the city centre, as shown
in Fig. 10.9. Over the last 32 years, the highest
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Table 10.5 Landscape structure by landscape matrices

Type Year Landscape matrix

NP (number) PD (patches/100 ha) LPI (%) LSI (m/ha) MPA (ha) ENN_MN

Green space 1990 547 11.38 53.41 36.18 5.58 49.47

2000 1147 23.87 25.34 46.56 2.30 48.61

2010 760 15.82 20.28 36.34 3.47 55.25

2021 1032 21.48 13.43 38.09 1.85 60.10

Blue space 1990 449 9.34 2.45 16.09 0.62 139.74

2000 537 11.18 2.38 20.46 0.65 130.56

2010 370 7.70 0.58 18.00 0.51 141.17

2021 430 8.95 2.24 16.78 0.69 135.29

Built-up 1990 2125 44.22 1.39 52.68 0.51 57.69

2000 1882 39.17 5.91 44.92 0.66 58.57

2010 1106 23.02 11.70 36.87 1.26 70.30

2021 783 16.29 31.73 30.35 2.47 68.69

Bare land 1990 1396 29.05 0.24 38.10 0.29 78.94

2000 1832 38.13 0.29 43.89 0.32 67.63

2010 1591 33.11 0.27 41.72 0.37 68.41

2021 1821 37.90 0.35 44.20 0.37 68.37

Fig. 10.8 Changes of landscape pattern index at class level
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reduction of green space was observed in the
NWW direction at a rate of 1014 ha y−1. From
1990 to 2021, the second and third highest
reductions in green space were found in the NEE
and NNE directions, which were about 866 and
763 ha y−1, respectively. A significant reduction
in green space was also found towards SEE and
NNW (Table 10.6). In contrast, the highest area
increased of built-up was noticed in the NWW,
NEE and NNW directions. The rate of built-up
area expansion in NWW, NEE and NNW was
1027, 870 and 830 ha y−1, respectively, report-
ing the city expanded mainly in these three
directions during the study period. For blue
space, highest shrinking was detected in the

NWW (116 ha y−1), SEE (103 ha y−1) and NEE
(70 ha y−1) directions during the period 1990–
2021 (Table 10.6). The low level of urban
expansion in the SEE and SWW direction was
associated with the natural characteristics of the
area. The river Padma flows in the southern part
of the city and acted as barriers for urban
expansion. The directional analysis further shows
that the decline of green space in the NWW,
NNW, NNE, and NEE directions was mainly due
to rapid urban expansion in these directions over
time (Fig. 10.9). Additionally, Fig. 10.9 illus-
trates how urban expansion gradually engulfed
green space in different directions from the city
centre at different times. The rapid of urban

Table 10.6 Directional change of green, blue and urban spaces in eight quadrants in RMC

Zone LULC Area (km2) Change rate (ha/year)

1990 2000 2010 2021 1990–2000 2000–2010 2010–2021 1990–2021

NNE Green space 6.410 5.998 5.177 4.045 −411.90 −821.10 −1029.55 −763.06

Blue space 0.596 0.596 0.562 0.378 0.30 −34.20 −167.00 −70.19

Built-up 2.179 2.387 2.940 4.344 208.10 553.00 1277.00 698.65

NEE Green space 9.890 8.979 8.100 7.206 −911.20 −879.00 −812.55 −865.81

Blue space 0.695 0.695 0.643 0.572 −0.40 −51.90 −65.09 −39.97

Built-up 2.201 2.321 2.989 4.898 119.80 667.50 1735.45 869.77

SEE Green space 3.377 2.721 2.212 1.372 −656.30 −508.90 −762.91 −646.58

Blue space 0.988 0.884 0.804 0.668 −103.60 −80.40 −123.64 −103.23

Built-up 0.750 1.120 1.570 2.659 369.40 450.50 989.64 615.65

SSE Green space 0.020 0.002 0.008 0.005 −18.00 6.30 −3.27 −4.94

Blue space 0.025 0.017 0.005 0.001 −8.30 −12.40 −3.45 −7.90

Built-up 0.058 0.080 0.085 0.087 22.50 4.80 2.18 9.58

SSW Green space 0.029 0.013 0.023 0.003 −16.20 9.90 −18.00 −8.42

Blue space 0.025 0.019 0.001 0.001 −5.50 −17.80 −0.27 −7.61

Built-up 0.049 0.068 0.078 0.064 19.80 9.20 −12.45 4.94

SWW Green space 0.795 0.554 0.679 0.446 −240.30 124.20 −211.09 −112.35

Blue space 0.992 0.992 0.923 0.776 0.50 −69.30 −133.45 −69.55

Built-up 0.200 0.326 0.853 0.572 126.20 527.00 −255.27 120.13

NWW Green space 6.310 5.292 5.082 3.166 −1017.60 −210.40 −1741.82 −1014.19

Blue space 1.192 1.229 1.104 0.832 37.50 −125.18 −246.75 −115.84

Built-up 2.994 3.606 4.300 6.486 612.00 693.86 1987.67 1126.55

NNW Green space 3.890 3.319 2.716 2.001 −571.30 −602.60 −650.09 −609.35

Blue space 0.286 0.363 0.276 0.134 76.70 −86.80 −129.27 −49.13

Built-up 1.304 1.886 2.411 3.876 582.30 524.90 1331.64 829.68
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expansion in these directions may be attributed to
the size of quadrant, suitability of land, increase
in the road network and infrastructural develop-
ment, increase land value/price and rapid popu-
lation growth, i.e. tremendous pressure in the city
area which facilitated mobility and urban
expansion, as indicated above.

10.3.4 Spatial Trend and Hotspot
Analysis

Here, the spatial trend of the change of green and
blue spaces to built-up was analysed during the
periods 1990–2000, 2000–2010, 2010–2021, and
1990–2021. The spatial trend analysis provides a
spatial pattern of changes and simplifying the

trend of change (Eastman 2020), as shown in
Figs. 10.10 and 10.11. During 1990–2000 and
2000–2010, remarkable changing trend of green
space to built-up was mainly observed in the
central part and some extent towards the western
part of the city. However, during 2010–2021,
notable trend of changing was further extent
towards the northern and south eastern parts of
the city. Overall, during the period 1990–2021,
spatial pattern of the trend illustrated that con-
version of green space to built-up was mainly
taken place in the central, western, northern and
south eastern parts. The conversion was started
from the central parts and spread out towards the
western, northern and south eastern parts
(Fig. 10.10). Conversely, On the other hand,
spatial trend analysis of the change of blue space

Fig. 10.9 Eight quadrants directional temporal pattern of green space and built-up, (area in km2)
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to built-up denotes that there was no remarkable
change of blue space to built-up during 1990–
2000 and 2000–2021 except south western part
(Fig. 10.11). However, during the period 2010–
2021, changing trend of blue space to built-up
was high in the central and central south eastern
parts of the city. Overall, the changing trend of
blue space during the period 1990–2021 shows
that the area changed from blue space to built-up
was mainly concentrated in the south western
and central southern parts of the city
(Fig. 10.11). From the trend analysis, it is clear
that the central, northern, western and south
eastern parts of the city are more unprotected in
terms of eco-urban structure and eco-friendly
environment. Hence, for sustainable urban
development, special attention need to be taken
on priority basis in these areas to restore the
greenery and blue areas and also protect the
existing green and blue spaces.

Apart from the trend analysis of changes of
green space, here a hotspot analysis of the green
space change was performed using Getis‐Ord Gi*
(G-i-star) statistics to find out the significant
hotspot of the green space change to built-up. As

shown in Fig. 10.12, during 1990–2000, green
space change hotspots with 99% confidence level
was in a small account, mainly distributed in the
central southern part, and some few small patches
in the western and northern part. During 2000–
2010, only two significant patches were dis-
tributed in the north–north west and central
eastern parts. During 2010–2021, due to the more
area conversion from green space to built-up,
hotspots were concentrated in the south eastern,
some portion of northern and south western parts
of the city. Overall, the hotspot analysis depicts
that during 1990–2021, green space change hot-
spots with a 99% confidence level were most
prominent and distributed in the central-eastern,
south eastern, and central-western parts of the
city. A similar pattern of hotspots observed for the
conversion from green space to all classes
(Fig. 10.13). Thus, the distribution of green space
change hotspots illustrates that the conversion
from green space to built-up and others, i.e. hot-
spots gradually moved toward the fringe area of
the city. And over time, green space disappears in
these locations, resulting in the large eroding of
urban green space.

Fig. 10.10 Spatial trends of the changes of green space to built-up
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Fig. 10.11 Spatial trends of the changes of blue space to built-up

Fig. 10.12 Hotspots of the change of green space to built-up
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10.4 Conclusions

The study analyses the spatial–temporal change
of green and blue spaces in Rajshahi Metropolitan
City, Bangladesh over the past 32 years, 1990–
2021. Urban green and blue spaces dynamics
were assessed in terms of spatio-temporal chan-
ges, green space index, blue space index, land-
scape structure, zonal and directional changes,
spatial trend, and hotspot analysis. The green and
blue spaces were extracted using Landsat multi-
spectral remote sensing data, image processing
and machine learning approach. The method
applied in this study offered scientific evidence on
spatial and temporal variation of urban growth,
UGS and UBS changes in the city from 1900 to
2021. The result showed that both the urban green
and blue spaces in the city reduced over the past

32 years, mainly due to rapid urban expansion.
During this period, the total loss of green space
was about 26% of the total area and in contrast,
the total gain of the built-up area was 27.62% of
the total area, proving that over time, the area
under built-up was expanded mainly due to the
conversion of green space. Most significantly, the
study established that the study of spatial–tem-
poral dynamics, zonal and directional analysis
along with landscape structure, spatial trend and
hotspot analysis can give a better understanding
of urbanization dynamics and the pattern of UGS
and UBS changes, which is essential information
for urban planners and decision makers for better
urban planning and management. Study on
landscape structure based on landscape matrices
highlighted notable changes in the distribution
and pattern of green spaces. The structure of the
green space gradually became fragmented, more

Fig. 10.13 Hot spots of the change of green space to all other classes (water bodies, built-up and bare land)
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unevenly distributed and decreased physical
extent with less physical connectivity. The zonal
and directional analysis exposed that the highest
decline of green space was taken place in the
NWW, NNW, NNE, and NEE directions, and the
decline was mainly due to rapid urban expansion
in these directions over time. Finally, spatial trend
and hot-spot analysis evinced that the conversion
of green space to built-up started from the central
parts of the city and spread out towards the
western, northern and south-eastern parts, which
indicated the significant reduction of green space
gradually occurred towards the fringe area of
the city.

In conclusion, the study revealed that the city
expanded outward, particularly, to the western,
northern and eastern directions over the period,
the UGS and UBS are generally declined because
of urban growth and economic development. It is
true and alarming that a regular decline of the
UGS and UBS will result in various environ-
mental problems, and regular changes and
destruction can result in the standard of in urban
environments. More attention needs to be paid to
urban green areas, especially near the fringe area
of the city, and to improving ecological effi-
ciency and quality of residential living within the
urban landscape. Hence, a proper sustainable
urban planning need to be formulated and
implemented. Moreover, in formulating spatial
planning, the national urban infrastructure stan-
dard which stipulates 30% green space, 30%
transport, and 40% built up need to be executed.
The limitation of this study is using 30 m reso-
lution Landsat satellite data, so the analysis and
information which are provided, based on 30 m
scale. However, the application of high-
resolution data can provide detailed urban
information, especially for greenery in urban
areas with higher fragmentation. Thus, the
approaches which are applied here, it could be
followed to evaluate the urban components
dynamic analysis with high resolution data.

Acknowledgements Authors like to express sincere
thanks to anonymous reviewers for their critical reviews,
valuable comments and suggestion to improve the
chapter.

References

BBS (2013) District Statistics, Rajshahi. In: Ministry of
Planning, Government of the People’s Republic of
Bangladesh. Bangladesh Bureau of Statistics, Dhaka,
Bangladesh

BBS (2020) Statistical Yearbook Bangladesh-2019.
Bangladesh Bureau of Statistics (BBS), Statistics &
Informatics Division (SID), Ministry of Planning,
Government of the People's Republic of Bangladesh
Dhaka, Bangladesh

Brown M, Lewis HG, Gunn SR (2003) Linear spectral
mixture models and support vector machines for
remote sensing. IEEE Trans Geosci Remote Sens
38:2346–2360

Byomkesh T, Nakagoshi N, Dewan AM (2012) Urban-
ization and green space dynamics in Greater Dhaka,
Bangladesh. Landsc Ecol Eng 8:45

Di X, Hou X, Wu L (2014) Land use classification system
for China’s coastal zone based on remote sensing.
Resour Sci 36:463

Eastman JR (2020) TerrSet 2020 user’s manual. Clark
Labs, Clark University, Worcester, MA

Getis A, Ord JK (1992) The analysis of spatial association
by use of distance statistics. Geogr Anal 24(3):189–206

He Y, Ma D, Xiong J, Cheng W, Ji H, Wang N, Guo L,
Duan Y, Liu J, Yang G (2021) Flash flood vulnera-
bility assessment of roads in China based on support
vector machine. Geocarto Int. https://doi.org/10.1080/
10106049.2021.1926560

Hong H, Pradhan B, Bui DT, Xu C, Youssef AM,
Chen W (2016) Comparison of four kernel functions
used in support vector machines for landslide suscep-
tibility mapping: a case study at Suichuan area
(China). Geomat Nat Haz Risk 1–26. https://doi.org/
10.1080/19475705.2016.1250112

Huerta RE, Yépez FD, Lozano-García DF, Guerra Cobián
VH, Ferriño Fierro AL, de León Gómez H, Cavazos
González RA, Vargas-Martínez A (2021) Mapping
urban green spaces at the Metropolitan level using very
high resolution satellite imagery and deep learning
techniques for semantic segmentation. Remote Sens
13:2031. https://doi.org/10.3390/rs13112031

Kafy AA, Rahman MS, Faisal AA, Hasan MM, Islam M
(2020) Modelling future land use land cover changes
and their impacts on land surface temperatures in
Rajshahi, Bangladesh. Remote Sens Appl: Soc Envi-
ron 18:100314

Kalantar B, Pradhan B, Naghibi SA, Motevalli A, Man-
sor S (2018) Assessment of the effects of training data
selection on the landslide susceptibility mapping: a
comparison between support vector machine (SVM),
logistic regression (LR) and artificial neural networks
(ANN). Geomat Nat Haz Risk 9(1):49–69. https://doi.
org/10.1080/19475705.2017.1407368

Kia MB, Pirasteh S, Pradhan B, Mahmud AR, Sulaiman
WNA, Moradi A (2012) An artificial neural network
model for flood simulation using GIS: Johor River

10 Urban Green and Blue Spaces Dynamics—A Geospatial Analysiss … 157

http://dx.doi.org/10.1080/10106049.2021.1926560
http://dx.doi.org/10.1080/10106049.2021.1926560
http://dx.doi.org/10.1080/19475705.2016.1250112
http://dx.doi.org/10.1080/19475705.2016.1250112
http://dx.doi.org/10.3390/rs13112031
http://dx.doi.org/10.1080/19475705.2017.1407368
http://dx.doi.org/10.1080/19475705.2017.1407368


Basin, Malaysia. Environ Earth Sci 67:251–264.
https://doi.org/10.1007/s12665-011-1504-z

Klopp JM, Petretta DL (2017) The urban sustainable
development goal: Indicators, complexity and the
politics of measuring cities. Cities 63:92–97

Kopecká M, Szatmári D, Rosina K (2017) Analysis of
urban green spaces based on Sentinel-2A: case studies
from Slovakia. Land 6:25

Kranjcic N, Medak D, Zupan R, Rezo M (2019) Machine
learning methods for classification of the green
infrastructure in city areas. Earth Environ Sci
362:012079

Li Y, Huang C, Zhang Y (2016) Investigating spatiotem-
poral patterns of landscape gradient and diversity of
urban green spaces of Shanghai in response to rapid
urbanization. Ecol Environ Sci 25:1115

Li F, Xie S, Li X (2018) The spatio-temporal evolution of
green spaces in Central Beijing based on multi source
data (1992–2016). Landsc Arch 25:46

Li Z, Zhong J, Sun Z, Yang W (2017) Spatial pattern of
carbon sequestration and urban sustainability: analysis
of land-use and carbon emission in Guang’an, China.
Sustainability 9:1951

Li Q, Li X, Lu L, Cheng Y, Wu R (2019) Remote sensing
analysis of spatiotemporal changes in Beijing’s green
space. Software 40:37

Liu S, Zhang X, Feng Y, Xie H, Jiang L, Lei Z (2021)
Spatiotemporal dynamics of urban green space
influenced by rapid urbanization and land use policies
in Shanghai. Forests 476. https://doi.org/10.3390/
f12040476

McGarigal K, Cushman SA, Neel MC, Ene E (2002)
FRAGSTATS: spatial pattern analysis program for
categorical maps. Computer Software Program Pro-
duced by the Authors at the University of Mas-
sachusetts, Amherst. Available online: http://www.
umass.edu/landeco/research/fragstats/fragstats.html

McGarigal K, Cushman S, Ene E (2012) FRAGSTATS
v4: spatial pattern analysis program for categorical and
continuous maps [online], Available from Internet:
http://www.umass.edu/landeco/research/fragstats/
fragstats.html

Msofe N, Sheng L, Lyimo J (2019) Land use change
trends and their driving forces in the Kilombero
Valley Floodplain, Southeastern Tanzania. Sustain-
ability 11:505

Muhamad Nor AN, Abdul Aziz H, Nawawi SA, Muham-
mad Jamil R, Abas MA, Hambali KA, Yusoff AH,
Ibrahim N, Rafaai NH, Corstanje R et al (2021)
Evolution of green space under rapid urban expansion
in Southeast Asian cities. Sustainability 13:12024.
https://doi.org/10.3390/su132112024

Nor ANM, Corstanjea R, Harrisa JA, Brewer T (2017)
Impact of rapid urban expansion on green space
structure. Ecol Ind 81:274

Östberg J, Wiström B, Randrup TB (2018) The state and
use of municipal tree inventories in Swedish munic-
ipalities–Results from a national survey. Urban
Ecosyst 21(2)

Rahman MR (2013) Agro-spatial diversity in Bangladesh-
a special reference to climate change and crop
diversification in Rajshahi Division. J Geo-Environ
10:1–15

Rahman MR, Saha SK (2008) Remote sensing, spatial
multi criteria evaluation (SMCE) and analytical hier-
archy process (AHP) in optimal cropping pattern
planning for a flood prone area. J Spat Sci 53(2):161–
177

Rahman MR, Saha SK (2009) Spatial dynamics of
cropland and cropping pattern change analysis using
Landsat TM and IRS P6 LISS III satellite images with
GIS. Geospatial Inf Sci 12(2):123–134. https://doi.org/
10.1007/s11806-009-0249-2

Rahman MR, Shi ZH, Chongfa C (2009) Soil erosion
hazard evaluation-an integrated use of remote sensing,
GIS and statistical approaches with biophysical
parameters towards management strategies. Ecol
Model 220(13–14):1724–1734

Rahman MR, Shi ZH, Chongfa C (2014) Assessing
regional environmental quality by integrated use of
remote sensing, GIS, and spatial multi-criteria evalu-
ation for prioritization of environmental restoration.
Environ Monit Assess 186(11):6993–7009. https://doi.
org/10.1007/s10661-014-3905-4

Rahman MR, Islam AHMH, Islam MN (2021) Geospatial
modelling on the spread and dynamics of 154 day
outbreak of the novel coronavirus (COVID-19) pan-
demic in Bangladesh towards vulnerability zoning and
management approaches. Model Earth Syst Environ
7:2059–2087. https://doi.org/10.1007/s40808-020-
00962-z

Rahman MR, Lateh H, Islam MN (2018) Climate of
Bangladesh: temperature and rainfall changes, and
impact on agriculture and groundwater-A GIS-based
analysis. In: Islam M, van Amstel A (eds) Bangladesh
I: climate change impacts, mitigation and adaptation in
developing countries. Springer Climate. Springer,
Cham. https://doi.org/10.1007/978-3-319-26357-1_2

Sharifi A, Chiba Y, Okamoto K, Yokoyama S,
Murayama A (2014) Can master planning control
and regulate urban growth in Vientiane, Laos? Landsc
Urban Plan 131:1–13

Sharifi A, Hosseingholizadeh M (2019) The effect of
rapid population growth on urban expansion and
destruction of green space in Tehran from 1972 to
2017. J Indian Soc Remote Sens 47(10)

Shekhar S, Aryal J (2019) Role of geospatial technology
in understanding urban green space of Kalaburagi city
for sustainable planning. Urban Urban Green 46

Shekinah DE, Saha SK, Rahman MR (2004) Land
capability evaluation for land use planning using
GIS. J Indian Soc Soil Sci 52(3)

Siddique S, Uddin MM (2022) Green space dynamics in
response to rapid urbanization: Patterns, transforma-
tions and topographic influence in Chattogram city,
Bangladesh. Land Use Policy 114:105974

Sperandelli DI, Dupas FA, Pons NAD (2013) Dynamics
of urban sprawl, vacant land, and green spaces on the

158 Md. Rejaur Rahman and A. Rahman

http://dx.doi.org/10.1007/s12665-011-1504-z
http://dx.doi.org/10.3390/f12040476
http://dx.doi.org/10.3390/f12040476
http://www.umass.edu/landeco/research/fragstats/fragstats.html
http://www.umass.edu/landeco/research/fragstats/fragstats.html
http://www.umass.edu/landeco/research/fragstats/fragstats.html
http://www.umass.edu/landeco/research/fragstats/fragstats.html
http://dx.doi.org/10.3390/su132112024
http://dx.doi.org/10.1007/s11806-009-0249-2
http://dx.doi.org/10.1007/s11806-009-0249-2
http://dx.doi.org/10.1007/s10661-014-3905-4
http://dx.doi.org/10.1007/s10661-014-3905-4
http://dx.doi.org/10.1007/s40808-020-00962-z
http://dx.doi.org/10.1007/s40808-020-00962-z
http://dx.doi.org/10.1007/978-3-319-26357-1_2


metropolitan fringe of São Paulo, Brazil. J Urban Plan
Dev 139(4)

Tian Y, Jim C, Tao Y, Shi T (2011) Landscape ecological
assessment of green space fragmentation in Hong
Kong. Urban For Urban Green 10:79–86

UNDESA (2012) United Nations Department of Eco-
nomic and Social Affairs. World urbanization pro-
spects: the 2011 revision; United Nations Department
of Economic and Social Affairs/Population Division:
New York, NY, USA

Wang Z, Liu Q, Liu Y (2020) Mapping landslide suscep-
tibility using machine learning algorithms and GIS: a
case study in Shexian County, Anhui Province, China.
Symmetry. https://doi.org/10.3390/sym12121954

Ward CD, Parker CM, Shackleton C (2010) The use and
appreciation of botanical gardens as urban green spaces
in South Africa. Urban For Urban Green 9:49–55

Wu H, Liu L, Yu Y, Peng Z (2018) Evaluation and
planning of urban green space distribution based on
mobile phone data and two-step floating catchment
area method. Sustainability 10:214

Yang J, Li S, Lu H (2019) Quantitative influence of land-
use changes and urban expansion intensity on land-
scape pattern in Qingdao, China: implications for
urban sustainability. Sustainability 11:6174

Yang J, Huang C, Zhang Z, Wang L (2013) The temporal
trend of urban green coverage in major Chinese cities
between 1990 and 2010. Urban For Urban Green
13:19–27

Zhang Y, Wang X, Balzter H, Qiu B, Cheng J (2019)
Directional and zonal analysis of urban thermal envi-
ronmental change in Fuzhou as an indicator of urban
landscape transformation. J Remote Sens 11:2810

Zhao H, Wang S, Meng F, Niu M, Luo X (2020) Green
space pattern changes and its driving mechanism: a
case study of Nanjing metropolitan area. Acta Ecol Sin
40:7861

Zhou X, Wang YC (2011) Spatial–temporal dynamics of
urban green space in response to rapid urbanization
and greening policies. Landsc Urban Plan 100:
268–277

10 Urban Green and Blue Spaces Dynamics—A Geospatial Analysiss … 159

http://dx.doi.org/10.3390/sym12121954


11Quantifying the Impact of Urban
Green Space Pattern to Land Surface
Temperature: Evidence
from an Urban Agglomeration
of Eastern India

Ipsita Dutta and Arijit Das

Abstract

Understanding the spatial pattern of urban
green space is largely recommended for the
mitigation of urban heat island (UHI) effect.
Previous researches have examined the com-
plex relationship between green space patterns
and land surface temperature (LST) but the
contribution of pattern of green space is
remained less explored. Therefore, this study
attempted to study the variations of green
space at neighborhood level during six tem-
poral periods and to identify the relative
contribution of composition and configuration
of green space patterns to LST. The study is
based on English Bazar urban agglomeration
and its peri-urban areas. Landsat TM and OLI
images with 30 m resolution were used for the
extraction of green space and LST. Landscape
metrics were used for identifying different
patterns of green space at neighborhood level
using Fragstat 4.2. Pearson correlation, step-
wise regression, and hierarchical partitioning

methods were used to understand this complex
relationship. The result shows that there is a
loss of nearly 11 km2 (5.17%) green space
between 1990 and 2015. Green space config-
uration and composition directly affect
LST though the magnitude of contribution of
different green space patterns varies. It is
observed that LST is negatively correlated
with percentage of green space for all the
periods. Variance partitioning indicates that
percentage of green space and mean area of
patches are the most powerful index in
influencing LST for all the year. The result of
study finally emphasizes the importance of the
configuration of green space patches to miti-
gate UHI effect and for adaptation strategies.

Keywords

Green space � Land surface temperature �
Spatial configuration � Spatial metrics �
Remote sensing

11.1 Introduction

Urban green space (UGS) typically refers to the
open spaces with natural vegetation cover loca-
ted within any city limit (Chen et al. 2017;
Sathyakumar et al. 2020). It may include park,
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gardens, playing fields, and even any other veg-
etated space in private or public lands
(Sathyakumar et al. 2019, 2020; Wang et al.
2018; Chen et al. 2017). Urban green spaces are
an essential part of urban landscape. They pro-
vide many services that enhance the quality of
urban areas (Wang et al. 2018; Sathyakumar
et al. 2020) such as ecosystem services, preser-
vation of biodiversity, encouraging social inter-
action, promoting good human well-being, and
mitigation of urban heat island (UHI) effect.
UGS has excellent ability to mitigate the heat
island effect (Guo et al. 2019; Sathyakumar et al.
2020; Li and Zhou 2019). It can absorb heat and
shortwave radiation and can cool the surrounding
environment especially in summer (Guo et al.
2019; Li and Zhou 2019).

Different studies have reported rapid changes
of green spaces in peri-urban areas where slightly
or nearly unchanged in the urban core (Zhou
et al. 2008; Hostetler et al. 2013; Ramos-
González 2014). Remote sensing data are
widely used to detect the changes across spa-
tiotemporal scale (Stefanov et al. 2001; Kong and
Nakagoshi 2006; Dallimer et al. 2011;
Sathyakumar et al. 2020; Guo et al. 2019; Li and
Zhou 2019). These studies normally discussed
about the changes of green space during different
periods and spatial patterns and configuration of
green spaces changes using some landscape
matrices (Zhou et al. 2011; Kong et al. 2014).
These studies provide informations regarding the
direction and factors of green space changes and
the arrangement of green space (Wang et al.
2018). Certain informations are helpful for the
understanding of the impacts of green spaces in
ecology.

This change of green space coverage causes
imbalance of green spaces in a recognized area.
This type of changes is identified as global
environmental issues throughout the world
(Sathyakumar et al. 2020; Rigolon et al. 2018;
Heynen 2006). One of the greatest issues at the
present day is the emerging of urban heat island
(UHI). It is normally considered as the difference
of temperature between rural and urban areas
(Huang et al. 2019). Nowadays, over half of the
global population is living in urban area and

expected to reach nearly 70% by 2050. The
populations residing in the cities are facing
higher temperature than rural surroundings as a
result of urban heat island effect (Li and Zhou
2019; Nastran et al. 2019; Li et al. 2017).
Increasing heat island effect has direct adverse
impact on atmosphere as well as human health.
Urban heat island is a direct outcome of urban-
ization. It is expected that the impact of UHI will
increase in the future with increasing rate of rapid
urbanization (Li and Zhou 2019; Cao et al. 2018;
Wouters et al. 2017). Therefore, mitigation of
this heat island through effective strategies is
highly required. Different urban land uses con-
tribute differently to the formation of heat island
due to their different thermal characteristics. In
this context, green space can play an excellent
role in reducing this heat island effect. Vegeta-
tion land absorbs solar radiation and converts
solar heat to latent heat (Li and Zhou 2019). It
also can cool the surrounding environment
especially during summer daytime. Several
studies have reported significant negative rela-
tionship between green space and UHI intensity
using various matrices (Zhao et al. 2011; Li et al.
2012, 2013; Kong et al. 2014; Zhang et al. 2017;
Connors et al. 2013). Thus, increasing green
spaces is widely recommended and implemented
to reduce the UHI effect.

But there are some confusions related to
practical context, such as, which between spatial
configuration and spatial composition of green
space is more important, and in which extent
landscape metric explains individual contribution
of green space indices in LST (Guo et al. 2019).
Many researchers have studied the spatial con-
figuration of green space and relationship
between green space and LST using some sta-
tistical measurements (Zhang et al. 2009, 2017;
Cao et al. 2018; Li et al. 2011; Peng et al. 2016;
Chen et al. 2014), where very few researches
have studied the relationship between both spa-
tial configuration and composition of green space
and LST (Nastran et al. 2019; Li et al. 2013;
Zhou et al. 2011). This study assumes that there
is a complex mechanism between green space
patterns and LST. This mechanism can be
derived by analyzing the individual relative
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contribution of each green space metrics on LST.
Therefore, this study attempted to study the
variations of green space at neighborhood level
during six temporal periods. This study also tries
to study the green space contribution on mitiga-
tion of urban heat through stepwise regression
and hierarchical partitioning followed by Guo
et al. (2019). Hence, the main objectives of the
study are (1) to analysis the spatiotemporal
variations of urban green space at neighborhood
level, (2) to identify the relationship between
green space and LST, (3) to identify main factors
of green space patterns controlling LST, and
(4) to clarify individual contributions of green
space landscape matrices to LST.

11.2 Data and Methodology

11.2.1 Study Area

English Bazar urban agglomeration and its peri-
urban areas are selected as the study area
(Fig. 11.1). English Bazar is the head quarter of
Malda District, West Bengal. This region expe-
riences tropical humid climate. Topographically,
this region falls under Diara region formed by
newer alluvium. This urban agglomeration had a
total population more than 5 lakhs which shares
57.91% of total urban population of the district
with an area of only 28 km2. This region is an
important center for economy, employment, and
resources. English Bazar municipality is the main
center of this urban agglomeration. The other
components of this urban agglomeration are Old
Malda Municipality, Bagbari (census town),
Sahapur (Census town), and Chhatianmore
(census town). A small urban area with a large
population size often suffered from various eco-
logical and environmental problems. This area is
experiencing rapid urbanization during last dec-
ade and affects the distribution of green space
due to the higher need of land for residential use.
It is expected to result in increasing in UHI
thoroughly. Therefore, there is an urgent need to
study the heterogeneity of the green landscape

characteristics and make a comparative study
with LST dynamics.

11.2.2 Data Sources

Landsat TM and Landsat OLI image with 30 m
spatial resolution for the year 1990, 1995, 2000,
2005, 2010, and 2015 were obtained for the
purpose of the study. Necessary geometric cor-
rections and registration were done using ArcGIS
10.3 software. These images contain spectral
reflectance in red (0.63–0.69 µm) and near
infrared (0.75–0.90 µm) which are very useful
for mapping of vegetation (Sathyakumar et al.
2020). The date of acquisition of the images was
pre-monsoon season.

11.2.3 Extraction of Green Space

There is no exact definition for urban green
space. This study adopted an approach by Taylor
and Hochuli (2017) and Lo and Jim (2012),
where they considered urban green space as any
vegetation areas within the city boundary. So,
urban green space is extracted using Normalized
Difference Vegetation Index (NDVI) using the
following formula:

NDVI ¼ IR� R
IRþR

ð11:1Þ

where

IR—reflectance value of near infrared band
R—reflectance value of red band.

The value of NDVI ranges from −1 to +1.
Negative values of NDVI represent impervious
or water pixels, and higher value above zero of
NDVI represents good vegetation pixels (Chen
et al. 2017). The pixels with value higher than
0.2 are generally considered as vegetation pixels
(Franco and Macdonald 2018; Sathyakumar et al.
2020).
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In this study, random points were taken from
the classified land use images (Table 11.1).
NDVI for each point of different land uses was
retrieved. Statistically, NDVI value is around
0.1–0.2 for impervious surfaces and values
around 0 for water body for this study area.
NDVI values for agricultural land and vegetation
cover are found more than 0.2–0.23 in the area.
Therefore, this analysis supports the relevance of

taking NDVI >0.23 as the threshold for desig-
nating green spaces.

11.2.4 Estimation of Green Space
Changes

The change of urban green space was estimated
using the following formula:

Fig. 11.1 Study area
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C ¼ G1 � G0 ð11:2Þ

G0 denotes the green space area in starting year,
G1 denotes the total green space area in ending
year, and C is the gross change of urban green
space in the study period.

11.2.5 Computation of Green Space
Indicators

Quantitative and qualitative assessment of urban
green space is important for a better understanding
of urban green space distribution. For this purpose,
this study has used six indicators (Table 11.2)—
aggregation index (AI), mean area of patches
(AREA_MN), mean Euclidean distance between
neighbors (ENN_MN), area weighted mean frac-
tal dimension index (FRAC_AM), patch density
(PD), and percentage of UGS area (PUGS).
Among these, PUGS quantifies the green space in
an area. PD, Area_MN, and ENN_MN compute
the fragmentation of patches in an area. Rest two
(AI andFRAC_AM) indicates the aggregation and
shape complexity of patches.

These indices were computed for the men-
tioned six time periods using Fragstats 4.2.5
(McGarigal and Marks 1995). These metrics
were computed for each administrative section
for each temporal periods.

11.2.6 Retrieval of Land Surface
Temperature

Landsat TM for the periods of 1990, 1995, 2000,
2005, and 2010 and Landsat OLI for the year

2015 were acquired for the utilization in study.
Five Landsat scenes were used to calculate the
land surface temperature of the study area
(Table 11.2). Land surface temperature of each
period was taken as the average of the five LST
images considered in the respected five scenes
(Dutta and Das 2020). The detailed process of
retrieval of land surface temperature is given
below.

To convert the DN values, the following for-
mula has been used:

Lk ¼ LMAXk � LMINkð Þ
QCALMAX � QCALMIN

� �

� QCAL� QCALMINð Þþ LMINk ð11:3Þ

where Lk—value as radiance, QCAL—original
thermal band, LMINk—spectral radiance scales
to QCALMIN, LMAXk—spectral radiance scales
to QCALMAX, QCALMIN is 1 and QCAL-
MAX is 255. Thermal bands were converted to
satellite temperature using the following
equation:

T ¼ K2

ln K1
Lk

þ 1
� � ð11:4Þ

where T—at-satellite temperature in Kelvin (K),
Lk—radiance K1, and K2—thermal constant. It is
then converted °C using following equation:

TC ¼ T � 273.15 ð11:5Þ

Calculating emissivity is necessary for surface
characterization. It was calculated using follow-
ing equation:

Table 11.1 Number of
points on each land uses
type for NDVI

Built-up
land

Water
body

Agricultural
land

Barren
land

Vegetation

1990 19,623 6108 16,891 123,921 67,950

1995 26,155 13,759 17,262 78,606 98,716

2000 32,804 8091 24,691 88,359 80,548

2005 33,866 7760 17,965 109,553 65,354

2010 34,352 4281 28,123 97,060 70,677

2015 36,303 7043 8093 104,668 78,380
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e ¼ 0:004Pv þ 0:986 ð11:6Þ

where proportion of vegetation (PV) can be cal-
culated as-

PV ¼ NDVI � NDVI min =NDVI max�NDVI minð Þ2

ð11:7Þ

Finally, LST was computed with following
formula:

Ts ¼ BT=1þW � ðBT=PÞ � lnðeÞ ð11:8Þ

BT—at-satellite brightness temperature, W—
wavelength of emitted radiance in meters, P—
h * c/s (1.438 � 10−2 m K) [h = Planck’s

constant (6.626 � 10−34 Js), s = Boltzmann
constant (1.38 � 10−23 J/K), and c = velocity of
light (2.998 � 108 m/s)].

11.2.7 Statistical Analysis

To understand the relation between urban green
space and LST, different statistical techniques
were used.

First, Pearson’s correlation was used to
examine whether any relationship variability
exists among the chosen periods. Correlation is
simply examined between mean LST and dif-
ferent landscape metrics of green space for dif-
ferent temporal periods.

Table 11.2 Description of indicators used in the study

Indicator Formula Significance

Percentage of UGS area
(PUGS)

PUGS ¼ AUGS
ACS

� 100

AUGS = area of UGS
ACS = area of census section
Range 0 � PUGS � 100

PUGS is 0 when there is no green space
and is 100 when the whole area is covered
by vegetation. High value of PUGS
indicates large quantity of vegetation
cover in an area

Patch density (PD) PD ¼ n
ACS

� 106

n = number of green patches
ACS = area of census section

High value of PD refers high density of
vegetation cover

Mean area of patches
(Area_MN)

Area MN ¼ AUGS
n � 10�4

AUGS = area of UGS
n = number of green patches

Higher variability refers lower uniformity
in pattern

Mean Euclidean nearest
neighbor distance
patches (ENN_MN)

ENN MN ¼
Pn

i¼1
di

n
di = distance of nearest patch between an
patch and i
n = number of UGS patches

It refers to the minimum distance between
two patches. ENN increases with
increasing distance between patches

Area weighted mean
fractal dimension index
of patches (FRAC_AM)

FRAC AM ¼ Pi¼n

i¼1

ai
AUGS

� �
2 ln 0:25pi

ln ai

� �h i

ai = area of an UGS patch i
pi = perimeter of an UGS patch i
n = number of UGS patch
AUGS = area of UGS in a section

Value of FRAC_AM ranges from 1 to 2.
Values near to 1 refers to the squared
shaped of patches and value near 2 refers
to complex shape of patches

Aggregation index (AI) AI ¼ gii
max gii

h i
100ð Þ

gii = number of like adjacencies (joins)
between pixels of patch i based on the
single-count method
max-gii = maximum number of like
adjacencies (joins) between pixels of
patch type i based on the single-count
method

It shows the degree of patch compactness
of an urban area
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Second, stepwise linear regression model was
used to overcome the multicollinearity among
the landscape metrics. It helps to identify the
factors that are dominant for the variation of LST
during different temporal periods.

Third, hierarchical partitioning was used to
identify the independent contribution of each
matric by the proportion of variance explained.
This process includes all the computed landscape
metrics for each period. This process was con-
ducted with the help of R software, statistical
package of ‘hier.part’ (Guo et al. 2019; Wu et al.
2020; R Core Development Team 2008).

11.3 Results and Discussion

11.3.1 Spatiotemporal Distribution
of Green Space and LST

11.3.1.1 Spatiotemporal Changes
of Green Space

Figure 11.2 presents the spatial distribution of
green space during different periods of time. The
images from this figure revealed that within the
study period, large amount of green space had
disappeared. The changes of green spaces are
listed in Table 11.3.

The result shown in Table 11.3 indicates that
there is a loss of nearly 11 km2 (5.17%) of its
green space between 1990 and 2015. The table
also shows that there was a gradual decline of
green space from 1990 to 2000. Then, it
increased nearly 2% in 2005. From Fig. 11.2, it
is normally seen that the tendency of declining of
green space is generally toward north-east and
south-west direction of the study area. The main
urban core had also experienced the declination
of green space.

Figure 11.3 shows the gross change of green
space at local level. The red circles show the
decrease of green space, whereas green space
refers to an increase trend of green space. The
larger size of the circles represents larger differ-
ence. The maximum concentration of red circles
in south-west and north-east corner of the study
area for almost every year denotes a rapid loss of
green space from 1990 to 2015. This figure

shows that 72 census sections have witnessed a
decline of green space cover during the period
1990–2019 and 35 sections witnessed a positive
growth. It is clear from Fig. 11.3 that fast
urbanization rate toward these direction causes
the loss of vegetation cover which transforms to
impervious area. The periodical change of green
space is described in Table 11.4.

11.3.1.2 Spatiotemporal Distribution
of LST Changes

Figure 11.4 shows the spatial distribution of
LST. The lowest temperature was recorded over
the water bodies for all the periods, and highest
temperature was recorded over built-up and bare
lands. It is clearly reflected from the figure that
the temperature has dramatically changed over
the time period. The maximum temperature for
the year 1990 was 30.85 °C and for 2015 it was
34.01 °C.

11.3.2 Neighborhood Level Pattern
of Green Space Indices

Table 11.5 shows the descriptive statistics of
different indices of green spaces for the study
periods.

Figure 1S in supplementary file shows the
map distribution of PUGS during different peri-
ods. The mean value of PUGS decreases from
38.26% in 1990 to 31.32% in 2015 (Table 11.5).
Figure 1S shows that areas with high PUGS are
located toward the suburbs and with low values
are locate in the city center and north-eastern part
of the region for almost all the time periods.

The AI distribution map (Fig. 2S) reveals that
low clusters of AI are normally located in the
center as this area has scattered green cover
distributed in small patches. High AI clusters
basically indicates aggregation of large green
covers in the area. Area over south-eastern part
shows cluster of very high AI values as these
areas have dense green cover and low clusters
toward north-eastern and south-western parts
because of extensive clearing of green space for
other purposes. Table 11.5 shows that the mean
AI value decrease from 90.95 in 1990 to 87.78 in
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2015. This decrease of AI clearly depicts the fact
that green space is prominently becoming dis-
aggregated from 1990 to 2015.

Figure 3S shows the mean area of green space
patches (Area_MN). This figure reveals that the
study area has observed a major decrease in

Fig. 11.2 Spatiotemporal distribution of green space

Table 11.3 Temporal
changes of green space
during 1990–2015

Year Area under green space (km2) Percentage Change direction

1990 79.43 37.64 –

1995 75.00 35.54 #
2000 64.67 30.64 #
2005 67.86 32.15 "
2010 61.36 29.08 #
2015 68.53 32.47 "
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Area_MN from 1990 to 2015. This trend can be
visualized from Table 11.5 where it is observed
that mean value has decreased from 0.44 in 1990
to 0.37 in 2015. Figure 3S also shows that the

areas adjoining to the main urban core have
formed a cluster with low Area_MN values,
whereas numbers of cluster with high values
have widely decreased during the period. High

Fig. 11.3 Gross green space changes from 1990 to 2015

Table 11.4 Estimation of
green space change

Period Change in green space (km2) Proportion of green
space change (km2)

1990–1995 −4.43 −1.31

1995–2000 −10.33 −1.00

2000–2005 3.19 0.04

2005–2010 −6.49 −0.24

2010–2015 7.17 0.11

1990–2015 −10.90 −2.40
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value cluster is found most prominently toward
the south-eastern part of the study area.

The spatial distribution of ENN_MN in
Fig. 4S reveals that almost all the areas have
observed low ENN_MN during the study periods.
Surprisingly, the ENN_MN value has increased
by 0.82, but the value of S.D also increases to
2.27. The overall ENN_MN decreasing trend is
mainly observed due to the loss of green patches
or the fragmented green cover type.

Figure 5S shows the map of distribution of
area weighted mean fractal dimension index

(FRAC_AM) of green spaces during different
periods. This figure reveals that during almost
each year the value of FRAC_AM is lower in
north-eastern part than rest of the areas. This
means the patches of green space over north-
eastern part are less complex than the other parts.
Further, by comparing the figure for 1990 and
2015, it is found that north-eastern and south-
eastern part have lost high FRAC_AM cluster. It
is simply because of the loss of green space and
conversion of large patches into small frag-
mented patches. Though this change may not be

Fig. 11.4 Distribution of LST in 1990, 1995, 2000, 2005, 2010, and 2015
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visible from the mean value in Table 11.5, but
Fig. 5S clearly visualize this changes.

Patch density (PD) distribution is shown in
Fig. 6S. It clearly depicts the changing pattern of

PD over the time periods. Increasing value of
mean PD from 1990 to 2015 clearly depicts the
increasing spatial heterogeneity of green spaces.
Figure 6S shows the gradual shifting of low PD

Table 11.5 Descriptive
statistics of different indices
of green space

Indicator Year Mean Minimum Maximum S.D.

PUGS 1990 38.26 1.01 88.10 24.09

1995 35.80 1.01 81.40 19.93

2000 32.57 1.12 87.06 21.42

2005 31.29 0.72 78.75 20.90

2010 28.09 0.05 92.88 20.59

2015 31.32 2.86 86.85 19.06

PD 1990 130.35 123.46 144.30 3.58

1995 133.37 124.66 141.81 3.53

2000 130.95 124.16 141.33 3.96

2005 132.35 123.46 140.29 4.61

2010 130.45 123.46 139.74 3.89

2015 132.47 124.94 141.45 3.61

AREA_MN 1990 0.44 0.17 0.74 0.14

1995 0.40 0.10 0.74 0.12

2000 0.42 0.14 0.77 0.14

2005 0.37 0.09 0.74 0.13

2010 0.38 0.09 0.77 0.14

2015 0.37 0.13 0.75 0.12

ENN_MN 1990 63.46 60.00 69.22 1.63

1995 63.77 60.00 68.28 1.29

2000 63.95 60.00 72.54 2.20

2005 64.09 60.00 84.85 2.82

2010 64.11 60.00 84.85 2.76

2015 64.28 60.00 75.97 2.27

FRAC_AM 1990 1.02 1.01 1.03 0.00

1995 1.02 1.00 1.04 0.01

2000 1.02 1.00 1.03 0.01

2005 1.02 1.00 1.04 0.01

2010 1.02 1.00 1.03 0.01

2015 1.02 1.00 1.03 0.01

AI 1990 90.95 81.66 100.00 3.62

1995 87.43 67.65 98.55 4.41

2000 90.23 81.15 98.92 4.48

2005 88.05 75.00 100.00 4.95

2010 89.47 0.00 100.00 9.75

2015 87.78 73.32 98.53 4.16
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clusters to high PD cluster from 1990 to 2015. It
indicates huge transformation of continuous
green patches to small fragmented patches.

Figure 7S shows the changing pattern of the
indices during 1990–2015. The change of AI
(Fig. 7S A) was in the range of −15.03 to +8.88.
This map reveals that 83 census sections have
experienced a decrease in AI and 24 sections
have experienced an increase in AI. This
decrease of AI clearly depicts that the study area
has observed a disaggregated pattern of green
cover during 1990–2015. The change of
Area_MN is shown in Fig. 7S B. Area_MN
change ranges from −0.32 to +0.37. This figure
reveals that 81 census sections have witnessed a
loss of Area_MN during this period. This
shrinking pattern of Area_MN highlights the
disaggregation of green space in the study area.
Change of ENN_MN is shown in Fig. 7S C. The
map of changing ENN_MN shows that 35 census
sections have experienced a decrease in
ENN_MN whereas 72 sections experienced
increase during the period. This change of
ENN_MN primarily depends on the pre-existing
patches near the core or the fringe (Sathyakumar
et al. 2020).

This map also shows that mainly the western
parts have experienced increase in ENN_MN.
Change of FRAC_AM (Fig. 7S D) ranges from
−0.01 to +0.01. This map reveals that 17 census
sections have a decrease in FRAC_AM value
and 90s have increase value. This result reveals
that green space in most of the places have
become complex over the time. The map of
change of PD (Fig. 7S E) ranges from −18.62
to +15.30. This map shows that 28 sections
have witnessed decrease in PD value and 79
sections have experienced increase in PD value.
PD is directly associated with increase or
decrease of green space cover. It is observed
from Fig. 7S F that among the 79 sections
which have experienced an increase in PD
value, 54 sections witnessed decrease in PUGS
while the rest have gained green spaces. This
picture clearly depicts that increase in PD value
is clearly due to the fragmentation due to loss of
green space.

11.3.3 Impacts of Green Spaces
on LST

11.3.3.1 Relationship Between Green
Space and LST

Green space cover and LST have a direct rela-
tionship between them. This section tries to
examine if there is any variation existed during
different periods due to the changing proportion
of green space. The result shows that all the
landscape metrics of green space correlated sig-
nificantly with LST during all the period
(Fig. 11.5).

PUGS had a consistently strong negative
correlation for all the time period. Because of the
increase of fragmentation and complexity of
green space shapes, correlation between PD and
FRAC_AM is found positive for the year 2010
and 2015. This correlation plot clearly suggests
that large size of green space plays an important
role in LST for all the periods. The correlation
between LST and PUGS is found −0.88 in 1990
which declined to −0.78 in 2015.

11.3.3.2 Significant Green Space
Landscape Metrics
Affecting LST Variations

Figure 11.5 shows the relationship between dif-
ferent landscape metrics and green space. But it
is still necessary to identify the most dominant
landscape metric affecting LST variations. Step-
wise regression model was used for this purpose.
Table 11.6 presents the regression model result
as obtained. The highest R2 (0.86) with lowest
std. error (0.37) is observed for the year 2000. In
contrast, 1995 was found the lowest estimate of
landscape metrics for green space (R2 = 0.23).
PUGS is the only surviving metric in 1995. Thus,
it can be said that the year 1995, as well as 2005
were more complicated regarding landscape
metrics of green space as fewer number of met-
rics were found significant using this model. It is
also found that PUGS is a dominant metric for all
the mentioned periods. The decrease in number
of landscape metric indicates more complex
mechanism for affecting LST, and more factors
are needed to take into consideration.

172 I. Dutta and A. Das



Dominance analysis was carried out to deter-
mine the relative contribution by the proportion
of variance explained by each landscape metrics
through hierarchical partitioning (Fig. 11.6). All
the parameters which did not survive into step-
wise regression were also taken into considera-
tion for a better understanding. The result shows
that PUGS is the most powerful index in

influencing LST for all the year. AREA_MN was
also important parameters in influencing LST. AI
is found dominant for the year 2010 and 2015
(Fig. 11.6).

Although the regression model (Table 11.6)
for different years does not consider AREA_MN
as an important parameter, but result of hierar-
chical partitioning considers this metric as an

Fig. 11.5 Correlation plot for the relationship between LST and different landscape metrics

Table 11.6 Stepwise regression model and statistics for green space landscape metrics

Year Not entering metrics Entered metrics R2 Std.
error

Sig.

1990 AI, AREA_MN, ENN_MN PUGS, PD, FRAC_AM 0.80 0.49 0.00

1995 AI, AREA_MN, ENN_MN, FRAC_AM,
PD

PUGS 0.23 0.57 0.00

2000 AREA_MN, ENN_MN PUGS, PD, FRAC_AM,
AI

0.86 0.37 0.00

2005 AREA_MN, ENN_MN, FRAC_AM, PD PUGS, AI 0.70 0.68 0.00

2010 AI, AREA_MN, ENN_MN, PD PUGS, FRAC_AM 0.83 0.45 0.00

2015 AI, AREA_MN, ENN_MN, PD PUGS, FRAC_AM 0.64 0.66 0.00
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dominant contributor in influencing LST. Con-
sidering this matter, it can be said that PUGS was
the dominant factor affecting the variation of
LST. At the same time, LST is also influenced by
the shape of green space. Complex shape of
green space has a lower impact on LST because
of poor condition of green space cover. It clearly
highlights the fact that spatial configuration of
green space is a main factor for determining LST.

The spatial variation of green space shows
that there is remarkable variation of green space
during 1990–2015 (Fig. 11.2). There is a net
decline of nearly 11 km2 green space cover from

1990 to 2015 (Table 11.4). During 1990–2015,
72 census sections have witnessed a decline of
green space cover and 35 sections witnessed a
positive growth. Different landscape metrics
were also applied to show the neighborhood level
distribution of green space and the relationship
between landscape metrics of green space and
LST. The result from neighborhood level analy-
sis (Sect. 3.2) indicates that the study area has
observed diminishing, fragmented, and disag-
gregated pattern of green space during 1990–
2015. The general cause for this degradation of
green space could be due to multiple causes, like,

Fig. 11.6 Proportion of
variance explained
independently by each
landscape metrics on LST
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unplanned rapid urbanization, poor planning of
green space, and weak land use management
policy implications. As this area is observing a
high transformation of green land to built-up
land, the main cause can be considered as the
peri-urbanization process. The spatiotemporal
analysis of neighborhood level change of green
space indicators shows that the south-eastern part
is gradually forming cluster of green space,
whereas the un-greening process is observed in
north-east and south-west direction. Furthermore,
the green spaces within this neighborhood had
witnessed a sharp declination of area with
increasing distance among each other (Fig. 7S B
and C). This suggests that these neighborhoods
require more attention in order to improve their
quality.

The pattern of distribution of LST (Fig. 11.4)
also varied markedly during all the period. The
patches of high LST values are normally
observed in the areas typically characterized by
dense built-up or bare land. The increasing pat-
ches of high LST can cause the formation of
UHI.

Green spaces are considered as an effective
mitigation strategy for UHI as vegetation cover
can absorb the surface heat and radiance and can
help in cooling the environment. This study
upheld the direct relationship between LST and
green space (Fig. 11.5). The result confirms that
green space cover has a direct negative rela-
tionship with LST referring that increase in green
space coverage will significantly decrease the
temperature. However, different green space
configuration has different impact on LST.
Therefore, it is necessary to find out which
configuration is more dominant in order to
eliminate the effects of LST. The result of step-
wise linear regression (Table 11.6) shows that
percentage of green space (PUGS) is consistently
dominant for all temporal periods. The second
dominant metric was found FRAC_AM. But
when it comes to the individual contribution to
proportion of variance (Fig. 11.6), it is found that
PUGS is also found as dominant indicator with
highest individual contribution in determining
the variation of LST. But it is surprisingly found
that FRAC_AM is not considered as dominant,

whereas AREA_MN is found the second domi-
nant indicator. AI is also found dominant for the
year 2010 and 2015. Thus, it can be finally
concluded that LST is also influenced by the
shape of green space. Complex shape of green
space has a lower impact on LST because of poor
condition of green space cover. It clearly high-
lights the fact that spatial configuration of green
space is a main factor for determining LST.

11.4 Conclusion

The complex relationship between LST and
green space has been a burning topic in the field
of earth science. This study conducts a multi-
temporal analysis of changing pattern of green
space as well as LST and their relationship in and
surrounding English Bazar urban agglomeration.
Remotely, sensed images were used for the
purpose of the study. This study provides an
insightful approach to understand the complex
relationship between green space and LST. This
study also analyzed the neighborhood level dis-
tribution of green spaces which can help the
urban planners to identify the sections which
need more attention for qualitative improvement
of green spaces. Normally, planners increased the
coverage of green space by planting more veg-
etated areas for cooling the environment. But
several factors like lateral expansion of urban
areas toward the suburbs can cause the clustering
of green spaces into fragmented patches. There-
fore, this study also suggests the planners to look
into this matter from a different perspective. The
spatial configuration of green space can signifi-
cantly influence the LST which is more suitable
in mitigation UHI effect.
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12Urban Effects on Hydrological Status
and Trophic State in Peri-Urban
Wetland

Madhurima Majumdar, Sk. Ziaul,
Swades Pal, and Sandipta Debanshi

Abstract

In spite of immense benevolent role of
wetland to the urban ecosystem, natural
wetland loss has become a common phe-
nomenon nowadays. Apart from the fre-
quently investigated reclamation of wetland
and water pollution issues, the present study
tried to investigate the relatively less frequent
and focused issue, i.e., impact of urban
activities on hydrological status and ecologi-
cal responses citing examples from Chatra
wetland, a peri-urban wetland of English
Bazar Municipality of West Bengal, India.
Satellite image-driven pixel scale hydrological
data like water depth, hydro-period and con-
sistency in water presence were used for
integrated mapping of hydrological status.
Trophic state index (TSI) using sample water
data was applied for receiving ecological
response. Before doing all these, five spectral
water indices were applied for suitable water
body delineation. The study revealed that
Modified Normalized Water Index (MNDWI)
was the best-suited method. Since, water
depth, hydro-period were found gradually

declining over time mainly in the peripheral
part, poor hydrological status was found in
this part. Due to encroachment of urban area,
water storage area was squeezed, and there-
fore, more consistent water presence was
detected even in the phase III. TSI was found
increased over the phases. In 2010, 38% area
was eutrophicated, and in 2020, it was
increased to 44%. Untreated urban water and
agricultural residue influx are the major rea-
sons behind this. The study may be useful to
mediate the urban wetland conflict and wet-
land sustainability. During study, due to
having floating water hyacinth, patchy aquatic
cultivation, the current study found some
difficulties on wetland mapping and hydro-
logical status mapping from images. However,
the study would serve as a knowledge addition
regarding the quantitative and qualitative
degradation of wetland habitat in the
peri-urban environment of a rapidly growing
city. Moreover, it could be instrumental to the
local authority in restoring the wetland area
and its ecological health.
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12.1 Introduction

Since 2021, a good number of literatures like
Mishra et al. (2021), Wang et al. (2021), Chand
et al. (2021), Islam et al. (2022) focused on the
multi-faceted needs of constructed wetland for
urban sustainability. A few among highlighted its
benevolent role on natural treatment of wastew-
ater (Mishra et al. 2021); management scope for
mitigating urban floods (Kumar et al. 2021);
cleaning of contaminated runoff and storm water
(Wang et al. 2021); elimination of coliforms and
wastewater nutrients using tidal water (Chand
et al. 2021); removal of steroid hormones from
domestic wastewater (Chen et al. 2021); treat-
ment of sewage effluent through phytoremiation
potential of constructed wetland macrophytes
(Suganya et al. 2022); reduction of heavy metal
contamination (Islam et al. 2022). From these
studies, it was very evident that wetland provides
immense ecological services, and this blue space
is considered as a nature-based solution of dif-
ferent urban problems (Pereira and Baró 2022). It
can also support fresh fish service to the urban
and related livelihood to the marginal people
(Ghanian et al. 2022). Like green space, it has
also enough capability to build urban resilience
(Beckwith 2022). Considering all these, it is very
clear that wetland should have a co-habitation
with urban area (Alikhani et al. 2021). The
attempt toward building constructed wetland in
per-urban area is also a signature for making this
co-habitation.

There are so many urban areas that are having
their natural wetlands; inclusive nourishment
may produce more benefits than a constructed
wetland can serve. The large wetlands are asso-
ciated with large cites in India as well as world,
for example Kolkata (East Kolkata Wetland, a
Ramsar Site), Guwahati (Deepor beel, a Ramsar
Site), Bhopal (Bhoj wetland, a Ramsar Site)
Colombo, Amiens, Jeju, Haikou (the last four are
among the 18 wetland cities). In case of small
urban area, this urban wetland association is
much stronger. But unfortunately, we are
destroying such precious wetland and the related
benefits mainly for the sake of sprawling-built

land (Danso et al. 2021; Rojas et al. 2022; Sarkar
and Maji 2022) and sometimes qualitative dam-
age of wetland caused by excessive influx of
urban pollutants particularly heavy metals (Lin
et al. 2022; Islam et al. 2022). For instance, 41%
of marsh land of Muthurajawela marsh and
negombo lagoon wetland was reclaimed due to
urban sprawl (Athukorala et al. 2021), more than
70% of natural wetland has been developed to
other land use including agricultural, industrial
and urban area since 1989 in Pudong district of
Shanghai, Chaina (Wu et al. 2018), 16% of wet-
land and flooded area have shrunken in Ben-
galuru Urban district due to built-up expansion
(Brinkmann et al. 2020), and there are many more
concerning incidents. Since 2021, 8300 articles
were written on wetland reclamation due to urban
growth. So, our treatment to wetland in urban
space is highly paradoxical; somewhere people
are constructing wetlands and somewhere
destroying the wetland. Scientist already estab-
lished that vegetation and wetland are the natural
means of solution. Then, the question why such
natural capital is destroying, degrading? Even the
costing and land issue for constructing new wet-
land is also very crucial. So, re-thinking on wet-
land reclamation, degradation is highly required.

Population pressure, high land value within
main urban land, homelessness of rural to urban
migrants is the root reason behind wetland
reclamation. A good number of works focused
on wetland reclamation. Bhat and Qayoom
(2021), Kakade et al. (2021), Kończak and Huber
(2022) explored the effect of urban sewage on
eutrophication problems, Dar et al. (2021), Fu
et al. (2021) investigated urbanization effects on
aquatic ecosystem, Benassi et al. (2021) evalu-
ated the eutrophication effects on CH4 and CO2,
Xiao et al. (2021) explored the impact of heavy
metal pollution in urban wetland, Townsend
et al. (2019), Ouyang et al. (2022) explored the
risk of plastic pollution in wetland ecosystem,
Xue et al. (2019) revealed the cooling effects of
per-urban wetland and so on. Table 12.1 also
depicts some very recent literatures highlighting
the different dimensions of urban wetland inter-
actions from different parts of the world.
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Table 12.1 Literatures showing the urban wetland interactions

Literatures Focus issue Area of interest Main findings

Rojas et al.
(2022)

Accessibility disturbances
posed by the urban built
environment to the wetland
biodiversity

Greater Concepción
area of Chile

Unsuitable spatial urbanization interacts
with wetland accessibility and poses
disturbances to the wetland biodiversity

Wang et al.
(2022)

Habitat potentiality of urban
wetlands for endangered aquatic
plants

Central district of
Hangzhou, China

Highlighted supporting service of urban
wetlands toward endangered aquatic
plant species by composing ideal habitat
that in turn stabilizes urban ecological
environment

Chaudhuri
et al. (2022)

Ecohydrological perspective of
wetland degradation in highly
urbanized area

National Capital
Region (NCR) of
Delhi

Six lakes were identified from different
parts of NCR which are on the verge of
devastation caused by the intensive
urban activities and the absence of
immediate attention

Xu et al.
(2022a, b)

Impact of intensified
urbanization on river wetland
bird diversity

Seven river wetland
around the Chaohu
lake of China

Urbanization-driven land use alteration
resulted in decrease of bird species
richness over the section of river

Arazmi et al.
(2022)

Rapid spread of invasive species Peninsular Malaysia Significant positive relation of
urbanization with the abundance of
Javan myna invasive species

Cunillera-
Montcusí
et al. (2022)

Freshwater Stalinization Available literatures
mostly from America,
Australia and Europe

Freshwater salinization has accelerated
globally due to human activities
including urbanization

Cobbinah
et al. (2022)

Wetland sieging due to
Urbanization

Kumasi city of Ghana Enhanced qualitative depletion and
extinction of wetland due to
conversation to the residential and other
areas

Das et al.
(2022)

Wetland ecosystem health Diara region of lower
Gangetic plain

Geo-spatial analysis shows between
2011 and 2018 the wetlands surrounding
urban areas of this region converted to
sick category from healthy and sub-
healthy category

Hu et al.
(2022)

Perception regarding urban
wetland

Jiaxing city, China Respondents were found to have very
little knowledge about the ecological
services of wetland, and 57% were not
ready to pay for urban wetland
conservation program

Priyadarsini
and Pathy
(2022)

Challenges and opportunities of
urban wetlands

Bhubaneswar city,
India

Alongside of carbon sinking, water
accumulating and cleaning the urban
wetlands bind city dwellers with the
nature

Xia et al.
(2022)

Migration and sink of micro-
plastics in urban wetlands

Huixian wetland,
Guilin

Huixian wetland was able to reduce 53–
60% micro-plastics in surface water

Yi et al.
(2022)

Wetland soil bacterial diversity Chang-Zhu-Tan
agglomeration of
Hunan province,
China

In the intensive urbanized areas wetland
soil bacteria phyla exhibited significantly
greater divergence as compared to other
areas

Xie et al.
(2022)

Role of urban wetland in
maintain avian species diversity

Beijing, China Urban parks with water bodies more
efficiently protect urban forest bird
diversity

(continued)
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Urban sprawl reclaiming wetland, a precious
natural capital and water pollution due to urban
sewerage were well studied in last few decades;
however, little attention was paid on urban
effects on hydrological and ecological deterio-
ration. The present study is, therefore, focused
on exploring the effect of urban on hydro-
ecological condition of the wetland apart from
the nature of wetland reclamation caused by
urbanization.

12.2 Study Area

Present study area is Chatra wetland (24° 58′
22″ N to 25° 0′ 18″ N and 88° 6′ 17″ E to 88° 8′
14″ E) (Fig. 12.1) which is located adjacent to
the English Bazar municipality, the administra-
tive head quarter of the Malda district of eastern
India. Geologically, this wetland belongs to
Diara division, one of the three major geological
divisions (Tal, Diara and Burind) of the Malda
district. This is perennial wetland and considered
to be old scour channel of a distributary of the
River Ganga but presently not directly connected
to any perennial river. It is considered as the
lungs of the urban area since naturally it helps to
purify wastewater. Therefore, for water source
this wetland depends mainly on rainwater and
eventually has to endure huge pouring of urban
wastewater. In addition, draining of urban sew-
age, sludge and waste dumping intensify the
jeopardy of the wetland sustenance. For being
situated near a populous and firstly growing
administrative and market town, urban expansion

over the wetland bed is very evident. The seasonal
spell of the rainfall (average monthly rainfall,
pre-monsoon-52 mm, monsoon-250 mm, post-
monsoon-70 mm and winter-8 mm) encourages
agricultural practice over the wetland bed. Tying
with the built-up encroachment, agricultural
practice alters the land use land cover (LULC) of
the wetland area very evidently. The combined
effect of urban wastewater, sewage contamina-
tion and agricultural fertilizer promotes hyper-
eutrophication in the wetland that results in thick
water hyacinth (Eichhornia crassipes) crust over
the water surface.

12.3 Materials and Methods

12.3.1 Materials

The outline of the area of interest (AOI) was
delineated from the latest imagery of the Google
Earth. For investigating other hydrological and
physical aspect of the wetland, United State
Geological Survey (USGS) provided Landsat
satellite images were relied on. To fulfill these
purposes, available cloud-free representative
images of Landsat TM and OLI series with
30 m � 30 m spatial resolution (pixel size) of
path/row-139/43 for the period of 1990–2020
were downloaded directly subscribing to the
earth explorer viewer of USGS (https://
earthexplorer.usgs.gov) (Table 12.2). Other
information regarding hydrological status of the
wetland, sewage contamination and eutrophica-
tion status was directly extracted from field.

Table 12.1 (continued)

Literatures Focus issue Area of interest Main findings

Vymazal
(2022)

Historical development of
constructing wetlands

Constructed wetlands
of different European
cites

It clearly depicted that constructed
wetlands are good fit for developing
sponge cities

Pereira and
Baró (2022)

Greening of the city – Urban blue infrastructure is essential for
nature-based solution to improve urban
ecosystem and biodiversity

Richardson
et al. (2022)

Wetland restoration Housing market in
Arkansas

Wetland restoration increases property
values up to 10%
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12.3.2 Methods

12.3.2.1 Wetland Mapping Using Water
Indices and Accuracy
Assessment

Differentiating water body from non-water body is
very difficult. Time series satellite images and
advance image classification techniques can
facilitate identification water body. But this
approach cannot help to analyze water depth
dynamics. Spectral water index is an alternative to

resolve this issue. Normalized differences water
index (NDWI) (McFeeters 1996), Modified nor-
malized differences water index (MNDWI) (Xu
2006), Re-modified Normalized differences water
index (RmNDWI) Water Ratio Index
(WRI) (Shen and Li 2010), Automated Water
Extraction Index (AWEI) (Feyisa et al. 2014),
etc., are some good approaches for identifying
water body. Aquatic vegetation, water turbidity,
etc., can withstand against easy delineation of
water body. If such problem poses difficulties,

Fig. 12.1 Location of the study area showing Chatra wetland in English Bazar Municipality, major rivers, railway
lines and NH-34
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compositing all the indices can provide more
reliable water body and wetland map. The present
study applied NDWI, MNDWI, RmNDWI, multi-
band spectral reflectance (MBSR) (Eqs. 12.1–
12.4), and cumulative wetland area (CWA) of all
indices for delineating the wetland area and
overall accuracy and Kappa coefficient (K) (Eqs.
12.5 and 12.6) were applied for validating the
wetland map. Since the water hyacinth cover area
is very high, apart from the water indices, com-
posite of all the water indices was also done.

NDWI ¼ bG� bNIRð Þ= bG þ bNIRð Þ ð12:1Þ
MNDWI ¼ bG�bMIRð Þ= bG þ bMIRð Þ ð12:2Þ
RmNDWI ¼ bR�bMIRð Þ= bR þ bMIRð Þ ð12:3Þ
MBSR ¼ bG þ bRð Þ[ bNIR þ bMIRð Þ ð12:4Þ

where bG = green band brightness value, bR =
red band brightness value, bNIR = infra-red band
brightness value, bMIR = middle infra-red band
brightness value

Table 12.2 List of
Landsat images used in this
study

Phase Year Date of acquisition Sensor

Pre-monsoon Post-monsoon

Phase I 1990 11/04/1990 23/12/1990 TM

1991 – – TM

1992 15/03/1992 12/12/1992 TM

1993 – 15/12/1993 TM

1994 06/04/1994 18/12/1994 TM

1995 24/03/1995 19/11/1995 TM

1996 – 23/11/1996 TM

1997 30/04/1997 08/11/1997 TM

1998 01/04/1998 29/12/1998 TM

1999 15/02/1999 16/12/1999 TM

2000 – 18/12/2000 TM

Phase II 2001 25/04/2001 – TM

2002 29/03/2002 16/12/2002 TM

2003 22/03/2003 25/11/2003 TM

2004 01/04/2004 29/12/2004 TM

2005 20/04/2005 14/11/2005 TM

2006 18/02/2006 19/12/2006 TM

2007 – – TM

2009 26/02/2009 25/11/2009 TM

2010 02/04/2010 14/12/2010 TM

Phase III 2011 – 15/11/2011 TM

2013 26/04/2013 20/11/2013 OLI

2014 – 23/11/2014 OLI

2015 15/03/2015 26/11/2015 OLI

2016 17/03/2016 12/11/2016 OLI

2017 16/02/2017 01/12/2017 OLI

2018 23/03/2018 18/11/2018 OLI

2019 10/03/2019 5/11/2019 OLI

2020 12/03/2020 23/11/2020 OLI
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k ¼ N
Pr

i¼1 xii�
Pr

i¼1ðxiþ � xiþ iÞ
N2 �Pr

i¼1ðxiþ � xiþ iÞ ð12:5Þ

Overall accuracy ¼ Total number of correct samples

� 100%Total number of samples

ð12:6Þ

where N = total number of pixels; r = number of
rows in the matrix; Xii = number of observations
in row i and column i; xi+ and x + i are the
marginal totals for row i and column i,
respectively.

12.3.2.2 Method for Exploring
Hydrological Status
of Wetland

Parameter Selection

Three image-driven hydrological parameters
were selected for mapping hydrological status of
the wetland. Water presence frequency (WPF),
water depth (WD) and hydro-period (HP)
derived from time series Landsat satellite ima-
geries were taken since no ground monitoring
stations were available. WPF refers that how
many years a pixel recorded water appearance to
total time period considered for this (1990–
2020). For developing WPF layer, MNDWI
maps of the respective years were converted into
binary maps defining 0 to non-wetland and 1 to
wetland. All these layers were added up and
converted into percentage. WPF ranges from 0–
100%, where the value near to 0 means incon-
sistent water appearance and near to 100 means
consistent water appearance. This analysis is
very useful for the wetlands those are highly
controlled by seasonal rainfall.

Hydro-period refers to the length of time
water ponds in a water body. Longer duration
particularly perennial water body is ambient for
ecological sustainability and pollutants removal
(Khatun and Pal 2021). These data layers were
developed using monthly binary MNDWI maps
of the region. Binary MNDWI maps were

prepared based on the MNDWI maps, assigning
0 to non-water bodies and 1 to water bodies.
Hydro-period this case ranges from 0 to 12.
Value near to 1 means ephemeral type of wetland
and 12 means perennial wetland.

Water depth was developed from MNDWI
image calibrating it using regression coefficient
generated from the MNDWI value and depth
data of 35 field sites. Following Gao (2009)
calibrated NDWI image for depth mapping, it
was assumed that higher MNDWI value indi-
cates greater depth and MNDWI was used for the
same. The result derived from this is not highly
satisfactory; however, an acceptable linear rela-
tionship was found. Since the rule-based decision
tree (RBDT) was applied for integrating spatial
data layers, all the data layers were classified into
three sub-classes making it in categorical data.

Integration of Selected Parameters

For integrating hydrological components, rule-
based decision tree (RBDT) in Arc Gis was
applied. This method is very useful for com-
positing categorical spatial data layers. It was
frequently used for various multi-parametric
spatial data modeling like preparing wetland
inventory (Berhane et al. 2018), suitable fish
habitat (Pal and Khatun 2022), hydrological
alteration (Roland and Crowley-Ornelas 2022).
In this work, three hydrological parameters as
mentioned earlier were applied and the rule set
for combining the parameters was: The pixels are
having high water depth >2.5 m., longer hydro-
period (>8 months) and consistent water
appearance (WPF >67%) can be treated as in
good hydrological status and vice versa in case of
poor hydrological status.

Validation of Model

For validating hydrological status, 42 sites from
first phase were randomly selected and the same
sites were monitored in consecutive phases in
order to prove poor hydrological state is
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susceptible to conversion. In recent phase, 57
sites were selected from classified map and ver-
ified the actual condition in ground.

12.3.2.3 Methods for Developing
Trophic State Index (TSI)

Water Samples Collection

Twenty-one water samples were collected from
the wetland in October 2020 for testing the nature
of Cholorophyll-a (Chl-a) and Total Phosphorous
(TP) in laboratory. Secchi disk depth (SDD) was
directly measured from the field. The American
Water Works Association (AWWA) and Ameri-
can Public Health Association (APHA) (APHA,
AWWA, WEF 1998) endorsed standard practice
were pursued for preserving and testing water
sample. The sample sites were put on map based
on the Garmin Global Positioning System (GPS)-
driven coordinates of those sites.

Chl-a, SDD and TP Estimation from Satellite
Images Using Regression Model

For pixel scale mapping of Chl-a, SDD and TP,
the test result of the same on the selected sample
sites was correlated with best-suited spectral
water index found in this work (MNDWI). Lin-
ear regression between field-driven sample data
and MNDWI value of the respective field sites
was applied, and the regression slope was used
for image calibration and developing pixel scale
spatial data layers of the selected parameters
(Chl-a, TP and SDD). TSI equation of the indi-
vidual parameter was developed, and it is shown
in Table 12.3. Sometimes, calibration may
introduce some error in spatial data layers;
however, due to scarcity of ample field data, this
method was adopted.

Estimating Average TSI Based

TSI can efficiently represent the ecological
responses, ecological health and water quality of
the wetland (Carlson 1977). Saluja and Garg
(2017), Wen et al. (2019), Li et al. (2022), Xu et al.
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(2022a, b), Markogianni et al. (2022) estimated
TSI using these parameters. In this study, Chl-a,
SDD and TP were used for computing TSI.

Carlson (1977) endorsed a continuous scale
from 0 to 100 compositing the mentioned
parameters. TSI was classified into four classes,
i.e., oligotrophic (<40), meso-trophic (40–60),
eutrophic (60–80) and hyper-eutrophic (>80).
Equation 12.7 was used for computing TSI
averaging TSI of the constituting parameters.

TSI ¼ TSIðChlaÞþTSIðSDDÞþTSIðTPÞ½ �
3

ð12:7Þ

where TSI = average TSI for all three parame-
ters; TSI(TP), TSI(Chl-a) and TSI(SD) represent
trophic state reference to Total Phosphorous,
Chlorophyll-a Secchi Disk Depth, respectively.

12.3.2.4 Measuring Control
of Hydrological State
on Trophic State

For exploring the relationship between hydro-
logical and trophic state at spatial scale, geo-
graphically weighted regression (GWR) was
applied (Eqs. 12.8 and 12.9).

yi ¼ b0þ b1� 1iþ b2� 2iþ � � � þ bn
� niþ ei

ð12:8Þ

With the estimators:

b0 ið Þ ¼ XTW ið ÞXð Þ � 1XTW ið ÞY ð12:9Þ

where W(i) is a matrix of weights specific to
location i such that observations nearer to i are
given greater weight than observations further
away.

12.4 Results

12.4.1 Delineated Wetland Area

Four water indices, NDWI, MNDWI, RmNDWI
and MBSR, and one integrated index outputs are

presented in Fig. 12.2. Varying result was pre-
sented due to since the band selection in indexing
process is different. Very minimum area was
presented in NDWI since it only presented the
open water. MNDWI presented the maximum
area among the applied four spectral water indi-
ces. Since water hyacinth and other floating
vegetation is a great challenge for wetland
mapping, integration of four indices in CWA also
presented larger wetland domain. From the wet-
land maps, no clear trend of areal extent was
identified over the phases; however, water index
value was declined from 1990 to 2020
(Fig. 12.3). For example, the highest MNDWI
value in 1990 was 0.63 which was reduced to
0.44 signifying weakening of hydrological state.
The same is true in case of NDWI and
RmNDWI. This is very common trend in the
wetland with high anthropogenic pressure
(Chaudhuri et al. 2022). Spatial variation of
wetland extent largely depends on monsoonal
fluctuation of rainfall (Pal et al. 2022). In 2020,
relatively greater rainfall (42% greater than
average) is caused for larger wetland extent.
Gradual shallowing of wetland due to sedimen-
tation may be a reason for the same. It does not
mean that area under wetland domain was
increased over time; rather wider part was
reclaimed due to urban encroachment. In fact,
water domain area fluctuates within the deeper
parts of the wetland.

12.4.2 Accuracy Assessment
of Wetland Mapping

Since the areal fluctuation of wetland extent
varies as per different water indices, selection of
representative index is very essential. Over all
accuracy and Kappa coefficient (K) applied for
validating the water indices showed that NDWI
is not applicable since the K value was <0.27 in
all the years, RmNDWI value was <0.74 and,
therefore, partially applicable. MNDWI was the
best representative among the water indices since
the K value was >0.83 in all the cases showing
very good agreement between map and ground
reality (Table 12.4). Among the water indices,
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MNDWI was the best representative. Since
CWA showed the integrated picture of all the
applied indices, so expectedly it also more
accurately represented the wetland extent. How-
ever, CWA does provide only the wetland area
not the index value; it is not useful for water
depth mapping. So, instead of this, MNDWI was
taken for further works.

The superiority of MNDWI over NDWI in
this region is not unique since previous studies
like Sarp and Ozcelik (2017), Wicaksono and
Wicaksono (2019), Yang et al. (2022) also
reported quite similar finding from the other part

of the world. Under the background of reclaim-
ing wetland bed, hypereutrophication, sedimen-
tation and resulted lowering of depth, the spectral
distance of the reflectance of different objects
trends to smear. Under such a scribble and con-
gested LULC cover, especially at the edges of the
wetland, the part of the lands that is represented
by a single pixel is often shared by multiple land
cover features. In this amalgamation of different
land use features, the spectral reflectance of the
representative feature always keep the spectral
reflectance of other features from being captured
by the pixel that corresponds that particular part

Fig. 12.2 Demarcated area of wetland recognized by different water body extraction indices
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of the land. The mismatches of the wetland traces
extracted by different indices mostly belong the
edge areas of the wetland where this kind of
multiple land use congestion is very common
especially in flood plain wetland (Debanshi and
Pal 2020a, b). The RmNDWI has given almost
similar result, but it also failed to effectively
overcome the edge recognition error while
mapping wetland.

12.4.3 Hydrological Status
of Wetland

12.4.3.1 State of the Hydrological
Components

Figure 12.3 shows three selected hydrological
components; (1) water presence frequency,

(2) hydro-duration and (3) water depth in three
phases depicted phasal change and their spatial
pattern. WPF maps of three phases were classi-
fied into high, moderate and low. Phase-wise
WPF state clearly depicted quite varying picture,
but it is very prominent that low WPF were
found at the transitional area and it surrounds the
moderate and high WPF zones. Area under high
WPF zone was found quite greater in 2020, but
all part of these areas were not characterized by
high deep-water bodies and longer hydro-
duration (Fig. 12.3). Low hydro-duration area
was increased over the phases indicating
enhancing seasonality effect in wetland. Season-
wise comparison of water depth reflected that
area under higher depth (>2.5 m.) was 0.16 km2

in pre-monsoon and 0.48 km2 in post-monsoon
season in phase III. The same was true in case of

Fig. 12.3 Phase-wise spatial expression of WPF, depth and hydro-duration
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phases I and II (Table 12.5). The fringe wetland
parts with highly inconsistent water appearance,
shallower depth and narrow hydro-duration are
highly susceptible for wetland reclamation and
transformation. This form of result was also
reported by Pal et al. (2022) with higher rate of
transformation in lower Atreyee flood plain area.
Since eastern and northern parts are circum-
scribed by urban area, chance of urban
encroachment and western part is surrounded by
agriculture land, likelihood of agriculture
encroachment is very high.

12.4.3.2 Integrated Hydrological Status
and Validation

Phase-wise integrated hydrological status
(Fig. 12.4) shows that some outskirt wetland area
under poor hydrological state in phases I and II
was declined in phase III. In phase III, some new
areas were appeared under poor hydrological
state which is likely to be converted into other
land as the tradition proves (Paul and Pal 2020;
Pal and Debanshi 2021). More than 25% (1.11
km2) wetland area recorded poor hydrological
state in phase III, and this part is susceptible to
reclamation. Poor water appearance consistency,
shallower water depth, small period of water
stagnation, proximity to built land and agricul-
tural land in this area may facilitate for possible
conversion (Debanshi and Pal 2020a, b; Pal and
Paul 2020). Although specifically this sort of
work in urban wetland is quite absent, but
monitoring hydrological state combining image-
driven hydrological components are quite avail-
able in the flood plain agriculture proximate
wetlands. Debanshi and Pal (2020a; b) and Pal
and Khatun (2022) focused on this issue in
Barind plain of India and Bangladesh and mature
Ganges delta of India. They reported gradual
degradation of hydrological state. Validation of
hydrological state revealed that 71% cases poor
hydrological state of the phase I was either
converted into built and agriculture land or
remained in the same category in phase II. In
case of phase III, 74% sites reported good
agreement between map and ground condition.
In this sense, the hydrological status model could
be treated as valid.Ta
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Spatial mapping of this assessment showed a
strong connection between poor hydrological state
and close proximity of the urban built-up envi-
ronment. In the present context, urban activities
like infilling, dumping, draining, promoting,
sewage releasing play major role behind such
lowering of hydrological viability. Such phe-
nomenon is not at all isolated in this part of the
world. Obviously, dense population plays the role
of positive catalyst behind such man-environment
conflict but similar findings are often reported
from different parts of the world (Rojas et al.
2022; Chaudhuri et al. 2022; Arazmi et al. 2022).
For being a highly populated market town, the
high land values of the city area often push the
decision of developing residential area toward
these peri-urban parts where lowland status insists
cheaper land value (Asomani-Boateng 2019). Due
to the encroaching human habitation, the dumping
and sewage mixing increase the sedimentation and
lower the depth which in turn degrades the habitat

state. Under this circumstance infilling, draining
and finally encroaching become often easier
(Fig. 12.10a–c). In this way, lowering of hydro-
logical status and encroaching of urban built up go
on simultaneously influencing each other recip-
rocally. This is quite evident from the temporal
accounts of urban expansion toward the wetland
bed. Since 1990, in the north-eastern verge of
the wetland, urban line extended almost 350 m
toward wetland in south-western direction
whereas the poor hydrological status zone also
expanded more than 200 m, occupying relatively
better part of the wetland in the same direction
toward the core of the wetland. In the under
developed countries with very dense population
habitation such kind of urban encroachment
toward peripheral wetlands and resulted anthro-
pogenic footprint is very evident (Cobbinah
et al. 2022). Pollution influxes from the urban
agglomeration and encourages eutrophication.
During the lean season, local people maneuver

Table 12.5 Distribution of wetland area (km2) under different zones of WPF, depth and hydro-duration

Parameters WPF Depth Hydro-duration

Seasons Pre-monsoon Pre-monsoon Pre-monsoon Pre-monsoon I II III

Status/phases I II III I II III I II III I II III

High 0.43 0.49 0.71 1.19 1.03 1.7 0.24 0.25 0.16 0.6 0.4 0.48 0.38 0.94 0.7

Moderate 0.96 0.66 1.08 1.12 1.22 0.8 0.69 0.75 1.03 1.34 1.35 1.53 2.03 2.75 2.14

Low 1.86 2.9 1.51 1.62 1.88 1.55 2.32 3.05 2.11 1.97 2.39 2.04 1.52 0.44 1.21

Fig. 12.4 Phase-wise hydrological status of the wetland
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cleaning water hyacinth from the core parts of the
wetland and for pisciculture and stack the hya-
cinth in the edge of the wetland. Year after year,
such high accumulation of hyacinth residues
makes the edge part of the wetland hydrologically
poor and filled which eventually enforce quick
reclamation (Fig. 12.10d).

12.4.4 Trophic State

Figure 12.5 displays the TSI of the wetland in
2010 and 2020, and real pictures can be visualize
in Fig. 12.6. In 2010, the TSI value was ranged
from 17 to 87, and it increased in 2020 (TSI: 34–
96) indicating qualitative degradation of water
quality and ecological health. In 2020, area under
hyper-eutrophicated area was increased by 3%.
In 2010, about 61% area under oligotrophic state
and this area was reduced to about 56% in 2020.
The lower limit of TSI in 2020 (TSI: 34) was
reached near to eutrophicated state (TSI: 40). It
does indicate in very near future, the entire
wetland area will be eutrophicated. Hyper-
eutrophic and eutrophic states prevail mainly in
the urban fringe area where hydrological status
was recorded poor. Shallower water depth and

direct influx of urban sewage may be the major
reason behind this. Talukdar et al. (2020) and
Khatun and Pal (2021) also reported increasing
TSI near the urban wetland and agriculture-
dominated wetland. Growing TSI adversely
affects the ecological productivity (Tiwari and
Pal, 2022) and diminishes the feasibility of pro-
ducing ecological goods and services (Janssen
et al. 2021; Gilby et al. 2021).

12.4.5 Control of Hydrological State
on Trophic State

Figure 12.7 shows the GWR indicating the con-
trol of hydrological state on trophic state. Stan-
dard regression residual depicts high control
over >58% of the total wetland area (Table 12.6).
Except some patches, most part in fringe area was
under this category revealing the strong influence
of hydrological state on trophic state. Poor
hydrological state positively instigated the poor
trophic state. This control was found quite high in
phase II indicating increasing control. Shallower
depth of water and relatively stagnant nature of
water influence the exuberant growth of water
hyacinth like plants. Hyper-eutrophication may

Fig. 12.5 Trophic state index of the wetland in 2010 and 2020
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adversely impact the urban micro-climate state
enhancing both CO2 and CH4 emissions (Benassi
et al. 2021). It may also cause diminishing return

of ecological goods particularly fish which the
people frequently harvest from the wetland
(Alprol et al. 2021; Djihouessi et al. 2021).

Fig. 12.6 Pictures of wetlands belong to different trophic states

Fig. 12.7 Standard regression residual zones in reference to hydrological and trophic state
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In the peripheral parts of the wetland a huge
amount of micronutrient element influx due to
contamination of urban sewage (Fig. 12.10e–g).
This micronutrient increases the trophic state of
the wetland and highly encourages eutrophica-
tion; such effect of urban sewage is well reported
from all around the world (Oliver et al. 2019;
Putt et al. 2019). It is observed in the present
wetland also that the parts of the wetland
approaching the urban sites mostly dominated by
higher TSI values (Fig. 12.10f). As a result, with

time eutrophication dominated almost 70% water
area of the wetland. The poor hydrological status
of this part increases the TSI in two ways. Firstly,
due to lesser water availability, the density of
micronutrient in the water highly favors the
growth of floating aquatic plants like water moss
and hyacinth. Secondly, with the decreasing
water depth of the poor hydrological parts
encourages the growth of rooted plants and
makes the area hyper-eutrophicated. Water hya-
cinth is the most common species that colonizes

Table 12.6 Areal
coverage under different
standard regression residual
zones generated using
GWR between
hydrological and TSI states

Standard regression residual Phase II Phase III

Area (km2) % Area (km2) %

>−2.5 0.00 0.03 – –

−2.5 to −1.5 0.04 1.56 0.04 1.19

−1.5 to −0.5 0.56 21.18 0.60 20.29

−0.5 to 0.5 1.53 57.57 1.76 59.88

0.5 to 1.5 0.43 16.40 0.47 15.88

1.5 to 2.5 0.08 3.19 0.08 2.75

>2.5 0.00 0.07 – –

Fig. 12.8 Temporal dynamics and transformation of LULC of wetland and its adjacent area
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the wetland every year and covers the water
surface area under thick crust.

12.4.6 Causes of Transformation

12.4.6.1 Encroachment of Agriculture
and Built-Up Area

Land use transformation particularly encroach-
ment of built-up land from eastern and south-
eastern margin of the wetland is very prominent,
and it was found very aggressive over the pro-
gress of time (Fig. 12.8). In 1990, only a few
patches were under built-up land (only 2%), but
in 2020, it was reached to more than 10% of total
area. Wetland reclamation is very steady process
in this area. Apart from existing built-up land,
wider parts of the wetland adjacent to the built-
up area were already reclaimed and ready to erect
building. So, in coming days more area is likely
to be turned into built land. Within urban area,
land value is very high and there is very limited
space within built urban area. Therefore, people
frequently opt this relatively less priced land for
building urban space.

Here, it is to be mentioned that supervised
image classification technique in ERDAS
imagine software was applied for land use/land
cover mapping. Maximum likelihood classifier
was used for classification. For each class, 21–
30 spectral signatures were collected. Overall
accuracy and Kappa coefficient (K) were applied
for accuracy assessment of the LULC maps
based on 57 ground control point directly from
field in case of 2020, and the same number of
sites was taken from Google Earth images in
case of other years. Overall accuracy is greater
than 83%, and K value is greater than 0.80 in all
the years, signifying good agreement between
map and ground condition. Change detection
techniques were applied for land use transfor-
mation analysis.

12.4.6.2 Influx of Urban Sewage
English Bazar Municipality (EBM) is located at
the water divide area of river Ganga and
Mahananda. River Mahanada and Chatra wet-
land circumscribe eastern and western margin of

the study area. The urban sewage mainly influxes
either into river Mahananda or Chatra wetland.
At present, wider part of the wetland was
reclaimed and converted into built area. So, over
the progress of time the volume of wastewater
influx is increased. Sixty-two number of drains
(including kacha and pucca drain) directly merge
into this wetland (Fig. 12.9) polluting the wet-
lands. Although the water quality was not mea-
sured, visual impression of the wetland is deep
black and even huge amount of non-bio-
degradable solid waste also influxes into the
wetland. Apart from pollution, huge amount of
sediment load also penetrates into the wetland
from some major drains (Fig. 12.8). It also cau-
ses gradual shallowing of water bodies. Ziaul and
Pal (2017) also pointed out increasing water
insecurity due to admixing of pollutants. Since
the deposition of pollutants is quite high near to

Fig. 12.9 Accounts of urban sewage and wastes
affluence into the wetland
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the debouching points, the contamination rate is
expected to be high in this area. Enhanced degree
of TSI and consequent exuberant growth of water
hyacinth in this area also proves it.

12.4.6.3 Partial Closure of Wetland
Outlet

Chatra wetland actually was linked with Bhatra
wetland extending toward Bangladesh. After
construction Indian railway, National High Way
(NH)-34, the wetland was perforated and par-
tially blocked. Afterward, mango market was
constructed just beside NH-34 reclaiming the
outlet of the wetland. Major route of the outlet
was closed (Fig. 12.10h, i). It has restricted the
free outflow, and it causes qualitative deteriora-
tion of the water quality. Moreover, the base of
the siphon constructed across the rail and high
way was quite elevated than the base of the
wetland (Fig. 12.10h, i). So, water partially
drains only during spilling time.

12.5 Conclusion

The present study explored the role of urban
growth on hydrological state of the wetland and
assessed the ecological response in this regard.
The study exhibited the gradual weakening of
hydrological strength over the progress of time.
Wide peripheral wetland with poor hydrological
state was obliterated. Continuous influx of urban
waste to the wetland and weakening of hydro-
logical strength energized the ecological deteri-
oration as reflected in growing TSI value and
increasing coverage under eutrophicated area.
Geographically weighted regression between
hydrological and trophic state revealed a strong
control over more than 56% geographical area.
Apart from this, urban encroachment and wet-
land reclamation are also very vital issues as
identified. This trend is so aggressive; in near
future, more area is likely to be reclaimed. Since

Fig. 12.10 Glimpses of adverse urban effect on Chatra
wetland, a–c built-up encroachment toward wetland,
d hyacinth stacking at the verge of wetland, e–f

contamination of urban waste in the wetland, g wastewater
accumulation at the periphery of the wetland, h, i clogged
outlet of the wetland
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the wetland is treated as the kidney of the city,
quantitative loss and qualitative degradation of
wetland adversely affect this precious function.
Moreover, this natural capital provides a wide
range of ecological goods and services, degra-
dation can restrict this flow. Excess eutrophica-
tion problem may often cause poor carbon
sinking and high methanogenesis. Hence, instead
of mediating heat island effect, it can enhance the
condition. Loss of storage area can also reduce
the ground water recharge amount, storm storage
etc. All these are against of building resilient city.

This study lacks water quality analysis. Along
with the trophic state mapping, water quality data
would yield a broader picture of habitat health. In
addition, the wetland mapping was to some
extent hampered due to highly dynamic floating
hyacinth patches, but accuracy was assessed to
be good enough Therefore, this study could be
instrumental to the local authority to step forward
in that direction. Integrated conservation and
restoration of this precious resource will be a
good endeavor for supporting fishes, other
aquatic resources and recreational well-being of
the city people as well as the outside people.
Since the study clearly identified the nature of
hydrological transformation, its ecological
responses, causes of transformation; for the sake
of ecological well-being in general and human
well-being in particular, this piece of study may
be very useful.

References

Alikhani S, Nummi P, Ojala A (2021) Urban wetlands: a
review on ecological and cultural values. Water 13
(22):3301

Alprol AE, Heneash AM, Soliman AM, Ashour M,
Alsanie WF, Gaber A, Mansour AT (2021) Assess-
ment of water quality, eutrophication, and zooplank-
ton community in Lake Burullus, Egypt. Diversity 13
(6):268

Arazmi FN, Ismail NA, Daud UNS, Abidin KZ, Nor SM,
Mansor MS (2022) Spread of the invasive Javan myna
along an urban–suburban gradient in Peninsular
Malaysia. Urban Ecosyst, 1–8

Asomani-Boateng R (2019) Urban wetland planning and
management in Ghana: a disappointing implementa-
tion. Wetlands 39(2):251–261

Athukorala D, Estoque RC, Murayama Y, Matsushita B
(2021) Impacts of urbanization on the Muthurajawela
Marsh and Negombo Lagoon, Sri Lanka: Implications
for landscape planning towards a sustainable urban
wetland ecosystem. Remote Sens 13(2):316

Beckwith L (2022) Cambodia’s resilience agenda: under-
standing how local institutions and actors accept,
contest and accommodate an externally driven
approach. Geoforum 128:125–134

Benassi RF, de Jesus TA, Coelho LHG, Hanisch WS,
Domingues MR, Taniwaki RH, Mitsch WJ (2021)
Eutrophication effects on CH4 and CO2 fluxes in a
highly urbanized tropical reservoir (Southeast, Brazil).
Environ Sci Pollut Res 28(31):42261–42274

Berhane TM, Lane CR, Wu Q, Autrey BC,
Anenkhonov OA, Chepinoga VV, Liu H (2018)
Decision-tree, rule-based, and random forest classifi-
cation of high-resolution multispectral imagery for
wetland mapping and inventory. Remote Sens 10
(4):580

Bhat SU, Qayoom U (2021) Implications of sewage
discharge on freshwater ecosystems. In: Sewage-
recent advances, new perspectives and applications.
IntechOpen

Brinkmann K, Hoffmann E, Buerkert A (2020) Spatial
and temporal dynamics of urban wetlands in an Indian
Megacity over the past 50 years. Remote Sens 12
(4):662

Carlson RE (1977) A trophic state index for lakes 1.
Limnol Oceanogr 22(2):361–369

Chand N, Suthar S, Kumar K (2021) Wastewater nutrients
and coliforms removals in tidal flow constructed
wetland: effect of the plant (Typha) stand and biochar
addition. J Water Process Eng 43:102292

Chaudhuri AS, Gaur N, Rana P, Verma P (2022)
Ecohydrological perspective for environmental degra-
dation of lakes and wetlands in Delhi. In: Geospatial
technology for landscape and environmental manage-
ment. Springer, Singapore, pp 143–163

Chen J, Liu SS, Wang YJ, Li J, Liu YS, Yang F, Ying GG
(2021) Optimized constructed wetlands enhance the
removal and reduce the risks of steroid hormones in
domestic wastewater. Sci Total Environ 757:143773

Cobbinah PB, Korah PI, Bardoe JB, Darkwah RM,
Nunbogu AM (2022) Contested urban spaces in
unplanned urbanization: wetlands under siege. Cities
121:103489

Cunillera-Montcusí D, Beklioğlu M, Cañedo-Argüelles
M, Jeppesen E, Ptacnik R, Amorim CA, Matias M
(2022) Freshwater salinisation: a research agenda for a
saltier world. Trends Ecol Evol

Danso GK, Takyi SA, Amponsah O, Yeboah AS,
Owusu RO (2021) Exploring the effects of rapid
urbanization on wetlands: insights from the Greater
Accra Metropolitan Area, Ghana. SN Soc Sci 1(8):1–
21

Dar SA, Rashid I, Bhat SU (2021) Land system
transformations govern the trophic status of an urban
wetland ecosystem: perspectives from remote sensing

12 Urban Effects on Hydrological Status and Trophic State in Peri-Urban Wetland 197



and water quality analysis. Land Degrad Dev 32
(14):4087–4104

Das S, Bhunia GS, Bera B, Shit PK (2022) Evaluation of
wetland ecosystem health using geospatial technol-
ogy: evidence from the lower Gangetic flood plain in
India. Environ Sci Pollut Res 29(2):1858–1874

Debanshi S, Pal S (2020a) Modelling water richness and
habitat suitability of the wetlands and measuring their
spatial linkages in mature Ganges delta of India.
J Environ Manage 271:110956

Debanshi S, Pal S (2020b) Wetland delineation simulation
and prediction in deltaic landscape. Ecol Ind
108:105757

Djihouessi MB, Tigo BA, Aina MP (2021) The use of
nutrient budget approach for informing eutrophication
management in urbanised shallow coastal lakes: a case
study from Lake Nokoué in Benin. Ecohydrol Hydro-
biol 21(2):341–353

Feyisa GL, Meilby H, Fensholt R, Proud SR (2014)
Automated water extraction index: a new technique
for surface water mapping using Landsat imagery.
Remote Sens Environ 140:23–35

Fu H, Gaüzère P, Molinos JG, Zhang P, Zhang H,
Zhang M, Xu J (2021) Mitigation of urbanization
effects on aquatic ecosystems by synchronous ecolog-
ical restoration. Water Res 204:117587

Gao J (2009) Bathymetric mapping by means of remote
sensing: methods, accuracy and limitations. Prog Phys
Geogr 33(1):103–116

Ghanian M, Ghoochani OM, Noroozi H, Cotton M (2022)
Valuing wetland conservation: a contingent valuation
analysis among Iranian beneficiaries. J Nat Conserv
126140

Gilby BL, Weinstein MP, Baker R, Cebrian J, Alford SB,
Chelsky A, Ziegler SL (2021) Human actions alter
tidal marsh seascapes and the provision of ecosystem
services. Estuaries Coasts 44(6):1628–1636

Hu C, Wright AL, He S (2022) Public perception and
willingness to pay for urban wetland ecosystem
services: evidence from China. Wetlands 42(2):1–10

Islam N, Shaha DC, Hasan J, Asad M, Al H, Salam MA,
Ahmed M (2022). Heavy metal pollution reduced the
potentiality of pen culture in the wetland aquaculture
in an urban area of Bangladesh. Conservation 2(1):
68–9

Janssen AB, Hilt S, Kosten S, de Klein JJ, Paerl HW, Van
de Waal DB (2021) Shifting states, shifting services:
Linking regime shifts to changes in ecosystem
services of shallow lakes. Freshw Biol 66(1):1–12

Kakade A, Salama ES, Han H, Zheng Y, Kulshrestha S,
Jalalah M, Li X (2021) World eutrophic pollution of
lake and river: biotreatment potential and future
perspectives. Environ Technol Innov 23:101604

Khatun R, Pal S (2021) Effects of hydrological modifi-
cation on fish habitability in riparian flood plain river
basin. Eco Inform 65:101398

Kończak M, Huber M (2022) Application of the engi-
neered sewage sludge-derived biochar to minimize
water eutrophication by removal of ammonium and
phosphate ions from water. J Clean Prod 331:129994

Kumar S, Agarwal A, Villuri VGK, Pasupuleti S,
Kumar D, Kaushal DR, Sivakumar B (2021) Con-
structed wetland management in urban catchments for
mitigating floods. Stoch Environ Res Risk Assess 35
(10):2105–2124

Li S, Chen F, Song K, Liu G, Tao H, Xu S, Mu G (2022)
Mapping the trophic state index of Eastern Lakes in
China using an empirical model and Sentinel-2
imagery data. J Hydrol 127613

Lin Y, Luo K, Su Z, Wu Y, Xiao W, Qin M, Wang Y
(2022) Imposed by urbanization on soil heavy metal
content of lake wetland and evaluation of ecological
risks in East Dongting Lake. Urban Clim 42:101117

Markogianni V, Kalivas D, Petropoulos GP, Dimitriou E
(2022) Modelling of Greek Lakes water quality using
Earth observation in the framework of the Water
Framework Directive (WFD). Remote Sens 14(3):739

McFeeters SK (1996) The use of the Normalized
Difference Water Index (NDWI) in the delineation of
open water features. Int J Remote Sens 17(7):1425–
1432

Mishra VK, Shukla R, Sharma NK (2021) Application of
constructed wetland; a natural treatment system for
environmentally sustainable domestic sewage treat-
ment. In: Sustainable environmental clean-up. Else-
vier, pp 105–129

Oliver S, Corburn J, Ribeiro H (2019) Challenges
regarding water quality of eutrophic reservoirs in
urban landscapes: a mapping literature review. Int J
Environ Res Public Health 16(1):40

Ouyang X, Duarte CM, Cheung SG, Tam NFY, Can-
nicci S, Martin C, Lee SY (2022) Fate and effects of
macro-and microplastics in coastal wetlands. Environ
Sci Technology.

Pal S, Debanshi S (2021) Developing wetland landscape
insecurity and hydrological security models and
measuring their spatial linkages. Eco Inform
66:101461

Pal S, Khatun R (2022) Image driven hydrological
components-based fish habitability modeling in ripar-
ian wetlands triggered by damming. Wetlands 42
(1):1–13

Pal S, Paul S (2020) Assessing wetland habitat vulner-
ability in moribund Ganges delta using bivariate
models and machine learning algorithms. Ecol Ind
119:106866

Pal S, Sarkar R, Saha TK (2022) Exploring the forms of
wetland modifications and investigating the causes in
lower Atreyee river floodplain area. Eco Inform
67:101494

Paul S, Pal S (2020) Exploring wetland transformations in
moribund deltaic parts of India. Geocarto Int 35
(16):1873–1894

Pereira P, Baró F (2022) Greening the city: thriving for
biodiversity and sustainability. Sci Total Environ
153032

Priyadarsini P, Pathy AC (2022) Urban wetlands: oppor-
tunities and challenges in Indian cities—A case of
Bhubaneswar City, Odisha. Livelihood Enhancement
Through Agric, Tourism Health 305–331

198 M. Majumdar et al.



Putt AE, MacIsaac EA, Herunter HE, Cooper AB, Sel-
bie DT (2019) Eutrophication forcings on a peri-urban
lake ecosystem: context for integrated watershed to
airshed management. PLoS ONE 14(7):e0219241

Richardson M, Liu P, Eggleton M (2022) Valuation of
wetland restoration: evidence from the housing market
in Arkansas. Environ Resou Econ 1–35

Rojas C, Sepúlveda E, Jorquera F, Munizaga J, Pino J
(2022) Accessibility disturbances to the biodiversity of
urban wetlands due to built environment. City Environ
Interact 13:100076

Roland II, VL, Crowley-Ornelas E (2022) Investigating
hydrologic alteration in the Pearl and Pascagoula river
basins using rule-based model trees. Environ Model
Softw 105322

Saluja R, Garg JK (2017) Trophic state assessment of
Bhindawas Lake, Haryana, India. Environ Monit
Assess 189(1):1–15

Sarkar D, Maji N (2022) Status and threats of wetland
change in land use pattern and planning: impact of
land use patterns and urbanization. In: Handbook of
research on monitoring and evaluating the ecological
health of wetlands. IGI Global, pp 106–127

Sarp G, Ozcelik M (2017) Water body extraction and
change detection using time series: a case study of Lake
Burdur, Turkey. J Taibah Univ Sci 11(3):381–391

Shen L, Li C (2010) Water body extraction from Landsat
ETM+ imagery using adaboost algorithm. In 2010
18th International Conference on Geoinformatics
(pp. 1–4). IEEE

Suganya K, Kumar JE, Sebastian SP, Poornima R,
Kannan B, Parameswari E, Kalaiselvi P (2022)
Exploring the Phytoremediation potential of macro-
phytes for treating sewage effluent through Con-
structed Wetland Technology (CWT) for sustainable
agriculture. In: Sustainable agriculture. Springer,
Cham, pp 209–223

Talukdar S, Pal S, Chakraborty A, Mahato S (2020)
Damming effects on trophic and habitat state of
riparian wetlands and their spatial relationship. Ecol
Ind 118:106757

Tiwari AK, Pal DB (2022) Nutrients contamination and
eutrophication in the river ecosystem. In: Ecological
significance of river ecosystems. Elsevier, pp 203–216

Townsend KR, Lu HC, Sharley DJ, Pettigrove V (2019)
Associations between microplastic pollution and land
use in urban wetland sediments. Environ Sci Pollut
Res 26(22):22551–22561

Vymazal J (2022) The historical development of con-
structed wetlands for wastewater treatment. Land 11
(2):174

Wang J, Wang W, Xiong J, Li L, Zhao B, Sohail I, He Z
(2021) A constructed wetland system with aquatic
macrophytes for cleaning contaminated runoff/storm
water from urban area in Florida. J Environ Manage
280:111794

Wang Y, Fukuda H, Zhang P, Wang T, Yang G, Gao W,
Lu Y (2022) Urban wetlands as a potential habitat for

an endangered aquatic plant, Isoetes sinensis. Glob
Ecol Conserv e02012

Wen Z, Song K, Liu G, Shang Y, Fang C, Du J, Lyu L
(2019) Quantifying the trophic status of lakes using
total light absorption of optically active components.
Environ Pollut 245:684–693

Wicaksono A, Wicaksono P (2019) Geometric accuracy
assessment for shoreline derived from NDWI,
MNDWI, and AWEI transformation on various
coastal physical typology in Jepara Regency using
Landsat 8 OLI imagery in 2018. Geoplanning J
Geomat Plan 6(1):55–72

Wu W, Yang Z, Tian B, Huang Y, Zhou Y, Zhang T
(2018) Impacts of coastal reclamation on wetlands:
loss, resilience, and sustainable management. Estuar
Coast Shelf Sci 210:153–161

Xia F, Liu H, Zhang J, Wang D (2022) Migration
characteristics of microplastics based on source-sink
investigation in a typical urban wetland. Water Res
118154

Xiao H, Shahab A, Xi B, Chang Q, You S, Li J, Li X
(2021) Heavy metal pollution, ecological risk, spatial
distribution, and source identification in sediments of
the Lijiang River, China. Environ Pollut 269:11618

Xie S, Marzluff JM, Su Y, Wang Y, Meng N, Wu T,
Ouyang Z (2022) The role of urban waterbodies in
maintaining bird species diversity within built area of
Beijing. Sci Total Environ 806:150430

Xu H (2006) Modification of normalised difference water
index (NDWI) to enhance open water features in
remotely sensed imagery. Int J Remote Sens 27(14):
3025–3033

Xu T, Yang T, Zheng X, Li Z, Qin Y (2022b) Growth
limitation status and its role in interpreting chlorophyll
a response in large and shallow lakes: a case study in
Lake Okeechobee. J Environ Manage 302:114071

Xu Q, Zhou L, Xia S, Zhou J (2022a) Impact of
urbanisation intensity on bird diversity in river wetlands
around Chaohu Lake, China. Animals 12(4):473

Xue Z, Hou G, Zhang Z, Lyu X, Jiang M, Zou Y, Liu X
(2019) Quantifying the cooling-effects of urban and
peri-urban wetlands using remote sensing data: case
study of cities of Northeast China. Landsc Urban Plan
182:92–100

Yang Z, Wang L, Sun W, Xu W, Tian B, Zhou Y, Chen C
(2022) A new adaptive remote sensing extraction
algorithm for complex muddy coast waterline. Remote
Sens 14(4):861

Yi X, Ning C, Feng S, Gao H, Zhao J, Liao J, Liu S
(2022) Urbanization-induced environmental changes
strongly affect wetland soil bacterial community
composition and diversity. Environ Res Lett 17
(1):014027

Ziaul S, Pal S (2017) Estimating wetland insecurity index
for Chatra wetland adjacent English Bazar Munici-
pality of West Bengal. Spat Inf Res 25(6):813–823

12 Urban Effects on Hydrological Status and Trophic State in Peri-Urban Wetland 199



13Integrated Urban Decarbonization
Planning Tool for Global Cities

Sunil Bhaskaran, Vladimir Berg, Sanjiv Bhatia,
Jayant Kumar, and Andrella Collins

Abstract

Addressing the existential threat of climate
change is critical to sustain the earth and prolong
human life on it. Recent spate of unprecedented
increase in extreme weather events has resulted
in damage to lives and property, raising funda-
mental questions about our level of preparedness
to combat them. Urban environments are
heterogenous and complex, dominated by build-
ings responsible for majority of carbon (CO2)
emissions. Cities consist of buildings which
release CO2 directly when they use equipment
that relies on combustion. Retrofitting the build-
ings with carbon-free utilities and infrastructure
is the key to achieving lower emissions in cities
and urban environments. However, the socio-
economic and structural organization of build-
ings in global citiesmaypresent challenges in the

implementation of decarbonization plans. The
age and design of buildings, electrical capacity,
thermal distribution, demographic characteris-
tics, income levels, type of dwelling, and own-
ership are important spatial variables thatmust be
input and modeled in a geographic information
system (GIS) environment for developing an
Integrated Urban Decarbonization Planning
Tool (IUDPT). Open-source datasets may be
utilized to build an IUDPT that could be used in
the implementation of decarbonization of cities.
The City of New York has embarked on an
ambitious program of decarbonizing buildings
that aims to reduce CO2 by 2050. We present a
methodology to ingest, analyze, and model a
wide range of open-source datasets for develop-
ing the IUDPT. The interactive model will
enable practitioners and policymakers to achieve
a realistic plan for implementing a holistic
building decarbonization plan.

Keywords

Decarbonization � Geographic information
system � Integrated urban decarbonization
planning tool

13.1 Introduction

Climate change is caused by the human use of
fossil fuels which emits excess carbon and other
greenhouse gases into the atmosphere increasing
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global temperatures, the severity of weather
events, and creating hazardous rising sea levels.
Urban areas or cities account for between 71 and
76% of CO2 emissions from global final energy
use and between 67 and 76% of global energy
use (IPCC 2015). In New York City, models
show that increased storm surges such as the
recent flash floods in 2021 will damage infras-
tructure and threaten the lives of millions of
people living in NYC (Garner et al. 2017).
Without any change to the way people consume
and fuel their lives, climate change will continue
to destabilize ecologies and economies in
unprecedent ways (Hansen et al. 2013).

Although climate change impacts are already
being felt, there are actionable steps that cities
can take to reduce carbon emissions and decrease
the severity of climate change impacts over time.
For example, in Cincinnati, Ohio, there is a pilot
program focused on providing energy efficiency
upgrades to 65 low-income families to reduce
emissions (City of Cincinnati 2020). The city of
Copenhagen, Denmark, seeks to be the first
carbon–neutral city by 2025, with 10% of CO2

reduction coming from low energy construction
and green retrofitting projects (Gerdes 2013). In a
case study, retrofitting the façade of a residential
building in Bari, Italy, was shown to improve
energy performance indicators as an effective
strategy toward mitigating the increased tem-
peratures because of global warming in the
summer (Lassandro and Di Turi 2017). In Bol-
zano, Italy, a smart city urban development
project was created to reduce greenhouse gas
(GHG) emissions, increase energy savings, and
increase renewables by implementing energy
efficiency retrofits, creating a smart electricity
grid, and upgrading district heating and cooling
systems (Hunter et al. 2018).

The New York State Energy Research and
Development Authority (NYSERDA), estab-
lished in 1975, is a public-benefit corporation,
which is responsible for reducing carbon emis-
sions. NYSERDA has chosen to take a decar-
bonization approach to addressing climate
change which is a strategy to reduce carbon
emissions by transitioning away from gas to

electric in powering residential and commercial
buildings. Additionally, retrofits need to be
implemented to reduce wasteful energy usage in
NYC’s aging buildings and infrastructure.
NYSERDA aims to have 70% of New York’s
electricity generated by renewable energy sour-
ces such as wind and solar by 2030 as directed by
The Climate Act. They also seek to modernize
the heating and cooling systems of 1–2 million
buildings through retrofits such as high-
performance building envelopes, smarter build-
ing energy controls, more efficient electric water
heaters, high-performance windows, and energy-
efficient appliances and lighting (NYSERDA
2021).

The main objective of this study is to use a
GIS to build an IUPDT. New York City has set a
goal to achieve carbon neutrality by 2050 by
increasing renewable energy resource use, cut-
ting emissions across building and transportation
sectors, and transitioning to low carbon fuels
(Mayor’s Office of Sustainability, Con Edison,
and National Grid 2021). As part of this effort,
residential buildings were analyzed by perform-
ing a ranked suitability analysis to determine
which residential buildings may be most suited
for retrofitting to increase the energy efficiency
and sustainability of the buildings. In the suit-
ability analysis, we considered two primary fac-
tors: year of construction and population density
within buildings. Supplementary demographic
layers for race and income were also created to
provide more context and informed decision-
making.

Geographic Information Systems (GIS) are
often used to analyze spatial patterns in cities to
inform and assist decision-makers in imple-
menting climate change adaptation strategies and
reducing the role that cities have in increasing
climate change. In Okutama-machi, Tokyo,
Japan, GIS is being used to assess climate change
threats so that local governments can take mea-
sures to target areas which are most vulnerable to
climatic destabilization (Bai et al. 2014). In Oslo,
Norway, the lack of environmental services
within the city was geospatially analyzed to
determine the best locations to prioritize for
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green roofing projects (Venter et al. 2021).
A Heat Exposure Indicator was developed using
GIS for Athens, Greece, to measure the hottest
areas within a city to assess climate change
vulnerabilities since microclimates created by
built-up areas can vary (Agathangelidis et al.
2019). Garguilo et al. (2020) developed a GIS
decision support tool for decision-making by
creating a ‘Coastal Resilience Index’, Urban
Coastal Units, and Urban Adaptation Actions to
create a continuous raster data set which can
reveal the best approach for the implementation
of adaptation measures for coastal communities.
There are also GIS models for rainwater changes
due to climate change for water management
within the city of Melbourne, Australia (Kunapo
et al. 2018). In Maricopa County, Arizona, GIS
models were created to assess heat-related deaths
to various heat factors due to microclimates
within the county, so that decision-makers can
mitigate future deaths by targeting the commu-
nities most vulnerable to increased extreme heat
events caused by climate change (Harlan et al.
2013).

13.2 Study Area

The study area for this project is New York City,
one of the largest and most ethnically diverse
cities in the world. It consists of 5 boroughs
(Manhattan, Bronx, Staten Island, Queens, and
Brooklyn) (Fig. 13.1). In 2020, 8.8 million peo-
ple were recorded as being residents of New
York City in the decennial census. NYC also has
some of the oldest buildings and infrastructure in
the United States. 64.5% of residential buildings
in NYC are built prior to 1945 (Table 13.1).

This presents many challenges to retrofitting
buildings, since the infrastructure associated with
the buildings is also outdated and requires
changes. This is also complicated by the fact that
population density in NYC is high making it
difficult to implement retrofits since a large
number of residents may need to be evacuated or
relocated which also depends on the time for
completing the retrofits. The varying income
levels and income inequality in NYC pose
challenges as low-income residents may have to
sacrifice more during the retrofit. Higher-income

Fig. 13.1 Study area: the
five New York City boroughs
with the ranked suitability
analysis
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neighborhoods tend to be in Manhattan, Queens,
and Staten Island, whereas lower-income neigh-
borhoods tend to be in Bronx and Brooklyn. New
York City is racially one of the most diverse
cities in the world often referred to as a melting
pot, and there are historical legacies of biased
policies that impact the living conditions of pri-
marily Black and Hispanic neighborhoods. The
combined influence of race, income, and popu-
lation density plays a crucial role in prioritizing
and planning a phase-wise approach to retro-
fitting buildings. A rank suitability analysis was
performed by using the socio-economic variables
to map the most suitable and preferred locations
for retrofitting (Fig. 13.1).

13.3 Data Types and Methods

The data sources used for the project came from
the New York City government open-source
project website and the United States Census
website (Table 13.2).

Open-source data sources were used from the
City of New York’s government website (NYC.
GOV) and from the United States Census
Bureau. The City of New York has an open-
source portal for vector, raster, and continuous
geospatial datasets covering different themes.
The open-source project facilitates easy access to
the public through an interactive spatially
indexed online portal. The study used data from

the Map Pluto which represents a compilation of
data from various government agencies
throughout the City of New York. The underly-
ing geography for Map Pluto is derived from the
Tax Lot Polygon feature class that is part of the
Department of Finance's Digital Tax Map
(DTM). The tax lots have been clipped to the
shoreline, as defined by NYC Map planimetric
features. The attribute information is from the
Department of City Planning's PLUTO data. The
attribute data pertains to tax lot and building
characteristics and geographic, political, and
administrative information for each tax lot in
New York City. The Tax Lot Polygon feature
class and PLUTO are derived from different
sources. As a result, some PLUTO records do not
have a corresponding tax lot in the Tax Lot
polygon feature class at the time of release.
These records are included in a separate non-
geographic PLUTO Only table, and there are
data sets such as MapPLUTO which combines an
assortment of data across multiple agencies and
sources to form a highly detailed data layer that
contains information on tax lot characteristics,
building characteristics, land use, geography, and
political and administrative districts. The data for
MapPLUTO is drawn from the department of
finance, the department of city planning, the
department of parks and recreation, and the
landmarks preservation commission and is often
combined to form a more consolidated and
comprehensive data.

Table 13.1 Building age,
NYC

Year built Percentage (%)

1920 or earlier 29.18

1921 to 1945 35.31

1946 to 1980 22.06

1981 to present 13.44

Source Data extracted from Map PLUTO layer

Table 13.2 Data sources
for the ranked suitability
analysis

Data sources Author Data sets

NYC.gov The City of New York • MapPLUTO
• Community Districts

Census.gov United States Census Bureau • Census data on race and income
• Census Tiger/Line Shapefiles
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The United States Census Bureau, officially
the Bureau of the Census, is a principal agency of
the U.S. Federal Statistical System, responsible
for producing data about the American people
and economy. The decennial census data is col-
lected by a questionnaire every 10 years and is
based on questions related to age, sex, race, and
owner/renter status. For this project, we acquired
data about race from the 2020 decennial census
survey. The American Community Survey is
another important source of data collection that is
based on questions related to education,
employment, Internet access, income, and trans-
portation. This project utilized 2019 income data
that was collected through this survey. Surveys
conducted by the US Census Bureau are con-
sidered the authoritative data source for popula-
tion demographics and are used by governing
bodies to make decisions and allocate resources
to the surveyed communities.

Open-source data has made it possible to
visualize spatial and temporal patterns in urban
environments, and they are used in developing
informed decisions. In this project, we used
NYC open-source data to visualize, analyze, and
develop an integrated urban decarbonization
implementation plan that is holistic and not
merely driven by random action plans. However,
open-source data may lack metadata which
might question its accuracy and quality which
may have to be cross-checked and vetted. To
ensure that the data represented is viable, 15
points were randomly created across NYC (three
points per borough) to assess whether the data
that was being visualized and contained in the
attribute tables was accurate based on third-party
sources.

13.3.1 Vetting the Data for Accuracy

Points were created using the Create Random
Points tool with the setting that points have to be
at least 1 km apart to get points to be in different
neighborhoods. Buildings were chosen that were
located closest to the vetting point. Points were

validated using reliable public and free-to-use
private data repositories. Through cross-
examining these different website sources and
the data displayed in ArcGIS, all points were
accurate in terms of the age of the buildings and
the type of building that is located at each site.
Census data was also used to validate the total
population counts, race, and income level within
the census data files. A degree of confidence was
assigned to each point based on the availability
of data and how well the data aligned with the
open-source data. Finally, the data was visual-
ized in ArcGIS (Table 13.3).

The vetting process can be used for any open-
source data provided the reference data is reli-
able. Open-source data can be very effective after
vetting because it increases the confidence level
of the data sets and improves the policymaking
and planning process substantially. All points
assessed had a high degree of confidence in terms
of the accuracy of the data.

13.3.2 Data Processing and Layer
Creation Workflow

The process for building the suitability analysis
model involved extraction of key variables from
the MapPLUTO database. The following vari-
ables were considered important for the study:
land use (40%), the age of buildings (30%), the
area of the buildings, population density (20%),
and other relevant data (10%). The land use
variable enabled us to segregate residential use
from others, the age of buildings was considered
for prioritizing the implementation strategy by
age while the area of buildings was used to
determine the density of population for a specific
building square footage (Fig. 13.2).

The residential land use consisted of one/two-
family buildings, multifamily walk-up buildings,
multifamily elevator buildings, and mixed resi-
dential + commercial buildings. Additionally,
fields that were irrelevant to the analysis were
masked off and the following fields were retained
—‘Borough’, ‘Address’, ‘LandUse’, ‘LotArea’,
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‘BldgArea’, ‘ComArea’, ‘ResArea’, ‘Offi-
ceArea’, ‘RetailArea’, ‘YearBuilt’, and ‘Land-
mark’. Historical buildings were not included in
the suitability analysis model since they are
protected and preserved by federal funding.
Some of the tax lots had erroneous data that was
excluded from the analysis by writing a code to
eliminate buildings older than 1000 years which
were unrealistic. To create the population den-
sity, the MapPLUTO layer had to be combined
with the total population data extracted from
census data. Population data created earlier from
the race census data was joined to the 2021
Tiger/LINE shapefile. Using the ‘summarize
within’ tool, the census data layer was combined
with the Pluto residential tax lots, and these tax
lots were summarized to get the sum of the
building area in square feet. Square feet of the
building area was used instead of the standard
population per square mile because New York
City is very densely populated and having a
smaller unit of measure that considers the size of
the buildings in an area is a much more accurate
measurement.

13.3.3 Suitability Analysis Model

Prioritizing the decarbonization implementation
plan must be based on a holistic plan that should
include variables like age of buildings and pop-
ulation density since these variables correlate to
higher levels of carbon emissions. Older build-
ings tend to have less electrical utilities and lower
energy efficiency in comparison with newer

buildings. Areas with a higher population density
will have more people using energy and emitting
a higher concentration of CO2 than areas with
fewer people and a smaller population density. In
combination, areas with high population density
and old buildings will be most suitable for ret-
rofitting projects.

The suitability analysis model (SAM) was
built on the basis of these two major criteria with
equal weight for the age of buildings (50%) and
population density (50%). These variables were
aggregated at the tax lot spatial unit. It was
assumed that older buildings were not energy
efficient compared to newer ones since their
thermal distribution and electrical capacity were
not known. Older buildings generally do not
have the infrastructure for any electrical updates
which will challenge the decarbonization action
plan. Therefore, we assigned a maximum weight
to older buildings and prioritized them for the
decarbonization plan. Since older buildings emit
more CO2, it is imperative to minimize the
impacts immediately.

New York City is one of the most densely
populated cities in the US, with a population
density of about 27,000 people per square mile.
Areas that have a higher population density must
be prioritized for decarbonization because the
amount of carbon emissions from those locations
would be higher than low-density areas. The
emphasis must be placed on reducing the carbon
emissions rather than prolonging it.

The SAM model ingested the relevant vari-
ables, and the ranks were determined by the
count of tax lots under each rank. Ranks were

Acquire Data

Preprocess MapPLUTO Preprocess Census 

Create Suitability Layer: 
Year Built

Create Suitability 
Layer: Popula�on 

Combine Suitability 

Create Race 
Predominance Layer

Create Income 
Predominance Layer

Fig. 13.2 Workflow chart
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determined through an iterative process of first
estimating an approximate ranking scheme, and
then adjusting the values for each rank until there
was a uniform distribution. This was done by
creating a new field, running the calculate field
tool with the ranking scheme, and then using the
statistics calculated by the Summary Statistics
tool within ArcGIS, which produces an output
table with the sum, mean, maximum, range,
standard deviation, and other statistical values.
The suitability field was then calculated again
until there was a more even spread of values with
a standard deviation of approximately 1.0. The
calculate field tool modifies a field based on an
expression using Python code (Figs. 13.3 and
13.4).

The values that ensured a standard deviation
near 1.0 for the ‘Year Built’ and ‘Population

Density’ suitability layers were as follows
(Table 13.4).

Once the suitability layers were created, they
werecombinedusing the ‘Identity’Tool (Fig. 13.5).

The identity tool computes a geometric
intersection of two features preserving the por-
tions that overlap. Using this method, the Ranks
for ‘Year Built’ and ‘Population Density’ are
attributed to the same polygons (tax lots). After
executing the identity tool, rows that had a value
of 0 for any of the ranks were deleted, since these
were extraneous polygons created from merging
two different shaped polygon features (tax lots
and census block groups). A new field was cre-
ated to get the total ranked suitability and cal-
culated by adding the two ranked fields
multiplied by a weight of 0.5 to give an equal
weight of 50% for each rank.

Fig. 13.3 Calculate field inputs for year-built suitability layer and reclassified values versus year-built values
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Table 13.4 Suitability ranking scheme for year built and population density

Suitability Rank Year Built
The year buildings were built
in a tax lot
Weight: 50%
Source: MapPLUTO

Population Density (Building SqFt/ Person)
The population density of a census block group
divided by the building area of residential buildings
Weight: 50%
Source: BldgArea (MapPLUTO) Divided by
population
total (Census Data)

1—High Suitability 1920 or earlier 200 or below

2—Medium Suitability 1921 to 1945 201 to 400

3—Low Suitability 1946 to 1980 401 to 800

4—Minimal Suitability 1981 to present 801 or above

Fig. 13.4 Calculate field inputs for population density suitability layer and reclassified values versus population
density values
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13.3.3.1 Race and Income
Supplementary Layers

The ranked suitability analysis incorporated
physical features of the year that buildings were
built, and the population statistics feature of
population density. The qualitative features of
race and income however also play an important
role in the implementation of a retrofitting strat-
egy. Race is important to consider since many
minority communities historically faced dis-
criminatory policies which led to worse eco-
nomic, housing, and living conditions. Therefore,
an additional layer is necessary to assess where
these communities are and can be used to
specifically serve certain communities.

To create the race predominance map, in
ArcGIS Pro, the Race data was joined to the
2021 Tiger/Line Shapefile. This shapefile was
then zipped and exported into ArcGIS Online
(AGOL). AGOL offers visualization options that
are built into AGOL that are not available in
ArcGIS Pro. One of these visualizations is ‘Pre-
dominance’, a powerful visualization tool that
shows which field among a selected group of
fields is predominant and to what degree that
field predominates. Some of the racial categories
had no predominance and were removed from
the final visualization. The predominance sym-
bology was applied to the race data and then
exported back into ArcGIS Pro. A few extrane-
ous census block groups were removed that
erroneously had a few people located in parks or
cemeteries. The income predominance layer was
created in a similar fashion. Income is very
important because income inequality is a large
issue in New York City and retrofitting buildings
in poorer neighborhoods would require financial
assistance and improve living conditions for

those with lower wages. The income data was
joined to the 2019 Tiger/Line Shapefile, zipped,
and exported into AGOL. Predominance sym-
bology was then applied, and the income layer
was exported back into ArcGIS Pro. The pre-
dominance field was reclassified to 1–8 (1 being
lowest income, 8 being highest income), and
then, the symbology was changed to be a grad-
uated symbol, since income is on a scale and not
a unique value like race.

13.3.3.2 A Geospatial Design
for Decarbonization

Ranked Suitability Analysis (RSA), also referred
to as Multi-Criteria Suitability Analysis, is best
used when the objective of the analysis is to
determine what land areas are best suited based
on the most essential factors relative to other land
areas. It can incorporate multiple considerations
whereas usually maps can only display one
variable at a time for each layer. Suitability
Analyses merge layers together to produce a
composite vector layer. Ranked Suitability
Analysis (Relative) is more dynamic than a
Boolean (Absolute) analysis which chooses only
areas that match all suitability criteria. RSA can
show areas on a scale of suitability, showing
areas that are most and least suitable rather than a
simple ‘yes’ or ‘no’ in terms of suitability
(Vavatsikos et al. 2020). This allows RSA to
have a dynamism and nuance to evaluate each
given land area based on the criteria. RSA also
allows for a weighting system, to emphasize
factors that are more or less important based on
the authors’ discretion. For this reason, RSA is
the right approach for choosing residential areas
that are viable candidates for retrofits to decar-
bonize NYC since RSA can highlight most

Output

Iden�ty 

feature

Fig. 13.5 Identity tool combines layers and attribute tables
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suited communities and allows the map end user
to make the final decision based on all of the
factors (Virta 2021). The end user may want to
retrofit in areas that have a medium suitability or
even a low suitability based on additional factors,
although this project serves the purpose of
highlighting and directing attention toward resi-
dential tax lots which have the highest suitability
based on important factors such as the year that
the building is built, the population density of the
area, the vacancy percentage, and the proximity
to rehousing buildings.

Additionally, income and race are added as
supplementary layers which can inform the end
users’ decision-making process by contextualiz-
ing highly suitable areas with vital race and
income data. Vector data was chosen for this
analysis to target discrete buildings with certain
characteristics rather than covering the entire area
of New York City, allowing for a greater degree
of specificity. This also allowed for data to be
preserved in tax lots and has the capability to be
queried for high and low suitability as well as tax
lot measurements, land use types, census Geo
Ids, and addresses. This makes it easy to locate
and gather additional information from the
dataset as opposed to a raster-based suitability

analysis which would generalize areas and would
not be useable in this way. Suitability layers were
chosen based on factors that implicate carbon
emissions on a scale of higher and lower values,
namely the age of buildings and population
density. Race and income were created as sup-
plementary layers and not incorporated into the
ranked suitability analysis because there is no
clear determination for whether a certain race or
income bracket is more or less suitable for the
decarbonization project. This data is used to
contextualize the level of income and race pre-
dominance in each census block group so that
decision-makers have a better basis for the
approach to take in each unique demographic
makeup. Race and income layers can also be
used as a base layer by placing either race or
income under the ranked suitability analysis
(Figs. 13.6 and 13.7).

With these additional layers, decision-makers
can cross reference income and race prior to
deciding the highly suitable areas to prioritize
based on existing socio-economic factors. This
allows for a greater sensitivity to race and income
issues which may be key in expediting retro-
fitting work since policies and funding are often
predicated on race and income.

Fig. 13.6 Race predominance as a base layer for the ranked suitability analysis

212 S. Bhaskaran et al.



13.4 Results and Discussion

Based on the MapPLUTO dataset, 82.78% of tax
lots contain residential buildings or mixed resi-
dential and commercial units. This suitability
ranking and weighting scheme produced the
following counts for each category (Table 13.5).

Ranked suitability categories were determined
by the Jenks natural breaks classification method
(Jenks, 1967) based on natural groupings inher-
ent in the data (ESRI, 2021) (ESRI, 2022). With
this RSA, we were able to identify and highlight
an estimated 6.48% of residential building areas
that are most suitable for a retrofitting project
based on the criteria of the population density
and the age of buildings. These buildings should
be considered first in terms of a decarbonization
retrofitting project since they are most suited for
this project based on these factors. For each
borough, 5 communities were identified that had

the highest numbers of medium-to-high suit-
ability tax lots and are labeled on their respective
maps. These communities are highlighted to
show the location of the most suitable buildings,
although suitability should still be considered at
the tax lot level, and each area with high suit-
ability should be considered as equal regardless
of community in terms of this analysis
(Fig. 13.8).

13.4.1 Race and Income Results

New York City is a racially diverse city made up
primarily of White, Black, or African American,
Hispanic or Latino, and Asian racial groupings.
NYC is known for its history of immigration and
celebrates diversity, while acknowledging a his-
tory of racial segregation. Observing the racial
predominance map, we can see that many parts
of NYC still have a high percentage of only one

Table 13.5 Tax lot
polygons percentages
based on ranked suitability

Suitability ranking Ranked suitability Polygon counts Percentage (%)

High 1.00 49,561 6.48

Medium 1.01 to 1.50 134,430 17.56

Low 1.51 to 2.00 146,057 19.09

Minimal 2.01 to 4.00 435,228 56.87

Totals – 765,276 100

Fig. 13.7 Income predominance as a base layer for the ranked suitability analysis
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Fig. 13.8 a Bronx, b Brooklyn RSA, c Queens RSA, d Manhattan RSA, e Staten Island RSA
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racial group; however, there are parts of NYC
that have a more complex racial makeup. From
the 2020 census data, percentages of race were
derived from the total population (Figs. 13.9 and
13.10).

In the race and income predominance maps,
bolder colors that appear more prominent

represent the strength of the predominance. This
effect was created by applying the predominance
percentage to the degree of transparency for the
layer. Areas without a color are census block
groups where people do not reside such as air-
ports, parks, and cemeteries. Income is another
category that is vitally important to the imple-
mentation of a retrofitting project to decarbonize
NYC (Fig. 13.11).

Lower-income areas would be served to
receive retrofits as this would improve the quality
of housing in low-income neighborhoods and
reduce energy costs, directly assisting low-
income households in reducing bills. Addition-
ally, any plan to rehouse families that need to be
temporarily relocated would likely receive a sti-
pend or some form of compensation which
would be much more impactful for low-income
people than it would be for families in higher-
income brackets. Additionally, higher-income
neighborhoods may be more resistant to retro-
fitting projects given that the monetary benefit
they would receive from it would be relatively
insignificant.

Hispanic
28%

White
31%

Black
20%

Asian
16%

Other
1%

Two or 
More 
4%

NYC Racial Composition 2020

Fig. 13.9 Racial makeup of NYC in 2020

Fig. 13.10 Race
predominance in 2020 for
each Census Block Group in
New York City
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Like race, the income dynamics are complex
in NYC. There are clear distinctions that can be
drawn such as that residents of Manhattan and
Staten Island on average have much higher
incomes than those in Bronx, Queens, and
Brooklyn. However, communities of varying
income are much more intermixed in census
block groups. This presents a challenge when
choosing which areas are more suitable for a
retrofit project based on income since there are
many areas where the highest and lowest
incomes are located within the same community.
This may be in part due to gentrification in some
communities such as South Bronx. Based on
these factors, income is presented as a supple-
mental map to contextualize broader patterns of
income distribution within New York City rather
than being a suitability factor in the ranked
suitability analysis. Supplemental demographic
data should be considered when deciding what
buildings will be retrofitted in conjunction to the
SAM. We suggest prioritizing historically
underprivileged racial groups for retrofitting
improvements such as Hispanic, Black, and

Asian. We also recommend initiating retrofits in
communities with lower incomes as these com-
munities would benefit from the reduced energy
use cost and home improvement features.

13.4.2 Supplemental Analysis
of Existing Grant
Funding Initiatives

GIS-based methods can be used to assess areas
that could be eligible for existing grant funding
sources. During the creation of this study, the
Governor of New York Kathy Hochul
announced $25 million in grants to help low- and
moderate-income homeowners make critical
repairs and accessibility modifications to their
homes. This is in addition to a plan to achieve 2
million climate-friendly homes by 2030. The
requirements for the grants include residential
homes that have less than 7 floors and a low-to-
moderate income. This initiative is important to
outline and analyze because it is directly relevant
to the decarbonization implementation strategy to

Fig. 13.11 Income
predominance in 2019 for
each Census Block Group in
New York City
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show existing initiatives in comparison with the
decarbonization strategy delineated in this study.
To visualize this funding initiative, the tax lot
data from the MapPLUTO dataset was taken that
had a building class of one- and two-family
dwellings, and a floor number of 7 or below.
Given that the income levels vary, a median
household income for New York City may not be
sufficient to analyze which housing locations
could receive funding. The 2019 income census
data was assessed to determine what the income
profile appears to be in each borough. A ratio
was developed to determine whether census
block groups had a greater amount of people
below the approximate median income bracket.
Based on the income 2019 census data, Man-
hattan, Staten Island, and Queens had a greater
percentage of households that made above
$60,000, whereas Brooklyn and Bronx had a
greater percentage of households that made
below $60,000. This indicates that the median
household income for the boroughs with higher
incomes is larger than $60,000, so the next
income bracket ($60,000-$100,000) is included
in which census block groups could be eligible

for the grant funding. For Bronx and Brooklyn,
eligible census block groups were calculated
based on the sum of households that have an
income below $60,000 divided by the sum of
households with incomes above $60,000. For
Manhattan, Queens, and Staten Island, eligible
census block groups were calculated based on the
sum of households that have an income below
$100,000 divided by the sum of households with
incomes above $100,000.

13.4.2.1 The Bronx Income Breakdown
and Potential Homes
Eligible for Grant Funding

The income data shows that Bronx has the
highest percentage of people earning less than
$15,000 a month (22.64%) (Table 13.6). 65.54%
of households in the Bronx earn less than
$60,000 which is the lowest of all the boroughs
(Fig. 13.12).

Districts that have the highest number of
potentially eligible tax lots (and homes within those
tax lots) are Williamsbridge-Olinville (1814),
Soundview-Bruckner-Bronx River (1129), and
Soundview-Clason Point (955) (Fig. 13.13).

Table 13.6 Bronx 2019
income profile

Income category Total Percent of total

14,999 or less 114,051 22.64

15,000 to 25,000 64,226 12.75

25,001 to 35,000 50,954 10.11

35,001 to 45,000 45,104 8.95

45,001 to 60,000 55,869 11.09

60,001 to 100,000 91,117 18.08

100,001 to 150,000 48,914 9.71

150,001 or More 33,594 6.67

Total 503,829 100.00

Income evaluation

$45,000 or less 54.45%

$60,000 or less 65.54%

$60,001 or more 34.46%

$100,000 or more 16.38%

Median income determination

$60,000
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13.4.2.2 Manhattan Income Breakdown
and Potential Homes
Eligible for Grant Funding

Manhattan has the highest percentage of house-
holds earning $150,000 or more (31.40%).
61.59% of households in Manhattan earn more
than $60,000 a year (Table 13.7). Manhattan has
primarily middle- to high-income earners based
on the income chart (Fig. 13.14).

Observing the map (Fig. 13.15), Manhattan
clearly has the least amount of potentially eligi-
ble homes for grant funding, which aligns with
the data on income. There are still some districts
that could be eligible for grant funding. The

districts with the highest amount of tax lots that
could be eligible are Hamilton Heights-Sugar
Hill (235), Harlem North (228), and Harlem
South (191). Manhattan comprised many tall
buildings that are over 7 stories tall, which is
another explanatory factor for why there are so
few eligible areas within Manhattan.

13.4.2.3 Queens Income Breakdown
and Potential Homes
Eligible for Grant Funding

The income bracket with the highest number of
households in Queens is $60,001-$100,000 with
22.83% (Table 13.8). Based on the chart, Queens
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Bronx IncomeFig. 13.12 Bronx 2019
income chart

Fig. 13.13 Bronx potential
eligible homes for grant
funding
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has primarily middle- to high-income earners
(Fig. 13.16). The districts with the highest
number of eligible taxes lots are South Ozone
Park (8081), Baisley Park (6836), Queens Vil-
lage (5658), and St. Albans (5551).

13.4.2.4 Brooklyn Income Breakdown
and Potential Homes
Eligible for Grant Funding

Although Brooklyn does not have the highest
percentage of people earning below $15,000

(15.20%), it does have the highest count of
households earning that amount (145,625)
(Table 13.9). Brooklyn also has the highest
number of households of any borough (958,336).
Brooklyn has a population where nearly half
(49.89%) of households earn less than $60,000 a
year (Fig. 13.17).

The districts with the most potentially eligible
tax lots are Bensonhurst (2443), East New York
North (2379), Borough Park (2090), and East
New York-New Lots (2073) (Fig. 13.18).

Table 13.7 Manhattan
2019 income profile

Income category Total Percent of total

$14,999 or less 102,460 13.49

$15,000–$25,000 54,456 7.17

$25,001–$35,000 43,865 5.78

$35,001–$45,000 38,761 5.10

$45,001–$60,000 52,142 6.87

$60,001–$100,000 122,975 16.19

$100,001–$150,000 106,299 14.00

$150,001 or More 238,502 31.40

Total 759,460 100.00

Income evaluation

$45,000 or less 31.54%

$60,000 or less 38.41%

$60,001 or more 61.59%

$100,000 or more 45.40%

Median income determination

$100,000
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Fig. 13.15 Manhattan
potential eligible homes for
grant funding

Table 13.8 Queens 2019
income profile

Income category Total Percent of total

$14,999 or less 74,286 9.59

$15,000–$25,000 62,781 8.11

$25,001–$35,000 64,519 8.33

$35,001–$45,000 60,897 7.86

$45,001–$60,000 81,207 10.48

$60,001–$100,000 176,797 22.83

$100,001–$150,000 130,527 16.85

$150,001 or more 123,551 15.95

Total 774,565 100.00

Income evaluation

$45,000 or less 33.89%

$60,000 or less 44.37%

$60,001 or more 55.63%

$100,000 or more 32.80%

Median income determination

$100,000
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Table 13.9 Brooklyn
2019 income profile

Income category Total Percent of total

$14,999 or less 145,625 15.20

$15,000–$25,000 92,341 9.64

$25,001–$35,000 79,502 8.30

$35,001–$45,000 70,653 7.37

$45,001–$60,000 89,949 9.39

$60,001–$100,000 182,975 19.09

$100,001–$150,000 134,667 14.05

$150,001 or more 162,624 16.97

Total 958,336 100.00

Income evaluation

$45,000 or less 40.50%

$60,000 or less 49.89%

$60,001 or more 50.11%

$100,000 or more 31.02%

Median income determination

$60,000
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13.4.2.5 Staten Island Income Breakdown
and Potential Homes
Eligible for Grant Funding

Staten Island has the least number of households
by a large margin (166,246). They also have a
high percentage of people that earn more than
$60,000 a year (62.01%), and the largest income
bracket for Staten Island is households that
earn more than $150,001 a year (22.79%)

(Fig. 13.19). Given that the median income for
Staten Island is closer to $100,000 than $60,000,
there still is a large number of tax lots that could
be eligible for funding (Table 13.10).

The districts with the most tax lots that are
potentially eligible are Mariner’s Harbour-
Arlington-Graniteville (3895), New Dorp-
Midland Beach (3512), and Oakwood-
Richmond town (3255) (Fig. 13.20).

Fig. 13.18 Brooklyn
potential eligible homes for
grant funding
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Table 13.10 Staten Island
2019 income profile

Income category Total Percent of total

$14,999 or less 17,973 10.81

$15,000–$25,000 10,610 6.38

$25,001–$35,000 10,209 6.14

$35,001–$45,000 9546 5.74

$45,001–$60,000 14,825 8.92

$60,001–$100,000 32,921 19.80

$100,001–$150,000 32,279 19.42

$150,001 or More 37,883 22.79

Total 166,246 100.00

Income evaluation

$45,000 or less 29.08%

$60,000 or less 37.99%

$60,001 or more 62.01%

$100,000 or more 42.20%

Median income determination

$100,000

Fig. 13.20 Staten Island
potential eligible homes for
grant funding
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13.5 Conclusion

Through the ranked suitability analysis, highly
suitable areas were emphasized as priorities at the
tax lot level based on the factors of the age of
buildings and population density of each area. This
reduced the number of residential buildings to
prioritize for retrofitting to 8.23% of buildings
being highly suitable and an additional 24% hav-
ing a medium suitability. Having this suitability
analysis allows the decision-maker to focus on
buildings within tax lot that meet the two ranked
criteria. Planners can assess which medium-to-
high suitable areas fit funding and logistics criteria
and implement projects at a faster and more effi-
cient rate. Additionally, the decision-makers can
assess the race and income dynamics of each
census block group by adding these as an under-
lying layer to the ranked suitability maps. In future
iterations of this dataset, manymore factors can be
added to the suitability analysis based on addi-
tional factors such as electrical infrastructure
conditions, public opinion polls, or any other
dataset that may help in determining the most
suitable areas to start retrofitting projects to
decarbonize NYC. Relocating residents prior to
retrofitting may be necessary in which case the
proximity to temporary accommodation will be
important. A ranked suitability analysis can be
applied to other cities globally and customized to
fit the priorities and limitations of those cities.
Different weights can be placed on suitability
factors to prioritize one variable over another
making a ranked suitability analysis a dynamic and
powerful tool for selecting areas within cities that
could be prioritized for decarbonization.

Additional Studies

Within Bronx, variables of interest such as unit
size in terms of number of bedrooms, low-
income families, location of rental apartments,
location of schools, infrastructure, and other
historical buildings as well as vacant lands were
located. Each variable has been filtered from the
dataset to allow for visualization of each aspect.
In mapping these features, which were chosen to

determine the groups to evacuate first, a foun-
dation to create an evacuation plan is established.

Location of population density, i.e., number
of single family and multifamily: People living in
1-, 2-, 3-, and 4-bedroom apartments are defined
as single family, whereas those who live in a 5 or
more-bedroom apartment are classified as mul-
tifamily. All single-family and multifamily
housing in Bronx will be located. The map will
show the number of families living in a one-
bedroom apartment and multifamily apartment.
By finding the number of families living in
multifamily apartments, we can then prioritize
the areas to evacuate based on population.
Locating residences based on density will be
integral to our implementation plan, given the
assumption that the number of bedrooms directly
correlates to the number of occupants. When
evacuating buildings on a large borough en
masse, it will be far too costly and time-
consuming to inquire about the exact number
of inhabitants in each building. The proposed
strategy will instead target buildings based on
their apartment size and composition. A theoreti-
cal building with 200 units and 60% of those
units being 1 BR will be prioritized compared to
a building with 150 units with 75% as 3 BR
apartments, as the latter residency will house
more people and require more infrastructure and
planning to relocate the occupants. Locating the
densities of each building will be part of the first
phase of the implementation strategy, coupled
with determining the income and rental/owner
status of the units. These three factors will allow
for implementing a phase that is oriented toward
underserved and overlooked communities while
ensuring that adequate resources will be allocated
for these families and communities (Fig. 13.21).

Location of Low-Income
Groups and Graphical User
Interface (GUI) Showing Low-
Income Groups

In a press release announcing the program, Sonal
Jessel, Director of Policy at WE ACT for Envi-
ronmental Justice, said: ‘Low income and minority
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populations incur disproportionately higher energy
and pollution costs, as well as disproportionately
higher climate change impacts’ (Mayor’s Office of
Sustainability 2021). When implementing decar-
bonization policies, these high-risk communities
must be prioritized. We have found the total
number of low-income units in each respective zip
code of Bronx area. Evacuating the low-income
families who are in single-family homes should be
given priority (Fig. 13.22).

Location of Rental Apartments

Using census data, families who are renters vs
homeowners were mapped across Bronx. It will
be easier to move the families who are renters as
opposed to homeowners. Priority should be
given to families having low-income single
families who live in a rental unit. Type of own-
ership of units will be taken into consideration
when determining what resources to deploy for
these families. In this proposed plan, it is nec-
essary to ensure the economic feasibility of

relocation for not only the families, but the
landlords as well. While families can be relo-
cated into an area of similar pricing or receive
government subsidies to cover the cost of tem-
porary housing, the same is needed for the
recipients of the tenant’s payments. When rent-
ing, it is far easier for institutions to communi-
cate with centralized landlord associations or real
estate businesses to ensure that their property is
receiving the necessary funding during the
building evacuation. For homeowners, this pro-
cess will not be the same, as they are the sole
proprietor of the unit and typically make pay-
ments on private or federal loans. Due to the
differing and more complex nature of home-
ownership compared to renting, ensuring that
loans are paid and banks agree with the pro-
ceedings of the proposed plan will be more
challenging and time-consuming compared to
rental units. By targeting the rental units first, we
will be able to efficiently roll out the decar-
bonization process while simultaneously imple-
menting the necessary bureaucratic measures for
owned units (Fig. 13.23).

Fig. 13.21 Location of units of interest in the Bronx
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Location of Schools,
Infrastructures, Historical
Buildings

This study will help us to decarbonize non-
residential buildings, as they are only inhabited

during certain hours as opposed to residential
units. There will not be a need to evacuate these
buildings, as modifications can be made during
off hours. Therefore, the buildings which can be
further categorized as schools, infrastructure, and
historical buildings are important to map. While

Fig. 13.23 Rental and
homeowner units in the Bronx

Fig. 13.22 Mapping of low-
income apartments in the
Bronx
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residential buildings will need to be evacuated
for retrofitting, commercial buildings will not
require the same level of intense evacuation. As
certain commercial or institutional buildings are
only occupied during certain periods of the day,
measures can be taken to ensure less disruption
than in a residential building. Schools can be
retrofitted during the summer when there are
lower levels of occupancy, or larger buildings
such as libraries can be worked on outside of
business hours, or even in sections to create an
environment where part of the building may be
closed off for repairs, but the other part of the
building is fully functional and operating as
normal. It is important to determine the location
of these buildings as although they will not
require evacuation measures, each type of
building will need to be assessed to determine the
best course of action while meeting the needs of
the community.

Location of vacant lands within New York
City and beyond, including Governor Islands: An
additional feature for this project is locating
vacant land in New York City including Gover-
nor Island. This study helps us in finding the
places where we can build temporary accom-
modations which can be used during evacuation.

Evacuation Plan

After extracting features of interest, we have
found out that there is total 22,250 units
(31.70%) of 1 Bedroom (BR), 22,828 units
(32.51%) of 2BR, 10,812 units (15.40%) of 3BR,
679 units of 4BR, and 17 units of 5BR apart-
ments available in Bronx. There are 21,329
families (32.2%) who own their units, while

44,875 (67.8%) live in rental units. When look-
ing to implement decarbonization policies in
large urban areas such as New York City, a
systemic and data-backed approach is needed.
Our proposed strategy is to combine GIS map-
ping and building infrastructure details (such as
square footage, year built, building type) to
determine what specific areas should be priori-
tized for retrofitting. Building size will be the
largest factor, as this study is under the
assumption that carbon emissions have a direct
positive relationship with the size. Furthermore,
utility usage from large buildings accounts for
nearly half of total energy emissions in NYC
(Virta 2021). Based on the data from the 2020
NYC Benchmarking Report, we have come up
with the following categories of building sizes
(Table 13.11).

As such, our policy implementation will first
focus on targeting large-to-oversized buildings,
as they have higher GHG emissions. When
breaking down the types of buildings that retain
this amount of square feet, they are typically
residential, multifamily buildings. In terms of the
composition of gross floor area by sector, mul-
tifamily buildings account for 65% of total
square feet, with 1.388 billion square feet
attributed to large multifamily homes alone, and
one of the largest properties (with 5 buildings)
comprising 7.7 million square feet (New York
City Local Law 84 Benchmarking Report 2013;
Urban Green Council 2020). Although multi-
family residencies have the lowest permitted
carbon emissions cap of 6.75 kg/sq2 compared to
office and hotel properties (8.46 kg/sq2 and
9.87 kg/sq2, respectively), the sheer number and
size of multifamily properties dwarf the other
types of buildings. Furthermore, not every

Table 13.11 Building
classification based on
square footage

Building size Square feet (Sq2)

Small < 25,000

Midsize 25,000–50,000

Large 50,000–100,000

Very large 100,000–300,000

Extremely large 300,000–500,000

Oversized 500,000+
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building reaches this permitted cap, with 30% of
multifamily properties running over this cap, or
nearly 4,200 residences (New York City Local
Law 84 Benchmarking Report 2013). This is
nearly 14 times greater than the number of office
properties over the carbon emissions cap and 37
times greater than hotel properties. Within the
first phase of the plan, categorizing and targeting
buildings on the basis of size will allow for
decreased GHG production in carbon-emitting
giants. Based on the square footage, buildings
will be prioritized in ascending order, with
oversized buildings targeted first, and midsize
buildings last. Small buildings will be targeted in
another phase. Within these building sizes, a
hierarchy of building types will be created.

Multifamily buildings will always be priori-
tized compared to office buildings or hotels due
to their level of necessity and usage, as natural
gas is the most utilized type of energy in the
multifamily sector and accounts for almost half
of all site energy (NYSERDA 2021). In being
able to retrofit multifamily homes for cleaner
energy use, the level and frequency of emissions
will decrease greatly. Evacuating multifamily
properties will utilize far more resources and
require careful detailed planning to ensure that
these groups are not inappropriately displaced, as
adequate relocation and housing measures will
need to be assessed. A secondary feature for
evaluating the buildings to address will be the
year in which they were built, and this will be
implemented for all phases. According to data
from the LL84 2019 filtered for data quality,
emissions, energy, and property type, pre- and
post-war buildings (1900–1979) in New York
City consume far more fuel than homes built
after 1980, and these pre/post-war structures
account for 79% of all buildings (NYSERDA
2021). Newer buildings have lower fuel usage
due to improvements in building materials,
technology, and updated energy codes and laws.
In being able to identify the year in which
buildings are built, fuel-inefficient homes can be
targeted, as they produce more carbon compared
to their modern counterparts. The pre- and post-
war structures will be given priority in retrofitting
as they are the largest class of buildings and are

the least energy efficient. Modern homes, clas-
sified as those built from 1980–2011, will be
targeted next, and lastly, Energy Code Era
buildings built from 2012 onwards will be
regarded last, as they have been built around
energy-conscious efforts. There may even be a
further need for analysis specifically on the
Energy Code Era buildings to determine whether
retrofitting for decarbonization will be appropri-
ate due to their fuel-efficient nature. Additionally,
in the first phase, there will be a subsection that
will address office buildings and ‘other’ types of
buildings such as commercial or institutional
buildings. For the oversized buildings, offices
will be within the second type of building
structure to be retrofitted first, while the ‘other’
classification of buildings will go second in all
other building size categories.

While this is an optimistic proposal, realisti-
cally, there may be a combination of office and
‘other’ buildings implemented simultaneously.
As these buildings operate within certain hours,
some of them may be prioritized depending on
the type of operations. During the fall, it will be
far easier to renovate and temporarily evacuate
an office building compared to a K-12 school.
Given the current environment of the workforce,
an office could easily effectuate temporary work
from home policies, whereas a school will find it
much harder to relocate their operations during a
school year. Careful consideration must be taken
in this phase to target high-carbon emission
buildings while retaining a similar level of
operations for the affected groups. When retro-
fitting schools and institutions, particularly those
at a K-12 level, several city agencies must be
involved in the planning to minimize disruption.
While decarbonization is a necessary measure, it
must not be done at the expense of classroom and
educational activities. Any potential adverse
effects, such as delayed school hours, decreased
accessibility, or hiatuses for vital after-school
programs must be mitigated as much as possible.
The second phase will focus on small buildings,
particularly units with low-income families. This
phase will be divided into two sections: first,
multifamily properties, and then, single-family
units. In this implementation, a hierarchy will be
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determined from income, as it will be an
important variable in the strategy. The levels of
income will determine who gets priority in
relocation measures to ensure that these com-
munities not only reap the necessary benefits of
decarbonization but receive the appropriate
resources in the meantime. Multifamily units that
have a high concentration of low-income resi-
dents and then single-family units will be tar-
geted. Income is not only a number but reveals
living factors that are necessary to incorporate
into our plan. Those within the low-income
groups are typically within the working class,
which unfortunately implies less flexibility
compared to the middle and upper professional
class. Deloitte released findings from a survey of
white-collar professionals where 70% stated that
their companies offered flexible work options,
such as flexible work hours, remote work, and
extended leave (Deloitte Survey 2020). Those in
the middle- and upper-income brackets typically
have flexible jobs; this potentially means less
restriction in temporarily relocating these indi-
viduals. However, our strategy implementation
must account for the workforce and physical
location requirements of the lower class. In being
able to identify these groups, appropriate and
timely measures can be taken to ensure the
smoothest transition and least amount of incon-
venience possible.

Low-income households will need to be
identified, as well as their access to existing
resources and potential needed resources defined,
in the event of relocation. Levels of income have
been based around a percentage of Area Median
Income (AMI), and low-income levels are clas-
sified as less than 80% of AMI. City agencies
should coordinate efforts with one another to
support these relocated families, whether that is
through childcare services, food assistance,
counseling for children during a time of transi-
tion, or transportation assistance to work or
school. These measures are vital to ensure that
low-income families are not burdened by decar-
bonization efforts. This is imperative, as low-
income families tend to be at greater risks for

homelessness, so appropriate policies and
resources must be implemented and provided to
these families (Grubman 2015). It is imperative
to note that while decarbonization is essential,
the proposed implementation must not disrupt
families, especially at-risk low-income commu-
nities. Further measures such as rental vouchers
from the Department of Housing and Urban
Development to relocate families into preexisting
apartment complexes that are close to their work
location instead of more distant vacant housing
can be introduced to decrease the strain of
evacuation efforts on low-income families.

The Table 13.12 depicts each phase and sub-
phase, such that it will be depicted as: Phase #,
Primary Feature # Secondary Feature # Sec-
ondary Feature [Letter] following the order of
Phase 1, 1.1a, Phase 1, 1.1b, and so on. For
example, targeting a small multifamily property
built in 1985 with residents in the low-income
bracket will correspond to Phase 2a, 1.3a.

It is important to note that this chart is a
representation of the proposed phases and does
not account for real-life situations. For example,
in Phase 1, the ordering of the chart implies that
oversized multifamily properties from oldest to
newest year built will be targeted first and then
oversized ‘other’ buildings based on year will be
addressed second. However, realistically, it may
be more appropriate to target oversized multi-
family properties built before 1980 and then
extremely large multifamily properties built
before 1980. A realistic implementation must
account for decarbonizing buildings with the
largest emissions above all else. Green Schools
initiative for underserved communities (Read
more about Gov Hochul’s initiative from the
Internet).

Schools and educational institutions: It is
important to map out all the buildings which fall
under the category of schools, infrastructure, and
historical buildings because they are not in
operation 24 h, unlike residentials units. We can
decarbonize these buildings faster when they are
lying dormant, and it will be faster than resi-
dential units.
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Rehousing During
Decarbonization

The information found in this research is crucial
in making a strategy for evacuation plan for
successfully decarbonizing buildings in Bronx.
We can strategize plans for single families who
have extremely low income by providing the
temporary accommodation at no additional cost
to them. Regarding other groups, we can also
give preference to families who can afford hotels
at subsidized rate. In the future, we plan to map
and locate the vacant lands in New York that can
be used for temporary accommodation. Thus,
overall process for evacuation plan can be as
seamless as possible.
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14Perception of Ecosystem Services
from Urban Green Space: A Case
from an Urban and a Peri-urban
Green Space in English Bazar Urban
Agglomeration, Eastern India

Manob Das, Arijit Das, and MD Tushar Ali

Abstract

Urban green space (UGS) is a significant
component for urban dwellers as it provides
multiple ecosystem services (ES) and enhances
physical as well as mental health. It plays a
significant role in regulating human health and
social well-being in an urban environment. But,
recently, UGS has been highly vulnerable due to
rapid urban expansion anddramatic loss of green
spaces (GS). Despite this, very limited focuses
were attributed to the perception of ES obtained
fromUGS, particularly in the cities of the global
south. This study aims to understand the
perception of ES from UGS from an urban and
a peri-urban GS in English Bazar Urban
Agglomeration (EBUA), Eastern India, using a
questionnaire survey and observations. The
findings of the study showed that there were
substantial differences in perception of ES
obtained from UGS in urban and peri-urban
GS. The respondents from peri-urban sites gave
more importance to provisioning ES rather than

other ES. On the other hand, the respondents
from urban sites valued more to cultural ES and
regulating ES. The observation results showed
that the respondents from peri-urban sites were
more dependent on GS for their livelihoods, and
thus direct benefits of UGS were highly prior-
itized. On the other hand, in urban areas, UGS is
mostly used as a place of recreation, physical
activities, playing, and picnicking. Thus, two
UGSs have different perspectives of perceptions
on ES. The results also showed that the UGS in
peri-urban sites are highly vulnerable due to
rapid urban expansion, infrastructural develop-
ment, and settlement expansion. Therefore, it is
essential to understand the nexus between UGS
and ES to improve the quality of life and make
the city resilient though better urban planning.

Keywords

Urban green spaces � Cultural ecosystem
services � Peri-urban � Urban planning �
Health benefits

14.1 Introduction

It is well documented that half of the world’s
population across the cities and the population in
an urban environment will continue to rise
(United Nations 2012). About 68% of the total
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global population will live in urban areas by
2050 (Kabisch and Haase 2014). The accelerated
rate of urbanization has caused a significant
increase in urban land demand. Thus, the provi-
sion of new urban land for urban dwellers has
become one of the great challenges to the city
planner with the increase in population and
expansion of urban land. These challenges are
more prominent in the cities of developing
countries like India (Sundaram 2011; Govin-
darajulu 2014). Therefore, the challenges provide
opportunities to the planners and policy-makers
for better management, development, and provi-
sion of urban green space (UGS). UGS has a
crucial role in increasing the resilience capacity
of the city to extreme weather events (such as
urban heat islands and heat stress) and the effect
of urban environmental pollution (Jansson 2013).
The presence of UGS in the urban environment
plays a significant role in contributing to human
health and well-being (Ma et al. 2019; Kothencz
et al. 2017). But recently, the rapid urbanization
and population growth have brought serious
challenges to the socio-environmental and health
aspects. UGS in an urban environment not only
brings environmental benefits rather it also has
economic benefits (Bertram and Rehdanz 2015;
Hunter et al. 2019). UGS improves air quality,
reduces the UHI effect, maintains biodiversity in
urban areas, promotes tourist destinations, and
generates revenue (Ramaiah and Avtar 2019; Lee
et al. 2015; Terkenli et al. 2020). In previous
studies, it was well documented that UGS pro-
vides various direct benefits to the people,
increases social cohesion, decreases mental
stress, and improves mental health (Vujcic et al.
2019; Ma et al. 2019). Thus, UGS provides
opportunities for physical activities and promotes
physical health and mental health (Richardson
et al. 2013; Lee et al. 2015).

UGS provides number environmental and
social benefits to the people (Jim and Chen 2008).
From UGS, environmental benefits include cli-
mate regulation, cooling effect (through the pro-
vision of urban heat island effect), noise reduction,
water purification, and positive impact on the
infiltration (Bowler et al. 2010; Saaroni et al. 2018;
Aram et al. 2019; Xiao et al. 2018; Bolund and

Hunhammar 1999). Particularly during the hot
summer season, UGS plays a significant role in
reducing temperature and alleviating the negative
impact of heat on health (Breuste et al. 2013).
Social benefits from UGS include physical and
mental health, such as mental stress reduction,
physical fitness, and relaxation (Vujcic et al.
2019). UGS also provides opportunities to
improve the quality of life through the provision of
cultural ecosystem services (ES) (such as recre-
ation, social relations, sense of place) (Dou et al.
2017; Bullock et al. 2018). Thus, UGS has a
tremendous impact on the overall well-being of the
urban residents (Nath et al. 2018; Jennings and
Bamkole 2019; Ko and Son 2018). UGS provides
valuable ES to the people through environmental
regulation (Elmqvist et al. 2013; Ernstson et al.
2010). UGS in the urban environment provides a
number of benefits to improve the quality of life in
the form of ES (Sun et al. 2019; Matos et al. 2019;
Du Toit et al. 2018). The Millennium Ecosystem
Assessment (2005) categorized ES into four broad
categories: these were provisioning ES (direct
benefits from the ecosystems), regulating ES
(indirect benefits from the ecosystems), cultural
ES (recreational value), and supporting ES (sup-
port ecosystem functions and structure) (Costanza
et al. 2017; Das and Das 2019; Anaya-Romero
et al. 2016).

From the previous pieces of literature, it was
well recognized that UGS has a significant
impact on urban environmental regulation and
enhances the quality of life. But recent studies
showed that UGS is highly vulnerable due to a
number of natural and anthropogenic factors
such as cyclones (Nguyen et al. 2021), urban
expansion (Nor et al. 2017), and transformation
of vegetation cover into other land use types
(Rimal et al. 2018). The increasing demand for
urban land is creating huge pressure on the UGS,
and it has resulted in fragmentation of UGS and
loss of UGS (Roy et al. 2016; Nakagoshi et al.
2006). In developing countries, particularly in
Asian countries, the degree of UGS loss is more
prominent (Byomkesh et al. 2012; Wu et al.
2019). In India also, the UGS is highly vulner-
able due to rapid urban expansion and transfor-
mation, as well as a dramatic loss of vegetation
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cover to build up and other land uses (van Vliet
2019; Rimal et al. 2018). Therefore, it is essential
to understand the perception of ES from UGS to
enhance the well-being of the people and pro-
mote the management strategies.

14.2 Material and Methods

14.2.1 About Sites

In this study, English Bazar Urban Agglomeration
(EBUA) located in Malda district (West Bengal,
India) has been selected for the study. Malda dis-
trict is located in the northern part of the state,West
Bengal. English Bazar Urban Agglomeration
(EBUA) is one of the rapidly growing urban
agglomerations in West Bengal, consisting of two
municipalities (English Bazar municipality and
Old Malda municipality) and its adjacent census
towns and villages. In this urban agglomeration,
there are many GS (such as parks, public open
spaces, and grounds) such as Bandh Road, Sub-
hankar Sishu Uddyan, Brindabani math (field),

Malda college ground, Prantapally math (Field),
andMahananda park. Most of the green spaces are
public in nature and operated by municipalities.
Mango orchards are one of the dominant green
spaces in and around the city (Malda district is
popularly known as ‘Mango city’). Particularly,
the peripheral area of the city is mainly surrounded
by the mango orchards. The details of the sites are
discussed below (Fig. 14.1).

Site 1 (Urban): This is one of the largest public
GS in the city. This UGS is located on the
opposite side of the University of Gour Banga
and is largely covered by official use. English
Bazar Municipality (EBM) operates this public
green space. There is no entry fee, and this public
space is covered by mainly mango trees (Man-
gifera indica) along with Sishu (Dalbergia sis-
soo), guava (Psidium guajava), Sal (Shorea
robusta), and bushes. It is one of the most usable
GS in the city. Many government offices are
located in this GS (such as government quarters,
district pollution department, land office, resi-
dence of district inspector o general of police).

Fig. 14.1 Location of the study sites in English Bazar Urban Agglomeration (EBUA)
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Site 2 (Peri-urban): In this study, the peri-urban
GS were selected from the south-western part of
the urban agglomeration (right side of the
Mahananda River). Administratively, these GS
come under Old Malda block. The mango orch-
ard located near Setu more and Disco more were
selected for the study. These GS are mainly
covered by commercial uses (such as hotels,
Godown restaurants, and settlements). These GS
are private in nature and one of the vulnerable
GS due to rapid urban expansion and infras-
tructural development along the road.

14.2.2 Rationale of Selection of UGS
Sites

In this study, two sites were selected for the
study, i.e. urban and peri-urban site. These sites
are mostly characterized by mango trees (mango
orchards). The UGS selected in this study is one
of the largest public GS in the city and largely
used by the people particularly for cultural ES. In
some parts of this GS, access is restricted and
effectively maintained by the government. The
protection and effective conservation of this GS
must be prioritized. Thus, understanding the
perception to the urban GS will help to the pro-
vision of ES. In case of peri-urban GS, mango
orchards are the most dominant. The mango
orchards as a GS provide a number of ES to the
people living in the area. Particularly, these GS
provide various opportunities for livelihood to
the people. Though, two sites are located in the
same urban agglomeration, but these are different
to some extent in terms of their location (urban
and peri-urban), sociocultural, and economic
conditions of the people. Therefore, it is essential
to understand the perception of ES obtained from
GS from two diversified sociocultural setting
within the same city. For example, in English
Bazar Municipality, the GS are mostly used for
cultural ES, and on the other hand, the GS
located in peri-urban areas (situated on the right
side of the river) are mostly used for provisioning
ES. But recently, these GS have experienced
serious threats due to rapid urban expansion and
dramatic conversion of GS for commercial

purposes. Mainly, near Setu more, Disco more,
the GS are highly vulnerable due to rapid urban
expansion in peri-urban GS. Therefore, these
sites are ideal to understand the perception of ES
obtained from GS on the basis of the respon-
dent’s subjective perception.

14.2.3 Selection of ES from GS

In this study, 15 ES were selected from two study
sites under provisioning, regulating, supporting,
and cultural ES. These ES were selected on the
basis of the Millennium Ecosystem Assessment
(2005) framework and previous literature (Cost-
anza et al. 2017; Das and Das 2019; Anaya-
Romero et al. 2016). The ES was differently
identified from the two sites as these sites were
located in different urban landscapes. The provi-
sioning and regulating and supporting ES were
the most prominent in site 2 (located on the right
side of river), and in site 1, cultural, regulating,
and supporting ES were identified. These ES were
identified on the basis of the framework proposed
by the Millennium Ecosystem Assessment, and
then this frame was adapted for local conditions
after performing comprehensive observation
(Fig. 14.2, Table 14.1).

14.2.4 Data Collection
and Questionnaire
Survey

For the data collection from the UGS, a qualitative
design was used for both sites of GS. Interviews
with the individual respondent and focus group
discussions were carried out as the primary
method for the collection of data. The simple
random sampling technique was used to collect
data from the GS (Das et al. 2021). The ques-
tionnaire survey was conducted with 175 respon-
dents (120 from urban core UGS and 155 from
peri-urban UGS) from 10 to 20 December 2021.
The relatively small number of samples from the
study sites was selected due to the COVID-19
pandemic (third wave of COVID-19 in India). The
questions were asked using stratified random
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Fig. 14.2 Temporal change of GS in the study sites: a before the construction of bypass (National Highway 34) in
2012 and b after the construction of bypass (National Highway 34) in 2022

Table 14.1 Major ES identified from GS

Category ES References

CES Source of inspiration (landscape that promotes
new thoughts, idea, and creative expressions)

Quyen et al. (2017); Dou et al. (2017)

Beauty and aesthetic value Figueroa-Alfaro et al. (2017); Quyen et al. (2017)

Sports (cricket, football) Langemeyer et al. (2015)

Physical and mental health benefits Bratman et al. (2019); Tengberg et al. (2012)

PES Fruits Chowdhury and Behera (2020)

Leafy vegetables Chowdhury and Behera (2020)

Timber Burkhard et al. (2014)

Fodder Montoya-Tangarife et al. (2017); Das et al. (2021)

Fuel wood Lai et al. (2018); Das et al. (2021)

Medicinal plants Pritchard et al. (2019); Das et al. (2021, 2022)

RES Local climate regulation Elmqvist et al. (2015); Kremer et al. (2016)

Hazards reduction (natural) Quyen et al. (2017)

Water purification Das et al. (2021, 2022); Montoya-Tangarife et al.
(2017)

Soil erosion regulation Olson et al. (2017); Das et al. (2021); Guerra et al.
(2016)

Air quality regulation Das et al. (2021); Blum (2017); Manes et al. (2016)

SES Habitat for species Das et al. (2022); Liquete et al. (2016)

Groundwater recharge Chowdhury and Behera (2020)
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sampling face-to-face interviews during both
weekends and weekdays at different time periods
of the day to record data from diversified respon-
dents. Before the final survey, the questionnaire
was pretested to validate the questions from two
sites, and then a few questions were revised based
on the reactions of the respondents. The questions
were asked to those respondents who were inter-
ested in participating in the survey and who were
well known for the GS. If any respondent dis-
agreed with participating in the survey, then
questions were asked to a new respondent.

After finishing the survey from one respon-
dent, another respondent was asked for an
interview. The entire survey was divided into two
time periods, during the morning (6 am to 8 am)
and evening (4 pm and onwards). The UGS
located in urban areas is used during the morning
and evening, and the survey was performed
during two time periods. On the other hand, in
the case of peri-urban UGS, the survey was
carried out only in the evening (4 pm and
onwards). During the face-to-face survey with
respondents, the objective of this survey was
explained for a better understanding of the
framed questions. The interview for each
respondent lasted about 15 to 20 min. During in-
depth interactions and group discussion, the
interview extended up to 45 min. Initially, the
questionnaire was prepared in the English lan-
guage, but it was asked to the respondents in
‘Bengali dialect’. The entire questionnaire was
framed into four sections, namely Sect. 14.3.1:
socio-demographic profiles of the respondents;
Sect. 14.3.2: identifications of ES from the UGS
Sect. 14.3.3: valuation of ES identified from the
UGS and threats towards UGS (the details of the
questionnaire are given in supplementary).

14.3 Result

14.3.1 Socio-demographic Profile
of the Respondents

In the case of site 1, about 63% of the respon-
dents were male and 37% were female. The
maximum percentage of respondents belonged to

the age group of 20 to 30 years (36%), followed
by 40 to 50 years (22%), 30 to 40 years (18%),
and more than 50 years is 12%. The maximum %
of respondents from this site were bachelor
(37%), followed by above post-graduation
(33%), high school (20%), and elementary
(10%). Occupationally, the maximum % of
respondents belonged to government employees
(28%), followed by students (22%), businessmen
(20%), daily workers (16%), and others (14%).

In the case of site 2 GS, about 86% and 14%
of respondents were male and female. In the case
of age groups, the maximum percentage of
respondents belonged to the age group of 30–
40 years (31%), followed by more than 50 years
(26%), 40–50 years (24%), and 20–30 years was
19%. The maximum % of respondents from site
2 belonged to elementary (35%), followed by
high school (30%), bachelor (20%), and post-
graduation (15%). Most of the respondents were
daily workers (31%), followed by housewives
(26%), government employees (16%), business-
men (15%), and students (13%) (Supplementary
Table S1).

14.3.2 Perceived ES from GS

From the field survey, it was found that there was
a variation of ES from GS perceived by the
respondents from site one and site 2. For exam-
ple, in the case of site 1, CES, RES, and SES
were highly recognized. In site 2, PES was
highly prioritized, followed by SES and regu-
lating ES.

In site 1 (Urban), among all the CES, high
importance (perceived valuation) was attributed
to beauty and aesthetic value (47%) followed by
sports (45%) and physical and mental health
benefits (40%). After CES, RES was highly
valued. For example, among all the RES, very
high importance was given to control of local
climate regulation (45%), followed by air quality
regulation (30%), soil erosion regulation (25%),
and water purification (22%).

In site 2 (peri-urban), among all the ES cate-
gories, PES and RES were given more impor-
tance than CES and SES. For example, among all
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the PES, relatively higher importance was given
to fruits (mango mainly from mango orchards),
followed by fuel wood (47%), fodder (45%),
leafy vegetables (40%), and timbers (35%).

As per the results of five points Likert scale, it
was observed that the respondents from site 1
(Urban) perceived high capabilities of CES (an
overall score of 4.52) followed by SES (an
overall score of 4.05) and RES (an overall score
of 3.93). On the other hand, in site 2 (peri-urban),
high capabilities of PES were perceived by the
respondents (an overall score of 4.28) followed
by SES (an overall score of 4.02) and RES (an
overall score of 3.82). In site 1, beauty and aes-
thetic value had the highest score (4.88), fol-
lowed by sports (4.59), physical and mental
health benefits (4.41), and source of inspiration
(4.19). In the case of RES, local climate regula-
tion had the highest score (4.71), followed by
water purification (4.50), hazard reduction (nat-
ural) (3.54), soil erosion regulation (2.18). In site
2 (Peri-urban), fruits (mainly from mango orch-
ard) had the highest score (4.84), followed by

fuel wood (4.75), leafy vegetables (4.19), timber
(4.12), and fodder (4.02) (Figs. 14.3 and 14.4).

14.3.3 Perception Towards
Management
and Threats to GS

Most of the respondents from the two sites stated
concerns about the deterioration of GS and var-
ious priority preferences for the management of
urban and peri-urban GS. The GS (mango orch-
ard) in peri-urban along the road (particularly
from Setu more to Disco more) are highly vul-
nerable due to urban expansion and infrastruc-
tural development (such as hotels, restaurants,
storage house, high-rise buildings). In the case of
GS located in urban areas (site 1), GS are very
poorly managed, and lack of cleanness is the
major problem of GS as perceived by the
respondents. For example, in the case of GS
located in urban areas, 55% of the total respon-
dents highly agreed that GS in urban areas are

Fig. 14.3 Importance of ES from GS perceived by the respondents: a urban and b peri-urban (VL = very low,
L = low, MOD = moderate, H = high, VH = very high)
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very poorly managed and lack of government
initiatives and infrastructural development
(mainly public buildings) (42%).

In the case of peri-urban GS, 75% of the total
respondents were highly agreed that GS in peri-urban

areas is highly vulnerable due to urban expansion
and infrastructural developments, followed by pop-
ulation growth (40%), lack of government initiatives
(40%), lack of safety (35%), and lack of public
participation (25%) (Figs. 14.5 and 14.6).

Fig. 14.4 Use of GS in urban (a abandoned government
quarters, b existing government quarters in GS, and
c ground used for picnicking, plating, and gatherings) and

peri-urban areas (d construction in progress, e newly
constructed high-rise building, and f view of the GS).
Source Field survey (2021) by the authors

Fig. 14.5 Threats towards
GS perceived by the
respondents in urban areas
(SD = strongly disagree;
D = disagree, A = agree,
HA = highly agree)
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14.4 Discussion

In this study, the perception to ES from GS was
assessed from a secondary city in Eastern India.
Two peri-urban GS were selected from a rapidly
growing urban agglomeration in Easter India.
From the findings, it was well documented that
the ES obtained from GS were differently per-
ceived. A clear difference in the perception of ES
was found between urban and peri-urban GS.
The provisioning ES were highly valued by the
rural respondents, and regulating and cultural ES
were highly valued by the rural respondents,
respectively. In previous studies also, similar
findings were reported (Hartel et al. 2014; Mar-
tín-López et al. 2012; Aguado et al. 2018). In
comparison with rural areas, provisioning ES
was given less importance in urban areas per-
ceived by the respondents, and these findings
were similar to other previous studies (Grimm
et al. 2008). In rural areas, the people are highly
dependent on provisioning ES, and their liveli-
hoods are highly associated with the direct ben-
efits provided by the ecosystems (Das et al. 2021;
2022). In this study, the PES such as fruits
(mainly from mango orchards), fuel woods, and
leafy vegetables were highly valued as these ES
have a direct and daily relationship with their
livelihoods. In many previous studies, it was well

documented that environmental aspects such as
air quality and water quality regulations were
attributed to higher importance (García-Llorente
et al. 2011; Sodhi et al. 2010). The high value of
these ES was attributed to the urban communities
as their lifestyle is associated with the sensation
of aversion to air quality and water quality, and it
has an impact on human health (Kottmeier et al.
2007). Our results also showed that CES was
attributed to high value by the urban people, such
as recreation and aesthetics. These findings were
similar to other previous studies (Martín-López
et al. 2012; Dou et al. 2017). On the other hand,
people living in peri-urban areas prioritized CES
related to their traditional management systems
and identity (López-Santiago et al. 2014). Such
findings from the study revealed the fact that the
experience of the people related to CES is highly
variable and dependent on sociocultural factors.
In many studies, this variation was reported
(Martín-López et al. 2012). The study results also
showed that the GS are highly vulnerable due to
population growth and rapid urban expansion.
Particularly, in peri-urban areas, GS are (mango
orchards) highly vulnerable due to rapid urban
expansion along the road. In previous studies, it
was well documented that GS are under serious
threats due to rapid urban expansion (Arshad
et al. 2020; Haaland and van Den Bosch 2015).
According to Haaland and van Den Bosch

Fig. 14.6 Threats towards
GS perceived by the
respondents in peri-urban
areas (SD = strongly
disagree; D = disagree,
A = agree, HA = highly
agree)
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(2015), the densification in urban areas due to
infill development has posed a threat to UGS.
This finding is similar to our results. Therefore, it
is essential to facilitate provision of UGS in
compact city through the preservation of GS,
enhancement of the quality of GS, redevelop-
ment of GS in cities, and smart allocation (Haa-
land and van Den Bosch 2015).

14.4.1 Policy Implication

From the findings of the study, it was well doc-
umented that UGS from both sites provides a
number of benefits through the provision of ES.
The well-being and livelihood of the people are
highly dependent on the UGS, particularly in
peri-urban UGS. The livelihood of the people
largely depends on the UGS. In previous studies,
the degradation of green cover across the cities in
India was emphasized due to the deterioration of
urban environmental quality (Sundaram 2011),
and the importance of UGS in previous studies
was highly prioritized (Govindarajulu 2014). In
addition to this, essential to focus on the
restoration as well as management must be pri-
oritized to enhance the quality of life of the urban
residents and to increase the resilience of the city.
In India, a number of initiatives were imple-
mented for the protection and management of
UGS, such as The National Green Tribula Act
(2010), and the National Action Plan for Climate
Change (2008). Thus, the importance of UGS
must be incorporated into decision-making
framework and future planning strategies. From
the observation, it can be stated that in English
Bazar Urban Agglomeration (EBUA), very lim-
ited focuses were attributed to the provision of
UGS development as well as management.
Therefore, this suggests a few effective planning
strategies: firstly, improvement of quality of
UGS, improvement of availability (per capita
increase of UGS), emphasis on the ecological
planning strategies, and public participation in
UGS management. These planning strategies can
be taken into account during urban landscape
planning. Thus, this study not only contributes
the provision of UGS rather ES through which

well-being and urban environmental sustainabil-
ity can be improved.

14.5 Conclusions

In this study, an attempt has been made to
understand the perception of ES from a rapidly
growing urban agglomeration (English Bazar
Urban Agglomeration) in Eastern India. The
perception of ES from an urban and a peri-urban
UGS was assessed. From the results, the fol-
lowing conclusions were drawn: firstly, there
were substantial differences in perception on ES
obtained from UGS in urban and peri-urban
areas. The respondents from peri-urban areas
gave more emphasis on provisioning and regu-
lating ES rather than cultural services. On the
other hand, in urban areas, the respondents gave
more importance to cultural and regulating ES
rather than provisioning ES. Secondly, the UGS
of peri-urban areas is more vulnerable due to
urban expansion and infrastructural development
along the road (Malda Nalagola State High Way)
in comparison with UGS in urban areas.
The UGS located urban areas are mostly public
spaces, and these are protected by the local
municipality (English Bazar Municipality or
EBM). Therefore, it is essential to focus on the
UGS planning strategies in compact cities like
English Bazar.
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15Monitoring Spatiotemporal
Reduction of an Urban Wetland
Using Landsat Time Series Analysis:
A Case Study of Deepor Beel, Assam,
India

Rajib Tarani Das, Mrinalendra Narayan Dutta,
and Shukla Acharjee

Abstract

Wetlands identification, monitoring, and
restoration are crucial to sustaining efficient
ecosystem services. Deepor Beel wetland in
Assam has experienced rapid hydro-
ecological alteration after huge constructional
work from 1999 to 2000 that causes a major
transformation of the wetland area. So, this
paper intends to delineate the wetland area and
monitor the transformations of the wetland
triggered by the constructions in the southern
parts of Deepor Beel. Water pixel frequency
for each year is computed from 1988 to 2019
to estimate the total average wetted area of
Deepor Beel. The water presence frequency
process has also been applied for this purpose.
Different landscape metrics are used to ana-

lyze the fragmentation of the wetland in
different temporal stages. The result shows
that, in the first stage, during 1988–2000, the
aerial extents of high, moderate, and
low-frequency water presence areas were
roughly about 4.81, 3.48, and 2.76 km2,
respectively. During the second phase from
the year 2001–2018, the speedy extension of
railway network has truncated the average
area of wetland and has reduced the area
approximately by 58, 33, and 52% in high,
moderate, and low water presence frequency
correspondingly. This study can be very
helpful for planners to monitor future wetland
loss and to draw the attention of stakeholders
for its restoration.

Keywords

Deepor Beel � Water presence frequency �
Wetland fragmentation � Wetland loss �
Inconsistency of wetland

15.1 Introduction

Wetlands which are profuse in contrast to rain
forests and coral reefs on our Earth’s surface are
loaded with rich and branched-out natural scenic
panorama (Ward et al. 2002; Ramsar 2004), and
as a plus point, it even provides priceless goods
and essential direct or indirect assistance to the
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well-being of the public at large. Despite the fact
that wetlands cover only 5–6% of the Earth’s
surface (Mitsch 2010), it provides 40% of global
ecosystem services (Zedler and Kercher 2005).
In the last few decades, in spite of their vast
ecological importance, wetlands have experi-
enced thrashing loss than any other ecosystem,
and it is anticipated that due to anthropogenic
pressures (Marti-Cardona et al. 2013, Prasad
et al. 2002), 60% of the world’s wetlands have
been lost since 1990 (Cutter and Finch 2008).
Recouping of wetland areas by the expansion of
built-up land in course of agricultural land
expansion (Pal and Osoundu 2009), badly man-
aged solid waste disposal systems, and direct
untreated household sewage draining to wetlands
have brought a striking transformation in the
physical character of wetlands and ecological
connectivity in wetland ecosystem (Pal 2015).
These intensified hitches have stimulated the risk
of physical nonexistence for the wetlands to face
(Das and Pal 2017). With the increasing popu-
lation pressure, there has been a rise in the rapid
exploitation of lands for the creation of resour-
ces. While wetlands are always being regarded as
a wasteland in our social order, a few tactical
plans have been taken up in different wetlands
area for calculating the frequency and size of
man-induced pressure (Gordon et al. 2010). In
the direction of preserving this prized resource,
proper mapping, inventorying, and monitoring
are decisive factors. Previously enormous work
on wetland inventory has been prepared on
ground level survey. However, in current times,
the satellite imagery-based long-term time series
observation has been playing an increasingly
better role (Deka and Khan 2011). It has made
available a constant basis for key information on
the adjoining land uses, the scope of transition
area, and eventually their alteration in due course
of time (Chen et al. 2013), as well as provide
with microscopic level, dynamic, real-time, and
profitable information (Klemas 2013; Finlayson
2012).

Thus, the present study has used detailed
exercise of remote sensing and GIS techniques
for twofold season wetland mapping and

monitoring in Deepor Beel area. It has been
conceived that Deepor Beel is a permanent
freshwater lake and the only Ramsar site in
Assam that has a long history of degradation, and
there is proof of a long-term decline over the
previous two decades (Mozumder and Tripathi
2014). The unremitting wetland loss and steady
water quality degradation in Deepor Beel has
turned into a rising challenge in sustaining the
environment in the surrounding quarters (Bhat-
tacharyya and Kapil 2009). A few numbers of
authors have asserted that more than half of the
area of Deepor Beel by now has been drained out
(Mozumder and Tripathi 2012). Even though
significant number of laws subsists for protec-
tion, still this invaluable ecological heritage of
Assam is at risk (MoEF 2008). Unrelenting
unfavorable human activities, repossession of
lands for cultivation, filling of wetlands for the
intention of occupancy, cutting the sides of
wetlands, effluences from diverse sources of
waste dumping sites, pressure from unlawful
over fishing, slaughter of migratory birds and
animal, undue silage practice, harvesting and
built-up extension, etc., incalculably shaded
pressure in the ecosystem condition of the Dee-
por Beel area (Mozumder et al. 2014; Bhat-
tacharyya and Kapil 2009). In last three decades,
studies carried out have explained that such trend
of wetland conversion in Deepor Beel is very
much unambiguous. Therefore, this study
attempts to analyse the trend of wetland loss, and
conversion of wetland due to different natural
and manmade reasons in Deepor Beel. At this
moment, in time the average wetland area of
Deepor Beel is 5.64 km2 (for the period from
2001 to 2018), which is 49.14% lesser than the
preceding wetland coverage (for the period from
1988 to 2000). As a result, the present study
intends to build a wetland inventory model with
the purpose to carry out an extensive spatiotem-
poral assessment on Deepor Beel wetlands. The
key intention of this paper is to get ready with an
effective wetland inventory with convincing
approach, elucidating the trend of wetland loss,
and assessment of wetland loss over the time.
The study seeks to recognize intra-class wetland
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transformation in two different seasons in refer-
ence to northeastern railway constructions with
fragmentation of the wetland landscape in both
seasons.

15.2 Study Area

Deepor Beel, a freshwater wetland to be found
(Fig. 15.1) about 9 km southwest of Guwahati
city, is one of the largest and vital wetlands in
Assam with the longitudinal extension of 91° 35′
E to 91° 43′ E and latitudinal extension of 26°
05′ N to 26° 11′ N. This category of wetland is
typically found within the biogeographic region
of Burma Monsoon Forest (Das and Saikia
2011). In the year 2002, it was acknowledged as
one of the most significant wetland systems in
India under the Ramsar International Convention
on wetlands. The wetland as understood is a
discarded channel of the Brahmaputra River
located in a U-shaped valley between two cliffs
on the north and south (MoEF 2008; Mozumder
and Tripathi 2014). The wetland stands 3–5 m
deep in the monsoon time of year and up to about
1 m deep in the dry spell of the year, where the

focal sources of water to the wetland are mon-
soon rainfall and a quantity of inflows from
Bharalu and Kalman rivers contiguous to the
wetland (Mozumder et al. 2014). From an eco-
logical perspective, Deepor Beel acts as a lung of
Guwahati city, and more than ten thousand of the
populaces directly or indirectly are reliant on this
valued wetland. This place is like a dwelling
abode to different rare animal species, migratory
birds, and plants.

15.3 Materials and Methods

15.3.1 Data

The Landsat satellite (Landsat TM and Landsat 8
OLI, path/row: 137/42,43; spatial resolution:
30 m) imagery data between the year 1988 and
2018 have been collected from USGS and are
being used for periodic wetland change moni-
toring. Landsat image bands 3–5 are generally
used to spot wetland aerial extent, as these bands
have the potential to differentiate land–water
interfaces (Dvorett et al. 2016; Baker et al. 2007;
Bera et al. 2008). Topographical map from the

Fig. 15.1 Location of the study area

15 Monitoring Spatiotemporal Reduction of an Urban Wetland … 249



Survey of India (SOI) and Google Earth imagery
(2018) is used to plan the base map and make out
the wetland’s actual area (Fig. 15.2).

15.3.2 Identification of Wetland

Among the different prospective image base
indices, normalized differences water index
(NDWI) was preferred for wetland identification
(McFeeters 1996) because of its maximum
reflectance of a water body in the green band and
that it plays down the same in the near-infrared
band, and hence, water is identified from other
objects. NDWI is calculated using Eq. 15.1

NDWI ¼ Green� NIR band
GreenþNIR band

ð15:1Þ

where a water body is detected when the value is
positive (0–1).

15.3.3 Water Presence Frequency
Analysis

Following the identification of wetland from
imagery for each year of both pre-monsoon and
post-monsoon season, a new method of water

presence frequency-based counting approach
(Borro et al. 2014; Pal and Saha, 2017) was
applied for delineation of moderately steady
wetland boundary where actual wetland area is
exceedingly forceful in nature. Subsequently, a
composite map was made for two different phase,
i.e., Phase-I (1988–2000) and Phase-II (2001–
2018) by merging all the distinct year imagery,
based on extension of northeastern railway net-
work from 1999 to 2000. Water presence fre-
quency (WPF) of each one pixel entity was
worked out from Landsat imagery by following
Eq. 15.2

WPFj ¼
Pn

i¼1 Ij
n

� 100 ð15:2Þ

WPFj = Water presence frequency of the pixels
in a particular time period;

Ij = jth pixel having water in the chosen
NDWI imagery;

N = number of images. This value ranges
between 0 and 100%.

Value near to 100% indicates high-frequency
water body with better stability, and value near to
0 shows low-frequency water body with greater
change of volatility or conversion. The derived
WPF map was reclassified into three equivalent
frequency class zones based on the intensity of

Fig. 15.2 Flowchart of the
methodology of the study
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the WPF pixel values: high-frequency class
(> 0.66), moderate frequency class (0.33–0.66),
and low-frequency class (> 0.33).

15.3.4 Validation

The Kappa coefficient (k) is a commonly used
measurement for validating classified satellite
imageries (Congalton andGreen 2009).Monserud
and Leemans (1992) suggested that values lower
than 0.4 embody poor or very poor result, values
from 0.4 to 0.55 characterize fair result, values
from 0.55 to 0.7 signify good result, values from
0.7 to 0.85 stand for very good result, and values
higher than 0.85 correspond to an exceptional
values. K is calculated in following Eq. 15.3

K ¼ N
Pr

i¼1 xii �
Pr

i¼1 xiþ � xþ ið Þ
N2 �Pr

i¼1 xiþ � xþ ið Þ ð15:3Þ

where N = total number of pixels in a image;
r = number of rows in the matrix; Xii = number
of observations in row i and column i; xi+ and x+i
are the marginal totals for row i and column i,
respectively.

One hundred and fifty ground control points
we have selected from the field for verification of
the recent phase wetland map extracted from
Landsat images. Three hundred and fifty sites
also randomly selected from the higher resolution
Google Earth images of the same time periods
and cross-checked with actual situation. From
result analysis, it is found that overall accuracy is
91.23% in Phase-I, and 79.92% in Phase-II.
Here, it should be mentioned that total 350 sites
selected from Google Earth images are not uni-
formly same for all the phases because of change
in wetland area and transformation over phases.

15.3.5 Inconsistency in Wetland Area

For computing of wetland loss, we have divided
entire time series data for each season into two
phases in reference to construction of railway
network near the south of Deepor Beel in 1999–
2000. For change detection, composite image of

second phase is deducted from first phase.
Finally, least square regression model has also
applied for Phase-I and II and coefficient of
determination (R2) is calculated. Finally, incon-
sistency in wetland area is calculated with fol-
lowing Eq. 15.4 (Cuddy and Valle 1978).

IX ¼ CV�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� R2

p
ð15:4Þ

where R2 is coefficient of determination.
CV is coefficient of variation of chosen time

series water presence area. Less value of IX
indicates less inconsistency and vice versa.

15.3.6 Landscape Metrics

Forest area fragmentation methods are employed
here for wetland fragmentation analysis. Frag-
mentation procedure depends on the concept that
wetlands might be alienated into parts or frag-
ments that which are separated from each other,
while still plainly might fit in the similar system
(Huising 2002). For understanding the wetland
landscape structure of Phase-I and II, here
FRAGSTAT software is used to figure out dif-
ferent fragmentation indices, such as landscape
shape index (LSI), landscape division index
(LDI), aggregation index (AI) number of patch
(NP), patch density (PD), and largest patch index
(LPI). The FRAGSTAT software assists in spa-
tial pattern analysis for categorical maps like land
use change. Fine points of the chosen matrices
used in this study are presented in Table 15.1.

15.4 Result and Discussion

15.4.1 Periodic Inventory of Wetland
in Pre-Railway (Phase-I,
1988–2000) and Post-
Railway Network (Phase-
II, 2001–2018)
Construction

Water body areas have been subjected to speedy
changes in Deepor Beel due to modification in

15 Monitoring Spatiotemporal Reduction of an Urban Wetland … 251



land use change by different anthropogenic cau-
ses (Plate 1). Appraisal of multi-temporal NDWI
has made known that in average, a total of 5.45
km2 water body areas have been lost since 1988–
2018 (Fig. 15.5). Wetland loss in a range of
categories (high, moderate, and low water pres-
ence frequencies) for Phase-I and II has also been
calculated as given in Table 15.2. There are
serious hydro-ecological inferences for wetlands
in Deepor Beel owing to modification in the
inter-annual periodic and inter-seasonal water
presence frequency changes. It has been
observed that wetlands of periphery areas are
fairly more conflicting than the deeper part. The
hydrologic gradient of WPF zone shows that
marginal parts of wetlands being inconsistent are
more prone to loss (Fig. 15.4). Permanent core
part and seasonal marginal wetted areas in pre-
and post-railway construction periods have been
calculated by using the average water pixel
count, as presented in Figs. 15.3a, b and 15.4a, b,
respectively. During the pre-railway period, the
perennial high-frequency and low-frequency
seasonal wetlands in Deepor Beel covered
almost 8.30 km2 and 2.79 km2, respectively,
while in the post-railway period, these areas were
abridged to 4.31 km2 and 1.33 km2, respectively.
Therefore, the perennial and semi-perennial
wetland areas have declined by 58 and 33%
subsequent to the construction of the railway

network. An additional inference puts into light
that there is no notable distinction in the seasonal
pattern of precipitation and temperature in the
post-railway network construction phase,
excluding a significant decrease in eastern shal-
low and marginal parts in wetlands.

Steady wetland area loss (approx. 40–50%) in
Deepor Beel is recorded from Phase-I to Phase-II
(Fig. 15.5). Permanent wetted area reduced sig-
nificantly in both phases (Figs. 15.6 and 15.7).

From 1988 to 2018, the common trends in the
wetlands area for both the seasons indicate that
there was no specific trend as is evident in Phase-
I and Phase-II. In pre-monsoon season of Phase-
I, the rate of coefficient of determination is very
meager (r2 = 0.556), but it has slightly improved
in Phase-II, as signified by the high coefficient
(r2 = 0.654). The average area in both the phases
was also calculated and is shown in Fig. 15.8a, b.
The average wetland area of the pre-monsoon
period condensed from 7 to 6 km2 between
Phase-I and Phase-II (Fig. 15.8a, b). Conversely,
in the post-monsoon season a noteworthy change
in wetland area was spotted between Phase-I and
Phase-II, but after construction of the railway line
and extreme modification in land use change, has
resulted in decline of wetland area by almost
35%. Discrepancy in the oscillation of wetland
area during post-monsoon seasons has amplified
(Table 15.3). These results further point out that

Table 15.1 List of selected landscape metrics for analyzing landscape fragmentation

Indices Symbol Value Description References

Patch
number

NP 1 � NP � Nmax Number of patches of a specific
class

Turner et al. (1989)

Patch density PD 0 � PD Number of patches of a specific
class per unit area (standardized
to 100 ha in FRAGSTATS)

McCarigal and Marks
(1995)

Mean
contiguity

CONTIG
MIN

1 � N � 1 Spatial connectedness of cells
within a grid to yield an index
highlighting configuration of the
patch outline

Johnson et al. (2007)

Total core
area

TCA 0 � CORE � 1 Amount of area whose boundary
started from patch edge to
interior in specified distance

McCarigal and Marks
(1995)

Aggregation
index

AI 0 � AI � 1 Ratio between actual edge
and total amount of possible
edge

Bregt and Wopereis
(1990)
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Table 15.2 Water presence frequency in different classes

Water presence frequency class (%) Pre-monsoon (Area in km2) Post-monsoon (Area in km2)

Phase-I High (< 33.33) 4.8132 6.6645

Moderate (33.33–66.66) 3.4893 4.2237

Low (> 66.66) 2.7981 4.4064

Phase-II High (< 33.33) 1.98 3.9195

Moderate (33.33–66.66) 2.3355 2.0844

Low (> 66.66) 1.3302 2.7081

Fig. 15.3 Water presence frequency distribution in Phase-I: a pre-monsoon and b post-monsoon

Fig. 15.4 Water presence frequency distribution in Phase-II: a pre-monsoon and b post-monsoon
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construction of railway network in the region of
Deepor Beel has drastically speeded up the pace
of wetland loss.

15.4.2 Change Matrix of Different
Classes of Wetlands

Intra-class wetland transformation portrays the
character of wetlands transformation in Deepor
Beel (Fig. 15.9a, b) involving the pre- and post-
railway Phase-I and II for both seasons.
Table 15.4 symbolizes the percentage of area
under transformation from one frequency class to
another class. The assessment specifies that in the
pre-monsoon season about 2.41 km2 remains
unaffected, while 5.45 km2 of wetland area is lost
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Fig. 15.5 Wetland loss in different phases

Fig. 15.6 Wetland loss: a pre-monsoon and b post-monsoon

Fig. 15.7 Actual wetland extent in different phases: a Phase-I and b Phase-II
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and a total of 3.04 km2 of area is transformed
into other categories (i.e., transformation from
high to medium to low-frequency classes). On
the other hand, in post-monsoon season, 4.71
km2 areas remain unchanged in various water
presence frequency categories (Fig. 15.9a, b). On
the whole, our study found major reductions in
wetland area and greater wetland fragmentation
after the construction of railways in southern part
in 2001, as weighed against to the preceding
decades phenomena which are definitely not
exclusive of creating an impact on the local
environment, fauna, and inhabitants of the area.

15.4.3 Wetland Fragmentation

In the direction of analyzing the changes in the
wetland landscape, after construction of the rail-
way network and other modification in the sur-
rounding area of Deepor Beel, Fig. 15.10(a, b)
and (c, d) demonstrates a few indices of frag-
mentation, for example the large core indices,
small core, perforated, edge, and patch, for Phase-
I & II in different seasons. Smaller size wetland
patches, as well as patch density, have dwindled,
large numbers of them have declined, plus low
core wetland patches have clearly increased.

Fig. 15.8 Changing trend of wetland area: a pre-monsoon and b post-monsoon

Table 15.3 Inconsistency of wetland area in Deepor Beel

Phase Season Y = a + bx r2 cv
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� R2

p
IX

I Pre-monsoon y = − 0.171x + 7.811 0.556 19.91835 0.8625 17.17958

Post-monsoon y = 0.004x + 6.215 0.010 15.56635 1 15.56635

II Pre-monsoon y = − 0.344x + 13.26 0.654 18.34165 0.7389 13.55264

Post-monsoon y = − 0.006x + 7.273 0.020 17.0951 1 17.0951
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Uninterrupted encroachment by agricultural field
and built-up area has been areas on in the rapid
shrinkage of major core area of the Beel. In post-
monsoon season, there has been a considerable
boost in patch number in Phase-II. Result shows
that in Phase-I (1988–2000), the number of pat-
ches (NP) increased to 61 and to 91 in Phase-II

(2001–2018), whereas the largest patch index
(LPI) has decreased from 39.10 (1988) to 16.65
(2018). These results equally denote the fact of
wetland loss in terms of fragmentation of Deepor
Beel. While the mean shape index value has
decreased, which means shape complexity has
also decreased, but in fact a few small. Largest

Fig. 15.9 Change matrix of water presence frequency class from Phase-I (a) to Phase-II (b)

Table 15.4 Change matrix between Phase-I and Phase-II in pre-monsoon and post-monsoon

Category Pre-monsoon Post-monsoon

Pixel Area
(km2)

Area% Total
area

Pixel Area
(km2)

Area% Total
area

Low to moderate 119 0.1071 0.964813 3.0402 1128 1.0152 6.637637 3.636

Low to high 67 0.0603 0.543214 1215 1.0935 7.149582

Moderate to low 569 0.5121 4.613264 97 0.0873 0.57079

Moderate to high 259 0.2331 2.099886 1289 1.1601 7.58503

High to low 625 0.5625 5.067294 6 0.0054 0.035307

High to moderate 1739 1.5651 14.09924 305 0.2745 1.794751

Lost (Low) 2509 2.2581 20.34214 5.4549 2991 2.6919 17.60033 6.5826

Lost (Moderate) 2177 1.9593 17.6504 2893 2.6037 17.02366

Lost (High) 1375 1.2375 11.14805 1430 1.287 8.414735

Unchanged (Low) 184 0.1656 1.491811 2.4102 350 0.315 2.05955 4.716

Unchanged (Moderate) 672 0.6048 5.448354 856 0.7704 5.037072

Unchanged (High) 1822 1.6398 14.77217 4034 3.6306 23.73779

Newly emerged (Low) 90 0.081 0.72969 0.1953 86 0.0774 0.506061 0.36

Newly emerged
(Moderate)

71 0.0639 0.575645 140 0.126 0.82382

Newly emerged (High) 56 0.0504 0.45403 174 0.1566 1.023891
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patch index (LPI) value decreased ensuing the
trends from west to east direction which bears a
resemblance to the like in the trends of edge
density. Numbers of patches (NP) have been
identified among the 18 IDs, where important
changes have been found in 30 years
(Table 15.5). The high positive correlation
between class area (CA) and number of patches
(NP) notably specifies that the number of patches
has increased in the projected area. On the whole,
the ending product shows a significant decrease
of aggression of water body area in last 30 years,
and as in pre-monsoon season the AI value has
been reduced to 90.97 in Phase-I to 89.48 in
Phase-II.

15.5 Conclusion

The overall time series change detection inves-
tigation has found significant decrease in wetland
area in Deepor Beel The construction of a Rail-
road along the Southern Boundary of the Deepor
Beel in 2001 by Northeast Frontier Railway
(NFR) fragmented the water body into two parts,
which caused severe unfavorable consequences
on the wetland ecosystem together with the local
home environment, fauna, as well as on the
inhabitants of the area. High embankment for the
railway line has hindered the easy flow of water
in the Beel which in turn has caused disturbance

Fig. 15.10 Wetland fragmentation in Phase-I and Phase-II (for pre-monsoon (a, b) and post-monsoon (c, d))
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to the entire ecosystem of the Beel, which in turn
has led to increase in average water temperature,
algae concentration, and water hyacinth condi-
tion in water. The consequences of the railway
construction resulted in major cropland lost, and
it was last verified by the classified maps (accu-
racy 88%) of Deepor Beel catchment area. It is
estimated that roughly about 9.00 km2 of crop-
lands has by now been lost owing to the railway
construction. An imperative fact to be noted is
that the Guwahati Municipality waste dump yard
(covering 24 ha area) located in Boragaon, which
lies in the northeastern corner of Deepor Beel
became functional in the year 2005, has signifi-
cantly changed the projected area. Consequently,
there has been steady pollution of heavy metal,
oil salt content, and other toxic components that
have continuously been worsening the water
quality permanently. Urbanization in Guwahati
city is miscellaneous and fragmented owed to the
rugged nature of topography which falls out in

the modification of the natural land cover of the
city. In the past there was an eco-sensitive green
belt area, particularly toward the edge of Deepor
Beel in the city. But as a result of the shifting of
the state capital from Shillong to Dispur has built
an added pressure on that area as in the upcom-
ing days. Factors like population pressure,
interchange traffic passages, and concretization in
Guwahati city will increase undeniably. In view
of that in the very last two decades, the city has
faced lots of tribulations due to speedy and
impromptu expansion of urbanization, which has
hastened up environmental degradation and
which may even jeopardize the biodiversity of
that area. On the whole, the anthropogenic
activities have turned out to be as a major cause
for the wetland ecosystem modification in this
area.

The present study endeavored to demarcate
and observe continuing as well as seasonal
hydro-physical dynamics in Deepor Beel

Table 15.5 Wetland fragmentation in Deepor Beel

Season Wetland
fragmentation
category

Phase-I
(Pixel)

Area
(km2)

Phase-II
(Pixel)

Area
(km2)

Change % of
change

Pre-monsoon Patch 835 0.7515 727 0.6543 −108 −12.9341

Edge 5568 5.0112 2828 2.5452 −2740 −49.2098

Perforated 299 0.2691 126 0.1134 −173 −57.8595

Small core 361 0.3249 685 0.6165 324 89.75069

Medium core 0 0 1907 1.7163 1907 0

Large core 5271 4.7439 0 0 −5271 −100

NP 61 – 91 – – –

LPI 39.10 – 16.65 – – –

AI 90.79 – 89.48 – – –

Post-
monsoon

Patch 318 0.2862 1009 0.9081 691 217.2956

Edge 7076 6.3684 4243 3.8187 −2833 −40.0367

Perforated 2140 1.926 374 0.3366 −1766 −82.5234

Small core 689 0.6201 346 0.3114 −343 −49.7823

Medium core 0 0 0 0 0 0

Large core 6771 6.0939 3708 3.3372 −3063 −45.237

NP 59 – 91 – – –

LPI 61 – 31 – – –

AI 91.57 – 89.87 – – –
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wetland areas by using a Landsat satellite image-
based water presence frequency technique in
different stages. This work aims to exhibit the
practicality of this technique for creation of an
effective wetland inventory model, which can be
brought into play for accurate wetland delin-
eation. The upgrading of this technique by
making use of time series satellite imagery
resulted in enhanced precision for delineation of
wetland and even made it possible to overcome
the difficulty of identification of peripheral
transition zone in a dynamic wetland ecosystem.
The upshot in addition reported evidence on
how anthropogenic influence is accountable for
wetland loss, wetland breakup, and wetland
conversion. In Phase-II, results have shown that
triggered by numerous factors, the wetland area
during the pre-monsoon season has been
abridged by 49.14%, and during the post-
monsoon, it has been reduced by almost
43.03%. In the pre-monsoon season, currently,
the wetland area is 5.64 km2, out of which
76.43% is relatively stable and 23.56% is in the
transitional zone, at risk to loss. Landscape
metrics display results that Deepor Beel frag-
mentation persists at a very speedy pace owing
to the extension the of railway network around
the wetland, encroachment of the Guwahati city
area and disposal of solid waste in northwestern
part, etc., and this in due course is resulting in
conversion of core wetland area to transitional
low zone. Noteworthily, the wetland habitat loss
which holds valued importance has augmented
an increase in extinction of the rare species and
further poses a threat to the lives and livelihoods
of the local community. To restore Deepor Beel
ecosystem for reducing future fragmentation and
alteration, the following remedies may be
implemented, like creation of a buffer zone by
afforestation to prevent further land conversion,
frequent monitoring of the wetland using remote
sensing techniques, promoting environmental
awareness program among stakeholders,
managing alternative livelihood choices to those
depending upon the lake, and at last enforcement
of the Deepor Beel action plane policies strictly.
This study is in progress and the other drivers of

change in the wetland ecosystem in Deepor Beel
area, such as hydrological, geomorphological,
topographic, and socioeconomic factors are
being reflected on for future studies.
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Part III

Urban Climate, Heat Island and Hazard



16GIS-Based Methodology and World
Urban Database and Access Portal
Tools (WUDAPT) for Mapping Local
Climatic Zones: A Study of Kolkata

Sk Ajim Ali, Farhana Parvin, Ateeque Ahmad,
and S. Najmul Islam Hashmi

Abstract

Stewart and Oke’s local climate zone (LCZ) is
one of the commonly used international stan-
dards for analysing urban morphology and the
resulting urban heat island phenomena. In-situ
measurements, GIS-based calculations, and
remote sensing image-based computations are
the most common approaches for LCZ map-
ping. There are, however, just a few studies
that address their accuracy and applicability.
The objective of this study is to examine the
LCZ of Kolkata Metropolitan Area (KMA) us-
ing GIS-based methodology as well as the
WUDAPT. Due to its complicated urban
morphology and high-density setting, KMA
was chosen as the study area. Both techniques
can detect LCZ categories that reflect the
actual geographical pattern of land use in
Kolkata, according to the study findings. When
exact urban morphology data is unavailable,
WUDAPT level 0 data can be utilised as input
data for micro-scale weather and climate
modelling. Meanwhile, the GIS-based
methodology identifies more information at
the district level than the WUDAPT method.

The WUDAPT technique, on the other hand,
identifies land-cover types more precisely. The
findings give a thorough grasp of various LCZ
mapping approaches, as well as their benefits
and drawbacks. The present study can also
assist climatologists, modellers, and develop-
ers in selecting an effective LCZ mapping
approach for their urban climate research.

Keywords

Local climate zone � World urban database
and access portal tools � Urban heat island �
Kolkata

16.1 Introduction

Not only has urbanisation altered the physical
environment of cities, but it has also resulted in
the creation of local climatic traits and features
that are unique to cities (Hong et al. 2019;
Rosenzweig et al. 2005; Ruocco et al. 2015;
Tayanç et al. 2009; Xiao et al. 2011; Zeng et al.
2016). One of the most prominent repercussions
of urbanisation and industrialisation in the
twenty-first century is the urban heat island
(UHI) impact (Mohan et al. 2011; Priyadarsini
2009). It is also a popular issue that has been
researched using a variety of methodologies and
techniques all across the world. LCZs are the
world’s first attempt to standardise urban climate
studies. Many researches in this subject have
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used this notion and approach since then (Quan
and Bansal 2021). Because of a consistent LCZ
definition and categorisation hierarchy, cross-
comparisons across various UHI studies around
the world are conceivable (Wang et al. 2018).
More importantly, because urban knowledge is
key for climate change research and climatic-
responsive design, the LCZ classification output
data and understanding might be used for
weather and climate modelling and other appli-
cations (Aslam and Rana 2022; Dissanyake and
Weerasinghe 2021; Fu et al. 2022; Ren et al.
2021; Shi et al. 2018).

The phrases urban and rural are frequently
used interchangeably in the urban climate liter-
ature on UHIs (Martilli et al. 2020). Stewart
(2011) analysed the relevant literature and found
that the lack of crucial site information detailing
field site features is a serious issue in the avail-
able literature. Stewart and Oke (2012) created
the LCZ categorisation system to solve the dif-
ficulty of connecting UHI presence to land-cover
type. Three types of properties are included in the
categorisation system: built series, land-cover
series, and changeable land-cover properties.
The LCZ scheme’s strength resides in its thor-
ough categorisation of urban land-use types.
The LCZ scheme is a systematic and quantitative
way for describing and explaining the physical
features of urban morphology and their associ-
ated urban climatic qualities (Stewart and Oke
2009, 2010). Ten different construction types
(LCZs 1–10) and seven different land-cover
types make up the 17 different LCZ types
(LCZ A–G). Some of the properties that may be
separated by metadata for each LCZ class are sky
view factor (SVF), building surface percentage,
pervious surface fraction, height of roughness
components, and terrain roughness class (Stewart
and Oke 2012). Different cities can categorise
and build their own LCZs based on land-use
kinds and morphological traits, according to the
LCZ system (Stewart and Oke 2009). The iden-
tical scheme created by LCZs aids in the inves-
tigation of the UHI phenomena in various cities
(Nassar et al. 2016).

Many research on UHI have been undertaken,
although the majority have concentrated on big
metropolitan regions such as New York City
(Bornstein 1968), Atlanta, Georgia (Bornstein
and Lin 2000), Singapore (Chow and Roth
2006), and Mexico City, Mexico (Cui and de Foy
2012). These examples show how to compare
and contrast well-defined urban and rural loca-
tions. Urban–rural gradients (Imhoff et al. 2010)
have received less attention, although they may
be more essential for describing the locations of
UHIs in urban-adjacent areas (e.g. suburbs,
subdivisions, and city sprawl). This was a chal-
lenging process before the LCZs were defined.
The LCZ system has been used to identify and
quantify UHI intensity in Singapore (Ng 2015),
Nagano, Japan, Vancouver, British Columbia,
Canada, Uppsala, Sweden (Stewart et al. 2014),
Novi Sad, Serbia (Savic et al. 2013), and Phoe-
nix, Arizona (Middel et al. 2014), as well as in
the United States (Zhao et al. 2014).

GIS-based and remote sensing image (RSI)-
based approaches are the most common LCZ
methods (Ren et al. 2016). These strategies each
have their own set of benefits and drawbacks
(Wang et al. 2018). LCZs are frequently mapped
using GIS-based methods. It employs precise GIS
data on urban morphology, planning, and even
building information to compute each contributing
component for identifying LCZs (Chen et al.
2020). This approach was utilised by several
researchers to create LCZ classification maps for
their studies (Perera et al. 2012; Lelovics et al.
2014; Liu and Shi 2020). GIS-based approaches
may generally achieve high accuracies since their
information is drawn from genuine urban topolo-
gies. However, not all GIS data in every city is
full or available to the public, particularly in
developing nations and areas (Wang et al. 2018).

Another extensively used approach for clas-
sifying LCZ classes is the RSI-based method
(Deur et al. 2021). The remote sensing image
classification methods used to extract LCZ clas-
ses by analysing their spatial and spectral infor-
mation include object-based image analysis,
supervised classification, hierarchical
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classification with different Normalized Differ-
ence Vegetation Indices (NDVI), and multi-
source satellite images (Bechtel et al. 2016;
Zhongli and Hanqiu 2016). LCZ classification
uses a variety of remote sensing images (Bechtel
and Daneke 2012; Feng et al. 2019; Liu and Shi
2020; Zhongli and Hanqiu 2016). WUDAPT is a
global initiative and volunteer programme that
employs RSI-based LCZ classification algo-
rithms. Its goal is to provide a simple LCZ
classification technique that takes use of free data
sources like Landsat photographs and Google
Earth training samples (Bechtel et al. 2015,
2016). As a consequence, many researchers from
all around the world have adopted and imple-
mented the WUDAPT technique in their UHI
research (Brousse et al. 2016; Cai et al. 2016;
Wang et al. 2019). It intends to provide three
different sorts of goods: Level 0 contains pri-
marily two-dimensional urban morphological
data and a rough urban function based on their
impact on local air temperature (Stewart and Oke
2012); Levels 1 and 2 contain more detailed
three-dimensional urban morphological data,
material composition data, and anthropogenic
functions at the building level, making them
suitable for various climate models (Ching et al.
2017).

Although multiple classification techniques
have been developed since the LCZ scheme was
announced, few cross-comparison studies have
been conducted to compare the classification
accuracy and application of various LCZ map-
ping procedures. As a result, the current study
looks at the accuracy of both GIS-based and
WUDAPT level 0 techniques, as well as their
relevance in real-world scenarios. Because of its
complex urban morphology and data availability,
the Kolkata Metropolitan Area was chosen as the
case study city. A performance review is also
carried out to determine the applicability of both
methodologies. The findings of the study can aid
researchers in choosing an acceptable LCZ
mapping approach, as well as developing and
improving their accuracy.

16.2 Geographical Profile
of the Study Area

The Kolkata Metropolitan Area (KMA) was uti-
lised as a case study for mapping local climate
zones in this study (Fig. 16.1). Kolkata is one of
Eastern India’s most important fast-growing
million-population cities, with substantial effects
from rapid urbanisation in the periphery and
sprawl expansion (Sahana et al. 2018). Kolkata
has a wet-dry subtropical climate (Köppen cli-
matic classification Aw) with a monsoon season.
Summers are hot and humid, with temperatures in
the low 30 s, and maximum temperatures fre-
quently approach 40 °C during dry periods in
May and June (Talapatra et al. 2021). The yearly
average temperature is 26.8 °C, with monthly
average temperatures ranging from 15 °C to
30 °C (Fig. 16.2).

The population of the KMA has increased at
an annual pace of around 2% over the previous
two decades, from 9.19 million in 1981 to 13.21
million in 2001 and 14.11 million in 2011 (Mitra
et al. 2012). This population increase in the
suburbs has hastened peripheral urban growth in
the KMA, especially in recent decades. During
independence, the KMA encompassed roughly
361 km2. However, by 1991 and 2001, it had
grown to 1350 km2 and 1851.41 km2, respec-
tively. KMA now covers an area of 1886.67 km2

(Das et al. 2021). As suburbanisation has swiftly
consumed agricultural land, plant cover, and
water bodies around the perimeter, the
metropolitan area’s expansion has remained
unrestrained (Fig. 16.3).

With the rate of urban growth, the pattern of
urban land use and land-cover changes dramati-
cally over time. The surface temperature of the
region rises as the amount of vegetation decrea-
ses and the amount of urban or built-up area
grows. The city’s inner regions have a high
temperature, which gradually drops as you move
out to the outskirts. It has major consequences for
the global ecology (Chatterjee and Majumdar
2021). It is also to blame for local climate
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change, habitat damage, and biodiversity loss
(Skogen et al. 2018). In China, where tremen-
dous urbanisation has occurred over the previous
three decades, the extent of UHI is particularly
pronounced (Zhou et al. 2016).

16.3 Objectives of the Study

The objectives of the present study regarding to
GIS-based methodology and World Urban
Database and Access Portal Tools (WUDAPT)
for mapping local climatic zones: A study of
Kolkata are given in a sequent manner:

(i) To examine the local climate zone
(LCZ) of Kolkata Metropolitan Area.

(ii) To develop a GIS-based methodology for
classifying LCZ by utilising built-up
classification, land-cover classification,
and land surface temperature as input
parameters.

(iii) To assess WUDAPT methodology for
examining LCZ.

(iv) To make a comparison between GIS-based
and WUDAPT methodology for evaluat-
ing and validating LCZ by taking KMA as
a case study area.

16.4 Materials and Method

16.4.1 GIS-Based Methodology

16.4.1.1 GIS Data
In 2020, KMA building data, build-up index,
land-use data, land surface temperature, and
boundary shapefile are among the input data for
the GIS-based technique. KMA’s building data
was obtained in shapefile format from the Open
Street Map (https://www.openstreetmap.org/),
while the build-up index, land-use data, and land
surface temperature were obtained from Landsat

Fig. 16.1 Location of the study area. Source Prepared by the authors
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imageries, specifically Landsat-8 OLI/TIRS
(https://earthexplorer.usgs.gov/).

16.4.1.2 Study Plan
Based on the LCZ classification of Stewart and
Oke (2012), detailed data of Kolkata
Metropolitan Area’s urban morphology was uti-
lised to undertake local climate zone (LCZ)
classification. To make it easier to compare the
results of the WUDAPT level 0 approaches, the
resolution of all GIS datasets was adjusted to
100 m.

Built-Up Classification (LCZs 1–10): The data
of contributing factors (i.e. building distribution
and building surface percentage) was created in a
GIS environment with a common resolution of
100 m using the input building data.

Equation 16.1 was used to produce the building
surface fraction (BSF) (Fig. 16.4).

Bf ¼ dTs

dx
ð16:1Þ

where Bf represents building surface fraction,
dTs is the total area of building footprint, dx is
the area of the selected zone under LCZ.

Then, by adding the building height and
building surface fraction, built types, i.e. LCZs 1–
10, were categorised (Fig. 16.5 and Table 16.1).

Land-Cover Classification (LCZ A–G): In the
KMA, a total of twelve land-cover types
(Fig. 16.6a) were found, which were then
grouped into six groups with LCZ A-G in mind
(Fig. 16.6b). Due of a lack of knowledge on

Fig. 16.2 a Climate chart of
KMA, b average high and
low temperature in KMA.
Source https://weatherspark.
com and https://www.
climatestotravel.com
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dense tree species in the metropolitan region,
LCZ A and LCZ B were merged. Built types and
land-cover types are included in KMA’s LCZ
categorisation map (LCZ A–G). To create the
final LCZ map, they were mosaicked (Fig. 16.5
and Table 16.2).

Land Surface Temperature (LST): Land sur-
face temperature refers to the land’s radiative
skin temperature as measured by solar radiation.
LST is a measurement of thermal radiation
emitted from the land surface when incoming
solar energy interacts with and warms the ground
or the canopy surface in vegetated regions
(Hofierka et al. 2020). Roofs, roads, and
buildings in urban surroundings—hard, dry

surfaces—provide less shade and moisture than
natural landscapes, contributing to higher tem-
peratures (Norton et al. 2015).

The air, surface, and soil temperatures in cities
are usually always higher than those in rural
regions. The urban heat island effect is the name
for this phenomenon (UHI). Urban regions,
where these structures are densely packed and
vegetation is scarce, create temperature islands in
comparison to outlying locations (Priyadarsini
2009). As a result, in order to comprehend the
local urban climate, the land surface temperature
was also taken into account in this study. One of
the most often used methods for retrieving land
surface temperature is the radiative transfer

Fig. 16.3 Urban expansion
and trend of urban growth in
KMA. Source Based on
NATMO series map
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equation (RTE). The following is a simplified
radiative transfer equation (Eq. 16.2):

LST ¼ BT= 1þ Lki � BT=C2ð Þ � LnðeÞð Þð Þ
ð16:2Þ

where Lki—spectral radiance (effective band
wavelength) for band I; C2—h * c/s (c is the light
speed (c = 2.9979 � 108 m/s), h is the Planck’s
constant (h = 6.6261 � 10−34 J�s), k is the
Boltzmann constant (k = 1.3806 � 10−23 J/K),
c2 = 1.4388*10–2 m K = 14,388 µm K; BT—
brightness temperature; e—emissivity.

The sensor spectral radiance and TIRS top of
atmosphere brightness temperature are required
to determine the LST from the preceding equa-
tion (Barsi et al. 2014). The images in the OLI
and TIR sensors are analysed using 32-bit
floating-point calculations, which are then
transformed into 16-bit integer values in the

Level 1 final product. The following equation
(Eq. 16.3) can be used to convert these DN
values (Qcal) to spectral radiance:

Lki ¼ ML � Qcal þAL ð16:3Þ

where Lki—effective spectral radiance for band
i (Watts/(m2 * srad * µm); ML—radiance multi-
plier rescaling factor (Table 16.3); Qcal—L1 pixel
value in DN; AL—radiance add rescaling factor
(Table 16.3).

Now, the spectral radiance of each thermal
band is utilised to convert the radiance into
brightness temperature which can be expressed
as (Eq. 16.4):

TB ¼ K2

In K1
Lki þ 1
� � ð16:4Þ

where K1 and K2 = band-specific thermal con-
version constants; BT = ambient brightness

Fig. 16.4 Built-up classification. a Building distribution, b building surface fraction. Source Prepared by authors based
on Landsat-8 data
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temperature (Table 16.3); Lki = spectral radiance
of band i.

To convert brightness temperature from Kel-
vin (K) to Celsius (°C), subtract by 273.15 with
Eq. (16.3), which can be rewritten as (Eq. 16.5):

TB ¼ K2

In K1
Lki þ 1
� �� 273:15 ð16:5Þ

The fundamental component in LST inversion
is the estimation emissivity (e). The emissivity of

Fig. 16.5 Local climate zone typology. Source The World Urban Database and Access Portal Tools
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the earth’s surface varies depending on factors
such as soil, vegetation, roughness, and viewing
angle. NDVI-based emissivity estimates,
classification-based emissivity technique, and

day/night temperature-independent spectral
indices-based approach may all be used to esti-
mate LSE for LST. In this study, the proportion
of vegetation was calculated using the NDVI-

Table 16.1 Classification
parameters and building
information by using GIS-
based method

WUDAPT built code WUDAPT built types BSF (%)

LCZ 1 Compact high-rise –

LCZ 2 Compact mid-rise 45–65

LCZ 3 Compact low-rise 45–65

LCZ 4 Open high-rise 25–45

LCZ 5 Open mid-rise –

LCZ 6 Open low-rise 25–45

LCZ 7 Lightweight low-rise –

LCZ 8 Large low-rise 20–30

LCZ 9 Sparsely built –

LCZ 10 Heavy industry < 10

Note—Particular type of building type which was not identified in the study area
Source Prepared by authors based on WUDAPT data and built-up classification

Fig. 16.6 Land-cover classification of KMA. a Initial classification, b reclassification in order to match with LCZ A–
G. Source Prepared by authors based on Landsat-8 data
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based emissivity estimation approach, which
may be written as (Eq. 16.6):

Pv ¼ NDVI� NDVImin
NDVImax� NDVImin

� �2

ð16:6Þ

where Pv is the proportion of vegetation;
NDVImin and NDVImax are the minimum and
maximum values of NDVI. Figure 16.7 shows
the calculated LST of Kolkata Metropolitan Area.

16.4.2 World Urban Database
and Access Portal Tools
(WUDAPT)

16.4.2.1 Data Source
Free remote sensing data was used in the
WUDAPT level 0 methods (Wang et al. 2018).
Landsat-8 satellite imagery was chosen as the
input image data in this work because it contains
urban structural information, such as thermal
information from Bands 10 and 11 that may be
used to categorise and map LCZs (Fig. 16.8).
They can also give 30-m-resolution images every
16 days, covering the whole globe. The pictures

can be downloaded for free from the United
States Geological Survey’s website. The most
important selection criteria for satellite photos are
to prevent cloud cover, which has an impact on
future processing and the overall quality of the
final result. After assessing the pictures’ avail-
ability and quality, the following KMA Landsat-
8 imagery was chosen (Table 16.4).

16.4.2.2 Study Plan
The study strategy is detailed below and follows
the stages for creating an LCZ map using
WUDAPT (Bechtel et al. 2015). To begin,
Landsat images was resampled from 30 to 100 m
in resolution and trimmed to match the research
region. Second, Google Earth was used to digi-
tise roughly 16 training samples (polygons) for
each LCZ class. When picking samples, the ruler
given by Google Earth was used to measure
building heights and distances between struc-
tures. According to local expertise, a total of 12
varieties of LCZs were obtained at KMA
(Fig. 16.9).

Finally, the SAGA GIS programme was used
(Böhner and MacCloy 2006). The random forest
technique was used to classify LCZs. A random

Table 16.2 Classification parameters and land-cover types by using GIS-based method

WUDAPT land-cover code WUDAPT land-cover types KMA land-cover types

LCZ A/B Dense/scattered trees Grassland, woodland, and fallow land

LCZ C Bush, scrub Plantations

LCZ D Vegetation/low plants Cropland

LCZ E Bare surface or paved Roads and all other types of built-up land

LCZ F Bare soil or sand Wetland

LCZ G Water River and all other types of water bodies

Source Prepared by authors based on WUDAPT data and land cover classification

Table 16.3 Metadata
carrying constant value for
thermal conversion

Thermal conversion constant Band 10 Band 11

K1 774.89 480.89

K2 1321.08 1201.14

Radiance multiplier (ML) 0.000334 0.000334

Radiance additive (AL) 0.01 0.01
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forest with a set of decision trees was built using
spectral information present in training samples.
The random forest classifier assigns the highest
number of nodes to each output class (Ali et al.
2021). As a result, maximum ensemble is used to
compute the output ‘q’ for an input data ‘p’.
Equation 16.7 may be used to express it:

q ¼ pð Þ ¼ max
X
k

I tð Þ
" #

ð16:7Þ

where I tð Þ is an indicator function defined as:

I tð Þ 1; t ¼0 YES0

0; t ¼0 NO0

� �

‘YES’ indicates successfully categorised LCZ
pixels in this study’s training dataset, whereas
‘NO’ indicates incorrectly classified LCZ pixels.
A random forest is a prediction model that rep-
resents a mapping between the attributes of each
LCZ class and the determined LCZ type. The
input picture may be divided into various LCZ
classes using the forest. Figure 16.10 depicts the
complete development process.

Fig. 16.7 Land surface
temperature of KMA. Source
Prepared by authors based on
Landsat-8 data
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Fig. 16.8 Specific bands used in this study. a Band 4, b band 5, c band 7 and d band 10. Source Prepared by authors
based on Landsat-8 data
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16.4.3 Accuracy Assessment

On the Google Earth platform, a manual selec-
tion of another independent group of validation
samples was used to test the accuracy. For each

LCZ class, around ten validation samples were
discovered. To test the classification accuracy of
both the GIS-based and WUDAPT techniques,
confusion matrices were produced by comparing
the predicted LCZ maps to those formed in the

Fig. 16.9 Local climate zone training samples for KMA. Source Obtained by authors from Google Earth Pro

Table 16.4 Input data for WUDAPT method

Path and raw number Image data Resolution Cloud cover

138–044 2020–04-06 30 m 0.61%

Source MTL file of Landsat-8 satellite data
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validation samples (Tables 16.5 and 16.6). In the
confusion matrix, four classification accuracy
indices were used: overall accuracy (AO), user
accuracy (AU), producer accuracy (AP), and
kappa coefficient (K). Formulas are used to
express these (Eqs. 16.8–16.11)

AU ¼ pd
P1

ð16:8Þ

AP ¼ pd
P2

ð16:9Þ

AO ¼
P

pdP
P

ð16:10Þ

K ¼ Pd � Pe

1� Pe
ð16:11Þ

where pd is the no. of pixels (correctly clas-
sified pixels) of a particular LCZ class; P1 is the
total no. of pixels claimed to be in a particular
LCZ class (predicted pixels); P2 is the total no. of
validation pixels of a certain LCZ class
(original/actual pixels);

P
P is the sum of

actual/predicted pixels, equals to
P

ref or

P
class; Pd and Pe are the correctly and pre-

dicted LCZ pixels, respectively.

16.5 Results

The GIS-based (Fig. 16.11a) and WUDAPT
(Fig. 16.11b) approaches were used to create two
LCZ maps of KMA. The WUDAPT method
identified 12 LCZ classes for KMA based on
local expert knowledge and chosen training
samples, whereas the GIS-based method revealed
11 out of 12 LCZ classes. It should be mentioned
that the WUDAPT approach discovered LCZ 8
(large low-rise). The GIS-based technique was
unable to distinguish between LCZ A (dense
trees) and LCZ B (scattered trees) due to a lack
of precise vegetation information in the obtained
datasets. When the WUDAPT and GIS-based
techniques’ accuracies are compared, the GIS-
based method’s overall accuracy is found to be
greater than the WUDAPT method’s.

Both local climate mapping approaches may
be utilised to discern the true pattern of urban

Fig. 16.10 Flowchart of the methodological application and processing. Source Prepared by authors

276 S. A. Ali et al.



morphology and land use in KMA, according to
the researchers. To begin, it should be remem-
bered that vegetation covers around 36% of the
entire land area in KMA (Fig. 16.12 NDVI).
Both approaches can identify that roughly 70%
of KMA is covered by LCZ A-E categories,
which is consistent with this (Fig. 16.11a and b).
These two techniques then determined that the

areas of constructed kinds are mostly concen-
trated in the middle region of the KMA and
gradually increase in the periphery (Figs. 16.3,
16.11a and b), which is consistent with the actual
spatial distribution of land use in the KMA. In
addition, both techniques were successful in
identifying the usual high-density locations in
KMA.

Table 16.5 Accuracy measurement of LCZ map created by GIS-based method

LCZ 2 3 4 6 8 10 A/B C D E F G
P

ref AP

2 57 3 5 1 0 2 3 1 4 3 0 3 82 0.70

3 1 34 1 2 0 2 1 3 2 4 3 1 54 0.63

4 3 3 43 0 1 1 2 2 2 4 1 7 69 0.62

6 2 0 9 94 2 1 0 3 4 2 4 1 122 0.77

8 4 3 2 1 88 4 3 3 2 1 1 0 112 0.79

10 1 4 3 3 3 65 1 0 0 2 2 3 87 0.75

A/B 0 3 0 2 3 2 96 4 3 3 3 1 120 0.80

C 3 2 1 3 2 3 0 86 1 3 0 3 107 0.80

D 0 0 2 0 4 1 3 2 48 1 0 0 61 0.79

E 2 0 3 2 1 7 2 0 4 91 2 3 117 0.78

F 1 4 6 2 0 6 3 1 2 3 85 4 117 0.73

G 3 3 2 3 5 2 0 4 5 9 2 73 111 0.66P
class 77 59 77 113 109 96 114 109 77 126 103 99 1159

AU 0.74 0.58 0.56 0.83 0.81 0.68 0.84 0.79 0.62 0.72 0.83 0.74 AO = 0.74

Table 16.6 Accuracy measurement of LCZ map created by WUDAPT method

LCZ 2 3 4 6 8 10 A/B C D E F G
P

ref AP

2 65 2 4 0 3 1 1 1 5 2 3 4 91 0.71

3 2 37 1 3 1 2 2 4 1 3 1 8 65 0.57

4 4 3 54 0 1 3 2 2 2 5 2 0 78 0.69

6 2 0 9 56 2 1 0 6 3 1 2 2 84 0.67

8 1 3 2 1 67 5 6 2 2 3 2 1 95 0.71

10 3 2 3 3 4 61 1 0 1 1 1 4 84 0.73

A/B 2 3 0 2 3 2 83 3 0 2 2 1 103 0.81

C 3 1 1 3 2 3 0 77 2 6 1 2 101 0.76

D 0 7 2 0 0 1 5 3 48 1 2 1 70 0.69

E 2 6 3 2 0 7 1 2 6 78 0 5 112 0.70

F 2 2 6 2 4 6 2 4 7 2 81 4 122 0.66

G 4 3 2 3 3 2 6 1 0 0 3 69 96 0.72P
class 90 69 87 75 90 94 109 105 77 104 100 101 1101

AU 0.72 0.54 0.62 0.75 0.74 0.65 0.76 0.73 0.62 0.75 0.81 0.68 AO = 0.70

Source Prepared by authors
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According to the accuracy tests, both
approaches obtained an overall accuracy of
greater than 70%. The GIS-based method’s
overall classification accuracy was 0.742 (74.2%)
which is greater than the WUDAPT methods, i.e.
0.704 (70.4%). Built kinds are of special signif-
icance in this study since KMA is a typical high-
density high-rise metropolis with limited land
resources. The most common construction types
in KMA are LCZs 2, 3, 4, and 6. The GIS-based
technique outperformed WUDAPT in terms of
the accuracy of LCZs 2, 3, 4, and 6, taking both
AU and AP into account. The GIS-based tech-
nique distinguishes LCZs 2, 3, 4, and 6 with
more precision than the WUDAPT method.

The poor accuracy of the WUDAPT tech-
nique, notably in LCZs 1–10, can be explained as
follows. The intricate urban morphology of
KMA is one of the reasons. KMA’s developable
land resources are limited due to its dense pop-
ulation. In metropolitan locations, high-density

high-rise building and multiple intensive land use
are widely used to optimise growth potential and
developers’ profits. Different forms of land use—
commercial, residential, and other sorts—are
combined, as are structures of various heights
and coverage ratios. KMA’s urban fabric is
densely mixed as a result. LCZ categorisation, on
the other hand, simplifies the complex and
uneven urban fabric by categorising one region
as a dominating LCZ type. As a result, misclas-
sification is most common in constructed types.
The GIS-based method is more accurate because
it uses actual building data to accurately specify
the parameters of LCZs 1–10, whereas the
WUDAPT method relies heavily on the amount
and quality of training samples, as well as remote
sensing images and local urban morphological
features. Apart from its higher overall accuracy,
the GIS-based technique recognises specific LCZ
classes with reasonable accuracies, according to
both user and producer accuracy.

Fig. 16.11 Local climate zone map of KMA using a GIS-based method, b WUDAPT method. Source Prepared by
authors
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16.6 Discussion

Due to KMA’s unique high-density and intricate
urban geography, the WUDAPT methodology has
lower overall accuracy than the GIS-based method.
It is tough to represent the differences between
LCZs 1–10 using WUDAPT. Furthermore, due to
lack of building height information in the Landsat
images, the WUDAPT technique provides less
precision. Xu et al. (2017) used WUDAPT to
assess the classification accuracy of the LCZ map
in Guangzhou, finding that the overall accuracy of
LCZs 1–10 in Guangzhou is around 60%.

The LCZ concept is based on the simplifica-
tion and generalisation of built types and land-
cover types in a number of locations, none of
which are densely populated high-rise cities
(Stewart 2011). It is based on broad information
than local experience, particularly relevant when
characterising the LCZ classes in locations with
distinct urban morphologies, such as the Kolkata
Metropolitan Area. As a result, using the generic
LCZ idea for LCZ mapping in the Kolkata
Metropolitan Area deprived of building infor-
mation result in low accuracy. Additional
explanation for the WUDAPT method’s
decreased accuracy might be because of this.

Fig. 16.12 Vegetation
covers over Kolkata
metropolitan area. Source
Prepared by authors using
Landsat-8 satellite data
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The WUDAPT method’s present poor accu-
racies in LCZ constructed types match findings
from prior research such as Guangzhou, Shang-
hai, and Hangzhou in China and San Francisco in
the United States (Xu, et al. 2017; Cai et al.
2018; Wang et al. 2018). On the one hand, using
high-resolution remote sensing images or con-
ducting remote sensing image fusion can
improve the quality of LCZ classification and
mapping output in future; on the other hand,
subclasses of built types of LCZ should be con-
sidered to capture the variation of each LCZ in
high-density urban areas.

The findings of both approaches as input data
for the Weather Research and Forecasting
(WRF) model are discussed here in order to
evaluate their use. The default input land-use
data in WRF is MODIS data with a 23-category
land-use type created by the US Geological
Survey (USGS). Recent research, on the other
hand, has attempted to analyse the roughness
issue in metropolitan areas at three levels: high,
medium, and low (Arnfield 2003; Ren et al.
2016). To fulfil this default land-use classifica-
tion, LCZ classes were aggregated. As a result,
construct types were reclassified to indicate
roughness levels of high, medium, and low. The
accuracy evaluation technique was carried out
using the same set of validation samples as were
utilised for accuracy assessment. After cate-
gorising the initial 10 construction kinds into
high, mid, and low urban types, the WUDAPT
approach obtains improved overall accuracy of
input data over urban classes. This means that
when WUDAPT level 0 data is aggregated from
100 m resolution to 1 km resolution, accuracy
improves. WUDAPT level 0 data can be used as
input data for the WRF model when GIS data is
unavailable.

16.7 Conclusion

The use of a local climate zone to investigate
urban form and its influence on local temperature
is one of the commonly used international stan-
dard practises. The two most common approa-
ches for classifying and mapping LCZs are GIS-

based and WUDAPT. The current study exam-
ined the performance and accuracy of both
approaches in the Kolkata Metropolitan Area’s
high-density complex urban regions. Although
the GIS-based approach has a higher accuracy
than WUDAPT, the broad geographical patterns
of distinct LCZ classes in these two LCZ maps
are both accurate in the Kolkata Metropolitan
Area. The study’s findings reveal that the LCZ
system’s application and technique are simple;
however, there are a few restrictions to be aware
of. WUDAPT’s benefits of publicly available
data, simple approach, and appropriate precision
for application will be advantageous to
researchers, especially in poor countries and
regions where GIS data is either unavailable or
incomplete. Researchers interested in LCZ cate-
gorisation and work for urban areas can use the
findings on appropriateness and limitations of
both approaches as a reference. Local planners
and designers may also use the results of urban
morphology analysis to gain an enhanced
knowledge of urban morphological traits in
highly dense urban regions. They may also be
able to aid them with their new research work.
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17Air Pollutants-Induced
Environmental Critical Zones
in Capital City of India
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Abstract

Changing land use/cover (LULC) is the most
visible and immediate consequences of urban-
ization on the environment, leading to changes
in temperature, microclimate, air quality, bio-
diversity loss, and, most crucially, diminished
quality of life. The aim of the chapter is to
inform about the environmental critical zones
of India's capital city on the basis of Normal-
ized Difference Vegetation Index (NDVI) and
the criterion air pollutants (PM2.5, PM10, SO2,
and NO2) during different seasons. The chapter
informs the effects of urbanization on NDVI
and its relationships with air quality and LST.
The criterion air pollution statistics were

obtained from ground-based observations,
and the NDVI was taken from a Landsat
satellite image. Using the interpolation tech-
nique Kriging, air quality maps were prepared
to determine trends in air pollution in Delhi.
Environmentally critical zones of Delhi were
identified using a deductive index. The quality
of the environment is quite bad during the
winter (JF) season when compared with other
seasons. The eastern, western, northern, and
central districts of Delhi look to be under high
criticality, according to this analysis. The
southern district of Delhi, on the other hand,
has the largest green cover and is able to
maintain a high level of environmental quality,
which can be ascribed to the preservation of
forest areas and ongoing afforestation efforts
by municipal governments. Identification of
key zones based using integration of remote
sensing inputs and accurate field data adds new
dimensions to city planners’ and decision-
makers’ efforts to plan for sustainable devel-
opment. Such information also guides the
master plan of the city and urban development
policy making in the city. The demonstrated
approach can be used in other cities in the
tropical countries in particular and global cities
as large.
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17.1 Introduction

Urbanization is a spatially and temporally scaled
physical and socioeconomic process that con-
verts a rural area into an urban one (Thapa and
Murayama 2010). Natural and semi-natural sur-
faces become impermeable during this phase (Li
and Weng 2007; Taubenböck et al. 2009; Li and
Weng 2007). From 224 million in 1900 to 2.9
billion in 1999, the world’s urban population has
grown more than tenfold in the last century
(Alberti et al. 2007). According to the United
Nations (UN) since 2007, more than half of the
world's population has lived in cities. This urban
population of the globe is predicted to grow by
over 2 billion in the next 30 years. In Asia, the
trend is similar, with China and India being the
most concerning. The UN reports than a third of
India's population now lives in cities, with that
number expected to rise to more than half by
2050 (United Nations 2014). As a result, the
urban population would outnumber the rural
population.

The Delhi agglomeration now has a popula-
tion of 26.5 million people, second only to
Tokyo, and is expected to grow to 36 million by
2030 (United Nations 2018). The urbanization
supports regional economic growth and improves
living standards; it creates work opportunities in
industries and agriculture, among other things
(WHO 2010). However, the implications are
reduced plant cover, air quality, water quality,
soil fertility, and enhanced land use land cover
(LULC) changes, land fragmentation, and other
natural phenomena that contribute to major eco-
logical and environmental deterioration (Liang
and Weng 2011; Senanayake et al. 2013b; Zhou
et al. 2004). It also causes environmental issues
such as industrial waste dispersion, increased
traffic, and pollution (Cui and Shi 2012). Health
and human comfort suffer as a result of these
effects (EPA 2008).

The quality of the environment has a signifi-
cant impact on people's quality of life. There are
direct links between the quality of life and basic
environmental factors like air, water, and land
surface (Banzhaf et al. 2014). Environmental

quality in cities is a complicated variable that
changes through time and space (Nichol and
Wong 2006). It has a significant impact on
quality of life, which is why it is regarded as a
tried-and-true multi-dimensional indicator for
urban research and planning (Moore et al. 2006).
In the recent studies (Fernández and Wu 2018;
Musse et al. 2018), socioeconomic data has been
used to calculate urban environmental quality
(UEQ) (Joseph et al. 2014), and others have
employed geo-hazard potential for UEQ analysis
(Liu et al. 2017). Liu et al. (2017b) have looked
at the spatial patterns and factors that influence
UEQ in China's hilly cities. The researchers
discovered that pollution and a dense built
environment have a considerable impact on the
UEQ. Several studies have been carried out to
assess UEQ based on factors such as air pollu-
tion, temperature, vegetation, impervious sur-
face, population density, and accessibility to
pollution-affected areas (Bonaiuto et al. 2015;
Marans 2003; Joseph et al. 2014). Other indices
for evaluating UEQ have been proposed, ranging
from public health and energy efficiency to haz-
ard vulnerability (Chrysoulakis et al. 2014).
Physical settings as well as social and personal
views are all key components of UEQ (Banzhaf
et al. 2014). The study's goal was to uncover
characteristics that influence the effective con-
struction of green spaces rather than to define and
characterize urban green space (Arunadeepa
2007). On the basis of urban green spaces, air
quality and population density, Colombo Fort,
Sri Lanka's economic hub, has the worst envi-
ronmental quality, whereas residential divisions
located outside of the city centre have superior
environmental quality (Senanayake et al. 2013b).
Similarly, the spatial extent of LST and the
vegetation cover intensity revealed that LST and
vegetation cover are inversely proportional when
identifying crucial locations (Senanayakeet al.
2013a). With the help of geospatial dataset, the
chapter focuses on UEQ in terms of environ-
mentally sensitive zones. The most influential
indicators for UEQ mapping and modelling are
air quality and vegetation cover (Javanbakht
et al. 2021). Urban planning projects that use
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these methods effectively can take the necessary
corrective actions to lessen the adverse effects of
poor air quality.

The problem of air pollution in developing
countries, which is exacerbated by urbanization,
is complicated by interactions between regional
and local sources (Kumar et al. 2016). Vehicles,
coal-fired power plants, electricity generation,
construction and road dust, waste burning, and
household use are among the most common
anthropogenic emissions, all of which have an
impact on the environment's quality (Sharma
et al. 2016; Cui and Shi 2012). The Delhi gov-
ernment attempted to control pollution in the
early 2000s by introducing compressed natural
gas (CNG) and closing industries (Goyal and
Sidhartha 2003). According to the World Health
Organization (WHO), approximately 4.2 million
people have died as a result of health issues
caused by air pollution (WHO 2020). Air quality
data from recent years has been quite alarming,
revealing that 97% of cities around the world
have failed to meet WHO air quality guidelines
(WHO 2018). The deterioration of air quality in
urban areas is closely linked to changes in land
use (Zahariet al. 2016). Due to growing human
environmental intervention, the bulk of the
world’s landscapes have changed. There are
tremendous pressures on the environment and its
components as a result of rapid urbanization,
with a particular emphasis on LULC. In general,
land use refers to how much land is used for
things like houses, industry, agriculture, planta-
tions, and water bodies, whereas land cover
refers to the rocks, vegetation, and structures that
make up the surface (Lillesand et al. 2015).
The LULC change analysis documents changes
such as loss of vegetation, increased built-up, and
open space (Ng et al. 2012), but it also affects the
local environment and climate by influencing a
variety of biological and physical factors. Air
quality and LST are two of the most studied
biophysical parameters that depict the urban
environment and its health. Land-use changes
have a strong association with air quality because
of the impacts of the dispersion of air pollutants
released from many types of sources that are
reliant on land-use activities (Halim et al. 2020).

Remote sensing is crucial in the study of
urban dynamics and urban greening in urban
areas. Remote sensing is a method of gathering
data using a space or airborne sensor without
coming into physical contact with the object
(Seto and Christensen 2013). The GIS is used to
aid in the analysis and processing of remote
sensing data and information. Because they are
cost-effective while providing wide range of
spatial resolutions for answering questions rela-
ted to thematic disciplines, both remote sensing
and GIS are used in a number of urban studies,
mapping and monitoring, and change detection
applications. The localities in any city can be
classified as locations that support quality of life
and urban sustainability by combining data from
remote sensing (NDVI, LST, and others) with
field measurements of environmental conditions
(such as air pollution). The interpolation tech-
niques, namely Inverse Distance Weighted,
Kriging, Natural Neighbour, Spline, can be used
to create map of air quality distribution using
point data. Negative correlation exists between
the LST and the Normalized Difference Plants
Index (NDVI), which measures the health of the
vegetation (Kumar et al. 2012). The environ-
mental, social, aesthetic, economic, and resident
health of humans are all regulated by vegetation
cover in urban areas (Nowak et al. 1994). It can
have a positive impact on the human psyche by
reducing stress, increasing economic benefits,
and promoting healthy living by increasing
property demand and promoting tourism.
Ecosystem services are the benefits provided by
vegetation (Costanza et al. 1997). As a result,
vegetation provides a diverse set of provisioning,
regulatory, supporting, and cultural ecosystem
services that are critical to maintaining urban
quality and sustainability (Wolch et al. 2014).

India is an urbanizing country with a high
concentration of people migrating to Delhi, the
capital city, for economic and professional
opportunities. Rapid urbanization has taken place
due to the inflow of people at the loss of open
space and forest cover. In the recent decades,
such changes have aided in the maintenance of
high levels of air pollution. Several studies on air
quality in India's capital city have been
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conducted (Kumar and Goyal 2011; Liu et al.
2018; Mohan annd Kandya 2007; Tiwari et al.
2012). However, there has been less research in
combining air quality data with vegetation cover
to determine criticality. Knowing these facts
about Delhi, the current study realized the
importance of combining data and information
from other sources, such as consistent data col-
lected on air pollution, to better understand the
environmental quality associated with increased
air pollution and decreased vegetation cover.
This chapter emphasizes on three subcompo-
nents: (1) understanding the spatiotemporal dis-
tribution of air quality, (2) understanding the
distribution of environmental quality and imple-
menting environmental critical zones across
seasons, and (3) identifying the proximate drivers
of environmental critical zones in capital city of
India.

17.2 Material and Methods

17.2.1 Study Site

This study was conducted in the capital of India,
Delhi, which encompasses an area of 1484 km2.
With 1.68 crore inhabitants and a high popula-
tion density (11,297 persons/km2), Delhi is the
world's second largest megacity and India’s lar-
gest urban agglomeration, according to the 2021
Census of India. At an altitude of 198–220 m,
this megacity is located on an alluvial plain in the
Indo-Gangetic area. This area has a semi-arid
climate with four distinct seasons and significant
wet and dry spells, as well as hot and cold spells:
There are four seasons: pre-monsoon/summer
(March–May), monsoon (June–September), post-
monsoon (October–November), and winter
(December to February) (December to February).
The yearly rainfall ranges from 400 to 600 mm.
The Yamuna floodplains and the Aravalli hill
range terminal segment are two of Delhi's most
peculiar physical characteristics. The temperature
in the summer is from 42 to 48 °C, while the
temperature in the winter is between 4 and 10 °C.
This region has widespread fog and smog pol-
lution during the winter, which significantly

hinders regular economic activity. Because it is
considered to be both India's and the world’s
most polluted metropolis, the area is given pri-
ority when it comes to addressing urban air
pollution. When discussing improving air quality
for any occurrence, the name of this city almost
immediately comes to mind. The current research
region is depicted in Fig. 17.1, which contains 34
Central Pollution Control Board (CPCB) opera-
tional air quality monitoring stations from which
data was collected. Delhi is the country’s eco-
nomic hub, attracting people from all around the
country and resulting in urban sprawl. Urban
sprawl alters the LULC and vegetation, as well as
indirectly affecting climatic phenomena such as
rainfall, temperature, wind direction, and atmo-
spheric turbulence, affecting those who live
nearby. Despite being the country’s capital, the
city lacks adequate urban planning and natural
resource management. This is necessary for
quality of life to be maintained. This research
aims to document and report on the city’s
urbanization, vegetation, and environmental
condition.

17.2.2 Data Sources
and Pre-Processing

The satellite data was obtained in Geo-Tagged
Image Fast Format (GeoTIFF) (level 1 product)
with Universal Transverse Mercator (UTM) pro-
jection and World Geodetic System (WGS 84)
datum for the year 2018 from the United States
Geological Survey (USGS) website (www.usgs.
gov). The criterion air pollution statistics were
obtained through personal conversation and the
Delhi Pollution Control Committee (DPCC)
website (www.dpcc.delhigovt.nic.in). Particulate
matter (PM2.5, PM10), sulphur dioxide (SO2), and
nitrogen dioxide (NO2) are the most common air
pollutants in urban environment. To determine
the trend of air pollution in Delhi at a seasonal
level, air quality maps were created for several
criterion pollutants. Erdas Imagine was used for
satellite data pre-processing. ArcGIS was used
for other spatial database development and
interpolation. For the criterion pollutants,
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Analytic Hierarchy Process (AHP) was also used
as a decision-making tool.

17.2.3 Estimation of NDVI

The red and infrared bands of Landsat data from
the year 2018 were used to calculate NDVI. It is
a measurement of the quantity of vegetation on
the surface. It is mostly related to vegetation
health, as healthy vegetation reflects very effec-
tively in the near-infrared portion of the spec-
trum, whereas poor vegetation reflects more
visible (red) radiation and less near-infrared
radiation. Because chlorophyll plays the signifi-
cant role in interaction of vegetation with these

two bands, the ratio of the NIR and red bands is
employed in the computation (Bindi et al. 2009).
To accommodate for changes in illumination and
surface slope, the value is then normalized to −1
to +1.

NDVI ¼ NIR� Redð Þ= NIRþRedð Þ

where Red = DN values from the red band,
NIR = DN values from near-infrared band.

17.2.4 Estimation of LST

The thermal band of Landsat data was used to
compute the land surface temperature. LST is

Fig. 17.1 Administrative unit and air quality monitoring stations of NCT Delhi
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calculated in six steps, which are outlined in the
following paragraphs (Table 17.1).

17.2.5 Air Quality Mapping
and Statistical Analysis

Particulate matter (PM2.5, PM10), sulphur dioxide
(SO2), and nitrogen dioxide (NO2) are the most
common air pollutants in urban environments.
Air quality maps for multiple criteria pollutants
were created at the seasonal level to identify
patterns in air pollution in Delhi. The criterion
pollutants data from twenty-three Delhi moni-
toring stations was used for this. Four seasons
(i) pre-monsoon (MAM), (ii) monsoon (JJAS),
(iii) post-monsoon (OND), and (iv) winter
(JF) were chosen for analysis based on the IMD
classification. To create the air quality map for
Delhi, the mapping was done using an interpo-
lation technique called ‘Kriging’ and Gaussian
model in ArcGIS software. Each pollutant had its
own map, as well as one for each season.

Furthermore, using the Pearson correlation
coefficient, a correlation analysis was performed
among NDVI (max, mean), LST, and the

criterion pollutants (NO2, SO2, PM10, and PM2.5)
used. The Pearson correlation coefficient, which
ranges from −1 to +1, is used to quantify the
strength of the relationship between two vari-
ables and their affiliation with each other.

17.2.6 Environmental Critical Zones

The factors that contribute to the decline of
Delhi's environmental quality were measured
using a deductive indexing approach. Environ-
mental quality is measured in terms of air quality
and vegetation, with low environmental quality
resulting from places with high levels of air
pollution and less vegetation. Using this
approach, it is feasible to conduct a quantitative
investigation in Delhi and identify ecologically
sensitive zones with poor environmental quality.

By dividing the NDVI mean of every season
by each of the contaminants, deductive indexing
was performed. Using AHP, all contaminants
were combined into one map, and then all sea-
sons were combined into annual composite map
to determine environmentally critical zones
(Fig. 17.2). AHP breaks down issues into their

Table 17.1 LST extraction mandatory steps

Steps Details

First step—Conversion of digital number of the image to
spectral radiance
Lk ¼ ML� Qcal þAL

Where Lk = TOA spectral radiance (W/(m2/sr/lm)),
ML ¼ radiance multiplicative band no:ð Þ,
AL ¼ radiance add band no:ð Þ,
Qcal ¼ quantized and calibrated standard product pixel values DNð Þ

Second step—Conversion of spectral radiance to top of
atmosphere brightness temperature. The values of K1 and
K2 are given
BT ¼ K2=InðK1=ðLk þ 1ÞÞ � 272:15

Where BT ¼ top of atmosphere brightness temperature �Cð Þ,
Lk ¼ TOA spectral radiance Watts= m2=sr=lmð Þð Þ,
K1 ¼ K1 constant band no:ð Þ, K2 ¼ K2 constant band no:ð Þ

Third step—Normalized Difference Vegetation Index
(NDVI) calculation
NDVI ¼ NIR� Redð Þ= NIRþRedð Þ

Where Red ¼ DN values from the red band,
NIR ¼ DN values from near� infrared band

Fourth step—Calculation of proportion of vegetation
(PV) that contributes to increase the temperature

PV ¼ NDVI� NDVIminð Þ= NDVImax þNDVIminð Þ½ �2

Where PV ¼ proportion of vegetation,
NDVI ¼ DN values from NDVI image,
NDVImin ¼ minimum DN values from NDVI image,
NDVImax ¼ maximum DN values from NDVI image

Fifth step—Calculation of emissivity (E)
E ¼ 0:004� PVþ 0:986

Where E ¼ land surface emissivity, PV ¼ proportion of vegetation

Sixth step—Calculation of land surface temperature (LST)
LST ¼ BT=1ð ÞþW � BT=14380ð Þ � ln Eð Þ

Where BT ¼ top of atmosphere brightness temperature �Cð Þ,
W ¼ wavelength of emitted radiance, E ¼ land surface emissivity
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constituent parts, identifies decision-makers’
priorities based on their subjective assessments
of the topic, and allows for the creation of a
structure in a hierarchical manner based on these
preferences (Saaty 1987). The qualifying pollu-
tants were assigned weightage depending on
their consequences using this technique, such as
SO2 > PM2.5 > PM10 > NO2. These indices
were calculated using raster techniques, and the
outcomes were graphically represented. Low
index values, as per this index method, indicate
extremely critical zones with poor quality of the
environment, making them less appropriate for
human settlement based on air quality and veg-
etation. High index values, on the other hand,
indicate zones with no critical issues with ade-
quate quality of the environment that are appro-
priate for human settlement.

17.3 Results

17.3.1 Season Specific Spatial
Concentration of Criteria
Pollutants

Mapping distribution of concentration of pollu-
tants in any city is of importance to environ-
mental managers and city planning. For

examples, for Delhi, Fig. 17.3 illustrates the
spatial concentration of the criteria pollutants
(PM10, NO2, PM2.5, and SO2) in India’s capital
city throughout the year. Seasonal fluctuation is
readily visible in Fig. 17.3. The highest concen-
trations of all the criteria pollutants are seen
during the post-monsoon (OND) and winter
(JF) seasons. One of the main reasons for such
increases in concentration in NCT Delhi is crop
residue burning (Kumar et al. 2020; Laskar et al.
2020) and the atmospheric inversion process.
Throughout the year, PM10 levels range from
88.4 to 531.7 g/m3, with the highest concentra-
tions in the western and northern parts of Delhi.
The average concentrations are 284.06, 164.4,
344.5, and 363.1 lg/m3 for pre-monsoon
(MAM), monsoon (JJAS), post-monsoon
(OND), and winter (JF), respectively (Fig. 17.3
a–d). The permissible limit of 100 lg/m3 speci-
fied by the CPCB in 2015 has exceeded in all
seasons. This permitted maximum is only 5.6%
in the monsoon and 2% in the post-monsoon.
Apart from that, all the seasons and every part of
Delhi have reached this maximum. PM2.5 is
subjected to a similar situation, with the highest
concentrations in the northwest, northeast, west,
and north districts of Delhi throughout the year.
The average concentration of PM2.5 is 99.6 (pre-
monsoon), 49.4 (monsoon), 195.5 (post-

Fig. 17.2 Methodological flowchart of the study
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monsoon), and 205.8 (winter) lg/m3 (Fig. 17.3
e–h); except monsoon, all the seasons have
exceeded the permissible limit (60 lg/m3, CPCB
2015). The Delhi area is one of the India's
fastest-developing cities and is known for being
dusty due to construction activity. A regional
climatic factor in combination with the operation
of a few coal-based industries and biomass
burning may also be the cause of the high PM10

and PM2.5 concentrations. The eastern and cen-
tral areas of Delhi have the highest NO2 con-
centrations throughout the year. NO2

concentrations remained increasing throughout
the year and over the permitted limit since it is

mostly released by traffic, manufacturing, and
power plants (80 lg/m3, CPCB 2015). Consid-
ering Delhi is landlocked in Northern India, SO2

concentrations have never exceeded the allowed
permissible limit. However, shipping activities
account for the majority of SO2 emissions. The
northwest and southwest districts of Delhi have
high SO2 levels during the pre-monsoon and
post-monsoon seasons, whereas the southwest
district experiences high SO2 levels throughout
the monsoon and winter seasons. According to
Fig. 17.3, the concentrations and dispersion of
pollution are the highest in the winter and the
lowest in the monsoon.

Fig. 17.3 Season-specific spatial concentration of criteria pollutants
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17.3.2 Relationship Among Criteria
Pollutant, NDVI, and LST

Most of the times, the distribution of pollutants is
attributed to vegetation cover and the ambient
temperature in the city. Figure 17.4 shows the
relationship among NDVI (max, mean), LST, and
the study's criterion pollutants (NO2, SO2, PM10,
and PM2.5). NDVI (mean, max) and LST have a
negative connection across seasons, according to

the results. In the majority of seasons, there is a
link between NDVImean and the criterion pollu-
tants. NDVImean (0.99) and NDVImax (0.99) have
a substantial positive association across seasons.
During the winter (−0.61) and monsoon (−0.60)
seasons, NDVImean and NDVImax have a high
negative correlation with LST. In the pre-
monsoon (−0.53) season, LST has a substantial
negative correlation with NO2. In the pre-
monsoon (−0.36) season, NO2 is inversely

Fig. 17.4 Correlation among NDVI (max, mean), LST, and the criteria pollutants (PM2.5, PM10, SO2, and NO2)—(a- pre-
monsoon (MAM), b- monsoon (JJAS), c- post-monsoon (OND), and d- winter (JF))
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connected with PM2.5, whereas in the monsoon
(0.46) season, it is favourably correlated with
PM10. In the monsoon, SO2 is strongly associ-
ated with PM2.5 (0.49). During the winter (0.80)
and pre-monsoon (0.79) seasons, PM10 has a
high positive connection with PM2.5.

17.3.3 Seasonal and Annual Status
of Environmental Critical
Zones (ECZ)

Environmental critical zones are defined based
on the decline of environmental quality. The state
of the environmental quality is divided into five
crucial zones: extremely high, extremely high,
extremely high, extremely low, and extremely
low. Figure 17.5 shows four maps of environ-
mental quality in India's capital city for each
season in 2018: pre-monsoon (MAM), monsoon
(JJAS), post-monsoon (OND), and winter (JF).
Since pollution levels vary seasonally, seasonal
variation in environmental quality is extremely
noticeable. According to the findings, environ-
mental quality is lower in the northern, central,
and eastern districts of Delhi during the pre-
monsoon (MAM) season (Fig. 17.5a). The
extremely high and high-critical zone categories
cover around 46.86% of the land. Only 6.14% of
the land has excellent environmental conditions,
though. In comparison to all other seasons, the
monsoon (JJAS) season has the best environ-
mental quality (40.57% of the area in the low and
very low categories), as it receives the most
rainfall (80%). As a result, the particulate matter
concentration is relatively low during this season.
During the post-monsoon (OND) season, envi-
ronmental quality is very poor in the eastern,
western, and central districts of Delhi. In this
season, 36.97% of the area falls under the high
and very high-critical zones category. When
compared to other seasons, the winter (JF) season
has the worst environmental quality in the city,
with the exception of rural population-dominated
agricultural areas in the south and northwest
districts of Delhi. About 26.33% of the area is
under the very high critical zone, and 32.10% of
the area is high critical, which means 58.43% of

Delhi has a critical environmental status. It is
quite alarming that most parts of the city are in
critical zones during this season.

Figure 17.6 depicts the annual status of
environmental critical zones of India's capital
city. The environmental quality status for the
entire year of 2018 has been determined by
combining all of the seasons. The very high and
high critical zones account for 38.26% of the
total, with good environmental quality account-
ing for 17.16% of the study area. Delhi's eastern,
northern, western, and central districts appear to
be quite vulnerable. The southern districts of
Delhi, on the other hand, look to be in a low-
crisis zone.

17.3.4 Proximate Drivers
of Environmental Critical
Zones

According to previous works reported in similar
context, green and blue spaces have the ability to
distribute mitigating effects throughout the sur-
rounding environment, whereas grey spaces have
an exacerbating influence on environmental
degradation. Buffer analysis was used to deter-
mine the mitigation or exacerbation gradient with
distance from green, blue, and grey zones in
order to quantify this theoretical idea. Open-
StreetMap (OSM) data was used to create maps
of green, blue, and grey areas. From these sites,
three successive buffers of 30 m, 60 m, and 90 m
were established. The green, grey, and blue
regions of the Delhi region are depicted in
Fig. 17.7. The findings of the study to the miti-
gating effect of blue spaces are summarized in
Table 17.2. The very high ECZ area was found to
be reduced in the 30 m buffer (7.22%), growing
in the 60 m buffer (22.33%), and finally
increasing in the 90 m buffer (28.32%). Less-
critical zone or good environmental quality, on
the other hand, had the highest share (20.27%) in
the nearest buffer and the lowest in the outermost
buffer (14.6%). This buffer analysis clearly
shows the gradient of critical status and the
mitigation effect of blue areas. Similarly, the
same outcome has been observed in green places
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(Table 17.2). Extremely important zones feature
30 m, 60 m, and 90 m buffer zones of green
patches with 10.36%, 22.13%, and 26.68% of
area, respectively. Grey spaces have been sub-
jected to an inverse state, which has exacerbated
environmental degradation. Critical zones are
higher as you go closer to grey spaces. In the

presence of very high ECZ, 31.21% of the land is
covered by grey space buffer zones of 30 m, with
28.11% and 21.01% shares for 60 m and 90 m,
respectively. Very low critical zones, on the other
hand, account for 8.24%, 14.17%, and 19% of
the area beneath the 30 m, 60 m, and 90 m
buffers, respectively.

Fig. 17.5 Season-specific environmental critical zones (a- pre-monsoon (MAM), b- monsoon (JJAS), c- post-
monsoon (OND), and d- winter (JF))
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17.4 Discussion

The chapter demonstrates use of satellite remote
sensing images-derived temporal NDVI and LST
information and criterion air pollutants data
obtained from the DPCC website. The NDVI
datasets can be used as proxy metrics to identify
environmental critical zones (Senanayake et al.
2013a, b). This work uses seasonal distribution

of air quality in Delhi utilizing criterion pollu-
tants (PM10, NO2, PM2.5, and SO2) in 2018.
Pollutant concentrations and distribution were
found to be extremely high during the winter
season due to a decrease in mixing height, slow
wind speed, and other climatic conditions (Choi
and Souri 2015; İm et al. 2006). Stubble burning
in agricultural areas from Punjab and Haryana
during the winter season is a significant source of
air pollution in Delhi (Tiwari et al. 2012). During

Fig. 17.6 Annual scenario of
environmental critical zones

Fig. 17.7 Green, grey, and blue spaces of Delhi
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the monsoon season, the concentration and dis-
persion of pollutants are very low because tur-
bulence, strong winds, and a large amount of
rainfall play an important role in reducing the
concentration of pollutants in the atmosphere via
wet deposition (Sehgal et al. 2016). The chapter
demonstrates the relationship between NDVI
(maximum, mean), LST, and the pollutants under
consideration (NO2, SO2, PM10, and PM2.5) in
2018. NDVI (max, mean) and LST have a negative
connection across seasons. Similar findings were
reported by many researchers including Kumar
et al. 2012, who discovered that minimum tem-
peratures are higher in places with increased
vegetation cover in Andhra Pradesh's quickly
urbanized Vijayawada. LST has a strong nega-
tive correlation with NO2 during the pre-

monsoon season because when the ground tem-
perature rises during the pre-monsoon and mid-
day, the vertical mixing height rises as well,
reducing the concentration of NO2 in the low-
altitude atmosphere (Wang et al. 2020). The fact
that SO2 and NO2 are positively linked with
particulate matter (PM10, PM2.5) during the
monsoon season could be attributed to the tur-
bulent conditions and wind-blown dust. Because
of long-distance transit and substantial biomass
burning, PM10 is strongly positively associated
with PM2.5 throughout the winter and pre-
monsoon seasons (Tiwari et al. 2012; Yadav
et al. 2014).

The district-level environmental quality eval-
uation aided in addressing the asymmetry of
urban environmental quality distributions

Table 17.2 Statistical summary of buffer zones for blue, grey, and green spaces

ECZ categories Different buffer zone of blue spaces

30 m 60 m 90 m

Area in km2 Area in % Area in km2 Area in % Area in km2 Area in %

Very high 0.90 7.22 2.75 22.33 2.63 28.32

High 2.83 23.71 4.19 16.02 2.01 21.68

Moderate 2.95 24.74 5.13 25.73 1.81 19.47

Low 2.87 24.05 4.64 20.87 1.48 15.93

Very low 2.42 20.27 3.69 15.05 1.35 14.60

ECZ categories Different buffer zone of grey spaces

30 m 60 m 90 m

Area in km2 Area in % Area in km2 Area in % Area in km2 Area in %

Very high 68.57 31.21 33.69 28.11 16.70 21.01

High 56.18 25.57 26.47 22.08 16.62 20.91

Moderate 43.70 19.89 21.71 18.11 13.75 17.29

Low 33.16 15.09 21.01 17.53 17.32 21.79

Very low 18.10 8.24 16.99 14.17 15.10 19.00

ECZ categories Different buffer zone of green spaces

30 m 60 m 90 m

Area in km2 Area in % Area in km2 Area in % Area in km2 Area in %

Very high 3.82 10.36 8.95 22.13 9.77 26.68

High 8.21 22.27 10.67 26.40 8.90 24.33

Moderate 6.89 18.71 7.92 19.59 7.35 20.07

Low 9.89 26.84 7.51 18.58 5.95 16.26

Very low 8.04 21.83 5.38 13.30 4.64 12.67
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between seasons. Throughout the study period,
the environmental quality in Delhi's northern,
central, and eastern districts remained the poor-
est. The environmental quality of an urban region
declines with greater human density, decreased
vegetation cover, and increased pollutant con-
centration in the atmosphere, according to com-
mon understanding. During the pre-monsoon
(MAM) season, environmental quality is worse
in Delhi's northern, central, and eastern districts
due to high human density, minimal vegetation
cover, and thus poor air quality. During the
monsoon (JJAS) season, the environmental
quality in the northern, central, and eastern dis-
tricts of Delhi is comparatively better than during
the pre-monsoon season due to rainfall, as pol-
lutants settle down to the surface (Sehgal et al.
2016; Tiwari et al. 2012) and vegetation is
comparatively healthy. Due to high concentra-
tions of pollutants from local sources, environ-
mental quality in Delhi's eastern, western, and
central districts is poor during the post-monsoon
(OND) season (Liu et al. 2018; Yadav et al.
2014). When compared to other seasons, the
winter (JF) season has the worst environmental
quality in all parts of the city except the rural
population-dominated agricultural areas in the
south and northwest districts of Delhi as a result
of low temperature, low wind speed, decrease in
mixing height, high energy demand, and thus, the
pollutant concentration is very high in the ground
height (Choi and Souri 2015; İm et al. 2006). The
southern districts of Delhi have good environ-
mental quality because of low population den-
sity, planned urbanization, plantation, and
forested areas such as the Delhi Ridge, the San-
jay Van, Aravalli biodiversity parks, and Asola
wildlife sanctuary, which help to maintain urban
environmental quality, whereas the northwest
district, the largest district, contains 51% of
Delhi’s rural population and is occupied by
agricultural land (Sharma et al. 2020). Delhi's
eastern, northeastern, and central districts are
densely populated, highly industrialized, and
unplanned urbanized areas that ultimately dete-
riorate urban environmental quality. The increase
of built-up territory at the expense of agricultural

land has resulted in a worsening of environ-
mental quality. The quality of life for humans is
strongly influenced by environmental quality
(Wolch et al. 2014).

The study of environmental critical zones aids
in addressing the disproportionate distributions
of urban environmental quality in Delhi in 2018.
Overall, Delhi's eastern, northern, western, and
central districts are considered vital. Southern
districts, on the other hand, appear to be of low
criticality. Our findings echoed those of Sena-
nayake et al. 2013b, who identified environ-
mentally essential locations in Colombo, Sri
Lanka, based on population density, percentage
green space, and air quality. Their findings
revealed that residential areas located outside of
the city centre have higher environmental qual-
ity. Senanayake et al. 2013a, identified environ-
mental critical regions in the same region based
on LST and plant cover availability. Environ-
mental criticality is associated with metropolitan
areas that have reduced vegetation cover, which
contributes to an increase in LST. In densely
populated places, impermeable surface increases
with population density, resulting in less vege-
tative cover (Nowak and Greenfield 2012b). As a
result, the presence of vegetative cover is seen as
a measure of ecological sustainability in a city.

The results of these studies may be efficiently
employed in upcoming urban planning and
development initiatives, aswell as a foundation for
the adoption of laws and regulations by authorities
for sustainable urban development with a focus on
the environment.Municipalities, which frequently
function on a district level, might utilize suchmaps
to comprehend the current scope of the problem
and plan their future work more efficiently. The
importance of vegetation covers in preserving the
quality of life and the sustainability of cities cannot
be overstated. As a developing country, seeking
for sensible solutions is highly recommended
because resources are limited and much time
might be wasted in ineffective planning without
regard for the future. Using spatial analysis to
develop a district-level mitigation plan and
undertake afforestation programmes can be quite
advantageous.
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17.5 Conclusion

The National Capital Region's most populous
and rapidly rising metropolitan city is Delhi. The
government's recent city beautification and urban
planning projects have been instrumental in
strengthening Delhi's image as a world-class
national capital. However, Delhi is also harmed
by regional pollution, as Northern India is home
to 15 of the world’s 20 most polluted cities. The
cities around New Delhi make up the top five of
these cities. Stubble burning in agricultural areas
during the winter months is a major source of air
pollution in Delhi, emphasizing the significance
of preserving vegetation cover. As presented in
this chapter, the National Capital Region of India
has poor environmental quality in terms of veg-
etation and air quality, but residential areas
located outside of the city centre have superior
environmental quality. Rapid, unplanned urban-
ization is the primary cause of lack of vegetation,
land fragmentation, poor air quality, and a sig-
nificant urban heat island. By expanding the
number of factories, automobiles, transportation
facilities, and road networks in metropolitan
areas, rapid urbanization affects air quality. To
understand the urban environmental quality dis-
tribution, ground-level pollution data from a
huge network of monitoring sites, as well as
satellite data can be a valuable source for inter-
pretation. The identification of environmentally
sensitive zones based on such solid and accurate
data might add a new dimension to city planners’
and decision-makers’ efforts to plan for future
development. Municipal bodies that frequently
work on a district level might utilize such maps
to better grasp the current scope of an issue and
plan their future efforts.
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18Nexus Between Anthropogenic Heat
Flux and Urban Heat Island

Rajesh Sarda and Swades Pal

Abstract

An expanding pattern of energy use, high
discharge of carbon in the atmosphere, and
thermal uncomfortably in the urban area is the
emerging issue nowadays. Temperature
change and anthropogenic heat flux (AHF) es-
timation were separately done by the research-
ers; however, very little attention was paid to
exploring the nexus between AHF and urban
heat islands. The present study attempted to
monitor land surface temperature (LST), and
AHF and explore the nexus at the spatial level
by selecting the highly urbanized, industrial-
ized, and mining-dominated Asansol Durga-
pur Development Area (ADDA) of Eastern
India as a case. In the winter season, mean
LST was increased from 18.53 °C to 22.91 °C
from 1991–2000 to 2010–2019 phases. In the
summer season, the mean rate of LST rise was
0.13 °C /year. Heat island was mainly iden-
tified in the mining and built areas. Mean AHF
was increased from 39.59 to 98.86 W/m2

between 2000 and 2019. Spatial least square
regression analysis proved that the nexus

between LST and AHF was high in the heat
island-dominated areas revealing the fact that
within these very little latitudinal differences
solar irradiance is not the major factor, and
land use composition and energy footprint are
vital. The study also exhibited that green and
blue space (emission sink) can vitally reduce
the heat island effect and can play a
multi-functional role in making a resilient
urban ecosystem. Restriction in energy foot-
print and increase of carbon emission sink
sources may reduce the AHF as well as the
heat island effect.

Keywords

Land surface temperature (LST) �
Anthropogenic heat flux � Land use and land
cover � Green and blue space � Heat Island
effect

18.1 Introduction

In the last few decades, climate change emerges
as one of the most debated issues among scien-
tists as well as researchers across the world.
Since 1850, the temperature was increased each
decade at an accelerated rate (IPCC 2013). The
twenty-first-century accelerated urban growth
was reported as one of the major factors of local
climatic change. The energy footprint of the
urban sector, an increase of thermally sensitive
concrete building materials, and the loss of green
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and blue spaces within urban space have con-
fronted urban people and urban ecology with a
great challenge (Colding and Barthel 2017). The
rise of the temperature and increasing discomfort
ability are the direct consequences of this (Yang
et al. 2017). For urban health study, air temper-
ature, as well as land surface temperature (LST),
is also be considered a bio-physical parameter
(Xiao and Weng 2007), and it is one of the
important indicators for monitoring urban eco-
logical performance (Kalnay and Cai 2003).
Countless investigations accentuated that time
series examination of land surface temperature is
exceptionally vital to evaluate regional as well as
worldwide climate changes at various scales
(Khandelwal et al. 2018; Meng et al. 2018; Yu
et al. 2018a, b; Aithal et al. 2019). Among the
studies, large numbers of studies were centered
around the urban sector. Urban surface heat study
is one of the focusing contents emphasized by
many eminent scholars like Ranagalage et al.
(2017), Santamouris et al. (2017), Son et al.
(2017), Singh et al. (2017), Zhang et al. (2017),
Zhou et al. (2017), Gaur et al. (2018), Mathew
et al. (2018), Shi et al. (2018), Zhou et al. (2018),
Sejati et al. (2019), Sultana and Satyanarayana
(2020). This sort of study is not only confined to
the large metropolitan cities but also focused on
the medium and small cities (Pal and Ziaul 2017;
Mathew et al. 2018; Dissanayake et al. 2019;
Lakra and Sharma 2019). A portion of some
researchers like Zhang et al. (2016), Mushore
et al. (2017), Yang et al. (2017), and Arekhi
(2018) also tried to explain the causes of such
temperature change. Along with the change in
building materials, a good number of studies
condemned adverse changes in surface parame-
ters as a major cause of rising thermal effects in
the urban environment. Silva et al. (2018), Aithal
et al. (2019), Dhar et al. (2019), Grigoraș and
Urițescu (2019), Tafesse and Suryabhagavan
(2019), Willie et al. (2019) explained the role of
land use dynamics on surface heat. Most of the
mentioned scholars reported that declining veg-
etation cover and water cover were inversely and
concrete building materials were positively rela-
ted to temperature change. Zu et al. (2017),
Sarangi et al. (2018), Zheng et al. (2018), and

Ziaul and Pal (2018a) tried to link temperature
change with the change in aerosol concentration
and energy budget. Ziaul and Pal (2018a) docu-
mented that a high concentration of aerosol in the
lower atmosphere can enhance the temperature.
Deficit water balance can also enhance temper-
ature at the regional scale as explained by
Mahato and Pal (2018) in the Indian context.

Anthropogenic heat implies heat delivery to
the atmosphere because of human exercise. This
is one of the centering themes in the situation of
climate change explicitly in the urban area.
Decent many quantities of researchers like Kato
and Yamaguchi (2005), Zhou et al. (2012),
Zhang et al. (2013), Chakraborty et al. (2015),
Ogunjobi et al. (2018), Ziaul and Pal (2018b),
Ayanlade and Howard (2019) in most recent
twenty years highlighted in on the assessment of
heat flux from satellite imageries. In a very
general sense, it can be supposed that either one
of the methods provides the wrong result or some
of the contributing agents of heat were missed in
the calculation process. However, most of the
studies strongly reported that this type of heat is
getting increased over the progress of time.
Growing population density, high energy con-
sumption rate, industrial emission, traffic emis-
sion, emission from the mining sector, etc., are
majorly responsible for increasing heat flux. An
expanding amount of heat flux can also prolif-
erate the intensity of heat islands in the urban
areas to some extent.

In India, several studies focusing on LST and
urban heat islands were conducted; however, a
few studies were done on anthropogenic heat flux
(AHF) estimation and its effects. Chakraborty
et al. (2015), and Ziaul and Pal (2018b)
attempted to estimate anthropogenic heat in
Delhi and a medium-sized town in West Bengal.
They did not link AHF with LST in their works;
however, it is essential due to its steady rise of
energy footprint across the world in the general
and urban areas in particular.

Therefore, continuous evaluation of anthro-
pogenic heat is necessary since urban people are
already trapped by heat island effects. The pre-
vious study discretely explored time-series
changes in temperature and AHF but how far

302 R. Sarda and S. Pal



they are spatially related was not investigated.
Therefore, the present study monitored LST and
AHF and linked them spatially to know whether
AHF plays any role to promote urban heat
islands. The highly urbanized, industry, and
mining-intensive Asansol Durgapur Develop-
ment Area (ADDA) in the western part of West
Bengal was taken as a case for study.

18.2 Study Area

Asansol Durgapur Development Area, flanked by
waterway Ajay in the northern and Damodar on
the southern edge, is one of the quickest devel-
oping urban areas among the arising and arranged
urban areas in Eastern India, situated in the
western part of West Bengal. The study consists
of eight Community Development blocks, three
municipalities (Kulti, Jamuria, and Raniganj),
and two municipal corporations (Asansol and
Durgapur) covering an area of about 1603.17 km2

(Fig. 18.1). The latitudinal and longitudinal
extensions of this region are 23�2202000N to
23�5305900N and 86�4602500E to 87�2900300E.

The climate of this region is characterized by
high temperatures in summer (March–May),
heavy rainfall in the monsoon season (July to
mid-October), and dry winter (December–
February). Maximum and minimum air temper-
atures during summer and winter periods are 44 °
C and 5 °C, respectively.

Asansol Municipal Corporation and Durgapur
Municipal Corporation are two ruled urban pla-
ces inside the Asansol Durgapur Development
Area (ADDA). ADDA is a chiefly developed
industrial area in character for the most part
because of the presence of coal mining and
enormous industrial establishments. The all-out
population of this area is increased from
2,552,781 in 2001 to 2,882,031 in the 2011
Census of India. The decadal development pace
of the population is 12.90% somewhere in the
range between 2001 and 2011 (https://
censusindia.gov.in/). Over 77% of its all-out
populace (2,400,000 people) live in an urban
region. Strangely, around 88% urban populace of

the Paschim Bardhaman region dwells in ADDA
according to the 2011 statistics.

Two major steel plants (Indian Iron and Steel
Company and Steel Authority of India Limited)
are excellent ventures around the ADDA region.
Coal, iron, and steel are the primary sources of
these endeavors. Besides the steel and coal, the
locale houses other significant organizations like
Durgapur Chemicals, Durgapur Thermal Power
Station, Disergarh Power Supply, Damodar
Valley Power Corporation, etc. The comprehen-
sive incorporation of the metropolitan area and
modern district has made the region potential for
heat island influence.

18.3 Data and Methods

The ADDA area was outlined utilizing the guide
gathered from the authority site of the Asansol
Durgapur Development Authority. (https://
ADDAonline.in/). For assessing land surface
temperature (LST) and anthropogenic heat flux
(AHF) from Landsat satellite imagery (1991–
2019), which was downloaded from the USGS
site (https://earthexplorer.usgs.gov/).

18.3.1 Methods of LST Computation
from Landsat Images

Each item radiates warm electromagnetic energy as
its temperature is over zero (K). Adhering to this
rule, the LST of different objects was determined.
For calculating land surface temperature from ther-
mal image, step-by-step calculations are as follows:

The initial step is digital value (DN) convert
to spectral radiance (Lsk) with the help of
Eq. (18.1) (USGS 2016) as follows:

Lsk ¼ Lsmin k þ Lsmaxk � Lsminkð Þ
QCALmax � QCALminð Þ � QCAL

� �

ð18:1Þ

where Lsk is spectral reflectance (W
m�2sr�2lm�2), Lsmaxk and Lsmink is the maxi-
mum and minimum spectral radiances for the
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thermal band, QCAL refers the digital number
(DN) of each pixel. QCALmin denotes minimum
DN value, and QCALmax is the maximum DN
value of the concerned image.

Satellite brightness temperatures (SBT)
can be obtained from sensor-derived spectral
reflectance using Eq. (18.2) (Artis and Carnahan
1982).

Fig. 18.1 Description of the Asansol Durgapur Development Area (ADDA)
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SBT ¼ C2

ln C1

Lsk
þ 1

� � ð18:2Þ

where SBT refers to at-satellite brightness tem-
perature, Lsk is the spectral radiance of the
thermal band (W m�2sr�2lm�2), C1 and C2 are
the calibrations constant in W m�2sr�2lm�2 (for
Landsat-5 TM, C2 = 1260.56, C1 = 607.76 sep-
arately), and value of C2 and C1 gave in the
metadata document.

Satellite brightness temperature corrected by
land surface emissivity ðeÞ through the expres-
sion is given below in Eq. (18.3) (Snyder et al.
1998).

e ¼ 0:004 � PROV þ 0:986 ð18:3Þ

where PROV indicate as the proportion of vege-
tation, which can be determined with the assis-
tance of Eq. (18.4).

PROV ¼ NDVIjr � NDVIl
NDVIh þNDVIl

� �2

ð18:4Þ

where NDVIjr denotes NDVI score, NDVIh and
NDVIl refer to maximum and minimum NDVI
score.

Retrieval of LST utilizes the satellite bright-
ness temperature and land surface emissivity.
LST is figured through Eq. (18.5) (Artis and
Carnahan 1982).

LST ¼ SBT

1þ k� SBT=qð Þ � ln ef g½ � ð18:5Þ

where LST denotes surface temperature (scale-
kelvin), k = frequency of radiated radiance in
meters (Markham and Barker 1985) is utilized,
e = land surface emissivity, q ¼ h � c=r 1:438�ð
10�2mKÞ, h = Planck’s constant (6.626*10�34

J K−1), r = Boltzmann constant 1:38�ð
10�23J=kÞ, and c = speed of light (2.998*
108 m/s)

The estimated LST by Eq. (18.5) is the Kelvin
unit. So, converted LST from Kelvin to Celsius
by the conversion relation is 0 °C equals
273.15 K.

18.3.2 Accuracy Assessment
of the LST Maps

It is very challenging to survey the precision
level of the computed LST maps without having
multi-point ground temperature information of
the comparing time frame. Due to the absence of
field LST for the period between 1991, 2000, and
2010 LST maps of those periods were not taken
for accuracy assessment. Field measurements
were done for the year 2019. The assessment of
satellite gathered LST with that of ground-
assessed values was done over comparable GPS
areas using a thermal infrared thermometer. The
air temperature was also measured from the same
GPS locations. Pearson’s correlation coefficient
(r) was figured between computed LST and
measured LST of the selected sites. The signifi-
cance level of the same was also done for making
an inference. It was assumed that if these LST
maps represent actual temperature satisfactorily,
the non-validated maps of the rest period could
be treated as acceptable.

18.3.3 Methods of Anthropogenic
Heat Estimation
from Landsat Images

Heat fluxes are estimated over the entire study
region for the summer months of 2000, 2010,
and 2019. For assessing anthropogenic heat flux,
different solar radiation parameters are should be
taken into consideration (Fig. 18.2).

Nowadays, many researchers estimated heat
flux spatially by using surface energy balance
algorithms and also remote sensing data. For the
natural land surface, the equation provided by the
surface energy balance is expressed in Eq. (18.6).

NetradiationðRnÞ ¼ GroundheatfluxðGHFÞ
þ SensibleheatfluxðSHFÞ
þLatentheatfluxðLHFÞ

ð18:6Þ

In the account of the urban region, the condition
of surface energy balance was redressed by the
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impact of anthropogenic heat. Therefore, the
modified equation is expressed in Eq. (18.7)
(Oke 1987).

NetradiationðRnÞþHeatfluxðAHFÞ ¼ GroundheatfluxðGHFÞ
þ SensibleheatfluxðSHFÞ
þLatentheatfluxðLHFÞ

ð18:7Þ

Therefore, AHF is the prime vector for enhancing
the urban heat island (UHI) effect.

Net radiation (Rn) is the genuine radiant
energy accessible at the surface. Net radiation is
processed by using Eq. (18.8)

Rn ¼ 1� að Þ � Rs þEaRl� erT4
s ð18:8Þ

where Rs means incoming shortwave radiation
(W/m2), a refers to surface albedo (dimension-
less), which is trailed by Tasumi et al. (2008), Rl
is the incoming longwave radiation (Watt/m2),
Ea and e is the air and surface emissivity

Fig. 18.2 Solar parameters used for computed Anthropogenic Heat Flux (AHF)

306 R. Sarda and S. Pal



(dimensionless), r is the Stefan Boltzmann con-
stant, and Ts is the surface temperature.

The incoming shortwave radiation Rsð Þ is
processed by Eq. (18.9).

Rs ¼ Gsc � cos h� dr � sat ð18:9Þ

where Gsc denotes solar constant (1367 W/m2),
cos h refers sun elevation angle, dr is the inverse
square relative distance between earth and sun
and sat refers to air transmissivity.

The air transmissivity satð Þ is determined as:

sat ¼ 0:75þ 2� 10�5 � h ð18:10Þ

where h refers to the height of an area
The incoming longwave radiation (Rl) is fig-

ured at every pixel involving the recipe as:

Rl ¼ r� T4
air ð18:11Þ

where r is the Stefan Boltzmann constant and
Tair refers to the air temperature.

Atmospheric emissivity (Ea) is computed
from the following Eq. (18.12) as given by
Brutsaert (1982).

Ea ¼ 1:24
VPair
Tair

� �1=7

ð18:12Þ

where VPair represents the vapor pressure of air
in hPa.

Ground heat flux is connected with net radia-
tion. Ground heat flux refers to the pace of energy
sent by the soil per unit of time and area. Numerous
researchers laid out relapses to estimate the ground
heat transition of various surfaces. Ground heat
flux is processed involving the condition as:

GHF ¼ Cg � Rn ð18:13Þ

where Cg denote the fixed coefficient, which is
based on the different seasons and various types
of surfaces. In this study, Cg values are assigned
as referred by Kato and Yamaguchi (2005) for all
surface types.

Sensible heat flux (SHF) alludes to the pace of
heat loss because of temperature inclinations

which depend on the hypothesis of mass trans-
port of heat and force between the surface and
the near-surface climate (Chakraborty et al.,
2015). The outflow of SHF can be composed as

SHF ¼ qSH
T1 � T2

ra
ð18:14Þ

where q is the air density, SH is specific heat,
T1 � T2 is the near-surface temperature differ-
ence dTð Þ which can be calculated following by
Bastiaanssen et al. (1998), and ra is the aerody-
namics to heat flux which is calculated using
Eq. (18.15) followed by Brutsaert (1982).

ra ¼
In zavg � dh
� 	

zrou

 �2

k2 � Uw
ð18:15Þ

where zavg addresses the height (average) of the
tree, zrou denotes surface roughness height, k is
Von Karman constant, dh refers to zero plane
displacement height, and Uw denotes the speed of
the wind.

The height at which zero wind speed is
accomplished is signified as zero displacements
(dh). Here, dh is inferred after Eq. (18.16)

dh ¼ 2h
3

ð18:16Þ

where h refers to the obstacle’s height
Surface roughness height zrouð Þ is usually

defined by a length scale called the length of the
roughness. It is assessed as (Eq. 18.17):

zrou ¼ h

8
ð18:17Þ

An additional parameter of surface energy bal-
ance is latent heat flux (LHF). The latent heat flux
is determined by the articulation (Monteith and
Unsworth 2013) given in Eq. (18.18).

LHF ¼ qSH
es � ea
c ra þ rsð Þ ð18:18Þ

where es is the saturation vapor pressure (hPa) at
the surface temperature, c the psychrometric
constant (hPa/K), rs is the stomatal resistance
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(s/m) which relies upon the environmental cir-
cumstance, vegetation, and meteorological
conditions

Radiant heat balance and anthropogenic heat
discharge together to effect sensible heat flux,
which is expressed as Hn. It is assessed through
the articulation given in Eq. (18.19).

Hn ¼ Rn � GHF � LHF ð18:19Þ

The distinction between total sensible heat flux
(SHF) and Hn is known as anthropogenic heat flux
(AHF). Hence, the condition is:

AHF ¼ SHF � Hn ð18:20Þ

If SHF is greater than or equivalent to Hn, we can
use Eq. (18.20) to calculate AHF; if not, then it is
a substitute Hn.

18.3.4 Spatial Linkages Between LST
and AHF

Earlier, it was stated that most of the previous
studies that tried to compute anthropogenic heat
flux from satellite image data did not yield
identical results and therefore not comparable
quantitatively. But the relative spatial pattern can
be assessed between LST and AHF to assess
whether such heat flux contributes anything to
intensifying the heat island effect. The spatial
correlation coefficient was computed between
LST and image-specific AHF maps of the cor-
responding period. Statistically significant high
correlation coefficient values could help to infer
the influence of AHF on to heat island effect.

Apart from this, ordinary least square
(OLS) regression Eq. (18.21) was conducted
between AHF and LST to evaluate the spatial
character of the influence of AHF on tempera-
ture. AHF was treated as the independent vari-
able in this process. Relevant statistics like
multiple R2, and standard error were computed to
justify the acceptability of the regression model.

b̂ ¼ xTx
� 	�1

xTy ð18:21Þ

where b̂ ordinary least squares estimator, x ma-
trix regressor variable x, T matrix transpose,
y vector of the value of the responsive variable.

18.3.5 Assessing the Connection
Between LULC and LST
and AHF Maps

LULC maps were ready for the years 2000,
2010, and 2019. A supervised image classifica-
tion technique with a maximum likelihood clas-
sification method was taken on for the image
classification. For the precision evaluation of the
classified image, overall accuracy and Kappa
coefficient (K) (Eq. 18.22) were determined. For
this reason, 100 reference sites were gathered
from the field investigation utilizing GPS, and
900 sites were collected from the high-resolution
Google Earth image.

k ¼ N
Pr

i¼1 Xii�
Pr

i¼1ðXiþ � Xiþ iÞ
N2 �Pr

i¼1ðXiþ � Xiþ iÞ
ð18:22Þ

where r = number of rows in the matrix;N = total
number of pixelsXii = number of observations fin
row i and column i; Xi + and X + i are the mar-
ginal totals for row i and column i.

18.4 Result and Analysis

18.4.1 Land Surface Temperature
and Heat Island

Figure 18.3 depicts the spatial as well as tem-
poral variation of land surface temperature for
April, representing the summer season, and Jan-
uary, representing the winter season, of 1991,
2000, 2010, and 2019. In January 1991, the
range of LST was 12.80 °C to 30.80 °C which
was increased to 10.57–37.54 °C in January
2019. It does signify that in the last 28 years
maximum limits of LST were enhanced signifi-
cantly in some patches (Fig. 18.3). But when
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mean LST was considered, the temperature
increased from 18.49 °C to 19.15 °C. These
statistics signify that only a very small proportion
of the target area has encountered an exorbitantly
high rise in temperature. Practically, it is con-
ceivable predominantly because of the transfor-
mation of land use and land cover (LULC). If a
water body turns into a concrete area, there is a
high possibility to raise the temperature to >10 °
C (Nimish et al. 2020). In April 1991, the
recorded range of LST was 21.98–39.08 °C, but
it was increased to 26.91–46.91°C in 2019
indicating both rising temperatures about upper
and lower limits.

Figure 18.3 also depicts the phase-wise dec-
adal pictures of LST in the summer and winter
seasons for the last 28 years (from 1991 to
2019). This attempt was taken to provide a
generalized view of LST change over the dec-
ades instead of year specific view. For this,
average LST maps were prepared for three

consecutive decades (1991–2000 as phase 1;
phase 2 from 2001 to 2010, and year 2011 to
2019 considered as phase 3) and the entire period
as a whole (1990–2019) taking yearly LST
images of winter and summer seasons separately.
During the summer season, Decadal change was
remarkably high over the study region. From the
1st phase (1991–2000) to the 3rd phase (2001–
19), mean LST increased from 31.34 °C to 35.20
°C. The annual increasing rate of LST in the
summer season was 0.13 °C. In the winter sea-
son, the mean LST was increased from 18.53 °C
to 22.91 °C between the 1st and 3rd phases.
Municipal areas, industrial areas, and coal min-
ing areas recorded maximum LST in all the years
for both seasons. These areas can be treated as
heat islands and hotspots. In the study area, since
all the industrial areas, and mining areas are not
located within the urban area, the heat island
state was also identified even in the peripheral
belt of the urban areas. Over the period, some

Fig. 18.3 Spatiotemporal variation of LST (°C) for Asansol Durgapur Development Area (ADDA)
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new areas were identified as temperature hotspots
due to the establishment of new industries and
land use transformation. Figure 18.4 depicts the
dispersion of maximum, minimum, and average
LST in two thermally extreme seasons (summer
and winter). Dispersion of maximum temperature
was found much greater than the minimum, and
it was found greater in the summer season than in
winter. However, over the progress of time, the
dispersion remarkably increased in summer.
Table 18.1 provides detailed statistics of the
change of area under different temperature
intensity zones. For instance, in the ADDA
region, the total area that experienced LST >30°
C was 909.78 km2 on 30 April 1991 and it was
increased to 1591.25 km2 in 2019. In January,
the area under LST between 20°C and 25°C was
1.90 km2 which was enhanced to 168.60 km2.
The rising trend of areal extension under a high
range of temperature was also recorded in
municipal areas like Asansol municipal corpo-
ration (MC), Durgapur MC, Raniganj, Jamuria,
and Kulti municipalities.

Phase-wise decadal change of LST in sum-
mer and winter seasons also illustrates

encroachment of more area under higher tem-
perature intensity zones. For instance, in the
winter season, an area under a temperature
zone > 20 °C was 55.92 km2 in the 1991–2000
decade and it was excessively increased to
1355.17 km2 in phase 2011–19. This trend was
also found true in the case of municipal corpo-
rations and municipalities. In the summer sea-
son, an area under a temperature zone >30 °C
was 1461.70km2 in phase 1(1991–2000) and it
was enhanced to 1554.75 km2 in phase 2 (2001–
2010). In phase 3, this area under tempera-
ture > 30 °C was dramatically reduced to
815.06km2 (Table 18.2). Relatively greater
rainfall in the summer months in these periods
was the major reason behind this. The amount of
rainfall in summer months for the years 2012,
2017, and 2018 were respectively 61.14, 55.67,
and 67.21 mm, which was higher than the
average amount of rainfall in summer months
(29.96 mm) from 1990 to 2017. This result
indicates that rising temperature effects not only
prevailed during the summer period of this
region, but the winter season also witnessed the
same.

Fig. 18.4 Box plot showing variation of the land surface temperature (°C) in two thermally extreme seasons a summer
season and b winter season
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18.4.2 Accuracy Assessment
of the LST Maps

The correlation coefficient (r) value between
computed and measured LST for 2019 (summer)
was 0.87 which is statistically significant at a
0.01 level. Measured air temperature from the
ground was also compared with the LST. In this
connection, it is to be mentioned that the date of
image acquisition and field LST and air temper-
ature collection is not the same. The date of
image acquisition was May 1, 2019, and field
data collection was May 3, 2019. Since no major
change in weather events like rainfall or Storm
did not happen, data were taken for correlation.

The outcome shows that the R2 value between
measured air temperature and computed LST for
2019 (summer) was 0.79 with a 0.01 level of
significance. Between air temperature and esti-
mated LST, the difference was very clear. Based
on this, the LST map of May 2019 (summer)
could be treated as accepted.

18.4.3 Spatio-Temporal Distribution
of Anthropogenic Heat
Flux

The spatial distribution of AHF (w/m2) was shown
inFig. 18.5 for the years 2000, 2010, and 2019. The

Table 18.1 Areal (km2) coverage under different LST classes for the years 1991, 2000, 2010, and 2019 of both
summer and winter months

Month LST
(°C)

ADDA
Region

Asansol
MC

Durgapur
MC

Raniganj
(M)

Jamuria
(M)

Kulti
(M)

30 April
(1991)

< 25 76.67 0.96 41.23 0.55 0.19 6.10

25–30 616.73 33.39 72.80 17.18 12.36 32.65

>30 909.78 90.65 40.17 7.26 66.65 57.25

21 March
(2000)

< 25 28.91 0.39 3.41 0.20 0.05 0.81

25–30 344.73 17.89 66.54 9.56 8.59 11.92

> 30 1229.53 106.72 84.25 15.23 70.56 83.27

02 April
(2010)

< 25 3.13 0 0 0 0 0.09

25–30 27.25 0.32 4.27 0.34 0.14 1.39

> 30 1572.79 124.68 149.93 24.65 79.06 94.52

29 May (2019) < 25 0.83 0 0 0 0 0

25–30 11.09 0 0.85 0 0 0.11

> 30 1591.25 125.00 153.35 24.99 79.20 95.89

24 January
(1991)

< 20 1601.27 124.78 153.40 23.89 79.1 96

20–25 1.90 0.22 0.80 1.10 0.10 0

> 25 0 0 0 0 0 0

17 January
(2000)

< 20 1460.93 121.20 136.88 22.67 76.06 89.55

20–25 142.20 3.80 17.28 2.32 3.14 6.45

> 25 0.04 0 0.04 0 0 0

14 January
(2010)

< 20 1303.35 120.18 93.82 24.16 76.82 89.73

20–25 299.19 4.81 60.20 0.83 2.38 6.26

> 25 0.63 0.01 0.18 0 0 0.01

05 January
(2019)

< 20 1262.42 75.75 65.15 19.83 59.75 82.70

20–25 168.60 1.26 40.10 0.11 0.89 2.09

> 25 172.15 47.99 48.95 5.05 18.56 11.21
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Table 18.2 Decadal-wise areal (km2) coverage of different LST classes for summer and winter seasons (Value within
parenthesis indicate % of area)

Season Phase LST (°
C)

ADDA area Asansol
MC

Durgapur
MC

Raniganj
(M)

Jamuria
(M)

Kulti (M)

Summer 1991–2000 < 25 7.72 (0.48) 0 0.24 (0.02 0 0 0

25–30 133.75
(8.34)

1.93 (0.12) 26.78
(1.67)

1.41 (0.09) 1.22
(0.08)

2.33
(0.16)

> 30 1461.7
(91.18)

123.06
(7.68)

127.18
(7.93)

23.58
(1.47)

77.98
(4.86)

93.66
(5.84)

2001–2010 < 25 5.6 (0.35) 0 0 0 0 0

25–30 42.83 (2.67) 0.63 (0.04) 8.56 (0.53) 0.3 (0.02) 0.21
(0.01)

0.88
(0.05)

> 30 1554.75
(96.98)

124.37
(7.76)

145.64
(9.09)

24.69
(1.54)

78.99
(4.93)

95.12
(5.93)

2011–2019 < 25 11.15 (0.70) 0 0.86 (0.05) 0.05 (0) 0 0.02 (0)

25–30 776.96
(48.46_

0.12 (0.01) 120.06
(7.49)

0.17 (0.01) 0.17
(0.01)

0.65
(0.04)

> 30 815.06
(50.84)

124.87
(7.79)

33.28
(2.08)

24.77
(1.55)

79.03
(4.93)

95.33
(5.95)

1990–2019 < 25 5.15 (0.32) 0 2.17 (0.14) 0.02 (0) 0 0

25–30 655.42
(40.88)

1.11 (0.07) 100 (6.24) 0.35 (0.02) 1.02
(0.06)

14.1
(0.88)

> 30 942.6
(58.80)

123.89
(7.73)

52.03
(3.25)

24.62
(1.54)

78.18
(4.88)

81.9
(5.11)

Winter 1991–2000 < 20 1547.25
(96.51)

123.05
(7.68)

146.24
(9.12)

24.67
(1.54)

78.4
(4.89)

95.14
(5.94)

20–25 55.92 (3.49) 1.95 (0.12) 7.96 (0.50) 0.32 (0.02) 0.8 (0.05) 0.86
(0.05)

> 25 0 0 0 0 0 0

2001–2010 < 20 602.66
(37.59)

59.37
(3.70)

60.9 (3.80) 15.44
(0.96)

19.35
(1.21)

50.78
(3.17)

20–25 1000.32
(62.40)

65.6 (4.09) 93.19
(5.81)

9.55 (0.60) 59.85
(3.73)

45.2
(2.82)

> 25 0.19 (0.01) 0.02 (0) 0.12 (0.01) 0 0 0.03 (0)

2011–2019 < 20 248 (15.47) 19.56
(1.22)

22.24
(1.39)

3.34 (0.21) 4.55
(0.28)

24.04
(1.50)

20–25 1353.92
(84.45)

105.37
(6.57)

131.87
(8.23)

21.64
(1.35)

74.61
(4.65)

71.89
(4.48)

> 25 1.25 (0.08) 0.06 (0) 0.08 (0.01) 0.01 (0) 0.04 (0) 0.07 (0)

1990–2019 < 20 815.24
(50.85)

41.79
(2.61)

67.25
(4.20)

11.79
(0.74)

22.89
(1.43)

31.85
(1.99)

20–25 787.32
(49.11)

83.17
(5.19)

86.9 (5.42) 13.19
(0.82)

56.29
(3.51)

64.1 (4)

> 25 0.61 (0.04) 0.03 (0) 0.05 (0) 0.01 (0) 0.02 (0) 0.05 (0)

312 R. Sarda and S. Pal



result shows that a highvalueofheatfluxoverurban
and mining areas was observed. A considerable
amount of heat is released for the activities from the
mining areas, commercial areas, and urban areas
causing an emphatically high amount of energy
footprint. It is considerably low in dense vegetation
and water cover areas.In the current study, the high
value of anthropogenic heatflux (569.22w/m2)was
estimated in 2019, while 2000 and 2010 were
recorded as 357.58 and 436.65 w/m2, respectively.
However, high AHF was found in a very small
patch of the mining area. Mean AHF was
39.59 W/m2 in 2000, and it increased to98.86w/m2

in 2019. Both Asansol and Durgapur municipal
corporation areas and mining areas registered to
grow anthropogenic heat flux (Fig. 18.5). Mining
and heavy industrial unit-dominated areas among
other urban morphological units were found highly
susceptible to rising AHF.

Areal coverage under different anthropogenic
heat flux classes for the years 2000, 2010, and
2019 was represented in Table 18.3. AHF was
classified into three categories (100, 100–200,
and > 200 W/m2) and the area under each sub-
class was computed in all the selected years.
Over the progress of time, the wider area expe-
rienced higher AHF. For example, in the year
2000, the area under AHF > 200 W/m2 was
0.41, which was increased to 10.89 km2 in 2019
in ADDA. An almost similar picture was sket-
ched in different urban centers under Asansol
Durgapur Development Area (Table 18.3).

18.4.4 Accuracy of the
Anthropogenic Heat
Flux with the Help
of Previous Literature

For the accuracy assessment of the estimated
anthropogenic heat flux previous works of liter-
ature was taken as reference. Here, in situ heat
flux data were not available; therefore, this
approach was quite good.

Table 18.4 represented the ratio of different
solar parameters of this study and previous
studies for the validation of the AHF model. The
H/Rn ratio of this study was 0.51, 0.36, and 0.29
in 2000, 2010, and 2019, respectively. These
values were almost similar to reference studies
like Christen and Vogt (2004), Moriwaki et al.
(2006), and Zhang et al. (2013). Then again, the
G/Rn ratio was 0.18 in 2000, which was very
like the estimated value by Moriwaki et al.
(2006), and Ziaul and Pal (2018b) in their
investigation. In the case of the LE/Rn ratio,
similarities were found between the present
study and the previous studies by Zhang et al.
(2013), Moriwaki et al. (2006), and Ziaul and
Pal (2018b). The same result could not be found
since the emission strength is not similar in all
the regions. Despite a few departures of results
from the predecessors, as in most of the cases,
almost identical results were found; hence, AHF
models from image data could be treated as
representative.

Fig. 18.5 Spatial variation of AHF (W/m2) for the years 2000, 2010, and 2019
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18.4.5 Spatial Linkages Between LST
and AHF

Spatial correlation between LST and Landsat
image-based AHF in 2000, 2010, and 2019 years
were, respectively, 0.56, 0.64, and 0.77 with a
significance level of < 0.01. Increasing correla-
tion value over time signifies growing adjacency
as well as the contribution of AHF to LST. When

the relationship was generated for an individual
urban area, a significant relation was found. For
instance, these were 0.62 and 0.57, respectively,
in the case of Asansol and Durgapur municipal
corporations. Based on this, it can be stated that
there was a spatial adjacency between the AHF
hotspot and the location of the heat island. So, it
can be stated that although the share of AHF to
LST was not estimated; however, AHF

Table 18.3 Areal coverage (km2) under different AHF classes for the respective years (Value within parenthesis
indicates % of area)

Year 2000 2010 2019

AHF
(W/m2)

< 100 100–
200

> 200 < 100 100–
200

> 200 < 100 100–200 > 200

ADDA
area

1601.53
(99.90)

1.22
(0.08)

0.41
(0.03)

1580.08
(98.56)

18.69
(1.17)

4.4
(0.27)

1359.86
(84.82)

232.42
(14.50)

10.89
(0.68)

Asansol
MC

124.48
(7.76)

0.37
(0.02)

0.16
(0.01)

119.81
(7.47)

4.07
(0.25)

1.13
(0.07)

116.88
(7.29)

8.05
(0.50)

0.07
(0.004)

Durgapur
MC

154.19
(9.62)

0.01
(0.001)

0 150.48
(9.39)

2.73
(0.17)

0.99
(0.06)

146.72
(9.15)

6.98
(0.44)

0.5
(0.03)

Raniganj
(M)

24.99
(1.56)

0 0 24.61
(1.54)

0.39
(0.02)

0 23.75
(1.48)

1.23
(0.08)

0.01
(0.001)

Jamuria
(M)

79.19
(4.94)

0.01
(0.001)

0 78.33
(4.89)

0.87
(0.05)

0 65.78
(4.10)

13.23
(0.83)

0.19
(0.01)

Kulti (M) 95.98
(5.99)

0.02
(0.001)

0 95.12
(5.93)

0.82
(0.05)

0.06
(0.004)

86.37
(5.39)

9.54
(0.60)

0.09
(0.01)

Table 18.4 Ratio of heat flux to the net radiation of the current examination and estimated already

Original reference Land use Observation period H/Rn LE/Rn G/Rn

Present study Dominated by urban area March, 2000 0.51 0.34 0.18

April, 2010 0.36 0.42 0.17

May, 2019 0.29 0.38 0.13

Ziaul and Pal (2018b) Urban April, 1990 0.37 0.29 0.17

Urban April, 2010 0.42 0.4 0.28

Urban April, 2017 0.53 0.51 0.34

Zhang et al. (2013) Fuzhou, China (Landuse:
Urban)

March, 2001 0.53 0.04 0.57

Kato et al. (2007) Nagoya, Japan (Landuse:
Urban)

July, 2000 (Summer) 0.2 0 0.8

Moriwaki et al. (2006) Tokyo, Japan (Landuse:Urban) July, 2001 (Summer) 0.49 0.28 0.26

Grimmond et al.
(2004)

Marseille, France (Landuse:
Urban)

June–July, 2001
(Summer)

0.69 0.17 0.27

Christen and Vogt
(2004)

Basel, Switzerland (Landuse:
Urban)

June–July, 2002
(Summer)

0.48 0.18 0.38
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increasingly contributed heat to intensifying heat
islands.

Figure 18.6 depicts the spatial pattern of OLS
between AHF and LST signifying how far AHF
and LST were related. In 2000, 58.40% area was
identified within an urbanized and mining-
dominated landscape where OLS residual was
very low (0.5–−0.5) (Table 18.5). The almost
normal distribution curve and residual plot also
reflected the same. Over the period, increasing
heterogeneity in land use composition was
caused for slackening down the strangeness of
control. More area was identified within 0.5–1.5
standard regression residual (Fig. 18.6) signify-
ing underfitting of relation.

18.4.6 Association of Different LULCs
with LST and AHF

Six leading LULC classes were generated from
the supervised image of the year 2019. The

ultimate classified image provides the major
LULC features of the ADDA region (Fig. 18.7).
The areal statistics of the major LULC features of
the ADDA region show that the settlement area
was the leading LULC feature in the ADDA
region covering 34.15% of the total area while
agricultural area, vegetation area, dense vegeta-
tion area, mining area, and waterbody covered
respectively 30.76%, 10.63%, 9.11%, 8.83%,
and 2.75% of total ADDA region. Open-cast
mining areas were increased in the ADDA region
(Singh and Ghosh 2021; Dey et al. 2019). It has
been a significant impact on the LST (Dey et al.
2019). Two municipal corporations and three
municipalities were found mostly in the domi-
nant urbanized areas of the ADDA region. Time
series change of LULC areas revealed that built
area (settlement), and mining areas were
increased over time. On the other hand, green
and blue spaces were degraded (Fig. 18.7).

The validation of the classified images was
assessed based on data of the field survey (100

Fig. 18.6 OLS result between AHF and LST for the years 2000, 2010, and 2019
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points in the case of the year 2019) and Google
Earth image (900 points) (Fig. 18.7). The overall
accuracy of the classified image was between 89
and 93.5%, and the Kappa coefficient (K) was
0.88–0.92 (Fig. 18.7). Therefore, it tends to be
expressed that there was an excellent agreement
between ground reality and the classified image
in every one of the chosen years.

Land surface temperature and heat flux results
fluctuate from different LULC classes. Hence,
the computation was done for five leading LULC
classes. Various LULC classes with their mean

AHF (W/m2) and mean LST (°C) are shown in
Table 18.6.

Figure 18.8 illustrates different LULC classes
and their mean AHF and LST value for the year
2019. The results show that in themining areamean
AHF and LSTwere recorded at 174.36 (W/m2) and
44 °C. Mean AHF was 117.77 (W/m2) in the built
area and mean LST was recorded at 39 °C. Both
less LST and negative AHF were found over the
water body area. Due to the heterogeneous surface
of the ADDA region, the overall mean value of
AHF in the year 2019 was 98.86 W/m2.

Table 18.5 Areal inclusion of standard regression residual zones of AHF and LST

Standard residual
regression zone

2000 2010 2019

Area in
km2

% of the area
to total area

Area in
km2

% of the area
to total area

Area in
km2

% of the area
to total area

< −2.5 Std. Dev 1.9 0.12 5.03 0.31 4.29 0.27

−2.5–−1.5 Std. Dev 14.05 0.88 159.99 9.98 5.92 0.37

−1.5–−0.5 Std. Dev 336.43 20.99 397.92 24.82 125.11 7.8

−0.5–0.5 Std. Dev 936.22 58.4 588.32 36.7 448.07 27.95

0.5–1.5 Std. Dev 247.37 15.43 443.52 27.67 731.24 45.61

1.5–2.5 Std. Dev 49.26 3.07 8.3 0.52 285.48 17.81

>2.5 Std. Dev 17.93 1.12 0.1 0.01 3.07 0.19

Total 1603.17 100 1603.17 100 1603.17 100

Fig. 18.7 Different land use/land cover types of the
ADDA region for the year 2000, 2010, and 2019 and
validation points used for accuracy assessment (in LULC

maps, values against the legend indicates the percentage
of area under each class)
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18.4.7 Minimizing Heat Island Effect

Among several other approaches to heat island
effect minimization, management of green and
blue space in the urban area is a nature-based
solution. Population control, developing smaller
towns, checking on energy footprint, etc., are
some good steps toward this. However, there is a
such initiative in this regard. Existing urban areas
have been inflating over time instead of the for-
mation of new urban spaces, especially in a
country like India (Dutta et al. 2020). There is no
such initiative regarding checking energy foot-
print. In this backdrop, land use/land cover
engineering may be a good approach for mini-
mizing the temperature effect. Green and blue
space management, and the development of
green and blue infrastructures can to some extent
minimize such climate change effects (Xue et al.
2019; Sharifi 2020). To prove this distance,
respective temperature profiling from different
types of blue and green spaces was done. Simi-
larly, to know how canopy density and thickness
of water (water depth) can control LST were also
analyzed.

18.4.7.1 Effect of Blue and Green Space
Proximity
on Temperature

Temperature away from both green and blue
spaces of different kinds depicted that irrespec-
tive of types of green and blue space, the tem-
perature at very proximity was found low and
increased gradually away from this (Table 18.7).
The degree of increase varied among green/blue
space types. For instance, the temperature at the
centroid of dense vegetation was 29.67 °C which
is almost 3 °C greater at 500 m away from this.
Pal and Ziaul (2017), Xue et al. (2019), and Ziaul
and Pal (2020) also reported a similar trend of
temperature change in their studies. From these
statistics, it was further resolved, the size, nature
of vegetation, water depth, and shape of blue and
green space are also crucial for determining the
temperature change. Large size, higher canopy
density, and non-elongated shape have a greater
impact on minimizing the temperature.

NDVI value indicates canopy density and
with the change of this temperature varies
(Prohmdirek et al. 2020). A similar result was
reported in this present study. With the increase

Table 18.6 Calculate
mean AHF (W/m2) and
mean LST (°C) over the
leading five LULC types in
the year 2019

Land use and land cover types Mean AHF (W/m2) Mean LST (°C)

Waterbody −30.75 27

Mining area 174.36 44

Settlement 117.77 39

Vegetation 61.95 31

Agricultural area 72.12 33.7
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Fig. 18.8 Mean AHF
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over different LULC classes
in the year 2019
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of NDVI value, temperature decreases signifying
the fact that quality vegetation can minimize
temperature strongly. The linear regression
between NDVI and LST exhibited that NDVI
negatively controls LST; however, its degree was
less in the case of the vegetation with low canopy
density. The same was true in the case of depth
of water (Table 18.8).

Considering the result of the present study and
previous works of literature, it can be stated that
conservation and creation of blue and green
spaces are good alternatives for minimizing the
temperature effect (Xue et al. 2019; Yu et al.
2020). Management of green and blue space can
also reduce other air pollutants that are also
noxious to human well-being and improve the
ecosystem goods and services for making a

resilient urban ecosystem (Mavoa et al. 2019;
Cameron et al. 2020; de Macedo et al. 2021).

18.5 Discussion

Results showed that the intensity of the surface
heat was expanded and the areal spread was
likewise multiplied. The sprawl of urban areas,
intensification, and expansion of mining and
industrial area are the major reason behind this in
this area. This result is concomitant with previ-
ously declared results by many internationally
reputed researchers like Henits et al. (2017),
Mohajerani et al. (2017), Mushore et al. (2017),
Firozjaei et al. (2018). The rate of change was
not found as high as reported by other scholars

Table 18.7 Change of temperature away from different types of blue and green space (temperature in °C)

Green/blue
space types

At the
centroid

At the
fringe

At 100 m away
from fringe

At 300 m away
from fringe

At 500 m away
from fringe

At 1000 m away
from fringe

Dense
vegetation

29.67 30.81 31.53 33.23 33.3 35.56

Sparse
vegetation

30.03 31.58 32.59 32.71 34.25 33.75

Linear
vegetation

31.15 32.72 34.43 35.23 37.1 36.21

Ecological
park

28.95 31.29 33.65 35.13 36.58 34.89

Play ground 31.98 32.12 33.65 34.65 34 33.83

Agriculture
field

33.16 35.63 32.65 34.45 35.61 36.68

River 28.3 29.1 29.73 31.13 31.45 34.85

Reservoir 21.95 23.8 24.44 26.63 25.44 25.83

Ponds 26.4 27.55 27.61 31.1 33.28 33

Table 18.8 Relationship between NDVI and LST and NDWI and LST

Parameter Classes YC = a + bx R2 P-value r

NDVI versus LST Low canopy density (0–0.15) −7.161x + 33.67 0.014 < 0.001 −0.12

Moderate canopy density (0.15–0.25) −21.45x + 36.08 0.112 < 0.001 −0.34

High canopy density (>0.25) −10.44x + 33.48 0.042 < 0.001 −0.21

NDWI versus LST Low water depth (<0.05) −35.17x + 33.34 0.025 < 0.001 −0.16

Higher water depth (>0.05) −76.81x + 35.11 0.544 < 0.001 −0.74
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despite the highly industrialized and urbanized
nature of the present study areas. For instance,
Arekhi (2018) reported that LST was increased
by 9 °C in 30 years, and Hereher (2017) exhib-
ited a 1 °C increment of land surface temperature
in 11 years. In the present study area, the rate of
mean temperature rise was almost confined to
3.5 °C for the summer and winter seasons for
28 years. Land use transformation specifically,
the spread of built-up area was found to be the
major reason behind this. Peng et al. (2018a, b),
Qiao et al. (2020), Mahato and Pal (2021) also
condemned that the proliferation of built area, an
increase of concrete materials, loss of forest, and
water bodies are the major reasons behind tem-
perature rise in the urban and rural area. In the
region where industrial and urban growth was
not in a full-fledged state, a high change of
temperature is very much evident in those
regions. Some places were identified where the
urban area was transformed into urban land or
rural scape was transformed into industrial land,
those patches were witnessed a 5–6 °C rise in
temperature which is very much accordant with
the result of the growing urban areas (Sejati et al.
2019).

Anthropogenic heat sources and energy foot-
print in the ADDA region were found high and it
was in an increasing trend over the advance of
time but the rate of change was high in the last
28 years since the history of AHF was increased
sufficiently well before the study period when the
process of urbanization and industrialization had
started. Nonetheless, according to the census
report between 2001 and 2011, the number of
inhabitants in this region was increased from
2,552,781 to 2,882,031. The increase of building
space (horizontal or vertical rise of the building),
vehicle density, transport infrastructure, and
enhancement of industrial production directly or
indirectly influenced the energy footprint of the
study unit. Although, no quantitative data on
energy footprint was cited, however, an increase
in population density and meeting their needs,
and increasing energy consumption are very
evident not only in this area but beyond (Mohsin
et al. 2019). The increasing population also
causes growing heat flux from metabolism. The

increasing contribution of AHF over time is very
obvious from different internationally reputed
studies conducted by Zhang et al. (2013), Yang
et al. (2014), Ogunjobi et al. (2018), and Ayan-
lade and Howard (2019). They also clearly
reported that urban, industrial, and mining areas
are the major sources of AHF. In the present
study, Landsat image-based AHF was computed
with the quite varying result as also found in
some works conducted by Zhang et al. (2013),
Ziaul and Pal (2018a, b), Chen et al. (2019), Yu
et al. (2018a, b), Ayanlade and Howard (2019).
So, the further scope is there to upheave the
accuracy of this work.

The relationship between AHF and LST
clarifies the fact that AHF plays an understand-
able part in expanding heat island power in urban
regions. Here, the share of AHF to temperature
was not computed. But computation may provide
the degree of its share. Within the study area,
mining, industrial, and highly urbanized patches
recorded the highest AHF and high spatial
proximity between temperature and AHF. It does
indirectly signify that the relative share of AHF is
high in these areas due to energy-intensive
anthropogenic activities. One question may be
raised regarding making a linkage between LST
and AHF since AHF directly influx into the
atmosphere, it does not affect LST. However, it is
also true that Peng et al. (2018a, b) established a
positive relation between LST and air tempera-
ture. High temperature and AHF in an area can
create discomfort situations which are very
essential concerning the mental and physical
health of the people living there.

The study further revealed that green and blue
spaces can minimize the urban heat island effect
(Ziaul and Pal 2020; Liu et al. 2021). Within
500 m distance from the blue and green spaces,
temperature may reduce up to 2.5 °C. Yu et al.
(2018a, b) also reported the same trend. Apart
from this, so many other valuable services they
can tender. Chiefly four kinds of services they
can offer (1) provisioning (2), regulating,
(3) habitat, and (4) culture. All these are inclu-
sively linked with human likelihood, health, and
well-being. Shah et al. (2021) directed a decent
survey on urban environment ecosystem services
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(positive) and dis-services (negative) of various
green and blue space types from the perspective
of food, energy, and water nexus. They reported
that these can enhance ecosystem urban sustain-
ability and resilience. Some developed countries
executed their green and blue infrastructures
(GBIs) to reduce surface runoff (Brazil, Nether-
land, USA), the urban heat effects (Germany,
Australia), food production (Singapore), and
carbon storage (South Africa) (Astee and Kish-
nani 2010). Table 9 presented a connection
between GBI typology and ecosystem services
received. It was presented following Shah et al.
(2021) with some modifications. Discomforta-
bility caused by AHF can be reduced by
enhancing green and blue spaces. Accessibility to
these services can encourage people to bear even
some inconvenience caused due to the greater
energy footprint effect. Increasing and maintain-
ing green and blue space into fallow public land,

street side, railway corridor, park, playground,
the courtyard of academic and administrative
institutions, even household, and rooftops are
highly necessary in this regard (Fig. 18.9).

18.6 Conclusion

The present study deliberately highlighted the
increasing trend of heat island intensity and its
spatial spread although its rate was not suffi-
ciently high as usually found in the newly
growing urban areas. High-temperature zone was
identified as hot spots in urban areas, mining
areas, and industrial areas. AHF was also in a
rising trend in the urban and industrial areas
showing spatial adjacency with heat island areas.
This spatial association signified that AHF has a
discernible role to enhance the heat island effect.
Mining, industrial, and built areas were the major

Fig. 18.9 Different forms of services and dis-services
from green and blue infrastructures based on literature and
field experiences. Values within parenthesis in each

column indicate the number of the literature surveyed,
reports of literature were taken from Shah et al. (2021) in
most of the cases
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sources of AHF. People have no such control
over incoming solar radiation, but people can
mediate the temperature and AHF effect to some
extent. To combat this situation, the emission of
heat should be restricted. Partial restriction on a
personal car, encouraging people to use public
transport facilities, economic demand, and
application of energy-efficient advanced tech-
nology both in transport and industrial sectors are
some fruitful steps on this. Land use/land cover
management is a good alternative as mentioned.
Increasing green and blue space, and developing
such infrastructures can minimize the heat island
effect, control pollution levels, provide priceless
goods and services and help to build a resilient
urban ecosystem. Since the space crisis is a real
problem, small-scale initiatives, street-side
greening, encouraging peri-urban agriculture,
and water bodies are very necessary for this
initiative.

Since the issue of temperature rise is excep-
tionally connected with human physiology and
psychology in a specific and urban environment,
as a rule, the review figured out the spatial pat-
tern of temperature, AHF, and their degree of
association, this work could support adopting
appropriate steps to mediate heat effect. The
study also highlighted the mediating role of
green and blue space. So, while making a plan
for this, the planner can adopt this proven way
where possible. Linking AHF and temperature is
a novel approach, however, research is further
needed for quantifying the share of AHF to
temperature. Moreover, AHF was computed only
for three specific years. Since the study tried to
link between LST and AHF, it would be better to
compute decadal average AHF for greater cred-
ibility. This study recommends adopting such an
approach for making the nature of relation more
prominent and universal.
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19Impact of Urbanization on Land Use
and Land Cover Change and Land
Surface Temperature in a Satellite
Town

Manisha D. Malcoti, Hina Zia,
and Chitrarekha Kabre

Abstract

Urban Heat Island, the phenomenon synony-
mous with urbanization and change in local
climate, is a grave threat to the energy balance
and resources of a city. This paper presents a
studyof oneof the fastest-growing satellite towns
of Delhi, Gurugram, using remote sensing tech-
niques to establish if the fast pace of urban
expansion influenced air and surface tempera-
tures. The temperature trends were studied using
remote sensing and ArcGIS software. Satellite
images for the years 2000 (Landsat 7 ETM+),
2010 (Landsat 5, TM) and 2019 (Landsat 8,
OLI/TIRS) were downloaded and analyzed for
LSTArcGIS using themono-window algorithm.
The year 2019 revealed a maximum LST of
47.68 °C for June in comparison with an LST of
44.8 °C for June 2010 and 40.4 °C forMay 2000.
The city’s temporal and spatial changes over the
past decades (2000–2019) were studied by the
technique of change detection. To study land use

and land cover changes, supervised classification
using ERDAS was done. The supervised classi-
fication (maximum likelihood classifier) has
been used to identify the five major categories
of LULC for the period years 2000, 2010 and
2019. The study found that since 2000, the city’s
most abundant resource of agricultural land 2000
saw a sharp decline of 60% in 2019. This seems
to be utilized by the urban built-up because the
urban areas also saw an increment of more than
62% for the same time frame. The classification
hadaccuracyof96.67%, 94%and86.67% for the
years 2000, 2010 and 2019, respectively. Studies
involving LULC classification are important
because they represent how human activities
aremodifying ecology. The classification helped
establish that the agricultural areas of Gurugram
are on a rapid decline, whereas urban built-up
areas have significantly doubled in the past two
decades. The study helps in understanding the
impacts of urbanization patterns for a
fast-expandingmetropolis and the possible inter-
ventions to bemadebyurban planners andpolicy
managers to prevent further aggravation of UHI
and plan mitigation strategies.
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19.1 Introduction

The process of urbanization is a natural and
inevitable consequence of economic develop-
ment. India, an emerging and developing coun-
try, is experiencing rapid economic development
which in turn is changing the urban and rural
landscape. The country has more than 31.2% of
the total population living in 7935 towns/cities
(census 2011). It is estimated by 2050, India will
house 14% of the world’s urban population in its
cities causing a major landscape modification
(Swerts et al. 2014). The existing urban land-
scape is becoming over-stressed and populous
causing the spill over in suburban and rural
hinterlands bringing about change in the land use
and land cover pattern. What is often ignored is
that due to the continuous replacement of natural
ecosystems with urban infrastructure, the envi-
ronment suffers irreplaceable damage and modi-
fication of microclimate leading to UHI
development (Stone and Rodgers 2001). A study
of urban areas has shown that the land use/land
cover (LULC) change due to urbanization and
the declining natural land cover has significantly
altered their climate over the past few decades
(Montazeri and Masoodian 2020). The rapid
transformation of the urban landscape can be said
to be due to the continuous growth in the urban
population (Bharath et al. 2018). Due to this, the
pervious surface is converted into non-pervious
urban surfaces, changing almost the whole urban
landscape. The result is an increase in the land
surface temperature (LST) in the urban areas
which ultimately leads to the development of the
urban heat island (UHI) phenomenon (Shahfahad
et al. 2020). Analysis of current trends of
increased extreme heat exposure felt by urban
populations from both climate change and the
urban heat island effect presents a grave threat
(Tuholske et al. 2021).

The UHI can be grouped into three categories
based on the methods of measurement. These are
boundary layer heat island (BLUHI) which is
studied using the air temperature above the
average building height, canopy layer heat island
(CLUHI) which is studied using the air

temperature between the rooftop and ground
surface and surface urban heat island (SUHI)
which is studied using the LST (Voogt 2009).
Among these, researchers consider SUHI as the
most popular and commonly used method of
studying the urban thermal environment because
of the availability of a wide variety of thermal
remote sensing data (Voogt and Oke 2003).
Numerous studies have underlined that in any
urban area the land surface temperature
(LST) correlates with open areas, built up and
green areas and their density (Erell et al. 2014;
Golany 1996; Johansson 2006; Kumari et al.
2018; Mohan, Pathan, et al. 2011a, b; Voogt and
Oke 1998). The findings of these studies can be
related to the process of urbanization with
changes in local climate patterns including an
increase in LST. Voogt had presented that remote
sensing is a valid and positive approach to
measuring surface urban heat islands (Voogt
2009). The cause-and-effect relationship between
built-up and LST can now be easily confirmed by
studying multi-temporal LANDSAT data for any
urban area. The thermal band/s of Landsat
satellites help in calculating LST for any region
of interest over the surface of the earth (Du et al.
2015; Verma et al. 2009; Weng 2014). With
technological advancement, together with GIS,
satellite data can help identify urban land pro-
cesses and detect temporal and spatial changes
(Weng 2001; Rahman and Netzband 2007).
Further, temporal analysis of the correlation
between LST with normalized differential built-
up index (NDBI) suggests that the relationship
varies temporally and can be a reliable tool to
understand the variation of LST over a time
period for an urban area (Chen et al. 2006). Land
surface temperature (LST) is representative of the
radiative temperature of land surfaces and is
directly affected by albedo, vegetation cover and
soil moisture (Oke et al. 2017). Historic LST data
can be extremely useful in monitoring the
increasing UHI patterns of individual cities over
time and thus reveals the impact of urbanization
on the local climate. With the latest develop-
ments in urban remote sensing, it is possible to
understand the relationship between LST, land
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use and land cover (LULC) and normalized dif-
ference built index (NDBI) to evaluate the impact
of urban growth on the surface temperature of
any urban area (Shahfahad et al. 2021).

The past few decades have seen the trend of
increased UHI studies in countries globally to
assess the factors and consequences. Chapman
et al. (2017) presented a literature survey on
urbanization and climate change-induced
increase in temperature to the tune of 5 °C.
Further, Zhou et al. (2014) did a comprehensive
study on climate changes due to urbanization in
China and concluded that the temperature of
China is experiencing a decadal increase of
0.5 °C. In the case of India, a developing country
many similar types of research are taking place.
Veena et al. (2020) presented a review of the
UHI studies done in the Indian cities and pre-
sented that the Indian cities have experienced an
increase of about 2–6 °C in the temperature over
the past decades. Megacities like Delhi, Mumbai,
Chennai and Bangalore were also studied by
many researchers and confirmed the trend of
increasing temperatures over the year (Grover
and Singh 2015; Javed Mallick and Bharath
2008; Mohan Kandya et al. 2011a, b; Rose et al.
2011; Shahfahad et al. 2021). A study on
Mumbai has examined the pattern of LULC
change in Mumbai metropolitan city from 1991
to 2018 and quantified its impact on the UHI
dynamics (Shahfahad et al. 2021).

Further studies on cities like Jaipur, Nagpur
and Guwahati also confirmed the UHI trend
(Borbora and Das 2014; Gupta 2012; Surawar
and Kotharkar 2017). A scoping study review by
Lall et al. (2014) for various studies done on
Indian cities has verified that maximum studies
deal with establishing the presence of UHI as an
environmental issue by recording its temperature
intensity only, but aspects of causative factors
and impact due to urbanization have not been
comprehensively studied. Another study by
Kotharkar et al. (2018) reviewing UHI studies
done on South Asian cities presented that Delhi,
Chennai and Colombo were the most studied
cities. No study was found for upcoming metro
cities or satellite towns that are also bearing the
pressure of urbanization spilled over from the

megacities. Further, very few studies in India
analyzed the impact of urban sprawl through
biophysical parameters like normalized differ-
ence vegetation index (NDVI) and normalized
difference built-up index (NDBI) following
LULC change study. Therefore, the main goal of
this paper is to understand the relationship
between LST, LULC for an urban area over two
decades and study the impact of biophysical
indices like NDBI and NDVI to evaluate how
urbanization influences surface temperature for a
satellite town, Gurugram of the capital city Delhi.

19.2 Materials and Methods

19.2.1 Study Area: Gurugram City,
India

Earlier known as Gurgaon till 2016, Gurugram is
one of the prominent cities of the Delhi NCR
region and has shown the maximum decadal
population growth among all cities. This urban
and industrial development in India’s “millen-
nium city” has been facilitated by an uneven
process of land acquisition, exemption and
agrarian transformation (Cowan 2018). The city
also boasts of having the third-highest per capita
income in the country.

The study area, Gurugram city (previously
known as Gurgaon) is just 32 km southwest of
the capital city of India, New Delhi, and is
located in the northern state of Haryana. It lies
between latitude 28.457523 and longitude
77.026344. Gurugram with approximately 432
square km city area is known as a financial and
technology hub of Haryana (Fig. 19.3). As per
the census 2011, the population of the city was
876,824 which is growing manifold. Thanks to
private sector-led urbanization, the city has wit-
nessed phenomenal urban growth in the past two
decades. The population of the city was 902,112
during the census 2011 and projected scenario of
the city is 3,700,000 as per Gurgaon Manesar
Master Plan 2021 (Fig. 19.1).

The city is still expanding and areas like the
new Gurgaon are luring the population with
compact apartments in high-rise residential
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societies aping the Western culture. The city has
an overlap between monsoon-influenced humid
subtropical and semi-arid climates. It has a high
variation between summer and winter tempera-
tures and precipitation patterns. Summers usually
start in early April and peak in May continuing
till June. The peak summer temperature may
reach 45 °C accompanied by heat waves. The
monsoon starts in June and July mid and lasts
until mid-September. From November onwards,
the city starts experiencing lower temperatures,
and by December, the city experiences fog epi-
sodes. January is the month of lowest tempera-
tures dropping to 5 °C easily, again accompanied
by cold wave spells. The temperature trend for
Gurugram city for the past two decades is shown
in Fig. 19.2.

19.2.2 Material Used

The study has downloaded satellite data from
http://earthexplorer.usgs.gov. For the period
between 2000 and 2019, the years 2000, 2010
and 2019 were taken as representative years to
analyze decade long variations. Good quality

imageries, with zero cloud cover of Landsat 7
ETM+ (2000), Landsat 5 TM (2010) and
Landsat 8 OLI_TIRS (2019) and having 30 m
spatial resolution, have been used for this study
(Table 19.1). Thermal infrared bands, band 6 of
Landsat TM and ETM+ and band 10 of Landsat
8 were used to calculate LST for specified years
using ArcGIS 10.3 software. The digital num-
bers DN are converted to at-satellite radiance to
retrieve the brightness temperature. The master
plans for the city for the year 2031 from the
TCP department Haryana were used. Google
Earth imagery was also used to identify and
validate surfaces and LULC changes. Long-term
temperature data for the city was taken from
gridded data available at the IMD Web site.

Post–pre-processing, the LULC classification
was done using the maximum likelihood classifier
(MLC). The land use indices (NDVI and NDBI)
were generated from the optical bands of Landsat
data by using raster calculator tool in ArcGIS
software (version 10.2). LST was calculated
using the thermal bands (band 6 in the Land-
sat TM and ETM+ while band 10 in the Landsat
OLI/TIRS). The details of the methods used have
been presented in the flowchart (Fig. 19.4).

Fig. 19.1 Population growth chart for Gurugram

Fig. 19.2 Historical air temperature data for Gurugram. Source https://www.imdpune.gov.in/Clim_Pred_LRF_New/
Grided_Data_Download.html
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19.2.3 Methodology

19.2.3.1 Image Pre-Processing
The images downloaded from Landsat (5, 7 and
8) are of the highest quality (L1TP), These
images are already systematically, geometrically
and radiometrically corrected. However, area of

Interest (AOI) was clipped in ArcGIS 10.3 for
the LST map and in ERDAS, only stacking and
sub setting was done to generate LULC maps.

19.2.3.2 LULC Classification
LULC classification has evolved to be the most
widely used application in remote sensing. To

Fig. 19.3 Study area Gurugram, Haryana

Table 19.1 Satellite sensors and date of data retrieval

Satellite Sensors Date of
acquisition

Path/Row Cloud
cover
(%)

Sun elevation
(in degrees)

Sun Azimuth
(in degrees)

Landsat 7 Enhanced thematic mapper
(ETM+)

24.5.2000 147/040 0.0 67.152 105.25

Landsat 5 Thematic mapper (TM) 13.6.2010 147/040 0.0 67.125 98.567

Landsat 8 Operational land imager (OLI),
thermal infrared sensor (TRS)

22.6.2019 147/040 0.0 68.793 99.525
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study LULC change over Gurugram city, multi-
temporal data is used for representative years
2000, 2010 and 2019, showing decadal variation.
Using ERDAS 2014, the stacked and subset
images of AOI are used to identify land use
classes. Supervised classification was done on
ERDAS 2014 using the maximum likelihood
scheme (MLC). Five different land use classes
were made, namely urban built-up, agricultural,
vegetation, open land and water body/wetland,
for the years specified, and LULC classes map
was created for respective years. Accuracy
assessment was done for the classified maps, land
use/land cover map of 2000, 2010 and 2019
through physical surveys, field visits and also
study of Google Earth imagery. Further accuracy
assessments were done using kappa coefficient
and results have been given in Table 19.3.
Thereafter, a change detection map was created
in ArcGIS to assess the land use/land cover
change from 2000 to 2019.

19.2.3.3 Retrieval of LST from Landsat
Images

Analysis of historic LST data was obtained using
mono-window (MWA) and split window algo-
rithm (SWA). For the years 2000 and 2010,
mono-window algorithms were used (Kumari
et al. 2018). The split window algorithm was
used to generate the LST map for 2019 (Landsat
8). The split window algorithm can be used only
for data that have two thermal bands (B10 and
B11) as in Landsat 8 (Du et al. 2015).

19.2.3.4 Retrieval of LST from Landsat
5(TM) and Landsat 7
(ETM+)

The retrieval of LST from Landsat thematic
mapper (TM) and Landsat 7, enhanced thematic
mapper (ETM+) was done in four steps as per
Landsat User handbook (Ihlen and USGS 2019).
In the first step, the digital number of the image is
converted into spectral radiance using Eq. 19.1.

Fig. 19.4 Flowchart to calculate LST from satellite imagery
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Lk ¼ min max�minð Þ � DN=255 ð19:1Þ

where Lk = spectral radiance, Min = 1.238
(spectral radiance of DN value 1), Max = 15.600
(spectral radiance of DN value 255) and
DN = digital number.

In the second step, spectral radiance is con-
verted into sensor radiance value by using the
following Eq. 19.2.

Lk ¼ LMAXk� LMINk
QcalMAX� QcalMIN

� �
ðQcal

� QcalMINÞþ LMINk ð19:2Þ

where Lk = spectral radiance at the sensor’s
aperture, Qcal = quantized calibrated pixel value
[DN], QcalMin = minimum quantized calibrated
pixel value corresponding to LMIN, QcalMax =
maximum quantized calibrated pixel value cor-
responding to LMAX, LMINk = spectral at-
sensor radiance that is scaled to QcalMin and
LMAXk = spectral at-sensor radiance that is
scaled to QcalMax

Further, in Step 3, the sensor effective radi-
ance is converted into sensor brightness value
temperature (in Kelvin) by using Eq. 19.3.

TB ¼ K2

lnðK1Lk þ 1Þ ð19:3Þ

where TB = effective at-sensor brightness tem-
perature [K], K2 = calibration constant 2,
K1 = calibration constant 1, Lk = spectral radi-
ance at the sensor’s aperture [W/(m2 sr lm)] and
ln = natural logarithm.

The values of K1 and K2 are constant for
every satellite image as per Landsat 5, 7 and 8.
These are displayed in Table 19.5. Finally, in the
final step, the effective at-temperature in Kelvin
is converted into °C by using the equation, as
shown below.

T �Cð Þ ¼ T � 273:15 ð19:4Þ

19.2.3.5 Retrieval of LST from Landsat
8 OLI/TIRS

This study uses the mono-window algorithm for
estimating LST from Landsat 8 imagery for
calculation of LST as per the description pro-
vided. As per the recommendation of USGS
(after January 6, 2014) of not using TIRS Band
11 due to its larger calibration uncertainty, the
study used only band 10 in the algorithm (Avdan
and Jovanovska 2016). This study utilizes TIR
band 10 to estimate brightness temperature and
bands 4 and 5 for calculating the NDVI. The
metadata of the satellite images used in the
algorithm is presented in Table 19.1. The first
step is retrieving the top of atmospheric
(TOA) spectral radiance using Eq. 19.5.

Lk ¼ ML � QcalþAL ð19:5Þ

where Lk = temperature of atmosphere spectral
radiance, ML = band-specific multiplicative
rescaling factor from the metadata (0.000342),
AL = band-specific additive rescaling factor for
Band 10 from the metadata (0.1) and Qcal =
quantized and calibrated standard product pixel
values (DN) of band 10.

In the second step, TIRS band data is con-
verted into BT from spectral radiance using
thermal constants as per metadata file (MTL) us-
ing Eq. 19.3. The third step involves calculating
NDVI. As per Weng (2004), it is mandatory to
estimate the NDVI because the amount of veg-
etation is a significant factor for LST estimation.
The NDVI was calculation using Eq. 19.6.

NDVI ¼ NIR� R

NIRþR
ð19:6Þ

where NIR is the near-infrared band and R is the
red band. For the fourth step, the proportion of
vegetation (Pv) is calculated using Eq. 19.7.

Pv ¼ ðNDVI� NDVIMIN=NDVIMAX

� NDVIMINÞ2
ð19:7Þ
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Further, in the fifth step, land surface emissivity
LSE is calculated to estimate LST. As per
Planck’s law “LSE is the proportionality factor
that scales blackbody radiance, which predicts
emitted radiance.” The land surface emissivity
LSE (e) is calculated using Eq. 19.7 as proposed
by Sobrino et al. (2004).

e ¼ 0:004� Pvþ 0:986 ð19:8Þ

where e is emissivity and Pv is the proportion of
vegetation. Finally, the last step of calculating
LST or emissivity corrected LST is done using
Eq. 19.9.

T ¼ TB
1þðk:TB=PÞ lnðeÞ ð19:9Þ

where BT = brightness (at-satellite temperature),
W = wavelength of emitted radiance (11.5 lm)
and = 14,380 (constant).

19.2.3.6 Calculation of NDVI and NDBI
NDVI is calculated by using the equation sug-
gested by Kriegler et al. (1969) as shown below.

The ratio of the NIR and red band is used for the
calculation because of the highest EM spectrum
of absorption by chlorophyll of these two bands.
The NDVI was calculated using Eq. 19.6. Cal-
culation of NDBI is done by Eq. 19.10 as sug-
gested by Zha et al. (2003) using the mid-infrared
(MIR) and near-infrared (NIR) bands of Landsat
data.

NDBI ¼ MIR� NIR
MIRþNIR

ð19:10Þ

19.3 Results and Discussion

19.3.1 Analysis of Variation of LULC
Pattern

Due to rampant urbanization, agricultural and
pervious land in Gurugram was converted to
impervious areas. This is evident from the LULC
classification maps generated for the years 2000,
2010 and 2019 (Fig. 19.5). The results indicated
that temporally urban built-up areas have
increased manifold as indicated in Table 19.2.

Fig. 19.5 LULC classes image of Gurugram, 2000–2019

Table 19.2 LULC classes
with area coverage (in
acres)

Year Water
body/wetland

Vegetation Open
land

Urban built-
up

Farmland

2000 153 15,123 5455 25,343 66,621

2010 356 29,069 6183 30,463 46,239

2019 552 27,650 17,869 40,554 25,685
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The urban built-up area since 2000 had
increased by 20% till 2010 and 60% till 2019. It
is evident from LULC maps that a major per-
centage of farmlands were converted into
impermeable areas of urban built-up since they
also decreased by approximately 61% in the last
two decades. It is encouraging to see the area of
vegetation or the green area of the city is also on
increase. This may be attributed to the fact that
the farmlands have been converted into urban
residential pockets that are judiciously planned
with due regard to green areas. The absence of
optimum green and permeable areas may choke a
city eventually. As the city grew, water treatment
plants and sewage treatment plants were set up in
the city area accompanied by the increased flow
in the Najafgarh drain that flows in the northwest
part of Gurugram. This is the reason why the
water body area has seen an increased manifold.
Studying Table 19.2 we can summarise that it is
all the agricultural land of the city that eventually
got converted into various other land use classes.
Table 19.3 below presents the accuracy assess-
ment of the land use classification of Gurugram
which was done using the Kappa coefficient.

19.3.2 Analysis of LST Pattern

Urban surfaces in dense areas are observed to
make those pockets in a city warmer than
neighboring areas (Mohan et al. 2012). With the
rapid increase in urban built-up areas, roads and
flyovers the pervious, green area of Gurugram has
decreased significantly. This has led to an
increase in anthropogenic heat release also.
Studies present that an increase in impervious
areas and a change or reduction in the distribution
of green cover can increase land surface temper-
atures gradually (Kumari et al. 2018; Shahfahad

et al. 2022). Land surface temperature (LST) is
representative of the radiative temperature of any
land surface, such as soil, grass, pavements,
asphalt and is directly affected by albedo, vege-
tation cover and soil moisture. Historic LST data
can be extremely useful in monitoring the
increasing UHI patterns of individual cities over
some time and thus reveals the impact of urban-
ization on local climate (Tran et al. 2006).

In the present study, LST maps were created
for the years 2000, 2010 and 2019 for the city of
Gurugram to analyze the spatial and temporal
trends of temperature (Fig. 19.6). The tempera-
ture range classification in LST maps was divi-
ded into 5 equal classes with a defined interval of
5 °C by managing symbology of the maps in
ArcGIS. The same range was used in all three
LST maps of representative years to bring more
clarity in comparison. The city, once an agrarian
economy, is now a leading economic center of
the country and the hub of call centers of many
MNCs. The city has grown up considerably from
being a sleepy and dusty town of Haryana. Ini-
tially, the city lacked basic infrastructure facili-
ties for its population, but slowly with the influx
of younger working-class, the authorities started
improving these facilities since the city witnessed
a boom in real estate. On one hand, the city saw
better connectivity with the capital city and a
wide network of roads, and on the other hand, the
Gurugram city area kept on growing within the
district with each master plan.

The analysis of historic data revealed that LST
has increased significantly in the last twenty
years (Table 19.4). The LST map was generated
for the peak summer months for the city for each
year. The year 2000 saw a summer temperature
range of 27.0–40.4 °C (May 2000). Large parts
of the city (84%) exhibited a high-temperature
range of 36–40 °C. While the vegetated area

Table 19.3 Accuracy
assessment for LULC
classes

Year Accuracy percentage (%) Kappa coefficient

2000 96.67 0.91

2010 94.00 0.95

2019 86.67 0.82
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around the water body (near Najafgarh Lake)
were the lower temperature zones in the city, the
area of the city in a north-eastern range having
vegetation and agricultural land displayed a
warm temperature range of 31–35 °C. A decade
later in 2010 when Gurugram was at peak of
urbanization, LST range analysis of the city
revealed a temperature range of 44.8–28 °C. The
temperature range of 31–35 °C was only
observed for a mere 1% area of the city as against
15% during previous observation. While the
south-western and north-western parts of the city
were exhibiting a maximum temperature range of
41–45 °C, the north-Eastern part of the city,
majorly a residential area exhibited a temperature
range of 36–40 °C. Lastly, LST analysis for the

city was done for the year 2019. As expected, the
city surface temperature increased further,
whereas for June 2019, more than 6% of the city
was witnessing LST in the range of 46–48 °C,
these areas lie in the north-western part of the
city. Table 19.4 below gives a comparative
analysis of how over the years the city area saw
different temperature range. The maximum LST
observed for the city saw a jump of 7.28 °C in
the past 20 years. The historical LST dataset
suggests that the city is experiencing more severe
summer heat and gradually the greater city area is
falling victim to it. This is in line with the tem-
poral monthly average maximum temperature
(gridded data from IMD Web site) as presented
in Table 19.5.

Fig. 19.6 LST image of Gurugram, 2000–2019

Table 19.4 LST
comparative analysis for
the city over the past two
decades

Year Area of city(percent) that falls in land surface temperature range

� 30 °C 31–35 °C 36–40 °C 41–45 °C � 46 °C

2000 0.05 15.48 84.43 0.01 0

2010 0.07 1.27 50.85 47.6 0

2019 0 0.84 42.77 50.29 6.1

Table 19.5 Temporal
monthly average maximum
temperature (gridded data
from IMD Web site)

Year Minimum (Monthly average) Maximum (Monthly average)

2000 14.92 36.39

2005 13.73 37.29

2010 14.37 37.14

2015 12.65 35.06

2019 12.71 37.54
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19.3.3 Analysis of NDVI and NDBI

In the present study for Gurugram, NDVI and
NDBI were calculated to assess the relationship
between it and the physical features of the study
area. The result shows that there is higher NDVI
in 2000, 2010 and 2019 around the northern part
of the city along with few patches in the southern
and eastern side which also boasts of the golf
course (Fig. 19.7). The lowest NDVI is found in
built-up dominating the industrial and high-
density residential areas in the central part of
the city. NDVI values vary from −0.09 to −0.35
in 2000, and in 2019, it is −0.10 to 0.52
(Fig. 19.7). The values of these NDVI suggest
that sparse vegetation is dominant such as shrubs
or farmland in the city except for thick vegetative
regions of Najafgarh Lake and Sultanpur national
park. The NDVI value of 0.1 or less than that
represents non-vegetated land, bare rock or it
may be built-up or fallow land area. Analyzing
the large extent of residential areas, private
developers have given due importance to plan-
ning green areas in their projects owing to local
authority byelaws and marketing trends.

The NDVI ranges from +1 to −1. The positive
values are representative of healthy green vege-
tation, while the negative NDVI values indicate
non-vegetative and impermeable cover. NDVI
representing vegetation of an urban area is
associated with the properties of the ground
surface in the urban regions and influences the
surface temperature significantly (Zhang and
Wang 2008). Correlational analysis of NDVI and

LST was done to understand how they influence
each other in urban conditions. Scatter plots were
prepared for the representative years and a neg-
ative degree of correlation (low) was established
as given in Fig. 19.10. The pictorial representa-
tion of scatter plots helps in understanding the
correlation. The correlation was negative but low
for the year 2000; however gradually over the
years by 2019, the negative correlation became
very weak. It may also suggest that in the current
scenario the city LST was not directly influenced
by NDVI but was governed by some other
physical factor. Also, dry, diseased or deciduous
non-greenish vegetation, which are also referred
to as non-photosynthetic vegetation (NPV), has
different reflectance properties in comparison
with green vegetation and result in lower NDVI
value (Tetali et al. 2022). For the year 2000, a
negative correlation was low represented by
r2 = 0.3545; this further reduced to r2 = 0.217
in the year 2010, and finally, 2019 was repre-
sented by r2 = 0.122 presenting a very weak
negative correlation.

Analysis of NDBI images shows that there is
a much increase in the area under built-up from
2000 to 2019. In 2000, NDBI ranges from 0.09
to 0.39, and in 2019, it increased from − 0.36 to
0.39 (Fig. 19.8). In 2000, a high NDBI value was
seen in the central, eastern and southern parts of
the study area. Generally, a high NDBI value is
recorded in the area which has a high concen-
tration of built-up and open land with bare soil
and rocks. In 2019, it is observed that the central
and northern areas of the city have high values of

Fig. 19.7 NDVI image of Gurugram, 2000–2019

19 Impact of Urbanization on Land Use and Land Cover Change … 335



NDBI owing to densely built-up areas. Much
large extent of the city has now moderate NDBI
value owing to the extent of built-up reaching
new zones also dry bare soil when gets heated
displays similar NDBI values as built up.

For the years 2000, 2010 and 2019, a corre-
lation study was done to establish the variability
of LST with NDBI. As stated, earlier NDBI is an
index that represents the degree of urbanization
for any area, explained by the percentage of
urban built-up. Scatter plots were also prepared
for the representative years and a positive degree
of correlation (medium and high) was established
as given in Fig. 19.11. A positive correlation
between LST and NDBI in a scatter plot means
that the area which has a high NDBI value has a
high LST value and an increase in NDBI causes
an increase in LST. There is a change in the
degree of correlation among the LST and NDBI
over the years. In 2000, there is a moderate
degree of positive correlation between NDBI and
LST (r2 = 0.418). In 2010 a strong degree of
correlation between NDBI and LST (r2 = 0.569)
exists. In 2019, the correlation between LST and
NDBI is moderate where r2 = 0.457. Different
land use/land cover classes have different values
of LST and NDVI and NDBI.

19.3.4 Association Between LULC
Changes and LST

Cities like Gurugram are the main engines of
urban growth alongside the national capital city.

With the rapid pace of urbanization, the city is
bound to witness an increase in pollution, waste
generation, changes in the vertical and hori-
zontal surfaces. It is observed that the urban
surfaces absorb a large number of radiations,
unlike the traditional surface materials. Since
these urban materials are generally water-
resistant, the area they cover becomes impervi-
ous and gets heated up easily. This is the reason
why surface temperatures in urban areas are
higher. Similarly, the open, fallow land which is
devoid of any plants or crops also shows high
temperatures because of the low emissivity of
dry soil.

Analysis of the historic temperature data of
the city also validates our findings of LST. The
summer temperatures have increased substan-
tially over the years. The temperature data was
downloaded from the gridded data, identified for
Gurugram city from the IMD Web site.

City transects were drawn to analyze the
temperature variation between two decades
(Fig. 19.9). Examining the transects of the city
in East to West and North to the south under
the “Then and Now” criteria, it was concluded
that various pockets of the city have seen a total
transition in terms of LST. This can be attrib-
uted to the fact that LULC of the city saw a
huge makeover following urban sprawl. From
being a village in Haryana to the most sought-
after place by MNCs for their head offices, the
city has seen it all but at a cost that the envi-
ronment, and thus, the health of its population is
paying.

Fig. 19.8 NDBI image of Gurugram, 2000–2019
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19.4 Conclusion

To date, Gurugram is witnessing the process of
urbanization at an unprecedented rate, with fur-
ther change in land use of agricultural land to
residential land use. An example is coming up of
new urban neighborhoods such as the New

Gurgaon area, with seamless connectivity to IGI
airport and Dwarka expressway (Delhi). Devel-
opment of infrastructure, stretching of adminis-
trative boundary, increasing residential density
and addition of new SEZs are some steps taken
by the administration to manage sprawl and
upgrade civic amenities not to forget luring more
investors. As a result, the influx of the immigrant

Fig. 19.9 City transects of Gurugram, 2000 and 2019

Fig. 19.10 Scatter plots for NDVI and LST

Fig. 19.11 Scatter plots for NDBI and LST
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population does not stop and the pressure on
residential sectors remains as it is. The present
study confirms this trend that over the past two
decades significant percent of urban built-up land
has increased causing a decrease in farmland
areas. Following this, permeable areas are sacri-
ficed to propose impermeable areas causing
noteworthy land cover changes in city bound-
aries. This leads to an increase in surface tem-
perature and gives rise to UHI effects. As more
and more farmlands get converted into com-
mercial industrial or residential plots, the inten-
sity of UHI will keep on increasing. Through this
study, the authors using Landsat 5, 7 and 8
datasets established the presence of UHI in
Gurugram city and also successfully established
a relationship between LST and LULC. By
studying the temporal and spatial variability of
LST, it was concluded that the city is slowly
warming up due to the change in LULC. The
abundance of urban surface materials, reduction
in permeable surfaces and change in land use
pattern of the city are said to be the reason for
such high variability in LST of the city.
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20Identifying the Flood Hazard Zones
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Abstract

Floods are one of the most destructive natural
catastrophes due to the extensive damage to
property, infrastructure, and human lives. It is
difficult to forecast which areas will be
flooded due to the dynamic and intricate
nature of floods. As a result, flood hazard
zones can be identified early and flood
disasters can be managed more effectively.
The flood extent map of the Yamuna River
flood in Delhi in 2010 was utilized to
determine the inundated area in this study.
In Delhi, the Flood Hazard Index (FHI) was
also employed in a multi-criteria decision-

making strategy to spatially demarcate the
distinct flood zones. To establish the relation-
ship between flood inundation and influential
factors, multicollinearity diagnostics test was
used. Receiver Operating Characteristic Curve
(ROC) was used to validate the flood hazard
zones model. The entire inundated area was
5.7% (about 79.85 km2), with agriculture
being the most affected by the flood, with a
63% area under flood. According to the flood
hazard map, 8.75% of Delhi is in a very high
flood hazard zone. Built-up regions made up
39.66% of the zone with a very high flood
threat, while agricultural made up 32.9%. The
approach and solution-oriented results pre-
sented in this chapter will aid regional and
municipal authorities and policymakers in
lowering flood risks and developing appropri-
ate mitigation measures to prevent potential
harm.

Keywords

Delhi flood � Urban flood inundation �
Multi-criteria decision-making approach �
Flood Hazard Index

20.1 Introduction

Floods are one of the most devastating natural
disasters on the planet, causing infrastructure
damage, including critical public infrastructure,
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and often resulting in fatalities. It is a recurring
event in the areas occupied for agriculture and
human settlements. Because of the abundance of
water, all civilizations thrived near rivers’ banks.
However, when the same water in large quanti-
ties inundates the normally dry inhabited area,
resulting in the loss of life and property, it is
referred to as a ‘flood’ disaster. According to the
International Charter for Space and Major
Disasters, flooding on the earth's surface is the
most common hazard type and is often natural in
origin; however, it becomes a disaster because of
human activities. As per the World Health
Organization (WHO), these occur when an
overflow of water resulting from heavy rainfall,
rapid snowmelt, or a storm surge from a cyclone,
among other things, submerses land that is usu-
ally dry. The floods can be broadly categorized
as flash floods (rapid and excessive rainfall that
raises water heights quickly, and rivers, streams,
channels, or roads may be overtaken), river
floods (consistent rain or snowmelt forces a river
to exceed capacity), and coastal floods (storm
surges associated with tropical cyclones and/or
tsunami). Among these, river floods are the ones
that may last for days or weeks, having consis-
tent and long-term challenges that could be
studied, documented, and managed. These floods
are increasing in frequency and intensity because
of the extreme precipitation as a result of climate
change.

The majority of flood problems occur in
developing countries as a result of a lack of
infrastructure, poor management, low income,
and the lack of advanced early warning systems
(Ghent 2013; Jonkman 2005). Flood risk is a
measure of vulnerability to flooding-related
damage and loss that is commonly calculated
by considering physio-climatic, hydrodynamic,
economic, social, and ecological factors (Dash
and Sar 2020). Calculating risk is a difficult task
due to the involvement of numerous factors in
the process. However, the combination of geo-
graphical information system (GIS) and multi-
criteria decision-making (MCDM) is successful
for natural hazard analysis, (Rashed and Weeks
2003; Fernández and Lutz 2010). The MCDM
Analytic Hierarchy Process (AHP) method is a

structured and very flexible approach to solving
complex decision-making problems involving
multiple criteria or parameters. AHP is a
straightforward and well-proven method for
resolving multi-criteria decision-making issues to
identify Flood Hazard Index (FHI), which can be
used to create flood hazard zone map. Flood
hazard zone refers to the geographical area that
can be inundated by flood events and has a high
possibility of being equalled and exceeded at any
given time and space. In this context, the Flood
Hazard Index (FHI) is an indicator used to
explain flood risk hotspots through a comparative
analysis of different intensities or frequencies of
the given flood in a specific geographical setting
and at a given time. Currently, the FHI method is
used in the majority of flood hazard zonation and
assessment studies (Das 2018; Dash and Sar
2020; Kabenge et al. 2017; Kazakis et al. 2015;
Papaioannou et al. 2015). A validation process is
generally carried out after comparing the FHI
results to an index-based flood inundation map to
ensure that the FHI results are the probable rep-
resentation of flood hazard in space and time.
Previous research has found that using a spatial
map of historical floods to validate AHP results
is a better option (Dash and Sar 2020). Several
studies were done on Indian cities regarding
flood hazard/risk zonation (Table 20.1).

Along with the GIS environment which is
used for assessment and integration of parame-
ters, remote sensing inputs are taken for spatial
flood mapping and collection of relevant
parameters for such analysis. Though Synthetic
Aperture Radar (SAR) data is an excellent source
for flood mapping (in the cloudy environment),
appropriate selection of optical remote sensing
data often provides opportunities for such map-
ping. Flooding may also occur due to excessive
rainfall in the upper hilly areas (upstream), and in
such scenarios, optical remote sensing data
stands out to be efficient and effective. In the
tropical countries like India, every year during
the monsoon season, low-lying areas near the
river are inundated resulting in flood situations in
the immediate catchment. This chapter focuses
on the flood hazard zonation mapping of Delhi,
India's capital city. This is accomplished by
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combining actual mapping of the spatial extent of
Yamuna River (during the Flood event of 2010)
using optical remote sensing data with the cre-
ation of a flood hazard zone map utilizing FHI
along with the combination of MCDM/AHP in a
GIS environment. During times of high precipi-
tation, the city also experiences urban flooding
throughout its road network; yet, it is still
important to map, model, and communicate the
flooding that occurs along the Yamuna basin.

20.2 Study Area

This chapter focuses on the capital city of India,
Delhi (Fig. 20.1). It is located in the northern part
of India and shares borders with Haryana and
Uttar Pradesh. The longitude and latitude of
Delhi are respectively 77

�
130 and 28

�
380.

According to the Census of India (2011), the
total population of Delhi is 16753235 (approx.

16 million), and its area is 1484 km2 (Census of
India 2011). The city is situated on the right bank
of Yamuna River, and Gangetic Plain lies in its
north and east, Aravalli Hills in south and Thar
Desert in the west (Kumar et al. 2019). Elevation
in Delhi varies from 137 to 325 m, and its
average elevation is 204 m. In fact, Yamuna
River flows through Delhi clipping the eastern
part of city. The climate of Delhi is semi-arid,
and temperature varies in summer from 27.6 to
44.2 °C and in winter from 3.5 to 22.2 °C
(Kumar et al. 2019).

20.3 Materials and Methods

The chapter demonstrates the utility of secondary
data collected from a variety of sources. The-
matic layers for the study ‘Flood Hazard Zoning
(FHZ)’ were created using satellite remote sens-
ing images and a satellite-driven digital elevation

Table 20.1 Literature on urban flood risk and zoning in Indian cities

References Study area Objective Findings

Sarmah
et al. (2020)

Guwahati Urban flood hazard map and human
vulnerability index (HVI) of Guwahati are
being developed

Flooding threatens 38.70% of the
Guwahati municipal area

Saha and
Agrawal
(2020)

Prayagraj Calculating the flood inventory and
assessing the impact of flooding on
different land use classes

According to the flood risk map, 701.71
km2 (12.80%) of the study area is at high
danger, while 1273 km2 (23.22.8%) is at
moderate risk

Mundhe
(2019)

Pune Using multi-criteria decision-making tools,
identify flood-prone locations and develop
a vulnerability zonation

Flood-prone zones were found to cover
5% (12.50 km2) of the total area,
indicating a high flood-risk zone

Dhiman
et al. (2019)

Mumbai,
Kolkata,
Chennai,
Surat

After delineating hazard prone zones, city-
scale mitigation and adaptation plans were
developed

In consideration of anthropogenic flood
threats, Mumbai, followed by Surat, is
the most susceptible of the four cities

Singh et al.
(2018)

Bangalore Road network vulnerability assessment
from urban flood risk map

The very high flood risk category affects
5.8–9.6% of total road length

Zope et al.
(2017)

Poisar
River basin,
Mumbai

The flood plain and hazard map was
developed using hydrological and
hydraulic models, using GIS and remote
sensing

The major reason for the rise in flood
peak discharge and reduction in lag time
is the influence of urbanization

Sowmya
et al. (2015)

Cochin To identify flood extent areas and urban
flood vulnerable zonation

High and very high vulnerable zones
affected 8.6% of the city's area

Singh and
Singh
(2011)

Noida To identify the flood-affected areas in
Noida city

Severely flood affected areas are in
eastern and western sections and
moderately affected forest area
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model (DEM). The weights to the selected spatial
layers of different parameters for FHZ were cal-
culated using the AHP method of MCDM. Using
ArcGIS, the spatial layers of the selected
parameters were created and categorized into five
categories to give each parameter a specific rat-
ing. On the basis of Jenks’ natural break cluster-
ing technique, the values of all parameters were
divided into five groups (Jenks 1967). Only
quantitative parameters could be classified as
natural breaks, so qualitative parameters were
categorized based on their influence on flooding,
and ratings were assigned to the manually defined
classes based on their contribution to flooding.

20.3.1 Flood Extent Mapping

Landsat-5 Collection 2 Level-2 data of Septem-
ber 26, 2010, (one of the known flooding inci-
dence dates) was used to map the pre-flood
extent and the peak flood situation. The Landsat-
5 data of October 22, 2008, was used to map the
Yamuna River's normal extent. The two date

mapping was compared before and after flooding
and used to determine Yamuna River's normal
spatial extent in Delhi. The water and non-water
classes were separated using the Modified Nor-
malized Difference Water Index (MNDWI).
MNDWI is an improved version of McFeeters’
1996 Normalized Difference Water Index
(NDWI) (Xu 2006). Both the NDWI and
MNDWI use multiple bands, and a band ratio
approach helps in separating the water class from
the other classes. However, NDWI is less accu-
rate in comparison to MNDWI in urban areas or
where the built-up is heavily mixed with water.
Thus, in terms of overall accuracy for the
urbanized locations like Delhi, MNDWI is better
for studying floods because it easily reduces non-
water pixels while increasing water pixels when
compared to other indices. As a result, only one
index was used to determine the flood's spatial
extent (Du et al. 2016; Gautam et al. 2015; Sun
et al. 2012; Szabó et al. 2016). In the ArcGIS
software, the green band and the Shortwave
Infrared (SWIR) band were used to calculate
MNDWI (Gautam et al. 2015; Xu 2006).

Fig. 20.1 Study area
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MNDWI ¼ GREEN � SWIR
GREENþ SWIR

ð20:1Þ

where GREEN and SWIR refer to data collected
in green (0.52–0.60 µm) and Shortwave Infrared
(1.55–1.75 µm) wavelengths. MNDWI values
were categorized into two classes and threshold
value manually defined zero, whereas the
potential range of MNDWI is between −1 and 1
(Sun et al. 2012). The pixel values below zero
denote the built-up class including other classes,
and positives values show the water class.
Finally, MNDWI was classified as a binary raster
layer with water and non-water classes.

20.3.2 Identification of Flood
Causative Parameters

On the basis of physiographic, hydrologic, and
geological attributes, eight parameters were
identified to create the flood hazard zone
map. The most important aspect of the MCDA
method is the parameter or criteria selection,
because the entire result is dependent on the
influence of these parameters. Based on previous
studies that have been conducted to create a flood
hazard zone map using AHP, it is concluded that
they have all chosen criteria that correspond to

local geographical settings that influence the
physical process of flood mechanism (Das 2018;
Dash and Sar 2020; Kabenge et al. 2017; Kazakis
et al. 2015; Papaioannou et al. 2015). The eight
parameters chosen are flow accumulation,
draining capacity, elevation, ground water depth,
slope, potential runoff coefficient, land use, and
geology. The description of each parameter is
given in Table 20.2.

The density of the drainage network in the
study area influences flow accumulation, which
is an important factor in influencing flooding.
The spatial layer of flow accumulation was cre-
ated using Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER)
DEM data with a spatial resolution of 30 m.
Drainage capacity is determined by the drainage
network. The drainage density raster layer was
created using the drainage network vector layer.
The drainage network vector layer was down-
loaded for free from OpenStreetMap, and the
watershed layer was created using the Delhi
vector layer (downloaded from IGIS maps
https://map.igismap.com/). Elevation is another
important parameter that affects the flow of
water, drainage capacity, and runoff coefficient,
among other things. The ASTER Global DEM
(GDEM) datasets were used to create a raster
layer of elevation zones, which were then

Table 20.2 List of parameters used in the analysis and their description

Parameter Description

Flow accumulation A cumulative count of the number of pixels that naturally drain into outlets (unitless)

Draining capacity The amount of liquid that can be discharged at the open channel end (categorical)

Elevation Height above the surface of the ground, or an area that is higher than the surrounding land
(metres)

Ground water depth The depth or elevation above or below sea level at which the surface of ground water stands
(below the surface in metre)

Slope describing steepness of the earth surface (degree)

Potential runoff
coefficient

The portion of rain that becomes surface runoff during a rain even (unitless)

Land use The human use of land (unitless)

Geology Distribution of rock and stone types (unitless)
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classified into five zones using Jenks’ Natural
Break classification techniques (Jenks 1967). The
water-holding capacity of the land and the rate of
infiltration were determined by ground water
depth. To achieve maximum accuracy, the
ground water depth map was created during the
pre-monsoon period (Dash and Sar 2020). The
ground water depth map raster layer was created
by digitizing and reclassifying a map published
in the Central Ground Water Board (CGWB) of
India's annual report (Central Ground Water
Board 2015; Shekhar et al. 2009). The flow of
water, drainage capacity, and infiltration rate
were all controlled by the slope. The thematic
layer of slope map was created using the
ASTER GDEM (30 m spatial resolution). The
slope value was converted to percentage and
divided into five categories. Through the inter-
section of vector layers of land use, slope, and
soil texture, the thematic layer of potential runoff
coefficient was created. Soil texture (Mallick
et al. 2015) and land use map (Sharma et al.
2020) were taken from previous studies and
converted into five classes before being reclas-
sified and converted into a vector layer for
overlaying. Values for runoff coefficients were
manually entered into the intersected map from
table (Liu and Smedt 2004; Mahmoud et al.
2014; Merz et al. 2006). The land use spatial
layer was derived from previous research
(Sharma et al. 2020). The geology thematic layer
was created by digitizing a published map by the
Geological Survey of India (Central Ground
Water Board 2015; Shekhar et al. 2009). The
flood conditioning parameters were chosen using
a multicollinearity analysis (Table 20.3). The
parameters were deduced using a VIF less than 2
threshold in this study.

20.3.3 Rating the Values of Different
Parameters

The values of spatial layers were divided into
five categories for rating purposes. Each geo-
logical layer has only four units, which are
divided into four classes. The maximum slope
rating is 10, and the minimum runoff rating is 2
(Table 20.4). A rating was assigned based on the
influence of qualitative parameters on flooding
(Dash and Sar 2020).

20.3.4 Expert Advice for Parameters
Weights

The weights of all parameters were calculated
using the AHP method. On the advice of con-
cerned experts in this field, a pairwise compar-
ison matrix for the weights was created after
comparing these parameters to each other. The
effectiveness of AHP methods is dependent on
the experts’ understanding and knowledge (Dash
and Sar 2020). For the AHP matrix table, all of
these parameters were ranked in order of
increasing importance for flood hazard zoning.
On a scale of 1–9, parameters were preferred,
with 1 being equally preferred and 9 being
extremely preferred (Saaty 2013; Saaty and Wind
1980) (Table 20.5).

20.3.5 Consistency Check

As AHP is based on the opinions of various
experts, the most important step in validating this
method is to check its consistency (Eq. 20.1).
The consistency check is crucial for proving that

Table 20.3 Selection of the parameters for flood hazard zones determination using multicollinearity test

Parameters Flow
accumulation

Draining
capability

Elevation Ground
water depth

Slope Runoff
coefficient

Land
use

Geology

Multicollinearity
test (VIF)

1.57 1.04 1.63 1.88 1.97 1.24 1.04 1.15
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judgments are correct or acceptable; if the con-
sistency ratio (CR) value (Eq. 20.2) is less than
0.1, the judgments are acceptable (Saaty 2013).

Consisitency Ratio CRð Þ ¼ Consisitency Index CIð Þ
Random Index RIð Þ

ð20:1Þ

CI ¼ kmax�n

n� 1
ð20:2Þ

where kmax is the average priority vector, n is
number of parameters, and the value of Random
Index (RI) has already been defined in the Ran-
dom Index table by Saaty. Here, kmax ¼ 8:506,
n = 8, CI = 0.072, RI = 1.41 (mentioned by
Saaty 1987), and CR = 0.051 were calculated
after all mathematical calculations. The AHP
method is thus validated and authentic in the case
of study, as evidenced by the value of CR < 0.1.

20.3.6 Flood Hazard
Zonation/Zoning

To spatially demarcate the flood hazard zones in
Delhi, FHI was used (Eq. 20.3). The GHI uses
weights of selected parameters as an input to
generate flood hazard zone map, so the AHP
method of MCDA was used to solve this prob-
lem. In some previous studies, the Flood Hazard
Index method was used to validate the results
obtained from satellite images and the AHP
method based on MCDA (Das 2018; Dash and

Sar 2020; Kabenge et al. 2017; Kazakis et al.
2015; Papaioannou et al. 2015).

FHI ¼
X
n

i¼1

ri � wi ð20:3Þ

where ri = rating of the parameter in each point,
wi = weight of each parameter, n = number of
the criteria.

20.4 Results

20.4.1 Flood-Causative Parameters

All of the parameters were categorized into five
risk zones based on a scale of 2–10, with 2 being
the least vulnerable to flooding and 10 being the
most vulnerable. The following are the outcomes
of all spatial layers.

Flow Accumulation

The water concentration is depicted on the the-
matic map of flow accumulation. One of the most
important parameters for displaying the pattern
of water accumulation is flow accumulation
(Mahmoud and Gan 2018). The flow accumula-
tion in the study area was calculated for the
National Capital Region (NCR) because it pro-
vides more accuracy in water concentration than
the Delhi subset. Between 0 and 1,506,163, the
flow accumulation values range. In Fig. 20.2a,
pixels with values in dark green and green colour

Table 20.4 AHP ranking
of parameters

Parameters FA DC EL GWD SL RC LU GEO

FA 1 2 3 4 5 7 7 9

DC 1/2 1 1 3 4 6 7 8

EL 1/3 1 1 2 4 5 6 6

GWD 1/4 1/3 1/2 1 3 4 5 6

SL 1/5 1/4 1/4 1/3 1 2 4 5

RC 1/7 1/6 1/5 1/4 1/2 1 3 4

LU 1/7 1/7 1/6 1/5 1/4 1/3 1 2

GEO 1/9 1/8 1/6 1/6 1/5 1/4 1/2 1

FA—Flow accumulation; DC—Draining capability; EL—Elevation; GWD—Ground
water depth; SL—Slope; RC—Runoff coefficient; LU—Land use; GE—Geology

20 Identifying the Flood Hazard Zones in Urban … 347



indicate areas with low water concentrations,
while pixels with red and orange colour indicate
areas with higher water concentrations.

Draining Capability

The presence of fewer drains, a poor, outdated,
and old drainage system, and the presence of
fewer drains in urban areas are rapidly increasing

the problem of flooding and water logging.
Drainage capacity is an important factor in flood
control (Ouma and Tateishi 2014). Both drainage
density and elevation played a significant role in
determining the draining capability range. The
findings show that areas with low to moderate
elevation and low to high drainage density have a
high flood risk. Values in red pixels represent

Table 20.5 Subclasses of criteria, rating, and weights of the parameters

Parameters Class Rating Weights

Flow accumulation 584,747–1,506,163
425,271–584,746
230,355–425,270
59,066–230,354
0–59,065

10
8
6
4
2

0.324

Draining capability E = elevation;
D = drainage Density

Very low (E) to very low to moderate (D)
Low (E) to low to moderate (D)
Moderate (E) to low to high (D)
High (E) to very low to high (D)
Very high (E) to low to very high (D)

10
8
6
4
2

0.210

Elevation (m) 137–206
206–220
220–239
239–265
265–325

10
8
6
4
2

0.176

Ground water depth (m) < 5
5–10
10–20
20–40
> 40

10
8
6
4
2

0.119

Slope (%) 0–6
7–11
12–18
19–29
30–96

10
8
6
4
2

0.071

Runoff coefficient 0.83–1
0.58–0.82
0.43–0.57
0.28–0.42
0.03–0.27

10
8
6
4
2

0.049

Land use Water
Built-up
Agriculture
Barren
Forest

10
8
6
4
2

0.029

Geology Delhi Supergroup
Aeolian deposit
Older alluvium
Newer alluvium

8
6
4
2

0.021
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low draining capability, while values in dark
green colour represent high draining capability
with very high elevation values in Fig. 20.2b.

Elevation

It is one of the most important parameters for
flood hazard zoning because it influences other
parameters such as slope, runoff coefficient, and
so on. In flood plains, elevation determines flood

susceptibility, with higher elevations indicating
less vulnerability and lower elevations indicating
greater vulnerability. Low-lying areas are more
susceptible to both water logging and river
flooding. The red pixels in the study area
Fig. 20.2c indicate an area near the Yamuna
River with low elevation values, indicating a
high risk of flooding and inundation. In the
flooding, the elevation data is divided into five

Fig. 20.2 Flood-causative parameters (a—Flow accumulation, b—Draining capability, c—Elevation, d—Ground
water depth)
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classes in decreasing order of elevation and given
a value ranging from 2 (lower elevation means
maximum influence) to 10 (higher elevation
means minimum influence).

Ground Water Depth

The depth of water below the ground surface is
referred to as ground water depth. This parameter
is strongly linked to areas where flooding is a
common occurrence due to rainfall. If the ground
water depth is less at any palace, there is a greater
risk of flooding and water logging because the
area's ability to hold water through porosity is
reduced, and it will be saturated in less time than
areas with greater ground water depth. Because
areas with shallower ground water depths became
saturated during the pre-monsoon rains and lack
the capacity to hold more water, infiltration rates
are lower and runoff is higher in these areas. The
study assigns a score of 10 to the category of
water depths less than 5 m and a score of 2 to the
category of water depths greater than 40 m. It is
possible to conclude that the lower the ground
water depth, the greater the vulnerability, and vice
versa (Fig. 20.2d).

Slope

The study area’s flood susceptibility is defined by
the slope per cent. Water will flow more quickly,
and there will be fewer chances of water logging
if the slope percentage is higher, and vice versa if
the slope percentage is lower. The ability to drain
is also excellent in high-slope areas. Based on
previous research, it is possible to conclude that
low surface slopes and low elevated zones are
particularly vulnerable to flooding (Das et al.
2021; Dash and Sar 2020; Mahmoud and Gan
2018). Because of the lower percentage of slope,
plain areas are more vulnerable to flooding and
inundation. Figure 20.2 shows areas with low
elevation and greater flooding influence as red
pixels with high rating values. The results in
Fig. 20.3a show that approximately 40% of the
total slope is less than 20%.

Runoff Coefficient

The total depth of runoff divided by the total
depth of rainfall is the ratio. Rainfall is one of the

main causes of flooding, so runoff is an important
parameter to consider when estimating flooding.
“For estimating flood occurrences from rainfall
frequencies, runoff coefficients can be used in
event-based derived flood frequency models”
(Mahmoud et al. 2014). The runoff coefficient is
determined by the study area's soil type, slope,
and land use. The runoff coefficient ranges from
0 (the least influence) to 1 (the most influence)
(maximum influence). The high hazard zone for
flooding is depicted in Fig. 20.3b by the red
value.

Land Use/Cover

Land use is one of the most important factors that
affects a region's hydrological processes
(Fig. 20.3c). For example, forest cover increases
infiltration and lowers runoff coefficient. Because
of the low infiltration rate and high flow of water,
the area covered by water and the built-up cate-
gories are more prone to flooding. Water received
the highest rating in the study area due to its high
flow and runoff coefficient, while forest and
plantation received the lowest rating (2).

Geology

The control of the hydrological process is also
aided by lithological structure. There are four
major lithological groups in Delhi. Each group
was given a rating from 2 (minimum) to 10
(maximum) influence in flooding based on
porosity and infiltration capacity. The higher the
values indicate the greater the flood hazard. In
the study area, there is no such lithological group
as shown in Fig. 20.3d that has a significant
impact on flooding in Delhi.

20.4.2 Flood Extent Mapping

Flood extent mapping was done using satellite
data from Landsat-5 C2 L2, which was acquired
on September 26, 2010. Water and non-water
classes have been calculated from MNDWI with
different threshold values for pre- and post-
flooding situations in Fig. 20.4. These inunda-
tion maps show the extent of the Yamuna River
and the flood-prone areas in Delhi in comparison.
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Before the flood, the area of water bodies was
20.32 km2, which is the normal size of water
bodies. The area of water bodies or inundating
area calculated on the basis of satellite image
during the flood (on September 26, 2010) was
79.85 km2. The total area inundated was calcu-
lated to be 59.53 km2 (excluding the normal
extent of water bodies). In this net inundated area,
agricultural land was 62.89%, built-up (24.54%),
forest (19.38%), and barren land (8.83%).

20.4.3 Flood Hazard Index

The Flood Hazard Index was calculated by
multiplying the eight parameters listed in
Table (20.3) by their weights and applying the
Flood Hazard Index formula. The flood hazard
map was divided into five categories: very low,
low, moderate, high, and extremely high. About
8.75% of the study area is in the very high hazard
zone, 13.18% in the high hazard zone, 33.82% in

Fig. 20.3 Flood causative parameters (a—Slope, b—Runoff coefficient, c—Land use/cover, d—Geology)
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the moderate hazard zone, 22.31% in the low
hazard zone, and 21.92% in the very low hazard
zone. Approximately 79% of the area is outside
of the high and very high flood hazard zones,
indicating that flooding is not a major concern in
Delhi. According to analysis of areas with very
high flood hazard, approximately 39.66% of the
area is built-up, 32.91% is agriculture, 12.03% is
forest, and 10.73% is barren land. The built-up
category is the most vulnerable in all zones,
according to the results.

20.4.4 Validation

Validation is an important part of spatial analysis
and modelling so as in order to prove the validity
of the MCDA's AHP method, which was used to
create a flood hazard zone map of Delhi. Vali-
dation was carried out using a flood map of Delhi
that was created using satellite data from the
flood of September 26, 2010. To validate the
model, the area under the curve (AUC) of the
Receiver Operating Characteristics Curve

(ROC) was calculated and validates flood hazard
zone models with an AUC of 0.872 (Fig. 20.5).
According to the findings, approximately 66% of
the inundation area falls within the very high
flood hazard zone (Fig. 20.6). The comparison of
land use on both maps reveals that agriculture is
the most vulnerable class on both maps. In the
very high flood hazard zone and inundation map,
the share of forest and water class is respectively
21.25 km2 and 18.90 km2, indicating a similarity
in both maps.

20.5 Discussion

The flood extent demarcated and flood hazard
zones in the city provide accurate and reliable
data. The study concluded that the AHP method
of MCDA is an important tool for integrating
multiple parameters for decision-making after
validation of the flood hazard zones mapped
using actual flood distribution. The tool is
extremely useful for solving complex decision-
making problems involving multiple parameters.

Fig. 20.4 Delhi before (2008) and during flood of 2010
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The index-based approach is reported to be
suitable for understanding flood susceptibility
and vulnerability in this study (Dash and Sar
2020). According to Dash (2020) and Kazakis,
the most important parameters to assess flood
vulnerability are flow accumulation and draining
capability (2015). Because the Yamuna River

flows through the study area and the area has low
elevation and slope, the final flood hazard zone
map shows a very high flood hazard zone in the
eastern and northeastern parts of the study area.
Preparedness and mitigation plan for areas in
very high and high flood hazard zones should be
developed based on the findings of this study.

Fig. 20.5 Flood hazard zones in NCT Delhi and the ROC Curve

Fig. 20.6 Delhi before flood, during flood, and flood hazard zones
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The study also shows how much land is used for
different purposes in each zone. Such studies can
be carried out on a local scale for flood hazard
mapping. Such data is extremely useful for
decision-makers in planning and implementing
mitigation measures. As a result, FHI can help
vulnerable communities reduce flood damage
and build resilience (Kabenge et al. 2017).

The study is based on the AHP method, which
completely relies on expert advice to assign
values to different parameters of the comparison
matrix, ensuring that the final results are similar
to their perceptions of those parameters. Because
the AHP-based method has some qualitative
parameters, rating them based on their charac-
teristics proved less accurate when compared to
quantitative parameters in the study.

The use of remote sensing data in this study
yielded positive results, but it also has some
drawbacks, such as the fact that remote sensing
data was not as accurate prior to 1980. As a
result, remote sensing limits the study and map-
ping of historical floods. Another limitation is
that the spatial resolution of free and openly
available satellite imagery is medium to coarse.
However, such research necessitates data with a
very high spatial resolution. Another significant

limitation was the lack of satellite data during the
flood peak, which prevented researchers from
measuring the full extent of flooding and inun-
dation. Remote sensing data was used in the
study to prepare two classes using MNDWI.
Intermixing occurs as a result of such broad
classification, for example, pixels of agricultural
fields that were filled with water rather than water
logged due to flooding. As a result, many of the
pixels in the inundation map are not flooded.

The flood hazard map was overlaid with a land
use map to extract data on different land uses in
different flood zones (Fig. 20.7). Integrating data
on hospitals, schools, population, and other
important service infrastructure distribution can
improve this information even more. The inunda-
tion map is directly related to the data of the river's
water level during peak flooding, so it will be
possible to estimate the water extent at various
water levels in the case of future flood scenarios.
Incidentally, there is limited detailed knowledge of
the Yamuna flood plains in Delhi. Although at a
relatively medium resolution, such studies and
tools provide valuable information on flood hazard
zones. Usage of this information for potential
human impacts at district level and application
of tools by different organizations is needed.

Fig. 20.7 Shows the proportion of land use in different flood hazard zones
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The results can be used by urban and housing
development organizations as one of their consid-
erations in selecting conduction site locations to
avoid very high and high flood hazard zones and
flooded areas. The FHI could be used by people
who care about water resources and river system
improvements to find places that need migration
infrastructure. The department dealingwith disaster
management can use it for better planning, both
before and after the flood events. These are pre-
cursors to the potential damage assessment. The
method to calculate FHI could consider other
parameters that influence floods, though our
approach could capture the actualflood distribution
using Landsat data and the potential hazard risk
usingMCDM. Such assessment approaches can be
upscaled using geo-computational technologies to
provide online and real-time assessments. This
enables a wide range of stakeholders to use such
information, particularly in the context of devel-
oping countries and for disaster risk reduction.

20.6 Conclusion

The chapter presents multiple learning items for the
readers. For example, flood extent map of the
Yamuna River flood in Delhi on September 26,
2010, was created using Landsat-5 C2 L2 satellite
data. MNDWI was used to distinguish between
water and non-water classes, as well as to map the
inundated area. The total inundated area was 5.7%,
according to satellite images (approx. 79.85 km2).
Furthermore, the totalflooded areawas divided into
various land use categories. Agriculture was the
hardest hit by the flood, with 63% of its land
inundated. It provides a comprehensive list of
parameters which can influence flood hazard in a
city in tropical countries. The weights for all eight
thematic layers were calculated using the AHP
method of MCDA, and the rankings of parameters
were determined based on expert advice. Finally,
these layers were combined using GIS to create a
flood hazard map. According to the flood hazard
map, 8.75% of Delhi is in a very high flood hazard
zone. Built-up areas accounted for 39.66% of the
flood hazard zone, while agriculture accounted for
32.91%. This study demonstrates that combining

FHI and AHP to create a flood hazard zone map is
an important and reliablemethod.Wecompared the
actual flood coverage of the Delhi flood of 2010 to
the modelled flood hazard zones.

Application of remote sensing data coupled
with a GIS tool is efficient for preliminary and
reliable analysis of flood hazard. Developing
databases at 1:50,000 scale (with spatial reso-
lution of 30 m) may be considered coarser for
city level planning, but this gives an overall
snapshot for planning and development. The
analysis could be fine-tuned with higher reso-
lution data for the selected pockets while
preparing operational action items. Researchers
and practitioners in the field can benefit from
learning GIS-based MCDA methods for effec-
tive flood hazard mapping, which will aid in
flood management decision-making. The
methodology employed herewith demonstrates
the data-limited approach, which can be applied
to cities of similar size and can be enhanced
with more information. Lastly, the approach and
results that focus on finding solutions that are
described in this chapter will help regional and
municipal authorities and policymakers lower
the risk of flooding and come up with the right
ways to prevent damage.
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Abstract

Vehicular noise greatly affects the population
who are exposed to it, particularly the road
users or those who are located alongside
transport lines. Though noise pollution does
not have an immediate health impact, long-term
exposure to it might be detrimental for human
physical as well as mental health. In Agartala
Municipal Corporation, there has been a sig-
nificant rise in the number of vehicles over a
period of last ten years; therefore, the noise
created by them also has become an issue of
concern. The present study is an attempt to
evaluate the level of traffic noise along twelve
major roads in Agartala Municipal Corpora-
tion. This studywould not only throw an insight
into the vulnerable areas affected by noise
pollution in the city but also address the
population most likely to be affected by it. An
effort has beenmade to show the relationship of

traffic noise level with traffic volume and road
character like the carriageway width, and it
could be established that the nature of road and
traffic composition has a positive relation with
noise level in the city. In order to optimize the
level and efficiency of noise effect in the city,
geospatial techniques were used to prepare a
noise map through IDW interpolation method.

Keywords

Noise pollution � Equivalent noise level �
Traffic volume � Geospatial technology

21.1 Introduction

The environmental noise climate is influenced
drastically by road traffic noise as a continuous
sound is produced by passage of each vehicle
which fluctuates hourly in an irregular drift
(Halim and Abdullah 2014). Thus, noise pollu-
tion due to vehicular traffic has become one of
the growing environmental problems of urban
centers that needs to be addressed (Bhosale et. al.
2010; Chauhan et al. 2010). With the increase in
population numbers, travel demand has also
significantly amplified. Thus, in order to meet the
increasing need for mobility more and more
vehicles, both public and majorly private have
started playing on roads. The resultant effect is
that motor vehicles in the cities have become the
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main source of urban noise emission (Tiwari
et al. 2013), contributing about 55% to the total
noise (Sinha and Sridharan 1999). This not only
causes irritation to the road users and those
occupying space alongside roads but it also
slowly and adversely affects human health (Das
and Jamatia 2014). It has been found in several
researches that the threshold of listening was
affected by long-term exposure to noise (Coles
et al. 1968; Passchier-Vermeer 1974; Ward 1975;
Berger et al. 1978; Stevin 1982; Alberti 1998;
Nash 2000). So, noise pollution caused by traffic
has appeared as a fundamental issue to urban
people and planner (Halim and Abdullah 2014).

The northeastern state of Tripura has been
experiencing steady urban growth over the dec-
ade. The environmental condition of Agartala
Municipal Corporation (AMC), the capital of the
state, has been changing abruptly along with the
rapid growth of urbanization (Sen et al. 2014).
AMC has about 4.95% of area under transport
services, and the number of registered vehicles has
increased by 58.8% over a period of last five years.
Among all the vehicles, the highest growth rate
was recorded in auto rickshaws followed by two-
wheelers and personalized vehicles. Furthermore,
of the total length of road network about one fifth
witness peak traffic flows of more than 4000 PCU
(Government of Tripura 2006). Consequently,
noise levels are quite high in the city.

Under such situation, this work aims to study
the status of vehicular noise level along twelve
major roads within Agartala Municipal Corpo-
ration and to assess the vulnerable zones affected
by noise pollution in the city. An attempt has also
been made to categorize the population who are
most likely exposed to noise pollution along the
selected twelve roads. This would help in better
understanding the adversity of traffic noise pol-
lution at these areas.

21.2 Methods and Materials

21.2.1 Study Area

Agartala Municipal Corporation is located on the
major corridors of movement in the state and is

connected to the rest of the country by surface
through a single road, i.e., the Assam-Agartala-
Sabroom road (NH8/44). The city has a high
population growth rate and the density in the city
core to that of the peripheral areas is highly
variant. The city core area accounts to about 17%
of the total area which accommodates about 50%
of the population of the city, enhancing the travel
demand in the core areas of the city by manifold.
Further popularity of personalized vehicles and
intermediate para-transit modes in intra-city tra-
vel causes stress to the pollution levels in the
city. The vehicular noise level of 12 selected
roads under Agartala Municipal Corporation was
surveyed. The roads were selected on the basis of
its carrying capacity and importance. All these
roads are the major roads of the Municipal Cor-
poration and support highest traffic volume.

21.2.2 Data Collection Process

The data for the study has been collected through
an extensive field survey. Traffic Noise was
recorded on two time periods, i.e., peak hour
(9:30–10:30 a.m.) and lean hour (2:00–3:00 p.m.)
for duration of five minutes at an interval of fifteen
minutes for a period of one hour at road junctions
with the help of handheld noise meter.

Assessment of traffic volume and composition
was also measured to ascertain their influence on
traffic noise level. For this purpose, traffic count
was carried out at junctions of each road for one
hour at an interval of fifteen minutes both for
peak and lean hour. Carriageway width for each
of the roads was measured at major and minor
junctions with the help of 100-m measuring tape,
and the average of the values was considered as
width of the road.

In order to assess the variation of traffic noise
at different land use zones, namely industrial
zone, commercial zone, residential zone, and
silent zones in the city, the maximum, minimum,
and equivalent noise level of two locations under
each of these zones at four different time periods,
i.e., 9:30–11 a.m., 2–2:30 p.m., 5–6:30 p.m., and
7:30–9 p.m. from the month of January to
March, 2019, was monitored. The land use
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components along the roads were assessed
through field survey using 100-m measuring tape
at 20-m interval. The affected population has
been estimated with the help of land use survey
considering a buffer of 100 m along the roads.
Target group discussion with a structured
schedule following random sampling technique
was undertaken for 10 persons under different
sections along each road.

21.2.3 Data Analysis

The Equivalent Noise Level for each of the roads
was calculated to find out the status of traffic
noise pollution in the city using the following
formula which had been developed based on Sen
et al. (2014)

Leq ¼ 10 log
X
n

i¼1

10ð Þ � Li=10 � ti ð21:1Þ

where Leq = Equivalent Noise Level, n = Total
number of sound samples, Li = The noise level
of any ith sample, and ti = Time duration of ith
sample.

Noise pollution indices were calculated using
Gaussian percentile to obtain the noise pollution
level. Different percentile values like L10, L50,
and L90 were computed from the sampled data,
and the parameters were used for the evaluation
of Noise climate (NC) and Noise pollution Level
(LPL) (Tripathi et al. 2006).

Noise climate (NC) is the range over which the
sound levels are fluctuating in an interval of time
and was assessed using the following formula

NC ¼ L10 � L90ð Þ ð21:2Þ

where NC is Noise Climate, L10 is the level of
sound exceeding for 10% of the total time of
measurement or Peak noise level, L50 is the level
of sound exceeding for 50% of total time of
measurement or mean sound level, and L90 is the
level of sound exceeding for 90% of total time of
measurement or background or residual noise
level (Hunashal and Patil 2012).

As Leq is an insufficient descriptor of the
annoyance caused by fluctuating noise, therefore

Noise pollution level expressed in dB was cal-
culated by using the following formula.

NPL ¼ Leq þNC ð21:3Þ

NPL is the noise pollution level, Leq is Equiva-
lent noise level, and NC is the noise climate.

Another noise descriptor used to measure
traffic noise pollution is Traffic noise index
(TNI). TNI can be measured by using the fol-
lowing equation.

TNI ¼ 4 L10 � L90ð Þþ L90�30 dB Að Þ ð21:4Þ

Traffic noise index (TNI) is another parameter,
which indicates the degree of variation in a traffic
flow. This is also expressed in dB (A) and can be
computed by the following formula (Pradhan
et al. 2012).

21.2.4 Noise Mapping Using
Geospatial Techniques

In order to estimate the overall noise pollution
scenario of Agartala Municipal Corporation,
noise contours are computed in GIS by spatial
interpolation method. The noise data obtained
from the twelve selected roads were mapped by
interpolating noise levels computed on a raster of
points (de Kluijver and Stoter 2003; Esmeray and
Eren 2021). Among the various spatial interpo-
lation techniques, Inverse Distance Weighted
(IDW) interpolations were used for the study
which estimates the noise level Lp at each point
p, as an average of the noise levels collected at
the M fixed samples (Can et al. 2014) and the
map was prepared in QGIS software.

21.3 Results and Discussion

21.3.1 Noise Level in Different Roads
of AMC

The issues of noise pollution across the world’s
cities have been organized in many research
(Singh and Daver 2004; Li et al. 2002; Morillas
et al. 2002; Zannin et al. 2002; Alberola et al.
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2005; Lebiedowska 2005; Pucher et al. 2005;
Tansatcha et al. 2005) and have identified the
sources of city noise (Dursun et al. 2006; Ausejo
et al. 2010; Al-Qdah 2014). Noise of vehicle’s
engine and traffic horns are the main source of
noise pollution related to transportation and other
responsible factors of traffic noise are traffic
speed, composition, volume, and management
system (Cohen and McVoy 1982; Banerjee et al.
2008; Al-Mutairi et al. 2009; Swain et al. 2012).
Noise level has been measured at 12 selected
roads (Table 21.1) within Agartala Municipal
Corporation, and attempt has been made to
establish its relationship with volume of traffic
and the type of vehicles that occupy the roads.

21.3.1.1 Noise Descriptors Used
in Assessment of Traffic
Noise Level

The statistical equivalent sound pressure level
was measured at different time intervals during
peak hour and lean hour traffic conditions.
Table 21.2 depicts the equivalent noise level
(Leq) and statistical sound level descriptors such
as L10, L50, and L90. Leq is the constant sound
level while the statistical equivalent sound pres-
sure level was measured at different time inter-
vals of 10%, 50%, and 90% to calculate the
traffic indices.

21.3.1.2 Noise Climate
The greater the difference between L10 and L90,
the traffic noise index (TNI) will increase even
more and subsequently, noise level to the recip-
ient environment results in more annoyance
(Nassiri et al. 2016). During peak hour, it has
been observed that Agartala-Sabroom road,
Akhaura road, and Dhaleswar A.A road record
NC value more than 10 dB. Even during lean
hours, NC value exceeds 8 dB for all the selected
roads except GB-ITI road, Airport road, and Jail-
Ashram road. So, it could be stated that the noise
climate of the selected roads depicts relatively
high fluctuation of noise level during peak hour
and also in lean hour which create significant
amount noise pollution.

21.3.1.3 Noise Pollution Level
Noise pollution level (NPL) values at different
road stretches are displayed in Table 21.3. Noise
pollution results reveal that during peak hours
maximum NPL of 87.10 dB was observed in
Dhaleswar A.A road followed by Agartala-
Sabroom road (82.26 dB), Akhaura road
(82.07 dB), andMotorstand road (80.43 dB). The
prime causes are traffic congestion, horning from
vehicles and noise from shops andmarkets located
along these roads. During lean hours, average
noise level in the previously mention road remains

Table 21.1 Selected roads within AMC

S. No. Road name Extension

From To

1 VIP road North gate Secretariat

2 GB-ITI road GB Bazar Up to Jail-Ashram Road

3 Airport road Bhati Abhoynagar Narsinghgarh

4 Bamutia road Music college Bamutia Market

5 Jail-Ashram road m/s Sarada Iron B.K Road Satadal Sangha, Dhaleswar

6 Dhaleswar A.A road Motorstand Shani Temple Chandrapur Bazar

7 Barjala road Durga Chowmohani bridge Panchabati Kali Bari

8 TG road Ramnagar Rd no.4 Up to Ramnagar Rd no.9

9 HGB road Battala Bazar Kaman Chowmohani

10 Akhaura road Old RMS Chowmohani Akhaura check post

11 Motorstand road Motorstand Shani Temple Kaman Chowmohani

12 Agartala-Sabroom road Battala Bazar Amtali (within AMC)
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high (more than 60 dB). GB-ITI road and Barjala
road are the only two roads among the twelve
selected roads where noise pollution level is less
than 50 dB during lean hours.

21.3.1.4 Traffic Noise Index
The maximum TNI value was observed in the
peak hours due to maximum number of traffic

accompanied by traffic congestion and other
background sound originating from surrounding
areas as the selected areas are the arterial roads
connecting busy intersections of the city. During
peak hour traffic, maximum TNI value has been
observed in Dhaleswar A.A. road (81.87 dB),
Agartala-Sabroom road (76.20 dB), and Akhaura
road (75.42 dB). Whereas minimum TNI value

Table 21.2 Noise level (dB) variation at selected roads of AMC

Road name Time

Peak hour traffic flow Lean hour traffic flow

Leq L10 L50 L90 Leq L10 L50 L90

VIP road 68.35 71.20 65.61 61.51 60.70 63.25 58.27 54.63

GB-ITI road 60.00 62.52 57.6 54.00 50.76 52.91 48.73 45.68

Airport road 60.10 62.62 57.69 54.09 55.90 58.26 53.66 50.31

Jail-Ashram road 65.78 68.53 63.15 59.20 53.90 56.17 51.74 48.51

Bamutia road 63.58 66.24 61.04 57.22 59.70 62.21 57.31 53.73

Barjala road 68.20 71.05 65.47 61.38 51.78 53.97 49.70 46.60

T.G road 68.78 71.65 66.02 61.90 61.90 64.49 59.42 55.71

Dhaleswar A.A road 76.30 79.47 73.24 68.67 68.90 71.77 66.14 62.01

Motorstand road 70.45 73.38 67.63 63.40 64.89 67.60 62.29 58.40

Akhaura road 71.89 74.88 69.01 64.70 67.45 70.26 64.75 60.70

H.G.B road 69.90 72.81 67.10 62.91 61.78 64.37 59.31 55.60

Agartala-Sabroom road 72.40 75.42 69.50 65.16 64.96 67.67 62.36 58.46

Table 21.3 Variation of noise descriptors (NC, Lnp, TNI) at selected roads of AMC

Road name Time

Peak hour traffic flow Lean hour traffic flow

NC (dB) NPL (dB) TNI (dB) NC (dB) NPL (dB) TNI (dB)

VIP road 9.69 78.04 70.27 8.62 69.32 59.11

GB-ITI road 8.52 68.52 58.08 7.23 57.99 44.60

Airport road 8.53 68.63 58.21 7.95 63.85 52.11

Jail-Ashram road 9.33 75.11 66.52 7.66 61.56 49.15

Bamutia road 9.02 72.60 63.30 8.48 68.18 57.65

Barjala road 9.67 77.87 70.06 7.37 59.15 46.06

T.G road 9.75 78.53 70.90 8.78 70.68 60.83

Dhaleswar A.A road 10.8 87.10 81.87 9.76 78.66 71.05

Motorstand road 9.98 80.43 73.32 9.20 74.09 65.20

Akhaura road 10.18 82.07 75.42 9.56 77.01 68.99

H.G.B road 9.90 79.80 72.51 8.77 70.55 60.68

Agartala-Sabroom road 10.26 82.26 76.20 9.21 74.17 65.30

21 An Assessment of Traffic Noise Level in Agartala … 363



has been observed in GB-ITI road (58.08 dB),
Airport Road (58.21 dB), and Bamutia road
(63.30 dB) primarily due to less traffic conges-
tion and comparatively fewer number of vehicles
compared to other selected roads (Table 21.3).
During lean hour traffic scenario, it has been
observed that GB-ITI road (44.60 dB), Barjala
road (46.06 dB), and Jail-Ashram road
(49.15 dB) have less TNI value due to fewer
vehicle number. Whereas in the case of Dha-
leswar road, Akhaura road, Agartala-Sabroom
road, and Motorstand road, TNI values are rela-
tively high even in lean hours.

21.3.2 Noise Level and Traffic
Volume

Traffic volume refers to the number of vehicles
that pass by a road at a given time period. There
exists a strong relationship between traffic vol-
ume and noise level (Ma et al. 2006; Swain et al.
2012). It has been found that the level of dis-
contentment has increased in urban residential
area with the increase in traffic congestion (Tapia
Granados 1998). As traffic volume increases,
noise level also increases. Traffic volume not
only includes noise from vehicles but also from
road signaling system, which creates waiting
period for moving vehicles. It has been observed
that during peak hour the noise level of all the
roads is high owing to high traffic volume as
compared to the lean hour. In peak hour, the
number of vehicles is quite high in Agartala-
Sabroom road, Motor stand road, Akhaura road,
H.G.B road, Barjala road, and VIP road, and
consequently, the noise level of these roads is
also higher which establishes that in the case of
these roads noise level and traffic volume are
directly correlated. However, in the case of GB-
ITI road and Dhaleswar A.A. road, the noise
level and the traffic volume show negative co-
relation. In the case of GB-ITI road, traffic vol-
ume is significantly less but noise level during
peak hour though lesser compared to other roads
yet is considerably high as compared to traffic
volume. Similarly in the case of Dhaleswar A.A.
road which has traffic volume lesser than the

ones mentioned above yet it has recorded maxi-
mum noise level not only in peak hour but also in
lean hour (Fig. 21.1).

In both the roads therefore, the noise could
be attributed to something else other than mere
traffic volume. The presence of traffic terminal
point located in the vicinity of Dhaleswar A.A.
road where the noise level has been recorded
can be considered to have an impact on the level
of noise. It is because during waiting period at
traffic signals many vehicles do not switch off
the engine and further immediately after the
signal turns green drivers tend to start honking
to allow them space. While in the case of GB-
ITI road the presence of commercial sector is
responsible for the high noise level. In the case
of lean hour as well, the noise level of Akhaura
road, Agartala-Sabroom road, Motorstand road,
T.G. road, and HGB road was high and the
traffic volume was also high comparatively, but
in the case of other roads traffic noise level is
much more even when the traffic volume is low.
This may be attributed to the other activities that
carry on along the road, specifically commercial
services which contribute to the noise during
lean traffic hours.

21.3.2.1 Relation Between Noise Level
and Traffic Volume

Traffic volume is one of the most important
factors of traffic noise pollution in urban areas
(Crocker 2007; Sulaiman et al. 2018), and
Agartala is no exception. The scatter diagram
shows the relation between traffic volume and
traffic noise, the prior being the independent
variable and later the dependent variable. In
Fig. 21.2 (a and b), the relationship is clearly
established that more the traffic volume more is
the noise level. However, in the case of AMC it
can be seen that peak hour R2 value is 0.742,
which means both the elements are moderately
positively correlated. But in the case of lean
hour, the R2 value is 0.917 that is means; the
traffic volume and noise level are strongly posi-
tively correlated with one another more than that
in the peak hour. It may be interpreted that dur-
ing peak hour other noises may also have a sig-
nificant influence on the total noise level.
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21.3.2.2 Noise Level and Category
of Vehicles

Not only does the traffic volume have an impact
on the noise level but also the category of vehi-
cles does affect the level of noise in an area
(Alves Filho et al. 2004). This part of the work
has been devoted to establishing a comparison
between the noise level and the type of vehicle

dominating the area. It has been observed in
Tables 21.4 and 21.5 that in the case of roads
where Leq is very high like that of Dhaleswar A.
A. road, that even though total vehicular number
plying along this road is low, the number of auto
rickshaws and magic cars is significantly high.
Contrarily in the case of GB-ITI road and Jail-
Ashram road where the numbers of auto
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rickshaws are less, Leq is also low. Again in the
case of Akhaura road and Agartala-Sabroom
road total vehicular number being high, mention
may be made of truck, magic cars, auto rick-
shaws, buses, and private cars. Leq is also quite
high.

21.3.2.3 Traffic Noise and Carriageway
Width

A carriageway consists of a width of road on
which a vehicle is not restricted by any physical
barriers or separation to move laterally. A car-
riageway generally consists of a number of traffic
lanes together with any associated shoulder, but
may be a sole lane in width, for example, a
highway off ramp.

Carriageway width reflects the number of
vehicles on road at a time. It is considered that
more the vehicles running along a road at a time
more will be the noise level. Figure 21.3 shows
that relationship between noise level and car-
riageway width depicts a R2 value is 0.424,
which means the relationship between the car-
riageway width and noise level is positively
correlated, but their degree of correlation is not
very strong in the case of AMC.

21.3.3 Noise Mapping

Geospatial technologies could provide great
potential to optimize the quality of noise effect
studies because traffic noise and its environ-
mental effect have numerous spatial components.
Spatial noise contour maps are useful to urban
planning agencies, traffic engineers, cities, and
governmental agencies and can be used as

indicators to identify factors that influence traffic
noise levels (Obaidat 2011). A noise map has
been prepared using Inverse Distance Weighted
(IDW) interpolation method to depict the overall
character of noise pollution within AMC incor-
porating the previously collected field data on
noise level at traffic intersections (Fig. 21.4). It
reflected a distance decay effect where noise
level has shown to decrease from CBD toward
the peripheral areas of the city. The map reflects
that the highest noise level was along Agartala-
Sabroom road, TG road, Akhaura road, and HGB
road, medium noise level has been recorded in
and along Barjala road, Bamutia road, etc. This
complies with the research findings that along
these roads not only is the vehicular population
high but also the concentration of commercial
activities is greater. The lowest level of noise was
observed in the outer parts of the city, which may
be attributed to the less movement of vehicles,
human crowd, and less busy commercial areas in
the periphery of the city.

21.3.4 Traffic Noise at Terminals

The relationship between mobility in transport
sector and noise level is well established. In this
section, attempt has been made to assess the
noise level at terminals of the three modes of
transport available in the city, i.e., Road trans-
port, Rail transport, and Air transport. Not only
does the movement of vehicles along roads or
rail lines creates noise pollution, but the termi-
nals of surface transport as well as aviation sector
create quite considerable noise pollution. With
this perspective, the noise level at three selected
terminal stations and their approach roads have
been recorded (Table 21.6). Noise level has been
measured for 20-m distance from these terminal
points at an interval of 5 m both for morning and
evening peak hours.

21.3.4.1 Noise Level at Nagerjala Bus
Stand

Nagerjala bus stand is one of the busiest bus
stands in the city of Agartala. It is observed that
noise level is showing a decreasing trend from
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the bus stand outwards (Fig. 21.5). From the bus
stand-up to a distance of 10 m, noise level is
quite high, particularly toward the Battala side, as
the vehicles moving out of the terminus wait here
to accommodate some additional passengers, but
at 15 m it is significantly reduced and the trend is
followed in both the time period for the rest of
the distance with the increase in distance from
the bus stand.

Toward Bishalgarh road noise level also
showed decreasing trend during morning peak
hour, but in the case of evening peak hour noise
level was higher at 5-m distance from the bus

stand due to heavy congestion in this route dur-
ing evening hours. However, beyond 5 m it
again showed a decline in noise level.

21.3.4.2 Noise Level at Agartala
Railway Station

Unlike bus terminus where congestion and
honking of vehicles add to the noise pollution, in
the case of rail services whistle of train, period of
arrival and departure of train and hiring con-
necting vehicles to destinations, shouting of
vendors on and off the platforms are the major
causes of noise pollution. Since its inception, the

Fig. 21.4 Road traffic noise level along the roads of the Agartala Municipal Corporation

Table 21.6 Selected terminals for assessing noise level

Sector Location Approach roads

Road Nagerjala bus stand Agartala-Sabroom road
Toward Battala

Rail Agartala railway station Toward Agartala-Sabroom road

Airway Agartala airport Airport road (toward Narsinghgarh)
Airport road (toward Usha Bazar)
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Agartala Railway station has seen a steady
increase in the passenger numbers. But being
located outside the main center of the city the
approach roads show a clear decline in the noise
level away from the rail station. The noise level
is decreasing for both the approach roads
(Fig. 21.6). The noise level at railway station is
high because of noise of train, human crowd,
other vehicular movements those ply as Para-
transit mode of transport, but with the increasing
distance the noise shows a decreasing trend from
railway station.

21.3.4.3 Noise Level at Maharaja Bir
Bikram Airport

Aviation sector also has its share in causing noise
pollution. Those residing near an airport are well
aware of the sound of takeoff and landing of an
aircraft. Figure 21.7 shows the noise gradient
along the roads connecting to Agartala Airport.
From the diagram, it can be observed that noise
level is declining from the airport toward both
the approach roads toward Usha Bazar as well as
toward Narsinghgarh.

Fig. 21.5 Noise gradient
along Nagerjala bus stand at
morning and evening peak
hour

Fig. 21.6 Noise gradient at
Agartala railway station at
morning and evening peak
hour
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These roads are located at the periphery of the
city and therefore cater to lesser traffic numbers
and encounter much less congestion therefore
recording lower noise levels. Further, the noise
generated from airplane decreases with the
increase in distance away from airport. Contrarily
human crowd and noise of other Para-transit
modes of transport are responsible for increasing
the noise level at airport.

21.3.5 Land Use and Traffic Noise
Level

In this section, the traffic noise level has been
considered at areas with different land use
character, mainly industrial area, commercial
area, residential area, and silent zones like hos-
pitals and schools. There exists a standard limit
for noise (Table 21.7) for each of these zones
with which the present noise level of the city
has been compared. Two areas from each of
these land use zones have been selected for the
study, i.e., for industrial zone AD Nagar and
Chandinamura, for commercial zone MG Bazar
and Battala Bazar, for residential zone Ramna-
gar 4 and Indiranagar, and two locations for
silent zone selected were IGM hospital and GB
hospital.

The data available from the Pollution Control
Board depicts (Fig. 21.8) that in 2018, the noise
level of AD Nagar industrial area is less than the
standard level in both day and nighttime but the
noise level is comparatively higher at nighttime,
whereas in 2019, the level of noise crossed the
standard level, it may be due to the increase in
industrial activities. But in the case of Chandi-
namura industrial area, it has been observed that
the noise level is very low in both the years,
which is lesser than its standard level, it may be
because of the lesser industrial activities in the
area coupled with less movement of vehicles as
this industrial area is not linked with a major
road; thus, being less affected by other traffic
noise or human crowd, this industrial area
records lower level of noise.

In the case of commercial zone, it has been
observed that noise level of two commercial
zones, i.e., Battala Bazar and MG Bazar, is
higher than its standard level, which may be a
result of very high commercial activities in the
region. Furthermore, these commercial hubs are
near to the CBD of a city and lie alongside the
busiest roads in the city, so that vehicular
movement as well as pedestrian mobility is
higher in these commercial zones. For identify-
ing the noise pollution level in residential area,
two areas, i.e., Ramnagar lane 4 and Indiranagar,

Fig. 21.7 Noise gradient at
Agartala airport at morning
and evening peak hour
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area were considered and it depicted that in both
the year noise level is almost equal to its standard
level. The noise level is quite high in both hos-
pital zone areas, which is more than its standard
level in both the years. This may be attributed to
its location at the busiest traffic intersection nodal
points of the city.

21.3.6 Temporal Variation in Traffic
Noise Level at Areas
with Different Land Use
Category

Temporal as well as spatial dimensions of noise
level was monitored to identify the relation
between Noise pollution and Land use pattern, at

Fig. 21.8 Annual record of noise level at different zones (2018 and 2019)

Table 21.7 Ambient air quality standards in respect of noise

Category of zone/area Standard limit of noise (dB) (A)

Day time Night time

Industrial zone 75 70

Commercial zone 65 55

Residential zone 55 45

Silent zone 50 40

Notes
1. Day time shall mean 6:00 a.m.–10 p.m.
Nighttime shall mean from 10:00 p.m.–6:00 a.m.
2. Silence zone is an area comprising not less than 100 m around hospitals, educational institutions, courts, religious
places, or any other area which is declared as such by the competent authority
3. Mixed categories of areas may be declared one of the four above mentioned categories by the competent authority
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industrial, commercial, residential, and silent
zones. Areas was selected which belongs to four,
i.e., A D Nagar industrial zone, Battala Bazar
from commercial zone, Ramnagar road
No. 5 area from residential zone, and for silent
zone IGM hospital area was surveyed.

In the month of January 2019 in A.D. Nagar
industrial zone, the highest noise level was
recorded during 7:30–9 p.m. with 74.0 dB may
be because this industrial zone lies along the NH
8/44 and trucks enter the city through this road at
this hour. The lowest noise level was recorded
during 2–2:30 p.m. with 69.4 dB, but the maxi-
mum equivalent level of noise 68.89 dB was
recorded at the peak hour 9:30–11 a.m.
(Fig. 21.9a). In Chandinamura, the highest noise
level was recorded at 9:30–11 a.m. with 68.0 dB
at the same time minimum noise level was
59.5 dB, and the lowest noise level record at
2–2:30 p.m. with 62.9 dB, at the same time
minimum noise level was 54.9 dB much lower
than the AD Nagar area, for reasons stated above.
However, the equivalent noise level is high at
5–6:30 p.m. (65.90 dB). In the case of February,
2019, in A. D Nagar industrial zone the highest

noise level was recorded at morning peak hour
(9:30–11 a.m.) with 75.4 dB and likewise the
maximum equivalent level of noise was recorded
at 9:30–11 a.m. (72.34 dB). In Chandinamura,
the highest noise level was recorded at 9:30–11
a.m. with 69.3 dB as well as the equivalent noise
level was also high 65.40 dB (Fig. 21.9b) during
the same period. It is observed that the noise
level is higher for the month of February in both
the industrial areas. In the month of March 2019,
the highest noise level was 78.7 dB and the
maximum equivalent level of noise was
674.5 dB in the morning peak hour at
A. D Nagar area. While in Chandinamura the
highest noise level, 65.8 dB was recorded during
9:30–11:00 a.m. but the highest equivalent noise
level of 64.12 dB was seen during 7:30–9 p.m.
(Fig. 21.9c), the evening lean period may be
because of the movement of trucks during this
time frame.

In the month of April, 2019, in A. D Nagar
area the highest noise level was recorded at
5–6:30 p.m. with 76.9 dB at the same time
minimum noise level was 70.7 dB, which is
relatively higher than all the previous months.
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Fig. 21.9 a Equivalent noise level in industrial area for January; b Equivalent noise level in industrial area for
February; c Equivalent noise level in industrial area for March; d Equivalent noise level in industrial area for April

21 An Assessment of Traffic Noise Level in Agartala … 373



The maximum equivalent level of noise was also
recorded at 9:30–11 a.m. (72.45 dB). In Chand-
inamura, the highest noise level and the equiva-
lent noise level are was recorded at 9:30–11 a.m.
with 63.7 dB and 62.05 dB values, respectively
(Fig. 21.9d). From the four-month noise moni-
toring result, it is observed that the noise level is
comparatively high in AD Nagar area than
Chandinamura which may be due to industrial
activities being more in AD Nagar, and the most
important reason is AD Nagar industrial area is
located in Agartala–Sabroom Highway, so that
the movements of vehicles is more than Chand-
inamura, that’s why AD Nagar is more noisy
zone than Chandinamura. Overall, in both the
industrial areas within the city limits the noise
level was more or less in parity with the standard
limits since heavy industries are not located here.

The two selected commercial areas are MG
Bazar and Battala, the busiest commercial zones
within the city. In MG Bazar commercial zone,
the highest noise level was recorded at 9:30–11
a.m. with 78.6 dB while the maximum equiva-
lent level of noise was recorded at 7:30 –9 p.m.
with value74.26 dB. In the case of Battala Bazar
area, the highest noise level 74.5 dB was recor-
ded at 5–6:30 p.m. and the maximum equivalent
noise level of 71.30 dB was observed during the
same time frame indicating that the commercial
areas in the city remain busy throughout the day.
In February MG Bazar commercial zone, the
highest noise level 76.0 dB was recorded
between 9:30 and 11 a.m. and minimum noise
level 70.9 dB was seen at 5–6:30 p.m., both
being high because of the activities in the region
as well as the traffic movement. The maximum
equivalent level of noise was recorded at
5–6:30 p.m. (73.10 dB). In Battala Bazar, the
highest noise level was recorded at 5–6:30 p.m.
with 79.1 dB, but the equivalent noise level
75.05 dB was recorded between 9:30 and 11
a.m., the peak hour. In MG Bazar area, the
highest noise level recorded was 78.9 dB at
9:30–11 a.m. and the lowest noise level recorded
was 70.1 at 7:30–9 p.m. The maximum equiva-
lent level of noise recorded was77.76 dB at
9:30–11 a.m. In the case of Battala Bazar, the
highest noise level reading was 82.0 dB between

9:30 and 11 a.m. and the lowest noise level
reading was recorded 71.3 dB between 7:30 and
9 p.m. but the equivalent noise level was also
recorded highest during 9:30–11 p.m. (79.99 dB).
It is observed that subsequently the noise level
recorded shows an increasing trend with every
month. In April, MG Bazar recorded highest noise
level between 9:30 and 11 a.m., the morning peak
hour, i.e., 80.3 dB, and the lowest noise level was
recorded at 7:30–9 p.m. with a value of 67.3 dB
while the maximum equivalent level of noise was
recorded at 5–6:30 p.m. (74.20 dB). In Battala
Bazar, the highest noise level observed was 80 dB
during the morning peak and the minimum noise
level was 65.7 dB, but the equivalent noise level
recorded was highest at 5–6:30 p.m., i.e., 74.2 dB
(Fig. 21.10). For the commercial areas in the city,
the noise level recorded was always higher than
the standard limit both for day and nighttime
unlike the industrial areas.

The residential areas in all cases recorded
noise level that was within the permissible limits
for all the four months. While in January Indi-
ranagar recorded the highest noise level of
62.2 dB between 5 and 6:30 p.m. lowest noise
level of 58.0 dB between 2 and 2:30 p.m. for
obvious reasons of it being the lean traffic period,
the maximum equivalent noise level of 59.26 dB
was recorded at again the evening peak hour. In
Ramnagar road no 4 area, the highest noise level
of 61.5 dB and the lowest noise level of 49.9 dB
were recorded at the evening peak and morning
lean hours, respectively, but strangely the equiv-
alent noise level showed highest readings at 9:30–
11 a.m. of 55.7 dB may be because of the fes-
tivities that occurred during the republic day
celebrations in this region. In February for Indi-
ranagar, the highest noise level was recorded
evening peak hour and the lowest noise level at
morning lean hour and the maximum equivalent
level of noise 52.50 dB was recorded at evening
peak hour. It is observed that noise level in this
area decreased from the month of January. In
Ramnagar road no. 4 area, except the highest
noise level of 59.4 dB being recorded during
morning peak hour the minimum noise level and
the maximum equivalent noise level were recor-
ded in the same time period as before with values
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of 47.4 dB and 56.24 dB, respectively. In the
month of March, the maximum equivalent noise
level recorded was during the morning peak hour
for both the selected residential areas reading a
value of 54.5 dB and 57.9 dB, respectively, and
unlike the other cases in Ramnagar lane no. 4 area
the lowest noise level in March was observed
during night lean hour (Fig. 21.11).

In April however, the maximum equivalent
noise level for Indiranagar was recorded during
morning peak hour but for Ramnagar it was
observed to be during the evening peak hours
with values 55.2 dB and 57.0 dB, respectively.
Comparatively, it appears that Indiranagar area is
noisier than the Ramnagar area. It may be due to
the presence of IT sector, Silk processing, unit,
and Gomati milk dairy farm in this region.

Contrary to the industrial and residential
areas, the selected silent zones are quite noisy.
As GB hospital area is a multi-sector area, being
a commercial area alongside a hospital zone area
and also because it supports bus and auto stands,
while IGM hospital is located on Akhaura road,

one of the busiest road of the city as well as it
connects to the Office Lane, where many of the
government offices are located, resulting in
higher vehicular movements, traffic noise and
human crowd thus the noise level recorded in
most cases are higher than the permissible limits.
In GB Hospital area, the highest noise levels in
January and February were witnessed during
evening peak hours whereas for March and April
it was in the morning peak hour. The lowest
noise level on the other hand was seen in after-
noon lean hour except for the month of January
when it was recorded in the evening lean hour.

The maximum equivalent level of noise
recorded was 75.8 dB, 76.62 dB, 78.9 dB, and
76.0 dB for January, February, March, and April,
respectively, at 5–6:30 p.m. except for March
when it was in between 9:30 and 11 a.m.
For IGM Hospital area, the highest noise level
for all the four months varied between morning
peak and evening peak hours ranging from 79.0
to 80.0 dB while the lowest noise level varied
between afternoon and evening lean hours

0

20

40

60

80

9:30 -
11AM

2- 3:30 PM 5- 6:30 PM 7 :30 9 PM

N
oi

se
 L

ev
el

 (d
B

)

Time

MG bazaar Battala bazaar

0

20

40

60

80

9:30 -
11AM

2- 3:30
PM

5- 6:30
PM

7 :30 9 PM

N
oi

se
 L

ev
el

 (d
B

)

Time

MG bazaar Battala bazaar

0

20

40

60

80

9:30 -
11AM

2- 3:30 PM5- 6:30 PM 7 :30 9 PM

N
oi

se
 L

ev
el

 (d
B

)

Time
MG bazaar Battala bazaar

0

20

40

60

80

9:30 -
11AM

2- 3:30 PM 5- 6:30 PM 7 :30 9 PM

N
oi

se
 L

ev
el

 (d
B

)

Time
MG bazaar Battala bazaar

Fig. 21.10 a Equivalent noise level in commercial area for January; b Equivalent noise level in commercial area for
February; c Equivalent noise level in commercial area for March; d Equivalent noise level in commercial area for April
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ranging from 63.1 to 68.0 dB. The equivalent
noise level for January and February was
76.35 dB and 77.0 dB and was recorded in the
evening peak hour (Fig. 21.12a, b). However, for
March and April the values were 75.56 dB and
78.9 dB and were recorded in the morning peak
hour (Fig. 21.12c, d).

21.3.7 Spatial Variation in Traffic
Noise Level at Areas
with Different Land Use
Category

In order to identify the nature of land use along
the approach roads to each of the zones, which is
in turn indicative of any external noise that may
impact the total noise level of the zones, field
survey was conducted for one selected area under
each type of zones. Under industrial zone A.D.
Nagar industrial area, commercial zone Battala

Bazar area, Residential zone Ramnagar area and
for Silent zone IGM hospital area was chosen.

21.3.7.1 Industrial Zone (A.D Nagar
Industry)

A.D. Nagar industrial zone mainly comprises
industrial units, zones of commercial activities,
and major parts of police ground and police
quarter. From the land use map (Fig. 21.13), it can
be observed that the noise level decreases from
Industry gate toward Battala, indicating that the
distance decay effect occurs for distances away
from the industry. Further, most part toward Bat-
tala till 100 m is occupied by police quarter, so that
the noise level is lower at this region toward Bat-
tala. In the case of toward Bishalgarh, the noise
level is also showing a decreasing trend. It may be
due to the presence of a Montessori school; how-
ever, between 80- and 100-m distance noise level
was quite high maybe due to the presence of CNG
station, so the vehicular noise is more.

0

20

40

60

80

9:30 -11AM 2- 3:30 PM 5- 6:30 PM 7 :30 9 PM

)
Bd(leve

L
esio

N

Time

(a)

Indranagar Ramnagar Road No.4

0

20

40

60

80

9:30 -11AM 2- 3:30 PM 5- 6:30 PM 7 :30 9 PM

N
oi

se
 L

ev
el

 (d
B)

Time

(b)

Indranagar Ramnagar Road No.4

0

20

40

60

80

9:30 -11AM 2- 3:30 PM 5- 6:30 PM 7 :30 9 PM

)
Bd(leve

L
esio

N

Time

(c)

Indranagar Ramnagar Road No.4

0

20

40

60

80

9:30 -
11AM

2- 3:30 PM 5- 6:30 PM 7 :30 9 PM
N

oi
se

 L
ev

el
 (d

B
)

Time

(d)

Indranagar Ramnagar Road No.4

Fig. 21.11 a Equivalent noise level in residential area
for January; b Equivalent noise level in residential area
for February; c Equivalent noise level (Indiranagar and
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ranagar and Ramnagar road no. 4
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21.3.7.2 Commercial Zone (Battala
Bazar)

From the conducted survey and the prepared land
use map, it was observed that 90 percent of the
area in Battala Bazar is dominated by commer-
cial activities, and the level of noise is showing
slightly increasing trend away from the center,
which may be because of the high number of
mixed traffic movement in the area. Toward H.G.
B. road, the noise level recorded increased from
60-m to 100-m distance. H.G.B road houses all
the retail shops of electronics and other essential
items because of which human crowd in this area
remains high throughout the day (Fig. 21.14).

21.3.7.3 Residential Zone (Ramnagar
Road no. 4 Area)

Ramnagar road no. 4 being a residential area is
mainly dominated by human settlement. From
Fig. 21.15, it can be observed that the noise level
of Ramnagar road no. 4 changed with its land use
pattern, here noise level increases from the first
noise monitoring point toward main road, because
of commercial activities toward main roads, and

vehicularmovement on themain roads, but toward
the interior though noise level was high up to 40 m
distance, it slightly goes down up to 80 m.

However, from 80 to 100 m, may be due to
the presence of some shops slight increase in
noise level is documented. In the case of the road
toward Ramnagar road 3 noise level showing
quite a fluctuating trend, here the higher noise
level is observed from 80- to 100-m distance. In
the case of the road toward Ramnagar road no.
05, the noise level is showing decreasing trends
from the first monitoring point toward the inte-
rior, and it may be due to lesser human crowd
and lesser vehicular movement.

21.3.7.4 IGM Hospital (Silent Zone)
IGM hospital area is the one of noisy area of
Agartala City. From the survey, it was seen that
the noise level of IGM hospital area is much
more than any other traffic intersection point and
other crowded areas. The land use map
(Fig. 21.16) of the existing land use pattern and
noise level observed that the noise level was high
at IGM gate, but showed a slightly decreasing
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Fig. 21.12 a Equivalent noise level in silent zones for January; b Equivalent noise level in silent zones for February;
c Equivalent noise level in silent zones for March; d Equivalent noise level in silent zones for April
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trend, till 80 m after which up to 100 m the noise
level was quite high (Fig. 21.16). It may be
attributed to the presence of IGM traffic inter-
section point, where heavy vehicular movement
is recorded. Contrarily toward Paradise crossing
noise level shows a decreasing trend, which may
be due to the presence of administrative offices
along the road. However, on the first 20 m along
this road the noise is quite high because of the
human crowd at the hospital gate as well as due
to the entry and exit of vehicles and ambulance
from the hospital premises. In the case of the
road toward Office Lane from the hospital gate,
the noise level was reduced during peak hour
quite obviously because of the presence of most
of the administrative offices in the area like the
Agartala Municipal Corporation, Higher Educa-
tion Department, etc.

21.3.8 Population Affected by Noise
Level in AMC

The detrimental effects of exposure to noise
pollution are well established, ranging from
annoyance, hearing loss to cardiovascular dis-
eases (Banerjee et al. 2008). Apart from these
diseases hypertension, high-stress levels and
sleep disturbances have been experienced by
local people around the highways. Negative
impact of road traffic noise on psychological and
physiological health of humans have established
in many studies (Anees et al. 2017; Helbich
2018; Klompmaker et al. 2019).

Road traffic noise pollution has a harmful
impact on human work efficiency at Agartala
city, Tripura (Pal and Bhattacharya 2012). An
attempt had been made to estimate the percentage

Fig. 21.13 Spatial variation
in traffic noise level at
industrial zone with different
land use category

378 P. Debnath et al.



of population affected by this vehicular noise
along the selected roads with the help of the land
use of the area and target group discussion. Each
of the selected roads has distinct land use along
them, and thus, the population affected are of
different age groups, gender, income levels, etc.
Akhaura road has the highest level of noise
where 40% office goers, 30% school students and
teachers, and 20% hospital visitors are likely to
be affected (Table 21.8). Similar is the case for
VIP road where the most affected sections are
office goers and residential population and com-
paratively less affected are shop-owners and
school children. While in HGB road, Motorstand
road, Agartala-Sabroom road, T.G road, and
Dhaleswar A.A road, shop owners are the most
exposed section, for that of Barjala road vehicle
noises mainly cause problem to the residential

population. In the case of Airport road, GB-ITI
road, and Bamutia road where noise pollution is
comparatively less, shop owners are mainly
affected, but hospital visitors, individuals going
to office, and educational institutions also con-
firmed their discomfort with the noise pollution
in the area.

21.4 Conclusion

Noise pollution is a major environmental pollu-
tion. It is a major source of disturbances in daily
life of people particularly living in a congested
and crowded area. So, assessment of the noise
pollution of an area is important to understand
the environmental condition of a particular place.
Further, the GIS-based noise map has great

Fig. 21.14 Spatial variation
in traffic noise level at
commercial zone with
different land use category
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potentiality mapping traffic noise levels. The
study revealed that roadside noise level in AMC
is mainly dependent on total vehicular volume
and category of vehicles. The spatial contour
map generated based on collected field data
shows that noise levels read maximum values at
or near major traffic intersections and are rela-
tively high all along the busiest roads in the
central part of the city, i.e., Motor stand road,
T.G road, HGB road, Agartala-Sabroom road,
etc., while the noise level decreases toward
peripheral areas. In the case of some roads,

numbers of vehicles movement are less but
recorded noise level is high which may be due to
other sources of noise in the area like the pres-
ence of market or commercial activities along the
road. It may be mentioned that most of the major
roads in AMC have a mixed land use pattern
along them; therefore, vehicular noise level is
amplified at many areas because of other activi-
ties. Therefore, strict enforcement of existing law
is necessary not only to prohibit unnecessary use
of horns particularly around the silence zones
and at traffic intersections but also to ensure that

Fig. 21.15 Spatial variation
in traffic noise level at
residential zone with different
land use category
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Fig. 21.16 Spatial variation in traffic noise level at Indira Gandhi memorial hospital with different land use category

Table 21.8 Impact of noise pollution along different roads in AMC

Road name Average noise level of a day
(dB)

Estimated affected population (in percent)

Settlement Shop
owner

Office Educational
institute

Hospital

VIP road 64.52 20 10 40 5 0

GB-ITI road 53.33 10 50 15 5 20

Airport road 58.00 30 40 20 0 10

Bamutia road 59.84 20 40 10 30 0

Jail-Ashram road 57.14 40 50 0 10 0

Dhaleswar A.A
road

60.00 40 60 0 0 5

Barjala road 65.34 60 40 0 0 0

TG road 72.60 30 70 0 0 0

HGB road 67.67 0 100 0 0 0

Akhaura road 69.67 0 10 40 30 20

Motorstand road 65.84 0 100 0 0 0

Agartala-Sabroom
road

68.68 10 80 5 5 0
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people are aware about the hazards of loud sound
so that total noise pollution levels are under
control within a growing city like Agartala where
vehicular population is inevitably intended to
rise.
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22Solid Waste Management Scenario
of Raiganj Municipality, West Bengal,
India

Bhaswati Roy

Abstract

Solid waste management is a significant aspect
of urban services and environmental sustain-
ability. In the past, enormous landmasses made
trash disposal easy, but today’s growing pop-
ulation, changing lifestyle, technological
advancements, and fast urbanization make it
harder. Solid waste management is crucial for a
healthy and vibrant society. In this paper,
attempts have been made to analyze the solid
waste management scenario of Raiganj munic-
ipality using geospatial technology in terms of
solid waste generation, collection, transporta-
tion, and disposal. All necessary information
was gathered from both primary and secondary
sources. These included field research, inter-
views, and municipal data collection. Data
were evaluated statistically and qualitatively
using Arc GIS 10.2.1, Microsoft Office Excel,
and Microsoft Office Publisher. The carto-
graphic maps were used to analyze the data.
The findings of this investigation show that

Raiganj’s present waste management system
cannot handle the growing number of urban
residents. This city has growing challenges
with solid waste collection, treatment, and
disposal. The unavailability of scientific land-
fill sites hinders Raiganj’s welfare. Solid waste
management in the Raiganj Municipal area
needed to be improved. The ramifications of
prospective solutions for municipal solid waste
(MSW) at the centralized and decentralized
level must be emphasized via the conjunct
initiative of different scientific treatment
procedures. As a result, municipalities, in
collaboration with the informal sector and
commercial organizations, must concentrate
on developing potential prospects to fulfill the
long-term aim of municipal solid waste man-
agement (MSWM) sustainability for this
municipality.

Keywords

Solid waste � Solid waste management � Solid
waste generation � Geospatial technology �
Cartography

22.1 Introduction

Man is a formal creature; every man has his duty
toward society and nature. The Earth’s extensive
regeneration capacity is not satisfactory for
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human beings (Patterson 2006). In the words of
Mahatma Gandhi, “Earth has enough to satisfy
every man’s need, but not every man’s greed.”
For their selfish desire to improve their socio-
economic well-being, they are destroying nature
through deforestation, greenhouse gas emissions,
and excessive use of chemical fertilizers, paving
the way for irreversible environmental degrada-
tion. Among the various problems faced by the
inhabitants of urban society, the problem of solid
waste generation and management is one of the
most crucial ones. Throughout the world, the
problem of solid waste presents a wide variety of
complex challenges daily (Singh and Gupta
2012). So, it has become an emergency to study
and learn about the hazardous outcomes of solid
waste and its management. First, it becomes
necessary to understand “what is solid waste?”.

According to the World Health Organization
(W.H.O.), any unwanted, useless, discarded
material that is not a liquid or gas that arises out
of man's activity that is not free flowing is called
solid waste. Solid waste identification comprises
organic and inorganic waste materials such as
grass clippings, bottles, furniture, product pack-
aging, kitchen refuse, appliances, paper, batter-
ies, paint cans, which do not carry any value to
the first user (Ramachandra 2006). In pure
microeconomic terms, it is utterly “bad” or
“nasty,” and nobody likes to consume it (Singh
and Gupta 2012). These waste materials can have
an unfavorable impact on public health and
severe environmental consequences if not arran-
ged or managed thoroughly (Alam and Ahmade
2013; Tariq 2012). As a result, the municipality
or government authority and residents at their
level must take precautions to manage solid
waste and the resulting contamination (Vij and
Aggarwai 2012). Solid waste management is
used as a system for operating all garbage, waste
collection, waste storage, waste transfer and
transport, processing, recycling programs, and
disposal of waste in a way that is in harmony
with the best principles of human health, con-
servation, economics, and environmental con-
siderations (Srivastava and Srivastava 2012). The
literature survey has found that the disposal

problem is a vital issue of discussion among the
researchers, but too few of them are vocal about
the overall characteristics of solid waste man-
agement like collection, segregation, transporta-
tion, and disposal (Khanlaria et al. 2012; Prasad
2016; Roy 2017). However, solid waste man-
agement has become an imposing threat for
every country (Dungdung and Gurjar 2012)
because of the population explosion, rising
economy, the boom in community living stan-
dards, rapid urbanization, etc. (Sharholy et al.
2008). However, it is one of the neglected areas
of development in India (Dungdung and Gurjar
2012; Mohanty et al. 2021). In India, municipal
solid waste management is going through a
chronic phase due to poor collection, insufficient
transportation, and unavailability of suitable
facilities for disposal and treatment. However,
the government has taken several initiatives in
this regard (Dandabathula et al. 2019). Unscien-
tific disposal negatively influences public health
and all other components of the environment
(Rana et al. 2015; Singh et al. 2012). This situ-
ation will change people's attitudes toward con-
sumption (Sakai et al. 1996). India should
embrace an out-and-out federal initiative to pro-
mote the concept of waste minimization, reuse,
and recycling.

With the assistance of the Geographic Infor-
mation System (GIS), the current research is an
exhaustive investigation that aims to analyze the
current condition of waste production, sources,
and composition and identify the reasons and
challenges of municipal solid waste management
in Raiganj municipality. In addition, the study
intends to inspire academics, planners, and
authorities to devise solutions congruent with the
sustainable enhancement of the existing system.

22.2 Materials and Methods

22.2.1 Study Area

Uttar Dinajpur is a predominantly agricultural
district that is one of the least developed districts
in West Bengal, India, with a high level of
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illiteracy, rapid population growth, limited health
care and livelihood access, and widespread rural
poverty. There are four municipalities in Uttar
Dinajpur, namely Raiganj, Kaliaganj, Dalkhola,
and Islampur. Raiganj is the district town of Uttar
Dinajpur and also one of the old municipalities.
The substantial role of the municipality entails
the maintenance of the cleanliness of the town,
providing pollution-free urban areas and provid-
ing basic infrastructure like water supply, sani-
tation, and solid waste management, along with
the facilities as per standards. I am a native res-
ident of Uttar Dinajpur and am also a research
scholar at Raiganj University. As a concerned
citizen, the unscientific method adopted by the
municipality to dispose of solid waste bothered
my mind. The disposal site is located in ward no.
20 near the river Kulik, which has degraded the
river’s quality of water and the people who live
near the disposal site are affected by several skin
diseases. The Raiganj wildlife sanctuary is situ-
ated near the Raiganj municipality (around 5 km)
and it’s popularly known as the Kulik bird sanc-
tuary because the river Kulik flows beside this
sanctuary. Actually, the Kulik River is the heart-
line of the Kulik bird sanctuary. If we don’t take
this matter seriously in the future, it might take an
alarming shape. There has been a lack of infras-
tructure to manage solid waste in a proper way.
This study attempts to explore the present solid
waste management conditions of the study area
and presents a conceptual analysis with the help of
a Geographical Information System (GIS). Rai-
ganj municipality is located in the south-western
part of Uttar Dinajpur district. The absolute loca-
tion of this municipality lies between 88°6′
23.812″ E to 88°9′5.932″ E longitude and 25°38′
27.102″ N to 25°34′57.153″ N latitude. The area
of the municipality is 10.75 km2, consisting of 25
wards (shown in Fig. 22.1), situated 425 km from
the state capital Kolkata. The total population of
the area is 183682. As a result of rapid growth,
according to the 2011 census record, 96,565 are
male and 87,092 are female. At present, the
number of wards has been increased in Raiganj
municipality, but proper maps are not available on
the municipality website.

22.2.2 Materials

The method of this paper rests upon gathered
data from the primary field and different sec-
ondary sources. These included preliminary field
investigation, face-to-face interviews, and
municipality data collection.

22.2.3 Methods

Data were analyzed both quantitatively and
qualitatively using different softwares such as
Arc GIS 10.2.1, Microsoft Office Excel, and
Microsoft Office Publisher. A stepwise normative
approach will be adopted to understand the solid
waste management process of study area. The
methodology of this study is a bifold system.

First step to study the existing situation anal-
ysis includes the pilot survey, information col-
lection about waste management situation of the
municipality, description of the factors which are
influencing the solid waste generation of this
area.

Second step is analysis of existing situation
with the help of GIS technique comprised of
result and discussion, finally the conclusion. To
create maps in Arc GIS 10.2.1 software, spatial
data and attribute data are entered into a data-
base. Theses include ward map of Raiganj
municipality, solid waste management related
data like ward wise generation of solid waste,
collection of waste and worker distribution for
solid waste collection, etc. I have collected the
ward map of this municipality from the munici-
pality office. Registration and transformation
were done to convert the collected ward map
image into real-world image. After that I have
used the digitization technique for R to V con-
version (raster to vector). Necessary additional
field was added in attribute table of these vector
file. Different thematic mapping techniques like
choropleth map and pie diagram have been
incorporated with the help of this Arc GIS soft-
ware. Choropleth map mainly shows the ward
wise generation and collection of solid waste.
Whereas, pie diagram reveals the ward wise
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worker distribution as well as the difference
between collection and generation.

22.3 Result and Discussion

22.3.1 MSW Generation of Study
Area

The generation of MSW comprises household
waste, market waste, sanitation residue, con-
struction, demolition debris, etc. The amount of

MSW has been increasing rapidly due to
changing lifestyles, rapid urbanization, and an
increasing population. It can be said that solid
waste is the inevitable upshot of human activity.
The proposition can be asserted by citing a
beautiful example. When we purchase articles
from shops, the shopkeepers pack the goods in
plastic, which is not destroyable and, more
importantly, not biodegradable; we leave the
plastic packet here and there. In this way, solid
waste is generated. Raiganj generates approxi-
mately 97 MT of waste per day (per capita

Fig. 22.1 Location of the
study area
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400 g) from various sources, with 51%
biodegradable waste and 49% non-biodegradable
waste. About 63% of trash comes from homes,
and the other 37% comes from hotels, markets,
farms, and other places. Domestic solid waste
contains about 60% organic matter, and the
remaining 40% is inert materials. The moisture
that is contained in organic matter is about 50%.
Market SW contains about 70% biodegradable
matter, and 30% is non-biodegradable. It is
assumed that agricultural waste contains about
100% biodegradable matter, neglecting the very
few inert materials, and clinical waste contains
about 100% non-biodegradable materials. Fig-
ure 22.2 represents the ward wise solid waste
generated in MTPD. It has been shown that
waste production varies from ward to ward. Most
of the time, the inner wards produce more waste
than the outer wards, and wards 9, 10, 13, and 16

are the most important ones for the Raiganj
municipality. Commercial activities and many
people living in these areas are primarily to
blame.

22.3.2 Collection and Transportation

Solid waste management begins with the col-
lection. Garbage is picked up from residences,
business areas, and collection points. The success
of any SWM system largely depends on the
critical components of the collection, trans-
portation, and disposal. The success of the
effective solid waste management system, par-
ticularly the primary collection system, largely
depends on the proper coordination between the
dwellers, the generators, and the staff, the
collectors.

Fig. 22.2 Ward wise solid
waste generation
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Raiganj municipality used a systematic
method in the collection process (Fig. 22.3).
Raiganj municipality collects waste from door to
door daily except Sunday. The municipality pays
for around 185 staff engaged in the collection
process, and the municipality pays 112.018 lakh
for 185 staff (as given in Table 22.1). Every
morning, the collection staff blows the whistle,
announcing his arrival at the place, and the
people put their domestic waste into the handcart
or tricycle of the staff (Tables 22.2 and 22.3).

According to Raiganj municipality, the door
to door collection system serves about 60% of
households without charges. It has been seen that
the municipality collector plays a dominant role
in the core area rather than the outer area.
The NGO, namely Green Zen, the best NGO in
North Bengal, executes the crucial task of

collection and disposal of biomedical waste.
The NGO collects waste from the district hos-
pital, five nursing homes, and 21 clinics. Waste is
transferred to the transfer station from waste
generating points through tractor tippers, tractor
trailers, refuse collectors, dumper placers, and
tricycles, along with hand carts. There is a lack of
separate compartments or separate vehicles for
biodegradable and non-biodegradable waste.
There can be a massive discrepancy between the
existing numbers of vehicles and the required
ones (Figs. 22.4 and 22.5; Table 22.4).

22.3.3 Disposal of Waste

The disposal of waste is an essential aspect of the
SWM process, as unscientific disposal of waste

House Try cycle / Hand cart Cover refuge Taylor Tractor Dumping Ground

Household to Container Truck to Disposal Site

Fig. 22.3 Systematic model of collection system in RMC. Source Author creation

Table 22.1 No of staff
engaged in collection
process

Type of workers No. of staffs Salaries and overheads (Rs. Lakh)

Door to door collectors 64 39.3578

Street sweepers 56 33.30275

Transportation personal 65 39.3578

Total 185 112.01835

Source Raiganj municipality office

Table 22.2 Coverage of
door to door collection
system

Total no of wards House to house collection

25 No of wards
covered

Collection schedule
(daily/alternative day)

Cost for
collection

25 Daily Nil

Source Based on municipality data
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can cause irreparable damage to the environment,
human health, and subsoil strata. Raiganj cur-
rently has one dumping ground covering
approximately 7 acres of land near the River
Kulik in Bander Ward No. 20, approximately
1.5 km from the town center. At present, the
open dumping method is used in this area. The
land is low lying, so it cannot contain much solid
waste collected for dumping. The eastern side of
the Kulik River is becoming increasingly filled
with waste. As per requirements, the space is
becoming confined.

22.4 Conclusion

The colossal amount of solid waste generated by
human efforts, consciously or unconsciously, has
now become a universal phenomenon, culmi-
nating in significant health-related issues for
civilization. As the famous axiom goes,
“Prevention is better than cure;” here, too, it is
relevant in association with the prevention of
these practices is superior to mitigating the tox-
icity of their pernicious effects on the living

Table 22.3 Ward wise distributions of workers, generation, and collection of SW

Ward No. Solid waste
generation in MT

Solid waste
collection in MT

Workers engaged in collection

Door to door
collector

Street
sweeper

Transportation
personal

1 1.54 1 1 1 2

2 5.59 4.3 3 2 2

3 2.37 1.37 2 1 2

4 1.75 1.1 1 1 2

5 4.57 2.44 3 3 2

6 1.78 1.07 1 1 2

7 5.2 3.33 3 2 2

8 5.16 4.12 3 3 2

9 6.58 4 5 4 2

10 8.35 6.55 8 6 4

11 2.85 2 1 4 2

12 5.61 4.4 3 6 4

13 8.01 7 7 6 4

14 5.14 4.42 3 2 2

15 1.57 0.97 1 1 2

16 7.07 6.8 6 5 2

17 2.62 1.55 1 3 2

18 2.48 1.95 1 3 2

19 2.27 1.76 1 1 2

20 3.19 2.91 2 1 2

21 1.17 0.9 1 1 2

22 3.3 2.3 2 2 2

23 2.19 1.12 1 2 2

24 5.93 3.21 3 2 2

25 1.23 0.9 1 2 2

Total 97.52 71.47 64 65 56

Source Based on municipality data
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system and environment. However, to achieve a
sustainable solution to this problem, a proper
waste management system and significant public
awareness are highly instrumental. Waste man-
agement is a multifaceted system that deals with
its treatment and disposal; it is a holistic
approach with a wide range of complementary
activities that integrate reduction of waste gen-
eration, collection, segregation, and proper
transportation to its corresponding recycling hub.
Through this analysis, we can conclude that the
selected study area suffers from different
disposal-related problems in this present study.
The surrounding area's inhabitants face various
problems due to unscientific landfilling in low-
lying areas near the river Kulik. As per field
survey data, the economic condition of the peo-
ple and the generation rate of solid waste are
entwined in this area. The wards inhabited by
high-income groups of people generate more

garbage than those of people with low incomes.
The commonly observed findings in this area are
(1) the waste collection frequency is less in
comparison with the amount of waste generated
in the municipality; (2) there is a lack of work-
force, trained staff, modern machinery, and
equipment; (3) there are no facilities for imple-
menting recycling processes; (4) lack of private
participation or involvement of community-
based organizations; (5) insufficient fund alloca-
tion to process and dumping is a challenging
problem in this area; (6) a few of the wards face
water logging problems such as wards 1, 2, 17,
etc.; (7) there is no separation of solid waste such
as plastic, food waste, metal, and so on; (8) lack
of public awareness about the need for solid
waste segregation; and (9) lack of proper
dumping facilities in this area is also a significant
problem. The dumping site is near the river
Kulik, degrading the river's health and

Fig. 22.4 Ward wise
collection of solid waste
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surrounding environment. Adopting centralized
and decentralized strategies to facilitate solid
waste management at various sources could be
workable for tangible sustainability in the
municipal solid waste management (MSWM)
system. Also, the optimum involvement of
organized informal waste management sectors,
along with dedicated ventures from private and
government agencies, can be an effective tool to
combat the MSWM challenges and put forth
good scopes for the future of this municipality. If
we take some initiatives, it can minimize the
impact of solid waste. These steps are

• Generation of municipal solid waste should be
decreased.

• 4R (reduce, recycle, recovery and reduced) of
solid waste management should be introduced
in every part of municipality. Increase the
people awareness about 4R.

• Municipalities should increase their level of
service as well as the number of staffs to
provide the good service to the public.

• People participation as well as awareness pro-
gram regarding hazardous waste is essential.

• Collection of hazardous waste at collection
points shall be safe and secure. Promotion of

Fig. 22.5 Ward wise distributions, generations, and collection of solid waste

Table 22.4 Total no and type of vehicles used in Raiganj municipality

Type of vehicles Existing numbers Actually require/proposed Avg. no of tips per day

Tractor tipper 2 3 1

Tractor trailer 20 35 1

Refuse collector 4 60 2

Dumper placers 10 12 1

Try cycle 35 55 2

Hand carts 20 100 2
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the use of less hazardous alternatives. Segre-
gation of solid waste is very essential in col-
lecting points.
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23Integration of Advanced
Technologies in Urban Waste
Management

Parvez Hayat

Abstract

It is pertinent to distinguish between urban solid
waste when compared to its rural counter-
part. Rural areas generate almost negligible
waste when compared to the urban areas as till
recently they led frugal and minimalistic life-
style. Basically, there are four types of solid
waste in urban areas, one is the household
waste, which we commonly refer to as garbage,
the second is the biomedical/hospital waste, the
third is the e-waste and the fourth is Construc-
tion & Demolition Waste. It is indeed very
surprising to note that till date most of the
developing countries have not prepared an
inventory of urban solid waste. In fact, it does
not seem to be a priority of either the citizens or
the urban local bodies. Technology will be the
key to tackle the challenges of urban solidwaste
management in India. Through satellite
imagery/remote sensing techniques to utilizing
machine learning and artificial intelligence
(AI), it is possible to identify hotspots where
different types of waste are accumulating and
also in tracking movement of bins and trucks. It
would then be possible to develop an optimal
strategy to transfer these wastes using GIS to

appropriate treatment facilities for their ulti-
mate disposal. One of the major issues faced in
solid waste management is the existence of
dumpsites, which must be closed, and the
legacy waste appropriately disposed as it has
now become a mountain of waste and cannot
take in any fresherwaste. To initiate the closure,
an environmental impact assessment (EIA)
needs to be done, which is hampered by the
lack of past data regarding the activities at the
dumpsite. Therefore, the analysis of multitem-
poral remote sensing images and aerial pho-
tography is a useful tool for conducting theEIA.
Finally, the Government of India needs to
develop a standardized policy to dispose of
household waste, e-waste and medical waste. It
is the need of the hour and should be done in
mission mode on a war footing. The need of a
central ministry on solid waste management
may be set up without any further delay.

Keywords

Urban waste management � Solid waste
management � Environmental impact
assessment � Geographic information system

23.1 Introduction

Unprecedented levels of urbanization and popu-
lation growth led to produce massive amounts of
waste, most of which is generated in the large
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metropolitan cities (Zhang 2016; Ramachandra
et al. 2018). Every day, the problems related to
the inefficient waste management are a serious
threat to environment and health of integral
components of a sound ecosystem (Vergara and
Tchobanoglous 2012). Critical factors which
include rapid urbanization, alteration in the pat-
tern of consumption which can be linked to the
economic growth and mechanization have
resulted in augmentation of waste generation
(Liu et al. 2019). The pace of accelerated growth
of these factors has in fact rather surpassed the
pace of advancement required in the technolog-
ical space that could handle such a downpour of
waste (Pal and Bhatia 2022). Hence, this
widened gap can be observed at the level of
urban local bodies (ULBs), where many are still
practicing waste management in the traditional
ways (De and Debnath 2016; Kumar et al. 2017).

In India management of urban waste comes
under the purview of Ministry of Environment,
Forests and Climate Change (MoEFCC) which
keeps on releasing time-to-time guidelines for the
management of urban waste (Reymond et al.
2020). Recently, the MoEFCC released new
guidelines in the form of SWM Rules 2016 that
replaced Municipal Solid Waste Rules 2000
which was further amended in 2018 (Mandal
2019). These rules were framed and put in action
in order to make waste management achievable
in a sustainable sense. However, due to lack of
enforcement of these rules at the Urban Local
Bodies (ULB) level or at the level like gram
panchayats, the waste management has remained
relatively unchanged (Joseph et al. 2012). In
addition to this, tools and technologies which
should be there in the market to address the issue
of surging waste generation are missing (Vana-
palli et al. 2021). Cities and urban villages are
already overwhelmed and will continue to be
burdened with the problem of increasing waste
generation due to lack of space to form further
landfills (Mandal 2019). As a result, unwillingly,
dumping points in and around cities will be
formed and always grow in numbers (Malav
et al. 2020).

The future generations are expected to be
smart and may adopt advanced technologies like

geospatial techniques and artificial intelligence
(AI) in the urban waste management (Allam and
Dhunny 2019; Andeobu et al. 2022). For this, the
prospects of smart and advanced technologies in
waste management may be researched and
developed for ensuring a better waste manage-
ment approach at a lower cost and in short time
period (Dhanwani et al. 2021; Al-Ruzouq et al.
2022). The remote sensing and GIS techniques
have been already utilized in the municipal waste
management practices in developing countries
like India (Ali and Ahmad 2020). Moreover, the
researchers may also look after the applicability
of machine learning and AI in the urban waste
management (Ni et al. 2020). As an example,
satellite imagery with machine learning can
identify hotspots where waste has been accu-
mulating or automatic sensors that notify every
time a dustbin or a container is full, etc. (Glan-
ville and Chang 2015). Therefore, this explora-
tory study is aimed to understand the need of
sustainable management of urban waste in the
cities of developing countries like India and how
the advanced technologies can be utilized for it.
The advanced techniques and tools may assist the
urban planners and waste managers to increase
the resource recovery, recycling and reuse of
solid and other waste (Zorpas 2020) beside
identifying the illegal accumulation of waste to
avoid problems arising from it (Abdallah et al.
2020).

23.2 Waste Generation
and Classification

Understanding the characteristics of the waste
around us is crucial in developing technologies
and strategies for effective solid waste manage-
ment (Mohanty et al. 2021). In the context of an
urban setting, waste can be classified as solid,
liquid or gaseous (Abdel-Shafy and Mansour
2018). All these categories of waste will include
household, industrial, biomedical, municipal and
radioactive wastes and have a different method of
treatment and disposal (Selvan Christyraj et al.
2021). In India, approximately, 1.4 lakh MT of
municipal solid waste (MSW) is being generated
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daily (Kumar et al. 2017). MSW is primarily
produced by domestic households with a little
fraction being generated from commercial and
industrial establishments. The entire catalogue of
the sources of waste, therefore, can be described
under five major classifications of waste (Miezah
et al. 2015).

23.2.1 Municipal Solid Waste

MSW includes all the garbage discarded by
general public and is mostly generated from
households, colonies, institutions, offices, shops,
schools, hotels, etc., in the form of papers,
plastic, metal, glass, food waste, small quantities
of batteries, lights and bulbs, etc.

23.2.2 Industrial Solid Waste

It generally comprises waste from industries,
factories and workshops such as food processing,
packaging waste, solvents, chemical and toxic
waste, oils and paints.

23.2.3 Agricultural Waste

This type of waste typically consists of livestock
waste, residues from agriculture crops, etc.

23.2.4 Hazardous Waste

Such hazardous and toxic waste mostly com-
prises waste from the wide spectrum of activities
and processes related to nuclear establishments,
healthcare facilities and hospitals, manufacturing
industries, energy production plants, etc.

23.2.5 Construction and Demolition
Waste

Since large-scale construction activities continue
to grow with expansion of urbanization, demo-
lition waste is generated as and where any

construction/demolition activity takes place, with
the result, building roads and bridges, fly over,
subway, retrofitting, redesigning, etc. It includes
most of inert and non-biodegradable materials
such as concrete, plaster, wood and even metals
plastics and so on.

23.3 Current Waste Management
Practices in India

23.3.1 Collection and Transfer

Collection and transfer are the most cost-intensive
step in the entire waste management system
(Hazra and Goel 2009). In India, it considerably
varies between regions of low income to high
income. In many cities, approach of waste col-
lection ranges from municipality being directly
involved and having total control in waste col-
lection and transportation to having contracted
private waste collection agencies and making
them responsible for collection and disposal
(Sharma et al. 2018). Since municipality is
responsible for a city’s waste management, the
system of having concessionaire becomes an
inefficient way of collection, as it has been
observed in many cities (Hazra and Goel 2009;
Sharma and Chandel 2017). High-income cities
may have standardized and dedicated vehicles
and compactors for collection and transportation,
while low-income cities or areas, generally, tend
to work with non-mechanized rickshaws working
on contractual basis. Currently, many cities in
India face shortage of storage bins, necessary
transport service or well-designed transfer sta-
tions equipped with necessary technologies to
manage and process waste (Kumar et al. 2017).
The existing system, to a large extent, is ineffi-
cient in collecting waste in a proper segregated
manner, as it should for maximum resource
recovery (Sudha 2008).

By knowing collection rate of a geography,
the broader picture regarding waste management
can be known. Cities like Delhi and Mumbai
have achieved collection rates of over 50% while
for many other cities, this rate is far below
(Prajapati et al. 2021). India largely depends on
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informal sector for the collection of its waste and
recycling (Wilson et al. 2006). This large infor-
mal space is not governed by rules and policies
formed at the municipality level and, thus, lacks
control over the waste management (Kumar and
Agarwal 2020).

23.3.2 Disposal

Throwing away or disposal is the final destina-
tion to most of the urban solid waste in India
(Rajput et al. 2009). Either the waste will be
dumped or landfilled. Only a little fraction of the
waste finds its way back into economy via
methods like recycling and composting. Disposal
options in use are:

23.3.2.1 Open Dumping
This is the most commonly observed waste dis-
posal method involving uncontrolled throwing of
waste with no provision to check leachate, odour,
dust, rodents, gas, etc. (Ferronato and Torretta,
2019). The waste remains for relatively longer
periods and contaminates components of the
environment (Pandey et al. 2012).

23.3.2.2 Sanitary Landfill
It is disposal of urban solid waste in a semi- or
fully engineered landfill and is one of the most
attractive disposal options. Comparatively, the
harmful effects can be minimized and various
processes and parameters too can be controlled
by the operator (Meegoda et al. 2016). In fact, it
becomes an integral part of urban waste man-
agement and will continue to be adopted at wider
scale widely an effective method for disposal of
waste (Abdel-Shafy and Mansour 2018).

23.3.2.3 Incineration
Incineration is a well-established and mature
waste treatment process wherein combustible
materials which are rejected are burned to high
temperatures to leave behind ash and non-
combustible (Buekens 2012). The volume
reduction by almost 75–95% is accompanied by

weight reduction. Treatment technology like
Incineration, unless they truly deal with residual
waste (rejects), which they not in most cases, will
undermine recycling and composting and many
valuable resources that can be recycled and
composted will be burnt in the incinerators add-
ing to the already piling up problem of pollution
(Buekens 2012). In addition to this, it is not a
clean technology and may produce pollution of
air by releasing toxic ash into the atmosphere
(Manisalidis et al. 2020).

23.3.3 Recycling and Composting

23.3.3.1 Recycling
This is one of the traditional methods that has
been known to us in the form of reprocessing of
waste into new and innovative products. India
depends on informal sector for recycling of
waste, and therefore, not many such facilities are
under authoritative control (Annamalai 2015).
Due to this, these sectors do not follow any
regulations and emission standards and pose
serious threat to the health of environment and
mankind.

23.3.3.2 Composting
It is, in fact, a biological treatment of
biodegradable waste to convert waste into com-
post or manure under controlled conditions of
temperature and moisture. Although this process
is all natural and easy to implement in a decen-
tralized system, the support is limited from the
municipalities and there is the absence of
reward/incentive schemes to motivate citizens to
shift to this green alternative (Vergara and
Tchobanoglous 2012). While natural composting
tends to preserve and protect soil quality, this is
direct benefit, especially in India where signifi-
cant fractions of the waste are biodegradable
(Ferronato and Torretta 2019). Only caution here
is to ensure that the quality of compost produced
should adhere to the standards; thus, segregated
waste collection plays crucial role in improving
quality of compost (Luttenberger 2020).
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23.3.4 Critical Problems
and Inadequacies
and Limitations
of Current Waste
Management System

Waste management in the context of urban
areas is a problem in India. From political
structure to grass roots, range of shortcomings
are present. There is inadequate enforcement of
law and policies and execution of environmental
legislation, lack of long-term planning, insuffi-
cient finances, lack of skilled personnel and
poor monitoring (Kumar et al. 2007). Truly
speaking the existing infrastructure for solid
waste management in India has not been in sync
with the development elsewhere in advanced
countries and, therefore, has resulted in making
operations inefficient and difficult to manage
(Ferronato and Torretta 2019). At the same
time, little advancement visible is confined to
metro cities and a few other cities so far
(Mohsin et al. 2022).

Problems related to collection of waste,
transportation and disposal remain unanswered in
metropolitan cities (Kala and Bolia 2021). Inad-
equate number of vehicles, that too are usually in
bad shape, are often carrying the old design
statement which have not been efficient in col-
lecting and transporting waste in the right way.
At times, in many areas, there is perceptible
absence of provision of collection of waste by
vehicles in a segregated format and they are not
even fitted with compactors, leading to the
transfer of loose waste and, hence, imposing a
restriction on the overall capacity of overall
existing system (Jimenez et al. 2015; Gu et al.
2017). The technological aspects have been
almost missing from the urban waste manage-
ment. Regular monitoring on the real-time basis
and collection of data are two major components
of any solid waste management and to have an
efficient system and processes, emerging tech-
nologies and tools need to be adopted at ULB
level (Asnani and Zurbrugg 2007). Technologies
like AI, Machine learning, GIS as well as remote

sensing have the capacities to drive waste man-
agement towards efficiency and sustainability
(Abdallah et al. 2020). However, these technical
competencies have been conspicuously missing
resulting the system to work in conventional
way.

23.4 Need for Advanced
Technologies in Urban Waste
Management

The existing infrastructure is incapable of
managing and disposing the waste being
tremendously generated every day, and therefore,
it remains a challenging task for all nations to
efficiently run a waste management system
(Mohanty et al. 2021). New and advanced tech-
nologies like Remote sensing, GIS and GPS can
govern route optimization, identifying dump
sites, selection of landfills and information rela-
ted to waste generation. GIS can be combined
and remote sensing and GPS in recording spatial
data and using the data directly for analysis and
cartographic representation (Karsauliya 2013).
GIS has proved to be very helpful in reducing
time and is cost-effective as well (Khan and
Samadder 2014).

AI can surely be incorporated into the waste
management practices for achieving efficiency
and optimization by taking better decisions. AI
can analyse and process extensive information at
a much faster rate than human reasonings and
decisions, thereby, reducing time. It may also
help in detection of waste, trash space and
overcome issues as regards sustainability
(Sharma and Vaid 2021). The technology can be
employed at the sorting site where AI-powered
robots can segregate different items efficiently
with almost four to five times the speed of sorting
than human labour (Castro and New 2016). IoT
can be implemented widely to enable real-time
monitoring by creating a platform in which
physical objects are connected digitally to sense,
process and interact within the network (Ashri
2019).
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23.5 Applications of Technologies
in Municipal Solid Waste
Management

23.5.1 Generation of Solid Waste

The generation of waste includes those exercises
where materials are recognized as being of worth
and are either discarded or assembled for
removal. What is significant in generation of
waste is to take note of that there is an ID step
and that this progression changes with every
person. Waste generation is, as of now, a
movement that is not truly controllable. Dealing
with the gigantic measures of strong waste cre-
ated has turned into a major issue, and in such
manner, GIS has ended up being a help for
Planners (Dutta and Goel 2017). The distribution
of population data and information for how much
solid waste produced in a specific region are
gathered and various population layers and solid
waste data are made in GIS. Then, every one of
the layers is stacked (or superimposed) over the
review region for resulting examination (Shri-
vastava et al. 2015). Investigation of layers
should be possible, and regions with expanded
solid waste age can be recognized and classified
into various classifications, and appropriate
measures can be applied. In this manner, RS and
GIS can be utilized for the recognizing and
classification of regions based on the generation
of solid waste rates and spotting the sites for
removal of the Solid waste.

23.5.2 RFID Enabled Door-to-Door
Waste Collection
Monitoring

By introducing RFID labels at every property,
the experts in the municipal corporation can
guarantee that the waste gets picked from every
single house consistently (Purohit and Bothale
2011). Likewise, using similar technology there
can be regular checks on the duties performed by
the staff (Ramadan et al. 2012).

23.5.3 Smart Bins

Sensors are being introduced in public garbage
cans, also called as Smart bins, to keep a con-
tinuous track of the situation with the storage
level of the Canisters (Fig. 23.1). Container level
sensors in these trash boxes give signs to the
organization’s order and control centre whenever
garbage in cans exceeds the certain threshold
limit. Therefore, the system contacts the closest
waste collection vehicle drivers with respect to
the storage level of container. These cans are
then immediately cleared by the vehicle drivers
without wasting any time. PC vision annotation
and AI calculations permit these sensors to rec-
ognize various kinds of trash as the containers
are being filled. For instance, a smart and intel-
ligent waste bin uses ML to identify, categorize
and sort waste in shortest span of time after the
same is thrown away (Kannangara et al. 2018).
Smart bins are frequently matched with an
application that tells the users about the area’s
closest waste bin, keeping the containers from
spilling over (Bano et al. 2020).

23.5.4 Collection

Collection vehicles can be installed with sensors,
aside from the standard set-up of sensors incor-
porated into trucks, there are a few sensors
explicit for the waste business, for example, an
equilibrium checking the weight of the gathered
waste, RFID sensors for the ID of individual
trash containers or GPS sensors to track the area
of the vehicle (Fig. 23.2). GPS vehicle is another
smart offering, by which Garbage authorities’
entire fleet of vehicles is fitted with GPS gadgets
as a component of the GPS Vehicle Tracking
System. It helps municipal corporations, and
waste collection companies in acquiring real-
time information about waste collection vehicles
and checking the routes that vehicles are cross-
ing through. This, in turn, brings about addi-
tional vehicle efficiency and bringing down the
costs.

402 P. Hayat



23.5.5 Transportation

The transportation and collection services ought
to be sufficient in collecting waste daily on time.
Transportation of waste expands the carbon
footprint, and viable utilization of AI in this part
helps in upgrading the carbon emission by
proposing best routes (Wang et al. 2021). An
efficient and fruitful incorporated SWM plan
requires appropriate routes for waste collection,

and it costs regularly represent 70–85% of the
absolute strong waste management cost. Hazar-
dous, toxic and infectious waste should not be
collected in a similar truck since general waste
through and also not at the same time. The
storage capacity has to be avoided patients and
the common public. It should preferably be very
much ventilated and also liberated from verte-
brate pests. Another advancement in waste
management is the wise dumpster, which is

Fig. 23.1 Proposed smart bins for smart city. Source Tech Briefs (2022)

Fig. 23.2 Re-route efficiency for timely pickup of waste. Source Excellent Web World (2022)
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loaded with AI programmes and IoT sensors
(Anh Khoa et al. 2020). The sensors on these
dumpsters measure the waste levels of the trash
dumped inside and move this data to the princi-
pal removal framework for handling by means of
intermediate servers. The dump trucks/vans can
move as per the message received and gather the
waste from the filled-up containers. Quite a few
researchers off late have optimized models made
for waste collection frequency and designing of
the route, and most of them depend on Genetic
Algorithm (GA) and also its hybrid variations.
GA enhanced the course for the collection of
electrical and electronic home waste as conveyed
by Kroll and its co-workers (––). The collection
costs were diminished by GA due to the
streamlined route distance and the number of
collection trucks and staff. Clients were urged to
take an interest in the scheduling of trash col-
lection demands in order to foster better routes
(Sharma and Vaid 2021).

23.5.6 Smart Sorting

The role of AI in sorting the waste in a smart
manner is like the role of AI in assembling things
on a conveyor belt. Whether that incorporates
waste or new items is examined with cameras
and analysed by deep learning or algorithms.
Robot arms and other devices then, at that point,
pull the things off the belt for additional handling
which, on account of waste management, incor-
porates sorting. They can identify things pro-
duced using various materials as well as
subtleties between things of similar material,
including whether a thing has been synthetically
debased, guaranteeing virtue of the waste stream
(Schneider 1970).

23.5.7 Smart Recycling

As indicated by a report from the UN that every
day, 50 million tonnes of e-waste is produced, As
the quantity of electronic gadgets ending up in
landfills is expanding constantly, e-waste has
been recognized as a critical issue in solid waste

management. Disposed electronic devices fre-
quently contain unsafe chemical substances, such
as lithium from a cell phone battery, which can
leach into groundwater (Needhidasan et al.
2014). Simultaneously, these gadgets present a
valuable chance to recover valuable and base
metals, like gold and copper, in a proficient way.
The systematic management of IOT considers a
digital record that will be made up of electronic
devices and batteries. IoT sensors and other
electronic gadgets can be enacted, with makers or
waste directors booking a pickup and even
bringing a replacement, long before they ever
end up in a landfill (Nižetić et al. 2020). The
capacity to instal IoT technologies into reposi-
tories additionally considers the utilization of AI,
AI and computer vision that can interact the kind
of material in the cane. Prompting better
arranging and reduced the labour force. As well
as a simpler occupation downstream at recycling
centres. Furthermore, arising smart containers
can easily recognize and sort waste into classi-
fications like glass, paper, plastic and metal,
compression of it and advise sanitation labourers
of fill levels of each waste class, empowering a
more economical and sustainable society
(Suvarnamma and Pradeepkiran 2021).

23.5.8 Disposal

Smarter the bin, smarter the sorting; it is only
natural to want the transporter—the midway
point—to be smarter as well. This is the drive
behind a few initiatives to make AI-enabled smart
waste management and disposal vehicles,
including the Intelligent Internet of Things Inte-
gration Consortium (I3), sent off by the Univer-
sity of Southern California (USC). The I3 seeks to
be able to integrate garbage trucks into the city’s
entire sensory system and cameras so that they are
not only informed of the reliable and effective
routes they must take, but also have the data
needed to carry out other strategic steps. Future I3
applications for smart waste trucks include
marking graffiti for cleaning teams and detecting
waste left outside bins. By using AI to automate
and extend the performance of garbage trucks,
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another important step in the waste management
cycle can be greatly improved and permanently
(World Future Energy Summit 2022).

23.5.9 Landfill Management

Waste disposal is very important, and we know
that it is still considered one of the most impor-
tant and inexpensive ways to dispose of waste
that can never be reused or reused. A well-
managed landfill site is important for solid waste
management. At times, informal waste disposal
in existing landfills and in landfills too can be
hazardous in the locations where humans and
wildlife are an important part of it. Therefore, the
use of GIS, RS as well as AI becomes quite
evident in the management of dumping and
dumping sites (Ali et al. 2021).

23.5.9.1 Landfill Site Selection
with the Integration
of GIS and AI

Selecting of a landfill site is a difficult and time-
consuming task that includes geological, envi-
ronmental, water and technological boundaries
and government regulations. It requires a good
amount of geospatial data processing and
requires multiple conditional tests (Ali et al.
2021). The landfill site must be strong enough to
withstand current waste and is considered to be
installed within at least 5 years. GIS and AI have
grown into a powerful tool that can integrate
continuous types of local data and perform a
variety of spatial analysis. This evolution is dri-
ven by major advances in computer technology
and data acquisition. Therefore, these five layers
(land use, slope, water features, soil and geology)
should be considered, and overlay analysis
should be available to determine the suitability
for solid waste disposal sites, and the analysis
result indicates potential landfill sites and waste,
identified as high, medium, small and insignifi-
cant (Mussa and Suryabhagavan 2021).

The main purpose of site selection is to ensure
that potential sites are suitable for the protection
of public health and the environment. The use of
GIS on a landfill site is a simple method based on

data coverage and areas that meet certain eligi-
bility criteria. Using GIS in selecting appropriate
waste disposal sites can be an effective devel-
opment in the obvious accepted steps regarding
waste management (Rahimi et al. 2020).

The most important considerations for setting
up a landfill are as follows: slope; land use;
geology; ground data; roads; and body/river. The
above conditions will vary from place to place
depending on the distribution of people, climatic,
geological and water conditions. Multi-
conditional decision-making (MCDA) and over-
lay analysis using GIS may be used to determine
appropriate waste disposal sites. Different layers
with themes were made and integrated to obtain
information such as soil type, drainage pattern,
geology, topography, composition and network
and the area designed to determine the best
landfill sites. GPS will issue direct links to
selected dump sites. Based on initial GIS testing
and final non-invasive multi-conditional testing
(FMCDM), the most appropriate site for a new
waste disposal site may be selected (Alkaradaghi
et al. 2019).

23.5.9.2 Using AI Drones for Landfill
Management

Advances in technology have made the drone an
affordable tool for workplaces. Although they
may look like pieces of luxury equipment, drones
are no longer as common as the GPS rover, but
they have become more important in recent years
(Sliusar et al. 2022). Waste Management Orga-
nization makes many tasks easier using drones
such as garbage collection, wastewater treatment,
mapping of landfills, dumping and cell counting.

23.5.9.3 Landfill Monitoring
Managing and monitoring landfill sites can be a
complex process that requires planning, equip-
ment and compliance with government regula-
tions. This process aims to build landfill sites that
do not pollute the surrounding area or enter water
sources. Environmental engineers can use drones
to monitor waste disposal. Drones can collect
data on waste disposal in real time. Drones can
take high-resolution images and create 3D waste
disposal models. They can check the site for any
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problems such as leaks or other problems that
may escape the naked eye. Such arrangements
are least expensive and safer compared to tradi-
tional flight methods for gathering disposal data
(Filkin et al. 2021).

23.5.9.4 Landfill Mapping
In order to build a safe waste disposal facility,
companies need to make sure that they are
properly planned so that it will not damage the
environment. Creating a drone map reduces the
time it takes to plan and design a new waste
management area. The bird’s eye view of drones
also gives these businesses information that they
may not otherwise have (Wyard et al. 2022).

23.5.9.5 Calculating Landfill Capacity
Rules require waste disposal sites to keep waste
below a certain height, so it sometimes has to
overload cells. Drones can help land fillers
decide which cells to fill up without falling. Since
drones can travel in all directions, they can pro-
vide companies with accurate 3D models to
visualize the process (Ali and Frimpong 2018).

23.5.9.6 Monitoring Methane
Emissions

The third largest cause of increased production of
methane solid waste disposal sites. Drones pro-
vided with thermal-duty cameras are used in
landfills to monitor colourless and odourless gas.
Too much methane in the area is dangerous, and
with the help of drone technology, companies
can monitor and maintain methane emissions
under control from a protected range (Gålfalk
et al. 2021).

23.6 Application of Technologies
in Biomedical Waste
Management

Hospital waste management process begins from
generation of waste to its disposal. The hospital
waste generated undergoes appropriate decon-
tamination treatment before being disposed. In
developing countries like India, the waste man-
agement is done manually by the healthcare

workers. It is a very tedious and time-consuming
process and since done manually exposes the
hospital waste handlers to various infection risks
and other health hazards. In Hospitals a variety of
materials are generated as waste, ranging from
used disposables like needles and syringes,
soiled dressings, pharmaceuticals, chemicals,
pathological samples, body tissues and parts,
blood, medical devices accessories and radioac-
tive materials. Usually, 10–15% of the total
quantity of waste generated is considered haz-
ardous and it maybe it may be toxic, radioactive
and quite infectious and the remaining 85% is
general waste (WHO 2018). It is essential that all
medical waste is segregated at the source point,
appropriately treated, and safely disposed.
Therefore, it is necessary that medical waste
collected should never be stored for more than
24 h, in the hospital. It is therefore important to
follow regular and safe disposal of waste to
ensure that such hospitals maintain a safe and
clean environment for the patients, health work-
ers and visitors.

Majority of hospital waste collection systems
in India are manual except metro cities and smart
cities such as Allappy in Kerala and Mysore
Indore; it very often exposes healthcare workers
to infections. Currently, COVID-19 pandemic
also has given rise to fear and apprehensions of
infection risks to bio-waste handlers. Further, the
task is tedious and time-consuming. To reduce
worker’s stress and minimize infection risks, an
autonomous hospital waste-collecting robot was
conceptualized.

23.6.1 Design Requirement for Robot

A design conceptualized to minimize possible
occupational hazards and/infection rates if any
due to biomedical waste handling; and to reduce
travel hours of staff; a design solution/device
with following features is required:

• Can move autonomously and is able to locate
departments on its own.

• Is accident proof; that automatically waits if
any human being or obstacle in its path.

406 P. Hayat



• Ensures collection and segregation at its
source point and collects bio-waste in its
respective colour

• Coded bins from its source point.
• Minimizes direct contact points with

biomedical waste.
• Is not only user friendly and affordable but

also serves the purpose.

23.6.2 Design Solution
for AI-Enabled Robot

After COVID-19 has hit our world, the collection
and treatment of COVID waste have become a
key part of the biomedical waste management.
Here, AI techniques can be deployed to achieve
optimized routes for biomedical/clinical waste
collection. Modelling biomedical waste man-
agement processes is extremely complex due to
nonlinear behaviour of several variables. Artifi-
cial Neural Networks (ANN) are capable of
efficiently modelling such processes, which have
not so precise data and involve human actions,
that are complex to model. For conventional
waste management, ANNs have been

successfully used to predict optimized routes of
collection (Bányai et al. 2019). In COVID-19
like pandemics which are affecting the entire
globe, the prediction of frequency of collection
can help tune the models related to the factors
like economics, population in optimizing the
collection process. After collection, classification
is another key factor that needs to be carefully
studied to effectively handle and dispose of
COVID waste. Artificial intelligence via appli-
cation of image classification can be used to
identify the different type of waste. This capa-
bility of automated sorting systems will eliminate
the need of manual separation of COVID waste
and, therefore, will prove critical in handling
such type of infectious waste where virus can
live on for extended periods on material sur-
faces (Fig. 23.3). ANNs have proved to be
highly effective technique in identification of
materials to almost 99% (Rubab et al. 2022).

23.7 E-Waste and Its Management

The whole world has witnessed a massive
technological revolution over the past two dec-
ades, and this has boosted the production of

Fig. 23.3 COVID-19 waste
management aspects for AI
smart intervention. Source
Rubab et al. (2022)
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electronic products in manufacturing markets
around the globe. The generation of electronic
waste has become a grave concern in the digital
ecosystem due to exponential growth observed
in the production of electrical and electronic
equipment, which only happen to increase every
year.

In India, it is estimated that the total quantity
of waste increases at the annual rate of 2.6 mil-
lion tonnes. While India produced, 3.2 million
tonnes of E-waste in 2020, it ranks fifth among e-
waste producing countries after US, China, Japan
and Germany. The estimation of global produc-
tion of E-waste for the year 2030 is at 74.8
million tonnes. This is extremely concerning
when looking at the low recycling rate of
approximately 17%. Cities like Delhi, Bangalore
and Mumbai are leading the list with high E-
waste production and low recycling capacities
(Dutta and Goel 2021). In a country like India, a
large portion of E-waste comes from the level of
households apart from industries and commer-
cial. While solutions for E-waste have been in the
spotlight for industries and commercials, solu-
tions have been limited from individual house-
holds (Shreyas Madhav et al. 2022). In
developing countries like India, close to 55% is
the significant portion of consumer and house-
hold electronics combined.

Electronic waste, commonly known as E-
waste, is categorized into 21 types under two
broad categories, namely, Information Technol-
ogy and communication equipment, and Con-
sumer electrical and electronics. The e-waste
includes discarded air conditioners, television
sets, refrigerators, computers, motherboards,
mobile phones and chargers, headphones, print-
ers, tube lights and bulbs, cameras LED lamps,
etc. More than 95% of this waste in India is
managed and recycled by informal sector and
scrap dealers in an unscientific and crude manner
by burning or dissolving in acids (Kumar 2018).
From the legislation point of view, regulations
and policies are in the basic stage compared to
other laws and rules governing solid waste

management. Laws for managing e-waste have
been there in place since 2011 that mandated
only recyclers and authorized dismantlers for
collecting e-waste. A more structured and
detailed, in the form of E-waste management
rules 2016, was passed in 2017 (CPCB 2016).
These rules, for the first time, made producers
responsible for collecting back e-waste or for its
exchange under EPR (Extended Producer
Responsibility). DRS (Deposit Refund Scheme)
was introduced wherein the producer charges an
additional amount at the time of sale of product
and returns it to the consumer when the end-of-
life product is returned. These schemes and
policies, out of other many, were definitely
introduced with a view to establish proper
channels and bring in accountability; however,
this space still needs special attention for con-
stant vigilance. Close to 80% of e-waste contin-
ues to be broken down by the informal sector at
huge environmental and health cost, polluting
soil and ground water (Lahiry 2019).

India accommodates nearly 178 registered e-
waste vendors or recyclers that have been
accredited by the state governments for pro-
cessing e-waste, but they are not recycling at all.
While some are storing e-waste in hazardous
conditions, others do not have capacities to
handle such waste as per report by the Union
Environment Ministry (Lahiry 2019). Therefore,
technologies for monitoring and vigilance should
be developed and promoted for which data is
easily accessible for assessment.

23.7.1 Indian Initiatives to Tackle
E-Waste

On a positive side, a slow momentum shift is
being built to promote new and cleaner tech-
nologies for tackling the huge problem created
by mismanagement of e-waste. Laboratory-scale
technologies are coming up and testing is being
carried out to promote it to commercial scale.
Apart from this, advanced IT technologies are
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also being observed as potential solutions to
minimize the errors caused by human interfer-
ence and ill treatment of e-waste by constant
monitoring and advanced sorting based on arti-
ficial intelligence integrated with ML (machine
learning) algorithms.

23.7.1.1 Pyrolysis Technology
to Recover Precious
Metals by IIT Delhi

This technology is developed by Chemical
Engineering department of IIT Delhi under the
waste management programme of DST (Depart-
ment of Science and Technology). The technol-
ogy, which is under pilot scale testing and
validation, will be useful to the waste manage-
ment sector, particularly electrical, electronic
industries and metal production industries. Cur-
rently, it is on a laboratory scale; however,
design considerations are being discussed to
scale it to a capacity of 50 kg/day for recycling e-
waste.

The process makes use of a thermal treat-
ment process, known as pyrolysis, wherein, the
e-waste is treated under high temperatures to
obtain products in the form of liquid, gas and
solid residue. The liquid and the gaseous pro-
duct can be used as fuel while solid residue
contains metals. Further extraction of metals
from the residue is carried out via hydromet-
allurgy process using different leaching agents.
For individual metal recovery, process of
electro-deposition can be used. The patent for
this technology has been filed, and the scien-
tists and researchers are working on the process
to recover metals, like Copper, Silver and
Gold, and to transfer the technology to
industries.

This technology holds an excellent market
potential due to its integrated approach of com-
plete recycling of e-waste and recovery of metals
which are precious in nature without causing
damage to the environment. However, there are
still concerns associated with the process of
recycling due to the presence of hazardous sub-
stances present in e-waste such as antimony,
cadmium, arsenic and lead.

23.7.1.2 E-Parisaraa Recycling Facility,
Bangalore

The project E-Parisaraa is supported by Indo-
German E-Waste initiative. The pilot project to
manage e-waste has been set up in the city of
Bangalore with the backing of Karnataka State
Pollution Control Board with a vision to replicate
similar model in other countries of India as well.
The business model is simple, and the entire
process converts a product waste into raw
materials by following four-step approach of
Manual Dismantling, Hands on Segregation,
Shredding and Density Separation. Using these
defined techniques, Waste Electronic and Elec-
trical Equipment are converted into raw materials
like plastics, metals and glass. What sets this
model apart is that there is no burning or melting
involved throughout the process. The entire
process of recycling is clean to the environment
and follows the principle of minimum landfill.

Lately, company has developed simple and
low-cost machines like Printed Circuit Board
Shredder, CRT Cutting set-up and Tube light
crusher, at their facility in Dobbespet in the
outskirts of the city. The leftover printed circuit
boards and glass items such as tube lights and
picture tubes go to the next stage where they are
then cut into strips and powdered (Pandve 2010).
The company exports shredded components and
circuit boards for copper smelting to Umicore
Precious Melting Refining, Belgium.

23.7.1.3 SDMC Facility for E-Waste
Collection

To ensure scientific disposal of e-waste, the
SDMC (South Delhi Municipal Corporation) has
started an online facility for the e-waste collec-
tion. For this, South Delhi Municipal Corpora-
tion has partnered with RBH E-waste recycle
Hub for disposing of unserviceable and old IT
devices and equipment from RWAs, Markets,
offices and also from residents falling under its
jurisdiction. As the procedure, online request can
be submitted by the consumers and as per the
agreement, the company will purchase e-waste
from citizens and ensure its proper disposal
(Rajput 2021).
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23.7.2 Deployment of Advanced
Technology in E-Waste
Sector Globally

23.7.2.1 Remote Sensing and Image
Analysis for E-Waste
Contamination

E-waste is known for releasing a variety of haz-
ardous compounds like heavy metals, and organic
pollutants including dioxins and furans. The
multi-spectral remote sensing imagery can help
identify and monitor release of heavy metal
contaminants released during e-waste processing.
The similar techniques have been used for
studying contamination from heavy metal from
activities like mining and large industrial work.
However, these techniques are of great value in
detecting contamination from a more dispersed,
impromptu and shifting kinds of release typical of
processing of e-waste. Given the effective price of
multi-spectral imagery and enhanced resolution,
these techniques can offer a swiftly responsive
means to assess and monitor contamination of
this kind (Garb and Friedlander 2015).

23.7.2.2 Using Machine Learning
and Artificial
Intelligence for E-Waste
Sorting

Technological advancements will provide waste
workers with additional tools to clear the way for
smooth waste management by delivering E-waste
to the well-established E-Waste recycling centres.
Machine learning combined with automation is
visioned as a technology of tomorrow in achiev-
ing an environmental waste reduction. At the
industrial or commercial level, channelisation is
easy to establish for recycling e-waste; however,
proper channels are not existing in collecting and
segregating waste from civilian homes and indi-
vidual consumers. The automated robots, enabled
by artificial intelligence using ML algorithms,
will be an addition to the existing workforce,
thereby reducing the manual intervention by
learning disassembly operation using a dedicated
physical training environment. Machine learning
can progressively improve specific tasks using
finite and increasing data captured through

computer vision. Intelligent robots’ systems will
be able to ‘intelligently’ identify e-waste and
dismantle the items and categorize the compo-
nents without any intervention from humans
(Shreyas Madhav et al. 2022).

The integration of Internet of things (IoT) with
Machine Learning has also gained grip for
automating the process of waste classifica-
tion (Fig. 23.4). The systems equippedwith such a
technology have been proven efficient in attaining
automated segregation of non-biodegradable and
biodegradable materials. Smartphones connected
to the IoT-based bins on the network can provide
real-time updates and feedback while maintaining
proper management of waste. The IoT sensors on
the bins have the capability tomeasure the levels of
waste inside. With the aid from intermediate ser-
vers, it sends this data for processing to the actual
disposing system.

23.7.2.3 Using Augmented Reality
(AR) in Operations

Augmented Reality is yet another interesting and
emerging technology of this decade with
tremendous potential to transform operations side
of businesses. With the help of AR glasses that
are equipped with cameras, depth sensors and
motion sensors, supplementary information can
be augmented and displayed in the real-world
environment during work. It is basically super-
position of virtual world and real world. This
way, workers or operators can be instructed in
real time about how to dismantle the products
that have met end-of-life (Chen et al. 2019).

23.7.2.4 Technologizing the Electronic
Market for Long-Term
Usage

Hybrid Design for Electronic Gadgets

A large part of the e-waste is dedicated to the
category that comprises mobile phones and
gadgets, laptops, etc. Many people ditch their old
laptops or smartphones for the newer model or
version of software that has arrived in the market
without even releasing the need of upgrade. This
is a great concern as this results in large waste
generation. To counter this, manufacturers
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should work on hybrid design of the smartphones
and tech gadgets. This will be like replacing all
the incompatible components with the newer or
updated software, without having to change the
entire chassis of the device. For an example, the
old camera in a smartphone, built in a detachable
format, might be swapped with another newer or
better set-up with higher specifications on the
same smartphone. Since software does not need
any physical entity attached to it, upgrading it
will not be a problem. For an instance, the
memory space can be enhanced or processor can
be changed to a powerful one, etc. Also, manu-
facturers can easily upgrade old smartphones/
laptops into new ones by changing the required
components, at a much-reduced costing.

Another simple way to efficiently manage e-
waste is to charge an additional amount on the
electronic product at the time of selling and
returning equal amount back as part of a reward
scheme when consumer brings back for
exchange. The manufacturer of electronic and
gadgets can also introduce a reward scheme

where they may give additional discount on the
new products for an exchange of an old/used
product that consumer brings to the table.

Reuse and Remanufacturing

At the end-of-life of a product, the entire product
need not be a waste and disposed of. Some
components or modules can be perfectly fine for
reuse. As a fact, it is more energy efficient to
salvage a component from a dismantled device
and reuse it than it is to invent a new one from
raw materials. Since, second hand or reused
products are comparatively cheaper than new
ones, using salvaged components can reduce the
cost of ownership.

23.8 Application in Construction
and Demolition Waste

Construction and demolition of waste are carried
out whenever any construction demolition work
is done, such as building roads, bridges, flying

Fig. 23.4 Proposed smart E-waste management. Source Chen et al. (2021)
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over a railroad, subway and rehabilitation. It
contains mainly an inert and non-perishable
materials such as concrete, metal, wood and
plastics. Some part of this waste goes to city
sewers.

India’s construction industry is estimated to
generate around 10–12 million tonnes of waste
annually (Kolaventi et al. 2020). Forecasts of
housing demand for building materials indicate
an aggregate shortage of approximately 55 mil-
lion cubic metres (CPHEEO 2022). Measures
will be required to achieve the goal of an addi-
tional 750 million cubic metres road sector.
Recycled aggregate from construction and
demolition waste can close the supply and
demand gap in both sectors.

23.8.1 IOT in Construction
and Demolition Waste
Management

GIS and GPS

It offers great advantages for data collection,
storage, correlation, processing and analysis. In
addition to its function to facilitate the assess-
ment of the resulting demolition waste, GIS can
also be used as an environmental impact assess-
ment tool. For example, we used GIS to create a
bottom-up material inventory model that inte-
grates with life cycle assessment (LCA) for
urban-scale environmental impact assessment
and integrates with GPS technology to find
materials and determine when they arrive on site
in real-time locations. More recently, GIS has
been used to identify illegal dumping sites where
C & D waste is at potential risk (Ratnasabapathy
et al. 2019).

RFID

RFID tags are another data-gathering technology
that can be used to track building materials and
components, equipment and tools, and con-
struction personnel. RFID can encourage reuse of
building components and reduce waste. Inte-
grating RFID with BIM can help develop sus-
tainable resource management. A framework was

proposed for tracking, planning and intelligently
handling waste movement incidents by combin-
ing rule-based reasoning technology with RFID
technology.

BIM (Building Information Modelling)

BIM comes from two technologies: space tech-
nology and data communication technology. It is
largely used in India in the field of architecture,
engineering and construction (AEC), and it can
be effectively integrated with identification and
data collection technologies such as RFID, GIS
and GPS. Integrating these technologies with
BIM provides definitely many benefits so far as
facilitating location-based management, building
material tracking and remote data collection.
BIM in fact was used to estimate the amount of
demolition waste during the design phase of the
building. BIM offers a potential capacity in 3D
coordination, design review and phase planning
for managing waste more efficiently throughout
the project life cycle. A system based upon BIM
is used for demolition and renovation waste
planning and estimation. This developed model
poses the capability to deal with the estimates of
the detailed volume information of each element
category and material type, total inert as well as
noninert demolition and retrofitting and renova-
tion waste volumes, demolition and renovation
waste disposal charging fees and the total num-
ber of pickup trucks for demolition and renova-
tion waste. A BIM-based analysis to minimize
the waste rate of the structural reinforcement
applicable for a two-storey reinforced concrete
structure. Therefore, BIM-based systems/models
and integration of other digital technologies with
BIM can provide wide solutions to minimize
waste generation and optimize materials use
(Ratnasabapathy et al. 2019).

23.9 Liquid Waste and Its
Management

Grey water is less contaminated as compared to
black water. Reusing of greywater is the most
favourable possible solution with benefits in
vegetable raising, flower gardening, vehicle
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washing and even our home gardening and helps
in reducing the usage of drinkable water. Around
50–60% of the discharged household water is
grey water and its reuse assists to reduce the
demand of more drinking water with reducing
the expenses and enlarging the effective supply
of water in areas where the water demand is high
in present.

Treatment of greywater basically diminishes
the demand of human being in certain areas, and
it is the utmost step to alleviate the depletion of
fresh water dispense in some areas with the
mitigation plan for future requirements. Even
some of the water-spotlighted countries planned
their strategies for recycling and treatment of
grey water to satisfy the needs, demand and to
overcome the storage of water. In the past times,
people used to satisfy their demand of water
themselves and made excellent use of their
greywater instead of not knowing what greywa-
ter is. They have built the proper domestic
infrastructure (tub) in the manner that after
bathing, the same grey water is collected for
washing clothes and other household activities
like flushing, vegetable raising and animal bath-
ing. The shift from past to present is changing
very drastically, people are moving towards
urban areas, and their demand on water is
speedily increasing, with urbanization the relo-
cation of people towards easy lifestyle and
modern technologies increased their dependency.
At present in India, the people that comes under
high-income group leads to ingest 150 L of water
every day and it is estimated that more that 5
million people will suffer from water scarcity by
2050 worldwide. With this fact in future the
water-stressed countries have to shift towards
sustainable water management techniques to
recycle greywater at home or at the community.

Increasing Demand of Water

In India, water security is a considerable issue,
30% potable water can be saved easily using
available technologies by cleaning and reusing
grey water from domestic sinks, kitchen wash
basin, water from washing machines and wash-
rooms where only soap and detergent is found as
sediments called grey water. Such recycled water

can be used in kitchen garden, and also
wastewater is any water that has been used and
discharged into closed system like drainage or
sewage system or discharged in open surround-
ing exposed or environment. Broadly, it can be
categorized as sewage and non-sewage. Sewage
is wastewater that is generated from domestic
activities and includes wastewater from public
toilets, houses, restaurants, schools, hospitals and
hotels. Non-sewage wastewater includes rain-
water or flood water, used water from garages or
from industrial plants. The major fraction of
wastewater is produced from domestic activities
in households.

At the household level, wastewater can further
be categorized into:

1. Blackwater
2. Greywater
3. Yellow water.

Among these, blackwater is the most highly
contaminated and can potentially cause serious
diseases. The sources of blackwater includes
toilet, kitchen sink, etc., and therefore, chemicals,
urine, faeces, food scraps and cleaning liquids
are found in this category of waste. Greywater,
on the other hand, is the domestic wastewater
usually produced from bathroom sinks, baths or
washing machines, etc. This is much more suit-
able for reuse because of absence of any type of
pathogens (Alemayehu 2004).

Water is a finite resource; however, rapid
urbanization, change in consumption pattern and
industrial demand have resulted in the overcon-
sumption of freshwater. Due to this, many places
around the globe are facing scarcity of freshwa-
ter. This is very strong indication to establish
systems and technologies that can effectively
make use of wastewater, especially greywater,
for activities that can easily integrate its usage in
place of demand for freshwater and also since to
effectively deal with climate-triggered heat
leading to scarcity of water, green hydrogen has
great potential as alternative source of non-fossil
fuel energy. In producing one litre of green
hydrogen fuel, seven litres of water are con-
sumed in electrolysis methodology. Thus, even
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green hydrogen can be produced by recycled
grey waste and fresh water can be immensely
saved. The reuse of greywater will be an effort to
address one strong point, i.e., it will reduce the
demand of freshwater required for household
activities and gardening purposes and also in
agriculture, drip irrigation and also producing
green hydrogen which helps reaching out SDG
target by 2050. Naturally, the composition of
greywater favours the situation as it contains
many nutrients that may turn to be a beneficial
fertiliser. Since greywater is one of the cleanest
in the category of wastewaters, there could be
numerous applications to it; however, sometimes
greywater may also contain compounds like fats
and oils, detergents and soaps, in large quantities.
Therefore, greywater must be processed through
natural filtration process to make it suitable for
use and quality monitoring should be there for
ensuring fit use.

23.9.1 Reuse Through Recycling
Using IoT

Greywater is an excellent resource for activities
like gardening and cleaning. The treatment pro-
cess is low cost from operational point of view
and needs assessment on the quantity of BOD
(Biological oxygen demand), COD (Chemical
oxygen demand) and TSS (Total dissolved
solids). The addition of chlorine, along with
other disinfecting additives, checks the growth of
disease-spreading microorganisms. The proposed
idea is to use multi-filtration process that includes
three processes in series, i.e., sand filtra-
tion � Reed bed Technology � Distillation by
natural material. As a working principle, the
process starts with first step of sand filtration.
The sludge, along with tiny sediment impurities
and soap, is removed in this step. The filtered
water is then allowed to move to second stage of
filtration. The controller working on Internet of
things, checks the level of water periodically and
further extends to the next step of filtration, that
is, reed bed technology. This is the stage where
first stage filtered water is passed through aquatic
plants. Here, the biodegradable and potentially

higher-end solvents break down to simple one.
This step helps greywater lose its strength of
contamination. Finally, the water from reed bed
moves to the third stage for removal of com-
pounds like nitrates and iron. This third stage
known as natural distillation is carried out by
agricultural waste like corn, seed and plants
waste. At the end, the quality check is carried out
(Gokul et al. 2018). This is a long and time-
consuming process and, therefore, can be
implemented at a community level.

Hardware Utilization

pH Sensor

pH sensor is used for measurement of acidity and
alkalinity, or the caustic and base present in a
given solution. It is generally expressed with a
numeric scale ranging from 0 to 14. The value 7
represents neutrality. Numbers on the scale
increase with increasing alkalinity, while the
numbers on the scale decrease with increasing
acidity. In the proposed project, pH sensor is
used to measure the pH value of the grey water
before filtration in the Collection tank and also
used to measure the pH of the treated water after
Filtration in the Storage tank (Usha AND Anslin
2019).

Turbidity Sensor

Turbidity is the haziness or cloudiness of a fluid
generated by a large number of suspended par-
ticles that may be invisible to the naked eyes.
The measurement of turbidity is a key test of
water quality. Turbidity sensor detects the
amount of scattered light that by the suspended
particles in water. As there is an increase in the
amount of total suspended solids (TSS) in water,
there is an increase in water's turbidity level. In
the proposed model, the sensor projects a
focussed beam into the monitored water. The
light beam reflects off particles in the water, and
the resultant light intensity is measured by the
turbidity sensor's photodetector positioned at 90
degrees to the light beam. The light intensity
detected by the turbidity sensor is directly pro-
portional to the turbidity of the water (Gokul
et al. 2018).
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Ultrasonic Sensor

In the proposed model, each tank in the different
stages has an ultrasonic sensor for measurement
of the level, except for the storage tank. This
sensor emits high-frequency sound waves in the
direction of liquid in the tank. On hitting the
liquid’s surface, it gets reflected back. This
reflected wave is received by the Receiver of the
Ultrasonic sensor. The time taken by wave
through this process is directly proportional to
the distance between sensor and the level of
liquid. When the time reading is recorded to be
fairly low, the level sensor directs solenoid valve
to open using microcontroller, Arduino. This is
how the level is detected in all the tanks of three
stage (Gokul et al. 2018).

23.10 Conclusion

Traditionally, waste management has largely
involved manual workforce. As per the demand
and industry needs, waste management is ready
to be revolutionized by AI-enabled smart recy-
cling and monitoring systems. This will go a long
way in conserving and preserving the environ-
ment for a more sustainable future which will be
based on a circular economy model. The SWM
systems working on AI are still in the stage of
development and are being researched for more
exploration. Smart city system will be very use-
ful for garbage collection in areas where smart
trash bins already exist. User can explore nearby
trash bins so that all garbage in the city will be
collected and India will be clean and healthy, that
is our goal. GIS, as a decision support tool for
landfill location, has proven to be useful and
feasible in identifying potentially suitable sites
for landfills and demonstrates its ability, using
spatial data and ambition, to address the selection
of a potential niche site to locate a landfill. GIS
and AI software are useful for locating landfills
by creating map layers based on different criteria
taken into account. The processes involved in
determining the location of a landfill include the
integration of multiple criteria and spatial data
processing. GIS is a cost-effective tool for

locating landfills and creating maps for environ-
mental management of pollution assessment.
Drones with AI technology have combined to
provide accurate real-time data that can be
viewed and, in some cases, even a solution to
separate recyclable recommendations on how to
fix the problem. Try. For liquid wastewater
management, a system is proposed that includes
a pH sensor, a turbidity sensor and a level sensor
to continuously test and monitor the water
quality in the primary and tertiary stages, and an
electric valve. Magnetic will control water flow.
The main advantage of this system is that it not
only monitors the water quality, but also recycles
the water using a carbon filter and alum treat-
ment. The system also displays real-time water
quality data on the Blynk app to take the nec-
essary actions. The final application of recycled
water can be for purposes such as gardening,
flushing toilets and washing cars. This monitor-
ing and recycling can be done in various places
such as home kitchens, schools, offices, colleges
and hotels. Therefore, for IoT to continue to
promote effective waste management, we need
more support from the public and private sectors,
which includes more regulations and incentives,
as well as more innovation and commitment with
various government agencies to use IoT appli-
cations to build a better, more sustainable future.
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24Rethinking the Urban Form
and Quality of Walking Experience
Using Geospatial Technology

Kulsum Fatima

Abstract

This study represents the service area analysis
for a school-going community scenario in
North American context. It focuses over the
prevalent street typology and its impact over
urban form and quality and safety of walking
experience. The main emphasis is on the use
of GIS walkshed analysis tool to address
underlying problems with urban form and
planning. The idea underlines the interdepen-
dence between urban form and walkability
scenario. Based on the GIS spatial analysis,
the findings are interpreted to offer design
improvements and enhance pedestrian experi-
ence. This study will be useful to support
future planning proposals, which intend to
develop opportunities for expanding activities
that encourage walkability and pedestrian
accessibility in a community-scale urban
intervention. This approach offers insights to
city planners, environmental designers, public
health practitioners, strategist for pedestrian
enhancement programs and engineers, who

are striving to achieve sustainability principles
for land use and mobility planning.

Keywords

Urban form � School community �
Walksheds � Walk wrap � Walking
experience � Safe walking

24.1 Introduction

The geospatial technology has a wide applica-
bility to convey spatial complexities within the
built environment and its interconnectedness with
land use information in a user-friendly and easy-
to-interpret means. It facilitates understanding
through its ability to create interactive maps,
measure distances, travel times and define extents
of natural and spatial relationships. In particular,
maps are “accepted as a factual representation of
an area” and are widely used to “validate com-
peting perspectives of the spaces and places”
(Wood 2016). Due to the multitude of geographic
information systems (GIS) applications, it has
been actively employed in health research and
public health sectors as it offers a better under-
standing for land use implications and influences
of urban and built environments over issues
concerning human health. There is an abundant
set of literature that targets GIS application that
investigates walking behaviours to help individ-
uals to adopt an active lifestyle, health
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practitioners to monitor outcomes, propose
interventions and support planning authorities in
policy framing. The GIS applications are suc-
cessfully utilized to acquire relevant, easy-to-
comprehend and reliable measurable characteris-
tics of the built environment to fully understand
its impact and potential over walkability scenario.

This chapter discusses and uses two GIS
methods, namely walkability indices (WI) and
network/walkshed analysis—to create walkshed
areas (Fig. 24.4), walking distances (Fig. 24.5)
and walk wrap (Fig. 24.6) maps to measure
walkability for Tuscany school in Tuscany
community in Calgary (Alberta, Canada). WI is
the “employment of composite measures which
provides opportunities to walk to various desti-
nations” (Agampatian 2014, p. 11) and the
network/walkshed analysis “models the mobility
or transportation network and performs a variety
of analysis on them” (Wenhao 2018). Both of
these methods are innovative and leading-edge to
support interdisciplinary research in health sec-
tor, urban planning and environmental design.
This chapter represents the usefulness of a
walkshed analysis created by utilizing the effi-
cacy of GIS analysis tools to estimate the
potential accessibility and connectivity benefits
of walkability in a community neighbourhood.
This walkshed analysis will assess the quantita-
tive and qualitative aspects of community walk-
ability, including:

• the degree to which urban form forces stu-
dents to take indirect paths or force them to
wrap their movement through the neighbour-
hood; and

• the quality and safety of the walking experi-
ence for the school-going community.

This analysis will be useful to support future
planning proposals, which intend to develop
opportunities for expanding activities that
encourage walkability and pedestrian accessibil-
ity in a community-scale urban intervention. This
chapter underlines urban design and modelling
approach for effective reshaping and influencing
the built environment based on walkshed shapes.
The maps created using walkshed analysis may

be utilized to generate public perspectives on
equity and safety, within the urban environment
that will affect individual route choices and pre-
ferred walking distance that will define the local
mobility scenario. These perspectives will help to
create the possibilities to rethink and re-innovate
the importance of walking and pedestrian expe-
riences in local community through urban GIS
modelling and analysis.

This chapter is divided into eight sections.
Section 24.1 provides an overview of the subject
and objective for this study. Section 24.2 gives a
background on concept of urban walkability.
Section 24.3 reviews the importance of walkshed
analysis for schools to underline safe walking
scenarios and experiences. Section 24.4
describes the reason for selecting Tuscany school
for the GIS analysis and highlights the pattern for
traffic on streets and biking paths. Section 24.5
tries to depict through map (Fig. 24.4) the Tus-
cany school walkshed for three different sizes of
250 m (immediate walk), 500 m (intermediate)
and 1200 m (reasonable distance for a 10-min
walk), alongside the walking and driving dis-
tances with respect to major landmarks. Sec-
tion 24.6 highlights walking distances within and
outside Tuscany community through map
(Fig. 24.5), that the student population of Tus-
cany school is expected to walk in order to daily
commute back and forth. Section 24.7 gives the
walk wrap assessment and tries to identify the
high traffic volume intersections near Tuscany
school area through map (Fig. 24.6). This section
also discusses the findings of walkshed analysis
performed on Tuscany school which identify
factors that promote or hinder a walkable envi-
ronment. This section is followed by the con-
clusion and recommendation for future studies.

24.2 Background to Walkable
Urban Environments

For decades, urban planners and environmental
designers have been advocating the creation of
urban forms and spaces to enhance the quality of
human experiences. A vast literature exhibits
efforts around walkability scenario in urban
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spaces. Walking comes as a natural extension to
individuals and is additionally considered for
both leisure as well as transportation purposes.
Irrespective of the need and purpose of walking,
an individual is always looking for a safe and
dedicated walking environment, which is gov-
erned by its urban form. It is also “believed that
the degree to which an environment allows or
encourages walking can be related to certain
health measures such as obesity, diabetes and
cardiovascular disease” (Hynes 2006). The urban
environmentalist has usually been targeting to
reach a preferred destination as part of daily
mobility needs and “assume that on average, a
person can be expected to walk about ten min-
utes” (Swanson et al. 2019). There have been
some examples where urban planners like Clar-
ence Perry (“ideal” neighbourhood, 1930),
Douglas Farr (new suburban typology neigh-
bourhood, 1980) and Andres Duany (walkable
community, 2008) designed neighbourhoods
where the amenities were in the walking circle of
within a 5- to 10-min walk.

The National Highway Traffic Safety
Administration (NHTSA) of the US Department
of Transportation (DOT) conducted a National
Survey of Bicyclist and Pedestrian Attitudes and
Behaviours (NSBPAB) in 2012, which assessed
“graphic and typological descriptions of bicy-
clists and pedestrians, attitudes and perceptions
about bicycling and pedestrian activity; the
availability and use of bike paths and lanes in the
community; knowledge of various laws pertain-
ing to bicyclists and pedestrians; and changes in
bicycling and pedestrian behaviour and attitudes
since 2002” (Transportation 2012, p. 1). Based
on the detailed findings of this survey, most
people agree that a “1200 m (about a 10-min
walk) is a reasonable distance to access local
destinations” (Transportation 2012, p. 2). This
10-min distance is typically half mile in a straight
line which offers a safe, comfortable and direct
walking trip. But usually this straight trip is not
the case in most of the walking scenarios, due to
physical obstructions and “barriers like roadways
or highways [buildings, derelict land, etc.] that
obstruct direct path” (Strupp 2020). Such
obstructions force people to walk through the

expanded pedestrian infrastructure, which creates
a walk wrap in pedestrian movement.

In addition, based on literature-based evi-
dences, it is a well-known fact that individuals do
not always follow the shortest path. Various
studies have identified conditions influencing
human mobility and route choices based on
urgency and purpose, for example, the “regular
workday routines versus serendipitous or cir-
cumstantial travel” (Bolten and Caspi 2021, p. 1)
and the heterogeneous preferences—governing
path attributes, including static and transient
attributes. Static attributes include examples of
physical inaccessibility like staircase being
inaccessible to wheelchair or stroller users.
Transient attributes include examples like rain,
crowds or lightning conditions that make walk-
ing undesirable at times. It is therefore under-
stood that there are a wide variety of factors
influencing the individual route choice in addi-
tion to the preferred walkable distance. However,
it is also recognized that route choice is an
individual perspective, whereas the preferred
distance is a collective urban perspective that
defines the human mobility patterns and walk
wraps for pedestrian movement in an urban
environment.

As per the available literature, there has been a
significant research in studying neighbourhood
spatial accessibility which measures community
residents ease in accessing community amenities
and the role of urban design in effective reshap-
ing of the built environment based on walkshed
analysis. The literature also highlights that there
is a significant bias involved based on the
assumption that residents have a preference to
mobilize in road networks, which helped them
ignore other travel networks, including pedes-
trian and biking modes. In addition to that, taking
aggregation of neighbourhood blocks instead of
single points of origin is another reason for the
evident biases. In most of the existing methods
“measures of walkability use straight-line dis-
tances for ease of calculation” (Holbrow 2010). It
has also been observed that “despite well-
established studies that explore pedestrians
route choice priorities and the many factors
affecting route preferences, very few studies or
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methods apply any criteria other than minimizing
travel time or distance in models to forecast
individual choices at large scales of urban net-
works” (Bolten & Caspi 2021, p. 2). Therefore,
this study will present different walkshed meth-
ods to eliminate the identified biases as discussed
in the literature review.

24.3 Defining Walksheds

On a community scale, people chose to walk for
multiple reasons including, health reason, desti-
nation travelling towards amenities, recreations or
daily errands. Possibilities for walking and the
walkability scenario for a neighbourhood are
“influenced by the combination of morphological
and experiential aspects of the environment”
(Sandalack and Alaniz Uribe 2013, p. 7). It is
governed by the presence of services or amenities
that are destination for a pedestrian and helps in
influencing the individual route choice as well as
the preferred walkable distance. In most of the
residential communities, safe access to schools is
a priority and therefore neighbourhood designs
are focused on achieving a walkable scenario back
and forth from school locations. Usually, school’s
premises are a major concern for parents and
school administration, as it attracts high traffic
volumes with children being driven to school
rather than walking. This accumulates larger than
usual amounts of traffic around schools, making
them unsafe for walking and biking opportunities.
Therefore, efforts towards safe walking and
pedestrian-friendly infrastructure around schools
are important to encourage active as well as safe
modes and reduce the amount of vehicular traffic
around schools. In order to access and evaluate the
walkable conditions in school-oriented neigh-
bourhoods walkshed analysis is the most effective
technique available to urban planners.

A “walkshed (or pedshed) refers to the area
that a pedestrian potentially has access to from a
particular point and within a specified distance”
(Sandalack and Alaniz Uribe 2013, p. 7). In
general, it is also understood as a “good measure
of the walking network around a destination”
(Foundation). For decades, several methods have

been utilized to accurately measure walksheds.
This study uses two methods—airline walkshed
and network walkshed—to compare the con-
ceptual as well as practical walkable scenario and
to influence neighbourhood development policies
at urban scale and the individual choice of route
at local neighbourhood scale.

The airline walkshed is described conceptu-
ally as a consistent-radius circle around a point of
origin, within which a pedestrian would be able
to walk and reach any destination in a desired
“straight-line” similar to a bird-fly approach.
However, this does not offer a practical walka-
bility scenario, as it does not consider any
physical obstruction and spatial conditions con-
strained by street patterns or ground realities.
Whereas, the network walkshed method accu-
rately reflects walkable area and utilize the access
to land uses that influence walking. This method
utilizes the ground realities impacted by the
urban form, density, street pattern, connectivity
issues and the land use pattern and therefore
more effective than the airline method.

24.4 Community Characterization

In order to understand the relationship between
urban form and pedestrian experiences, it is
important to assess neighbourhood street patterns
and their influence over walksheds. In June 2011,
Rifaat et al. classified street patterns into five
categories, namely “grid-iron, fragmented paral-
lel, warped parallel, loops and lollipops, and
lollipops on a stick” (Rifaat et al. 2011, p. 277).
As per this classification, the loops and lollipops
street design has become the new preferred street
pattern in upcoming North American communi-
ties in the last fifty years. This preference is
mainly for the following reasons: firstly due to
the “decreased injury risk of crashes involving
two-vehicle” (Rifaat and Tay 2009) and sec-
ondly, due to the findings of a research, that
claims “parents and caregivers are more willing
to let children play on the roads” (Veitch et al.
2005) in a curvilinear design as compared to a
traditional right-angled corner street design sim-
ilar to grid-iron pattern. Another study in 2009
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claimed that “fewer crashes are associated with
loops and lollipops pattern as compared to a
traditional grid-iron street pattern” (Rifaat and
Tay 2009) due to its curvilinear nature and traffic
calming effects. As the loops and lollipops pat-
tern is generally preferred in North American
communities, this pattern is the first criteria for
selecting Tuscany school community. The sec-
ond criteria for selecting Tuscany school com-
munity is that its 100% households have children
walking to schools, as per Census Canada 2011
data (Calgary 2019).

Tuscany is among one of the newest resi-
dential communities in northwest quadrant
of Calgary, “built in the year 2000” (Calgary
2019). It is known for its walking paths that
connect the community with nature within their
neighbourhood. It is famous for its scenic views
and independent town homes offering close
proximity to “Twelve Mile Coulee Natural
Environment Park” and Two-toed pond. As per
the Best Neighbourhoods Ranking by Avenue
Magazine, “Tuscany ranks 57th in 2020 with a
Public recreation facility access points: 37 and
Parks and green space points: 25” (Magazine
2020). The Tuscany community characteristics
are represented in Fig. 24.1, showing its location
within the city, its demographic data and street
characteristics. This community has a 1-463 ratio
for car crashes/year and a residential street den-
sity of 17,109.18 (m/km2) against a land area
6.878004474 km2 and 117,677.006808 m of
total length of streets.

As per the GIS analysis, the longest street
within Tuscany neighbourhood is the “101 ST
NW”, which is 1576.8 m long and the shortest
street is “twelve MI Coulee Rd NW”, which is
only 1.2 m long. For the sake of traffic planning
and Urban environment assessments, it has one
of the largest numbers of total street counts for
1404, a total of 17 access point counts, 991
points for pednetwork junctions, and total of 71
bus stops, which makes it a well-connected,
easily accessible and transit effective layout. The
urban form for Tuscany community is defined in
Figs. 24.2 and 24.3, which represent the dedi-
cated biking pathways and trails network within
park system and the street pattern, respectively.

24.5 Tuscany School Walkshed
Description

Urban planning for residential communities like
Tuscany, essentially requires a safe walking and
biking network around schools, these are
required not only to encourage active modes of

Fig. 24.1 Tuscany community characteristics (Fatima
2022b)
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mobility but also to reduce the accumulation of
vehicular traffics. In this case, the walkshed
analysis is made specifically for the school-going
population, and therefore, the Tuscany school is
considered as the focal point for GIS walkshed
analysis. The purpose of this selection is the
school-going population which consists of junior
high and high school. This set of school-going
population carries a greater level of indepen-
dence as compared to the students going to ele-
mentary schools, pre-schools and day care
schools. This group depends on walking and
cycling, with the capability, confidence, naviga-
tion skills and road knowledge to recognize
direct and comfortable routes, that will eventu-
ally promote safe walkable behaviour in the
community.

The objective for Tuscany school walkshed is
to identify network service areas using ArcGIS
applications, within which student population is
expected to walk to school. The ArcGIS appli-
cation intends to create a school walkshed for

three different sizes of 250 m (immediate walk),
500 m (intermediate) and 1200 m (reasonable
distance for a 10-min walk), as represented in
Fig. 24.4.

For the purpose of this school walkshed anal-
ysis, network analyst is used to identify “service
areas”, which are accessible by vehicle or by foot.
A “network service area is a region that encom-
passes all accessible streets, for instance, the 5-
min service area for a point on a network includes
all the streets that can be reached within five
minutes from that point” (Esri 2021). The size and
shape of this service area are defined by the pattern
of connections in the existing street network. The
city of Calgary spatial data transportation geo-
database with linear transport shape file is used
with ArcMap GIS version 10.8 (2019) to create
new geodatabase, export data to pednetwork and
building network dataset, which is later used in
network analyst tool.

Fig. 24.2 Tuscany community area terrain and biking
network pattern overlay map (Fatima, Tuscany overlay
map, 2022c)

Fig. 24.3 Tuscany community Street Pattern Profile
(Fatima, Tuscany overlay map, 2022c)
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The service area created using the network
analyst evaluates the issues concerning accessi-
bility within the Tuscany school service area and
identify factors that promote or hinder a walkable
environment. These factors will also help eval-
uate the principle 2 of Sustainability Principles
for Land Use and Mobility Plan by the City of
Calgary: create walkable environments, which
intends to investigate the “interconnected street
network to ensure walkable access” (Calgary
2008, p. 2). As a result, this evaluation will be
helpful to propose modification to strategically
direct and manage redevelopment opportunities
within existing areas and promotes compact
development through judicious use of existing
infrastructure that increases transit efficiency.
This will also help to establish principles 7 and 8

from the Sustainability Principles for Land Use
and Mobility Plan.

24.6 Walking Distances Within
and Outside Community

Figure 24.4 represents the travel options for
driving and walking times and distances in and
out with respect to the walkshed analysis focal
point, i.e. Tuscany school. The prominent travel
destinations include Crowfoot and Tuscany LRT
stations for student population travelling towards
school, 44 min of walking distance from Mile
Coulee, which is the main peripheral arterial road
surrounding Tuscany area and shows the walking
and driving time and distance required to reach

Fig. 24.4 Tuscany school
walkshed for 250, 500 and
1200 m. Radius (SAND
2018a)
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natural areas including Baker park and Bow river
access areas which are outside the Tuscany
community. Furthermore, a more detailed walk
time assessment for travelling distance within
Tuscany community is represented in Fig. 24.5.
This highlights walking distances within and
outside Tuscany community that the student
population of Tuscany school is expected to walk
in order to daily commute back and forth. Fig-
ure 24.5 shows that the shortest walking distance
is a 16-min walk (green path) from the west end
of community periphery, whereas the longest
walking distance is approximately a 32 min walk
towards the school from the north end periphery
shown in brown colour path. Whereas the stu-
dents walking from the south-end and east-end of
the community will be walking an average
between 1851 and 1918 m. Additionally, for
people commuting from adjacent or outside
communities, there are two LRT options,
Crowfoot LRT and Tuscany LRT. As seen in

Fig. 24.5, the Tuscany LRT which is dedicated
to this community is a longer walk as compared
to the adjacent Crowfoot LRT station.

24.7 Walk Wrap Assessment

To better understand the street connectivity,
network warp method is used to emphasize on
street connectivity in relation to both walking
and other types of active and passive movement
within Tuscany community area. The “network
warp metric compares the area accessible from a
single point of origin in the presence and absence
of the street network” (Galpern et al. 2018). The
1200 m circle area for walkshed is considered for
this network wrap also known as walk wrap
assessment analysis. This analysis identifies the
resistance of urban form and to assess the quality
and safety of walking experience for the popu-
lation coming to Tuscany school.

Fig. 24.5 Walking distances
from Tuscany school (SAND
2018c)

426 K. Fatima



As per this analysis, the airline walkshed area
is calculated along with the network walkshed
area for the Tuscany school, which gives the total
walk warp of 49%. Figure 24.6 represents these
walksheds and walk wrap as a measure of street
connectivity within Tuscany community area that
plays an important role in movement behaviour.
It identifies that vehicular movement appears
more frequent in areas where public transit is less
available and walking behaviour is evidently
more frequent with dedicated pathways that
encourage walking behaviour irrespective of the
need for walking. This network wrap also iden-
tifies the high-volume intersection areas within
the Tuscany community. As evident from
Fig. 24.6, the “Tuscany school” has two promi-
nent high traffic volume intersections within its
250 m (immediate) walkshed, one prominent
high traffic volume intersections existing within
its 500 m (intermediate) and two additional high-
volume intersections within its 1200 m walk-
shed. All these high traffic junctions identified as
per the walkshed analysis are represented in
Fig. 24.7. This figure shows the detail of each of
these traffic intersections, traffic movement

patterns and its implication over urban form. The
presence of these high traffic volume intersec-
tions could be a discouraging factor enforcing
indirect travel paths for the walking community.
Additionally, the walk warp method indicates
restriction in movement by a factor of 0.49,
making an average walk extended by
1/0.49 = 2.03 times further to reach the same
destination.

As per the walk wrap analysis, the street
pattern and walkshed are indicative of the
following.

24.7.1 Resistance to Urban Form

This characteristic is indicative of the quantita-
tive aspects that assess the degree to which urban
form forces students to take indirect paths or
force them to wrap their movement through the
neighbourhood as follows:

• Owing to the road network configuration,
residents are less likely to take public transit,
increasing vehicular trips in the community.

Fig. 24.6 Walk warp for
Tuscany (SAND 2018b)
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• Road pattern impedes vehicular speed due to
poor sight distance, reducing the risk of
vehicular crashes while increasing the risk at
pedestrian crossings demanding pedestrian
attention, as can be seen in Fig. 24.7.

• The network configuration encourages vehic-
ular trips in the community where the resi-
dents are less likely to take public transit due

to the extended walking distances, as indi-
cated by walk wrap.

• Figure 24.6 represents the details of the urban
form that exists within the 1200 m walkshed
radius and is helpful in visualizing the indirect
walking paths that resist the walking
movement.

Fig. 24.7 High-volume
intersections identified in
250-, 500- and 1200-m
walkshed radius (Fatima
2022a)
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24.7.2 Quality and Safety
of the Walking
Experience

This characteristic is indicative of the qualitative
aspects experienced by the school-going com-
munity as they walk towards the school:

• The 1200 m walkshed radius (Fig. 24.6)
effectively visualizes the quality and safety of
walking by offering insights through carto-
graphic elements that convey the story of
connectivity for Tuscany community.

• The high-volume intersection point A, C and
D in Fig. 24.7 depicts the vehicular traffic
intersections interrupting the pedestrian and
biking pathways, which eventually impedes
the overall pedestrian experience by intro-
ducing stress and negative experience.

• The walk towards the school from the south
end and east end of the community are the
safest options, crossing least number of high-
volume intersections, demanding less pedes-
trian attention and vehicular interference.

24.8 Conclusion

The walkshed analysis identified the curvilinear
street pattern, lengths and sight distances within
the Tuscany community that governs the resident
movement behaviour and mobility patterns. The
comparison between Tuscany Community Biking
Network Pattern (Fig. 24.2) and the walk warp
assessment (Fig. 24.6) clearly establishes the fact
that the presence of dedicated biking pathways or
network exhibits no significant high-volume
intersections, making the south-west quadrant
within the Tuscany community the safest area for
preferred walking and route choice. This quadrant
is also identified for offering the shortest walking
distance towards the Tuscany school, with a 16-
min walk, depicted by green path in map
(Fig. 24.5) walking distances from Tuscany
school and therefore creates a positive experience
for the school-going community.

Additionally, this walkshed analysis also
identifies the presence of strong neighbourhood

edges, which geographical separates the Tuscany
community from major roads, adjacent neigh-
bourhoods and surrounding natural areas inducing
baker park and bow river access area (as evident in
Fig. 24.4). This separation acts as a barrier which
induces another scale of restricted walkshed for
the resident community, impeding their walka-
bility in and out of the community area.

Based on the issues identified within the
Tuscany school service area, the impact of urban
form in promoting and hindering the walkable
environment is realised. These identified factors
are the pointers towards the requisite modifica-
tions to create and encourage walkable environ-
ments according to the principle 2 of
Sustainability Principles for Land Use &
Mobility Plan by the City of Calgary. This will
include traffic calming strategies, allocation of
dedicated pathways and propose modification to
strategically re-direct the existing traffic and
infrastructure to increase transit efficiency.

For future studies, it is anticipated that this
approach can offer detailed insight into the land
use and spatial variables that influence an indi-
vidual’s decision to walk, choice of route and the
preferred walkable distance. This type of urban
modelling is intended to support urban design
rethinking to promote regenerative modifications
in community planning and design. This research
is a potential example of GIS influence over the
development of urban and environmental mod-
elling and decision-making to promote more
walkable neighbourhood design, and the rela-
tionships between urban forms and quality of
walking experience.
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25A Remote Sensing and GIS-Based
Approach for Assessment of Drinking
Water Quality and Its Association
with Land-Use Land-Cover
in Azamgarh City, India

Uzma Ajmal and Saleha Jamal

Abstract

Drinking water quality holds special signifi-
cance as people’s health and well-being are
dependent on the use of pure and clean water.
In this study, an effort has been done to
monitor the drinking water quality and its
association with land-use land-cover by using
remote sensing and GIS, in Azamgarh city.
A total of nine samples of drinking water were
collected from various parts of the city and
have been analysed for various physico-
chemical parameters. Water quality index
has been calculated to examine the fitness of
water for drinking purposes. Spatial interpo-
lation maps of various physico-chemical
parameters as well as of the water quality
index have been prepared using inverse dis-
tance weighting technique. Maximum likeli-
hood supervised classification has been used
to prepare land-use land-cover map of Azam-
garh city with the help of Sentinel 2A data of
10 m spatial resolution. Results revealed that,
out of the nine samples, water quality of five
samples, from the areas of Bazbahadur, Har-

banshpur, Paharpur and Sarfuddeenpur, was
poor for drinking. A linear correlation
between water quality index and type of
residential land use has been observed with
compact residential areas representing poor
quality of water and thin residential areas
representing quality of water that was good for
drinking. The study, thus, suggests an inte-
grated RS and GIS method to assess the
drinking water quality and its association with
land-use land-cover which can also be applied
in other studies.

Keywords

Drinking water quality � WQI � LULC �
residential land uses � Remote sensing and
GIS

25.1 Introduction

It is a very common fact that health of the
humans and their survival is determined by the
use of clean water for consumption and other
purposes (Anwar and Aggarwal 2014). In Aza-
mgarh city, the chief and solitary source of water
is groundwater. The water that is present under-
neath the earth’s surface in minute holes in the
soil, in hollows and fissures of rocks, is known as
groundwater. It is a decent source of freshwater
due to its rather less susceptibility to contami-
nation in contrast to the surface water. However,
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the quality of groundwater has been worsened
owing to some serious factors like population
growth, industrial development as well as
urbanization (Tyagi et al. 2013). Urban areas
have affected the behaviour and characteristics of
groundwater. Many contaminants, such as
industrial and commercial diluters, salts, sedi-
ments, pesticides and faeces, have been added to
both surface and groundwater. As the rate of
groundwater use surpasses the rate of ground-
water recharge, the risk of groundwater pollution
and water-related problems rises; as a result, the
groundwater table drops and contamination rates
rise, posing a serious risk to human health (Asadi
et al. 2007). According to data, India's ground-
water level has decreased by 61% from 2007 to
2017 (Down to Earth, 09 July 2019). Each year,
it is estimated that more than 500,000 people die
from diarrhoea as a result of drinking contami-
nated water (WHO, Unsafe Drinking Water,
Sanitation and Waste Management 2009). Diar-
rhoea, dysentery, cholera, typhoid and other
diseases can be spread via contaminated water.
Diarrhoea is the most commonly known disease
associated with contaminated water (“10 com-
mon waterborne diseases” 2017). Schistosomia-
sis is another acute and chronic disease caused by
consumption of infested water, affecting about
240 million people a year (WHO 2011). There-
fore, analysis of drinking water quality is a
valuable approach to estimate the health impacts
of drinking water in Azamgarh city.

Water quality of a particular region can be
examined using its physico-chemical and bio-
logical characteristics. Quality parameters of a
water sample involve pH, TDS, TSS, hardness,
calcium, chlorine, chloride, fluoride, nickel,
magnesium, arsenic, iron, lead, BOD, COD,
coliform bacteria, dissolved oxygen, etc. The
concentration of these constituents is harmful to
humans if they exceed the prescribed limits (BIS
2012; WHO 2012; CPCB 2013; United
States EPA 2009). Water will be called safe for
drinking if it lies below the standard limits
defined by various agencies like WHO, BIS and
the US EPA.

LULC has been believed to have a direct
influence on water quality. Built-up areas have a

positive relationship with water pollution, but
vegetation is negatively correlated with water
pollution, according to studies (Ajmal et al.
2021; Jamal et al. 2022). Asadi et al. (2007)
investigated the relationship between LULC and
water quality and reached to the conclusion that
quality of water was poorer in densely populated
parts. Chemical characteristics of groundwater
such as pH, turbidity, TDS, DO, BOD and col-
iforms are all altered by augmented urbanization
and land-use changes, leading to water-related
illnesses like cholera and schistosomiasis (Mar-
ale et al. 2012; Saravanan et al. 2016). Due to
illogical fertiliser use, agricultural lands are also
becoming a hazard to groundwater quality
(Mishra et al. 2014). Considering all these points,
in this study, an attempt is made to examine the
drinking water quality and its association with
LULC in Azamgarh city, India.

25.2 Material and Methods

A multi-level analysis is performed for drinking
water quality analysis and its association with
land-use land-cover. Initially, drinking water
samples from nine different locations of the city
were taken and were analysed for relevant
physico-chemical parameters. Inverse distance
weighting (IDW) interpolation method was per-
formed to comprehend the spatial variation of
different physico-chemical parameters in the city.
WQI was calculated to evaluate the appropri-
ateness of water for drinking purposes. LULC
map of Azamgarh city was prepared using sen-
tinel 2A satellite data of 10 m spatial resolution.
Further correlation between WQI and LULC was
examined (methodology flowchart in Fig. 25.1).

25.2.1 Study Area

Azamgarh city, situated in the middle Ganga
plain in northern part of India, with a total pop-
ulation of 110,983, comes under the category of
medium-sized cities (Fig. 25.2). Situated on the
loop line of North-Eastern railway, it is well
connected with important cities of U.P., namely
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Varanasi (95 km), Gorakhpur (100 km), Alla-
habad (162 km) and Lucknow (271 km). The
city is surrounded by the river Tons on three
sides and by the seasonal Dharmu Nala on the
north and north-eastern sides. The city spreads
over an area of 12.71 sq. km. Tons River have a
great impact on the development and residential
pattern of the city. Previously, areas only north of
the Tons River were considered part of city while
in southern part rural character prevailed. Grad-
ually with the construction of bridge on Tons
River its southern counterparts started to develop
and villages got merged in the city. At present in

the northern part of Tons River, old and con-
gested character can be seen while southern part
is growing and developing towards better resi-
dential and service character. However, some of
the new colonies which are growing towards the
northern periphery are socio-economically better.
Azamgarh city has faced several outbreaks of
cholera, jaundice and diarrhoea in the past sev-
eral years. Residents have claimed unclean
drinking water as the major cause behind these
outbreaks. With increasing population, ground-
water quality has said to be deteriorated in the
city.

Base Map of 
study area

Satellite data
Sentinel 2A (10 m)

12
Layer stack

Subset

MLM supervised classification

Data Input
(Scanning)

Attribute Data

Water samples 
collection

Laboratory analysis
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hardness, Ca, Mg, Chlorine, 
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Correlation between LULC 
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Fig. 25.1 Flowchart of
methodology
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25.2.2 Water Samples Collection
and Laboratory Analysis

To examine the quality of drinking water in
Azamgarh city, a total of nine drinking water
samples were collected for physico-chemical
analysis (Fig. 25.3). For collecting the water
sample, taps and hand pumps were operated for
about 5 min to flush out stagnant water in it.
Then the samples were collected in clean poly-
thene bottles, and adequate information was
written on the bottles. The bottles were pre-
cleaned with acid wash followed by distilled
water. All samples of water quality were main-
tained at 4 °C temperature till transportation to
the Environmental Engineering Lab, Civil Engi-
neering, Aligarh Muslim University, Aligarh.
Due care was taken such that no significant
change in the composition of water samples
should take place till the laboratory processing is

carried out. Tests were performed by the
researcher, in Environmental Engineering Lab,
under the guidance of laboratory attendants and
technicians. Methods adopted for physico-
chemical analysis of samples for following ten
parameters, which has been shown in Table 25.1.
Results of drinking water quality parameters are
analysed using standard values of water quality
parameters as prescribed by BIS (Table 25.2).
Apart from this, BIS did not provide standard for
some parameters, and for them, values of WHO
and other bodies are considered (Table 25.2).

25.2.3 Inverse Distance Weighting
(IDW) Interpolation
for Spatial Mapping

IDW method was used to prepare interpolation
map of Azamgarh City for different water quality

Fig. 25.2 Study area
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parameters. IDW is the most popular method of
interpolation to calculate values of unknown
points using a known set of scattered points.
IDW has been accepted as one of the customary

spatial interpolation techniques in GIS (Burrough
et al. 1998; Longley et al. 2005). The basic for-
mula for IDW interpolation is

vp ¼
Pn

i¼1
1
d vi

Pn
i¼1

1
d

ð25:1Þ

where

vp value to be estimated
vi known value
d1−dn distances from the data point to the

point estimated n.

25.2.4 WQI Calculation

To examine the fitness of water for drinking, the
WQI is calculated. Determination of WQI
involved the following steps.

First of all, each parameter was given weights
(wi), according to their relative importance in
overall quality of water (range, 1–5).
(Table 25.2).

Secondly, relative weights (Wi) of the
parameters (Table 25.3) are calculated (Eq. 25.2)

Wi ¼ wi
Pn

i¼1 wi
ð25:2Þ

where

Wi relative weight
wi weight
n total number of parameters.

Later qi is calculated by calculating concen-
tration of each parameter with its respective
standard (BIS) multiplied by 100 (Eq. 25.3).

qi ¼ Ci

Si
� 100 ð25:3Þ

where

qi is the quality rating,
Ci is concentration of each parameter
Si is drinking water standard.

Fig. 25.3 Water samples collection points in Azamgarh
city

Table 25.1 Methods used for physico-chemical analysis
of water samples

Parameters Methods

pH pH metre

TDS TDS metre

EC Conductivity metre

Chloride Argentometric titration

Alkalinity EDTA

Total hardness EDTA

Ca EDTA

Mg EDTA

Chlorine Starch iodide test

TSS Filtering and weighing method
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For computing WQI, the sub-index (SI) is
determined (Eq. 25.4);

SIi ¼ Wi � qi ð25:4Þ

And lastly WQI (Eq. 25.5) is calculated

WQI ¼
X
n

i¼1

Si ð25:5Þ

where

SIi sub-index of ith parameter;

Wi relative weight of ith parameter;
Qi is the rating based on concentration of ith

parameter, and n is the number of chemical
parameters

The WQI values are divided into five classes,
ranging from excellent water quality to water
unsuitable for drinking. If WQI is <50 water
quality will be considered excellent, if it is 50–
100, water will be considered good for drinking,
if it ranges between 100–200, water will be
considered poor for drinking, if it is 200–300,
water will be considered very poor for drinking

Table 25.2 Standard
values for different
parameters of water

Parameters BIS BIS standard WHO standard

Desirable limit Permissible limit

pH 6.5–8.5 6.5–8.5 6.5–8.5 6.5–8.5

TDS 500 2000 500 2000

EC – – – 750

TSS – – – 30

Alkalinity 200 600 200 –

Total hardness 200 600 200 500

Chloride 250 1000 250 200

Calcium 75 200 75 200

Magnesium 30 100 30 150

Chlorine 0.2 1 0.2 –

Table 25.3 Weights of
different parameters

Parameters Assigned weight (wi) Relative weight (Wi)

pH 4 0.14

EC 3 0.11

TDS 4 0.14

TSS 3 0.11

Alkalinity 3 0.11

Hardness 2 0.07

Ca 2 0.07

Mg 2 0.07

Chloride 2 0.07

Chlorine 3 0.11
P

wi = 28
P

Wi = 1.00
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and in the same water will be considered unfit for
drinking if WQI values exceed 300.

25.2.5 LULC Preparation

The use of RS and GIS has arisen as a powerful
tool for mapping of different land-use features of
any area (Demuth and Radojevic 2011; Jamal
and Ajmal 2020a, b; Ajmal and Jamal 2021).
Sentinel 2A data of March 2017 has been used to
prepare LULC map of Azamgarh city. Maximum
likelihood supervised classification method has
been used to find 250 spectral signatures of
matching pixels from different classes. Differ-
ent LULC classes were finalized by assembling
spectrally similar signatures. The final LULC
classes were vegetation, built-up, agricultural
lands, water and open spaces as these were the
prominent land-use categories found in the city.

25.3 Results and Discussion

25.3.1 Physico-Chemical
Characteristics of Water
Samples

The pH of water refers to the concentration of
hydrogen ions in it. Normal range of pH is 0–14.
A pH value of 7 is called neutral for water while
it is called acidic below 7 and alkaline above 7.

Acceptable range of pH is 6.5–8.5 for drinking.
pH level below 7 makes the water acidic which
can corrode distribution pipes and leach metals in
water. Low pH water can cause aggravation of
mucous membrane and can lead to pulmonary
issues as well as other diseases (Srinivas et al.
2013). From Table 25.4 and Fig. 25.4, it has
been observed that the pH of the drinking water
samples lies within 7.38–8.31 suggesting that pH
of the water in Azamgarh city is within the
desirable limit.

Electrical conductivity is known as the capa-
bility of water to pass an electric current, and it
depends upon the salt content in the water as
dissolved salts and other inorganic materials.
Electrical conductivity ranges between 0 and
800 µS/cm which is good for consumption as
there are no biological contaminants and not too
much of the suspended particles. WHO has
marked 750 as standard limit (Bhat and Pandit
2014) for EC, above which water is not recom-
mended to be consumed. Table 25.4 shows that
out of the total nine samples, EC is beyond the
standard limit in four samples, i.e. in Matbarganj,
Bazbahadur, Paharpur and Sarfuddinpur.

The term TDS, i.e. total dissolved solids, refers
to the minute organic material as well as inor-
ganic minerals found in the water. The main
components are generally calcium, magnesium,
sodium and potassium cations and carbonate.
A certain level of these minerals in water is
essential for life. Water with deficient

Table 25.4 Concentration of parameters in water samples

Samples Sampling
point

pH EC TDS TSS Alkalinity Total
hardness

Ca Mg Chloride Chlorine

1 Harbanshpur 8.31 441 239 96 184 230 148 82 16 0

2 Matbarganj 7.7 1113 615 16 384 234 82 152 121 0

3 Civil lines 7.79 614 335 46 162 192 66 81 40 0

4 Bazbahadur 7.69 1369 792 6 500 280 120 160 190 0

5 Arazibagh 7.81 400 375 36 188 184 72 112 40 0

6 Paharpur 7.61 1074 574 52 440 214 64 150 108 0

7 Sarfuddinpur 7.91 1065 543 31 252 221 81 140 192 0

8 Heerapatti 7.56 650 481 28 187 176 84 77 231 0

9 Sidhari 7.38 885 354 42 132 137 62 75 248 0
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Fig. 25.4 Distribution of different parameters in Azamgarh city
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concentrations of TDS may be unacceptable
because of its flat, insipid taste and absence of
desired minerals in it. Water with TDS less than
300 mg/litre is considered as excellent, 300–
600 mg/L as good, 600–900 mg/L as fair and
900–1200 mg/L as poor. Early studies have
linked concentration of TDS in water with
increasing incidence of cancer, coronary heart
diseases and mortality (Fawell et al. 2003).
Desirable limit of TDS as per BIS is 500 mg/L.
Table reveals that four samples surpassed the
desirable limit of drinking water in terms of total
dissolved solids, and these samples are from
Matbarganj, Bazbahadur, Paharpur and
Sarfuddinpur.

Water hardness is a total of calcium and
magnesium availability in the water. Water is
considered soft with a concentration of calcium
carbonate below 60 mg/L, moderately hard with
60–120 mg/L, hard with 120–180 mg/L and very
hard with more than 180 mg/L (McGowan
2000). The desired limit for water hardness is

200 mg/L. The hard water is unfit for consump-
tion and can lead to stomach-related diseases
(Mohsin et al. 2013). Total hardness of the
sampled water from Azamgarh city ranges from
130 to 180 with an average value of 196. It has
been found that water hardness crosses the
desirable limit at five stations, namely Harban-
shpur, Matbarganj, Bazbahadur, Paharpur and
Sarfuddinpur.

Calcium and magnesium are important deter-
minant of water hardness. Both calcium and
magnesium are vital minerals and helpful to
people’s health in numerous respects, and an
inadequate intake of any of these can result in
harmful health effects. Insufficient intake of cal-
cium can lead to kidney stones, hypertension,
stroke and obesity. The desirable limit of calcium
in water is recommended as 75 mg/L. Calcium
concentration in the water surpasses the desirable
limit in five samples of water, namely Harban-
shpur, Matbarganj, Bazbahadur, Sarfuddinpur
and Heerapatti. Magnesium deficiency has also

Fig. 25.4 (continued)

25 A Remote Sensing and GIS-Based Approach for Assessment … 439



been linked with hypertension; however, an
increasing concentration of magnesium can result
in diarrhoea, especially in people with low kid-
ney function. Desirable limit of magnesium in
water is 30 m mg/L revealing that magnesium
concentration with an average of 75 mg/l is
beyond the desirable limit in all the samples.

Chlorides are inorganic minerals formed by
the combination of chlorine gas and metals.
Some common chlorides in the water include
sodium chloride and magnesium chloride. Chlo-
rine alone as Cl2 in the water is poisonous;
however, in a combination of metals such as
sodium, it is crucial for life by providing needed
salts to humans. The acceptable limit for chloride
in the water is 250 mg/L, and a higher concen-
tration is linked to heart and kidney diseases
(Kumar and Puri 2012). Chloride increases the
electrical conductivity of water and thus its cor-
rosivity. The table reveals that chloride concen-
tration is within the standard limits in all the
samples. Chlorine alone as Cl2 can be dangerous
and can lead to vomiting, coma and even death
(International Occupational Safety and Health
Information Centre 2009); however, the con-
centration of chlorine is found negligible in all
the samples (Table 25.4).

Alkalinity in the water is primarily due to
carbonate, bicarbonate and hydroxide contents.
Consumption of alkaline water may result in
decreasing natural stomach acidity, which helps
in killing bacteria’s and ejecting unwanted
pathogens. An overall surplus of alkalinity in
humans can cause stomach-related diseases and
skin issues. Higher alkalinity may lead to a

metabolic alkalosis with the symptoms such as
nausea, vomiting and muscle twitching. BIS has
demarcated concentration of CaCO3 200 mg/L
(alkalinity) as a desirable limit. The table reveals
that most of the samples are within the desirable
limit except four samples, i.e. Matbarganj,
Bazbahadur, Paharpur and Sarfuddinpur.

Total suspended solids or TSS may include
silt, decaying plants and animal substance, sew-
age and industrial waste. High concentration of
suspended solids in the matter is generally related
to elevated levels of pathogens like bacteria,
germs, parasites and other microorganisms which
can cause problems like nausea, twinges, diar-
rheal disease and headache. Neither WHO nor
BIS has provided standard value of TSS in the
drinking water; therefore, for the present analy-
sis, the standard provided by National Environ-
mental Management Authority (NEMA), Kenya,
has been used. NEMA has suggested 30 mg/L of
suspended solids as standard limit for drinking
water which suggests that out of the total nine
samples, only two samples lie within the standard
limits, i.e. Matbarganj and Bazbahadur while
total remaining samples have shown more sus-
pended solids in the water which could be
harmful to people consuming it.

25.3.2 LULC of Azamgarh City

LULC is the result of natural and manmade
factors in any region. Nature and pattern of land
use in any region are deeply associated with
groundwater quality of the region. LULC data is

Table 25.5 Area under
LULC classes in Azamgarh
City

Azamgarh city LULC

Land-use type Area (km2) Percentage

Built-up area 5.02 39.83

open spaces 4.46 35.38

Tree cover 2.71 21.50

water body 0.24 1.90

Agriculture 0.18 1.39

Total 100.00

Source Sentinel 2A (10 m resolution, 2017)
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important for sustainable management of
resources and urban planning. LULC in Azam-
garh city covers five categories, i.e. built-up area,
vegetation, agricultural lands, open green spaces
and water bodies (Table 25.5 and Fig. 25.5).
The LULC map suggests that out of the total area
of the city 39.83% is occupied by built-up
structures. 35.38% area of the city comes under
open-green spaces while tree cover occupies
21.50% area of the city. Water bodies occupy
1.90% area of the city while 1.39% area is
devoted to agricultural activities (Table 25.5 and
Fig. 25.5). Of the total built-up area, 65.50%
represent low population density areas, 23.87%
represents medium population density areas and
10.64% is occupied by high population density
areas.

25.3.3 WQI and LULC

To understand the suitability of water for potable
use, WQI is calculated. The obtained values of

WQI and type of the different drinking water
samples can be seen in Table 25.6. Interpolation
map of Azamgarh city for water quality index is
constructed using the data to obtain a visual
representation of water quality in the city. Inter-
polation map using IDW technique is used to
represent distribution pf WQI in Azamgarh city
(Fig. 25.6). The WQI of the water samples lies
within 95–147. Table reveals that, out of nine,
only four samples could made it upto good cat-
egory of water while remaining five water sam-
ples found their place in poor category of water.
Not a single water sample could find the place in
excellent category of water. The sample that was
categorized into poor category were water sam-
ples from Harbanshpur, Civil lines, Arazibagh,
Pahrpur and Sarfuddinpur with their WQI values
ranging from 124 to 143. The WQI map is pre-
sented in Fig. 25.6.

Areas covered under built-up areas are con-
sidered as more prone for groundwater quality
deterioration (Asadi et al. 2007). Therefore, to
understand the impact of human interferences on
water quality, all the water samples were col-
lected from residential areas. None of the sam-
ples collected for analysis is from industrial area
as there is no prominent industrial area in Aza-
mgarh city. Therefore, the impact of different
types of residential areas on the water quality has
been understood with the help of correlation. The
correlation of different types of residential areas
and water quality has been presented in
Table 25.7. Table 25.7 and Fig. 25.7 suggest that
level of water quality degradation has a strong
correlation with residential land uses, categorized
into compact residential areas, medium residen-
tial areas and thin residential areas.

Of the total nine water samples, five samples
were collected from thin residential areas, two
samples were taken from medium residential
areas and two samples from compact residential
areas. Water samples were collected based on the
proportion of density category in Azamgarh city.
As major proportion of city is occupied by thin
residential areas; therefore, more samples are
collected from thin residential areas, and simi-
larly, less samples are collected from compact
and medium-density residential areas. Of the

Fig. 25.5 LULC of Azamgarh City
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water samples collected from compact residential
areas, both the samples (100%) exhibited poor
water quality. Of the two water samples taken
from medium residential areas, one sample
(50%) displayed good water quality while the
other one (50%) fell into poor category of water.
Moreover, of the total five samples collected
from thin residential density areas, two samples
(40%) represented poor water quality while threeTa
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Table 25.7 Correlation between WQI and LULC

WQI Compact
residential
areas

Medium
residential
areas

Thin
residential
areas

LULC

Excellent 0 0 0

Good 0 1 3

Poor 2 1 2

V. poor 0 0 0

Unfit for
drinking

0 0 0

Source Computed by Researcher, 2019
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samples (60%) exhibited good quality of drink-
ing water (Table 25.7 and Fig. 25.7).

The analysis revealed that not a single water
sample from compact residential areas exhibited
good water quality for drinking. Results were
mixed from medium residential areas like 50%
water samples represented good water quality
and remaining 50% represented poor water
quality for drinking. Similarly, majority of water
samples (60%) from thin residential areas repre-
sented water quality that was good for drinking.
Therefore, it is obvious from the outcomes that
residential land-use category, with different
degree of compactness, has a strong influence
over the water quality of any area. Other studies
conducted in Azamgarh city have also revealed
that waterborne diseases like diarrhoea, typhoid
and jaundice erratic significantly associated with
erratic water supply and inadequate sanitation
facilities (Jamal and Ajmal 2020a, b). Studies
have also associated consumption of contami-
nated water with spread of infectious deceases as
diarrhoea, cholera and skin diseases in the trop-
ical zones (Lye 2002).

25.4 Conclusion

In the present study, physico-chemical qualities
of drinking water samples, suitability of water for
drinking purposes (WQI) and their association
with types of residential land use has been
analysed. The analysis of physico-chemical
characteristics of water samples from Azamgarh

city revealed that parameters like pH, chloride
and chlorine were within the permissible limit for
all the samples. However, values of EC, TDS,
alkalinity, hardness and TSS exceeded in the
water samples collected from Bazbahadur,
Paharpur, Sarfuddinpur and Matbarganj, of
Bazbahadur, Paharpur and Matbarganj are highly
dense residential areas. WQI of the samples
suggested that, out of the nine samples, the water
quality of five samples was poor for drinking.
A linear correlation between WQI and type of
residential land use has been observed with
compact residential areas representing poor
quality of water and thin residential areas repre-
senting that water was good for drinking. The
analysis also revealed the importance of remote
sensing and GIS in preparation of various the-
matic maps of study area, i.e. LULC, interpola-
tion map of water quality parameters as well as
identification of problematic zones of the study
area. Therefore, the study suggests a combined
RS and GIS approach to appraise the influence of
LULC on drinking water quality.
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26Urban Planning in Perspective of UN
Sustainable Development Goal-11
Using Geospatial Technology: A Case
Study of Kolkata Megapolis (India)

Rajan Dev Gupta and Md. Omar Sarif

Abstract

United Nations adopted Sustainable Develop-
ment Goal (SDG)-11 (sustainable cities and
communities) to make cities and human settle-
ments inclusive, safe, resilient, and sustainable.
For achieving SDG-11 goals, geospatial tech-
nology is utilized to evolve a multifaceted
approach in the present research to study
long-term urban development trend, to model
urban trajectories, to examine land surface
temperature (LST) distribution, to study urban-
ization impact on thermal state along urban–
rural directions and to carry out Urban Thermal
Field Variance Index (UTFVI)-based ecologi-
cal vulnerability analysis using Landsat 5 TM
(1991) and Landsat 8 OLI/TIRS (2021)
imageries in one of the Indian megapolis,
Kolkata, during 1991–2021. Based on the
supervised classification of multitemporal
Landsat imageries, it is found that built-up
land has expanded substantially by 32.87%
leading to impervious development. The edge
trajectory evolved the highest by 76.78%

having adverse impact on agriculture, barren
land, and food production. The infilling trajec-
tory spread by 17.02% over the central urban
sphere locations which resulted in the eradica-
tion of greenery, water bodies, and open
spaces, thereby degrading the quality of life.
The spatiotemporal analysis of LST dynamics
found that mean LST increased from 19.76 °C
in 1991 to 25.54 °C in 2021. The urban–rural
gradient results show that 10–24 km buffer
zones are intensified by more than 5.50 °C in
each buffer zone. The ecological vulnerability
analysis found that excellent ecological class
declined by 9.51% affecting the landscape
sustainability. The findings of this research can
be suitably used for making effective policy for
mitigating thermal intensification and environ-
mental degradation along with eliminating the
adverse impacts of edge and leapfrog settle-
ments in Kolkata megapolis for sustainable
urban planning so as to achieve SDG-11 goals
by 2030. The geospatial technology based
multi-faceted framework developed in the
present research for achieving SDG-11 goals
for Kolkata megapolis can also be adopted for
other cities.
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26.1 Introduction

Worldwide unprecedented transformations have
been happening over the diverse sizes of the
landscapes, particularly in city landscape. Popu-
lace of humans has been rising expeditiously in
urban settings due to the attractions of better
standard of living and economic viabilities which
is transforming the city landscape at different
scales from micro–macro-level (Xu et al. 2019).
UN (2018) stated that 55% population of the
globe has settled in the urban settings in 2018
and if the same trend continues, then 68% of
global population will live in urban settings in
2050. Due to massive surge of urban population,
impervious development in the form of built-up
land has been spreading over all directions and
this trend has been observed in almost all cities
of the developing countries (Rimal et al. 2019;
Tran et al. 2017). As a results, this massive urban
expansion may result in loss of natural land,
consumption of more energy and increase in the
emission of greenhouse gas (Luo and Wu 2021).

Intergovernmental Panel on Climate Change
(IPCC) (2019) reported that there has been an
increase of 1.53 °C of mean land surface air
temperature of the globe and 0.87 °C of mean
surface (ocean and land) air temperature from
pre-industrial period (1850–1900). IPCC (2021)
in its AR6 report has reported 1.5 °C more global
warming in next 20 years. We have also wit-
nessed unprecedented changes in recent past
which were extremely alarming and devastating
in the form of glacier melting, mean sea level
rising, uncertain precipitation, floods, droughts,
damage of agriculture land and food shortage all
around the globe.

United Nations (UN) in 2015 introduced 17
Sustainable Developments Goals (SDG) and
SDG-11, in particular, lays special emphasis to
make cities and human settlements inclusive,
resilient, safe, and sustainable (Ravanelli et al.
2018). Sustainable Development Report of 2021
has shown that India’s performance in SDG-11 is
stagnating (Sachs et al. 2021). This report states
that proportion of urban populace staying in
slums is 35.2% in 2018 which is a decreasing

target set by SDG. This report further states that
India experienced annual mean concentration of
PM2.5 (particulate matter of less than 2.5 microns
in diameter) as 90.6 lg/m3 in 2019 which is a
decreasing target as per SDG. Furthermore,
access to improved water source to urban popu-
lace of India was 67.9% in 2017 which is also a
decreasing target set by the SDG. Therefore, it is
very evident that India’s cities need immediate
evaluation of their present development scenarios
and long-term historical trends for preparing
mitigation plans and initiating quick remedial
actions against the said challenges.

Abastante et al. (2021) asserted that SDG-11’s
major indicators keywords and criteria of evalu-
ation comprise: (1) green areas, (2) air quality
(PM10 and NO2), (3) temperature, (4) public
transport, (5) exposure to flood risk, (6) moisture
problems, and (7) structural problem. Bhatnagar
et al. (2018) stated that urban population of India
in 1960 was 18% that increased to 31% in 2011
and growth around cities is expected to accelerate
in the future due to potential booming economy
and social standards. As per Niti Aayog (2019),
the State of West Bengal has scored only 34 in
SDG-11 index of evaluation and it has been
defined in aspirant category which means the
cities of the state need high attentions as per
SDG-11’s driven suggestions for resilient and
sustainable development.

In the perspective of SDG-11, it is prudent to
adopt geospatial technology-based multifaceted
approach combining urbanization, thermal
adversity and ecological vulnerability for sys-
temic assessment of the city landscape using
long-term spatial transformation for efficient
policy-making and urban planning. Remote
sensing and Geographic Information System
(GIS) are two modern technological tools which
can be efficaciously utilized for this purpose. In
this context, urban change dynamics have been
carried out using spatiotemporal satellite datasets
by the researchers (Sahana et al. 2018). Urban
trajectories have been explicitly extracted for
studying major threats and possible conse-
quences on city’s landscape and countryside in
selected time points (Xu et al. 2007). Land
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surface temperature (LST) computation has
evolved as an essential approach for recognizing
city’s thermal state intensification and under-
standing the pattern of climate change (Sarif and
Gupta 2019). Urban Thermal Field Variance
Index (UTFVI) has been widely used to explore
ecological vulnerability over the city’s landscape
because it spatially delineates the regions of
major concerns through the scale from excellent
to worst (Sarif and Gupta 2022).

Kolkata megapolis is selected as case study in
the present research work due to its historical
industrial and cultural heritage along with
booming economy. Ghosh et al. (2018) carried
out land use and land cover (LULC) dynamics
along with LST distribution to depict urban heat
island (UHI) scenario by incorporating different
land indices to assess the biophysical properties
composition over Kolkata metropolitan area
during 1991–2017. However, different urban
trajectories and ecological vulnerability vis-à-vis
UTFVI have not been explored to assess how
greenery and open space are being transformed
adversely leading to ecological dysfunctions.
Sharma et al. (2015) studied LULC effects on
LST discourse only for Kolkata megacity but
how LST has changed over landscape in urban–
rural direction due to expanded urban setup was
not studied.

For addressing the aforesaid research gaps,
the present study is designed to monitor and
mitigate severe effects on the climate by
strengthening landscape transformation informa-
tion for achieving the resilient and sustainable
development in greater Kolkata megapolis using
geospatial technological tools and techniques. In
particular, objectives of the present research are:
(1) to delineate the long-term urban development
scenarios in multi-directions during 1991–2021,
(2) to model urban trajectories and its adversity
on thermal intensification, (3) to examine the
state of LST distribution to analyze the change in
the climate during last three decades, (4) to study
urbanization impact on thermal state along
urban–rural directions, and (5) to carry out eco-
logical vulnerability analysis using UTFVI for
assessment of urban environment state.

26.2 Materials and Methods

26.2.1 The Study Area

Kolkata megapolis, the study area, is the capital
of West Bengal State. This covers an area of
1809.56 km2 ranging from 22°20′52″ N to
22°46′52″ N latitude and 88°6′43″ E to 88°34′
43″ E longitude (Fig. 26.1). The megapolis is
one of the India’s oldest industrial and cultural
heritage and it is drained by Hooghly River over
central portion as it flows from north direction to
south-west direction (Sahana et al. 2018). Along
both sides of this river, heterogeneous urban
landscape has been evolved over the period of
time. This megapolis is located *6.26 m above
sea level (msl). The climate of Kolkata mega-
polis is tropical wet and dry type. The mean
monthly temperature ranges 19–30 °C, whereas
annual rainfall is 1640 mm (Sharma et al. 2015).

26.2.2 Data Used

The imageries of Landsat 5 Thematic Mapper
(TM) of 1991 and Landsat 8 Operational Land
Imager (OLI)/Thermal Infrared Scanner (TIRS)
of 2021 are used which have spatial resolution of
30 m for both the sensors (Table 26.1). These
Landsat datasets are acquired from web portal of
United States of Geological Survey (USGS)
(https://earthexplorer.usgs.gov/). The digital ele-
vation data of Shuttle Radar Topography Mission
(SRTM) is also acquired from same web portal
of USGS.

26.2.3 Image Classification

The maximum likelihood classifier (MLC) is
adopted for performing the LULC classification
using supervised classification techniques to
create built-up area development maps (Langat
et al. 2019; Sarif and Gupta 2021a). After
employing ground features as spectral signatures,
LULC classification is performed (Kogo et al.
2019; Sarif and Gupta 2021b). For classification,
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we utilized band compositions of red band (band
3), near-infrared (IR) band (band 4), and short-
wave IR (SWIR) band (band 5) for Landsat 5
TM of 1991 imagery which has been commonly
adopted by researchers as standard form of
selection of bands for Landsat 5 (TM) data. The
band compositions of Coastal blue band (band
1), (Near-Infrared band (band 5), SWIR 1 band
(band 6), SWIR 2 band (band 7), Cirrus band
(band 9) (), Thermal IR 1 band (band 10), and
Thermal IR 2 band (band 11) () for 2021 imagery
of Landsat 8 (OLI/TIRS) is utilized to perform

LULC classification because it has the best band
combination as it has produced best results (Liu
and Zhang 2019). Anderson’s LULC multi-level
classification system is followed for delineating
five distinct classes at level-I, viz. built-up land,
agriculture land, forest land, water body, and
barren land (Anderson et al. 1976). We used
ERDAS IMAGINE 2014 software for carrying
out this whole execution.

The accuracy assessment of LULC maps of
1991 and 2021 is carried out based on the
spectral signatures selected for total 500 points

Fig. 26.1 Location map of Kolkata megapolis

Table 26.1 Data used

Satellite (sensor) Path/Row Acquisition date and time (GMT) Spatial resolution (m)

Landsat 5 (TM) 138/44 06/03/1991 and 03:52:09 30

Landsat 8 (OLI/TIRS) 138/44 25/04/2021 and 04:30:36 30

SRTM – 23/09/2014 30
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for both the images through random sampling
method. Then, we carried out the validation
based on authors’ interpretation knowledge by
using false color composite (FCC) for 1991 and
the images of Google Earth for 2021. The clas-
sified maps are also validated with published
work of Kolkata Metropolitan Area (KMA)
(Sahana et al. 2018; Khan et al. 2019) where
LULC map was produced of 1990, 2010, 2015,
and 2016. The accuracy assessment is carried out
by creation of confusion matrix for 1991 and
2021 for computation of overall accuracy, pro-
ducer accuracy and user accuracy as well as
kappa coefficient (Sarif and Gupta 2022).

26.2.4 Modeling of Urban
Trajectories

Xu et al. (2007) modeled sprawl pattern index
(SPI) to distinguish leapfrog trajectory, edge

trajectory, and infilling trajectory to highlight in
depth urban discourse. This can distinguish
between urban patches that are newly developed
and pre-growth urban patches (Fig. 26.2a). We
have identified newly developed patches between
two time points, viz. 1991 and 2021. Fig-
ure 26.2b shows the sketch of adopted classifi-
cation scheme. The SPI is calculated using
Eq. 26.1.

Sp ¼ Lp
P

ð26:1Þ

where Sp is SPI, Lp is the length of common
boundary of new urban patches area and pre-
growth existed urban patches area, P is perimeter
of urban patches that are newly developed. The
Sp value falls between 0 and 1.

We adopted categorized sprawl pattern index
given by Xu et al. (2007) in their proposed three
classes as follows:

Fig. 26.2 Urban trajectories:
a Area of pre-growth patches
and newly developed patches,
b Sketches of urban
trajectories. Source Sarif and
Gupta (2021b)
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Leapfrog trajectory: Sp = 0.
Edge trajectory: 0 < Sp < 0.5
Infilling trajectory: 0.5 � Sp� 1.

26.2.5 LST Retrieval

For LST computation, to achieve spectral radi-
ance values, the raw thermal band values (Band 6
in Landsat TM and Band 10 in Landsat 8
OLI/TIRS) were converted using Eqs. 26.2 and
26.3, respectively (Xiong et al. 2012; Sultana and
Satyanarayana 2020):

Lu ¼ ‘‘gain’’� QCALþ ‘‘offset’’ ð26:2Þ

where Lu denotes spectral radiance [watts/
(m2 * sr * µm)] of top of atmosphere
(TOA) “gain” denotes the rescaling factor on the
basis of band specific information from the
metadata, QCAL denotes quantized calibrated
pixel digital number (DN) of the standard pro-
duct, and “offset” denotes additive rescaling
factor from the metadata of a specific band.

Lu ¼ Lmax � Lmin

QCALmax � QCALmin
� ðQCAL

� QCALminÞ � Lmin ð26:3Þ

where QCALmin denotes minimum DN and
QCALmax denotes maximum DN of the images;
Lmin and Lmax denotes TIR band’s spectral radi-
ance at QCALmin and QCALmax, respectively.
These values can be obtained from metadata file
of respective Landsat image.

The sensor’s brightness temperature was then
achieved using Eq. 26.4 (Ranagalage et al. 2018):

Tb ¼ K2

ln K1
Lu

þ 1
� �

2
4

3
5 ð26:4Þ

where Tb denotes at sensor brightness temper-
ature in Kelvin (K); and K1 and K2 are the
values of the constants of thermal conversion
provided in respective metadata file Landsat 6
and Landsat 8.

To calculate LST (°C), i.e. emissivity cor-
rected images, Eq. 26.5 is used (Ranagalage
et al. 2017).

LST �Cð Þ ¼ Tb
1þ k� Tb=qð Þln(eÞ

� �
� 273:15

ð26:5Þ

Where k is emitted radiance wavelength (11.5
and 10.8 lm for Band 6 and Band 10, respec-
tively); q is h � c/r (i.e., 1.438 � 10–2 m K),
r represents Boltzmann constant (i.e., 1.38 �
10–23 J/K), h is Planck’s constant (i.e., 6.626 �
10–34 J * s), c as velocity of light (i.e.,
2.998 � 108 m/s), and e denotes land surface
emissivity (LSE) which is calculated utilizing
normalized difference vegetation index (NDVI)
using Eq. 26.6 (Sobrino et al. 2004).

e ¼ mqv þ nf g ð26:6Þ

where m = (e − e) − (1 − er) Fev and n = es +
(1 − es) Fev, where es and ev denote soil emis-
sivity and vegetation emissivity, respectively. In
the present work, the results from the study of
Sobrino et al. (2004) are taken and we used
m = 0.004 and n = 0.986.

qv denotes proportion of vegetation and is
calculated by NDVI using Eq. 26.7 (Zhang et al.
2009).

NDVI ¼ qNIR � qRed
qNIR þ qRed

ð26:7Þ

where qNIR represents Band 4 surface reflectance
DN value in Landsat 5 TM and Band 5 DN value
in Landsat 8 (OLI/TIRS); and qRed represents
DN values of Bands 3 in Landsat 5 TM and DN
value of Band 4 in Landsat 8 (OLI/TIRS).

qv is computed using Eq. 26.8:

qv ¼ NDVI� NDVIminð Þ= NDVImax � NDVIminð Þð Þð Þ2

ð26:8Þ

where NDVI represents NDVI values calculated
using Eq. 26.7, NDVImin and NDVImax denote
minimum and maximum NDVI values from
respective images.
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26.2.6 Urban Thermal Field Variance
Index (UTFVI)

In this research, UTFVI is used for quantifying
the environment of the megapolis and for
exploring UHI phenomena through the assess-
ment of prevailing ecological status (Liu and
Yuanzhi 2011; Luo and Wu 2021). This index
provides the information on how the urbanization
has affected the environment of the city and is
computed using Eq. 26.9:

UTFVI =
Ts � Tmean

Tmean

� �
ð26:9Þ

where Ts denotes LST (°C) of a certain point and
Tmean denotes mean LST of the study area. The
threshold values of six defined UTFVI classes in
the present work are given in Table 26.8.

26.3 Results

26.3.1 Built-Up Land Expansion
and Its Trends

The expansion of built-up land is depicted
through maps as shown in Fig. 26.3a. The overall
built-up was observed 437.49 km2 in 1991 which
increased to 1032.28 km2 in 2021 over the
Kolkata megapolis and its surroundings. The
development of multi-directional urban growth is
found very high in northern direction. This is
followed by west, east, and south while the least
spread is observed in south-east direction during
1991–2021 (Fig. 26.3b and Table 26.2). This
significant growth in built-up area has resulted in
high urbanization which has affected environ-
ment of the suburban/rural areas adversely.
Consequently, the temperature and air pollution
of the megapolis got increased due to the
depletion of forest land and arable land. During
1991–2021, the study area observed an overall
growth of built-up area by 594.79 km2 (32.87%)
from non-built-up area.

26.3.2 Modeling of Urban
Trajectories

The results show massive transformation in
urban sprawl during 30 years from 1991–2021.
The three-urban trajectory expansion map or
classified sprawl is portrayed in Fig. 26.4 for the
time period of 1991–2021, i.e., for 30 years
duration. During this period, the megapolis got
transformed significantly as reflected by three
trajectories, i.e., leapfrog, edge, and infilling by
36.88 km2 (6.20% of total sprawl), 456.69 km2

(76.78% of total sprawl), and 101.22 km2

(17.02% of total sprawl), respectively
(Table 26.3). This means remarkable built-up
development has been observed due to edge
trajectory along the edges of the city, particu-
larly, in north-east and south-west directions.
This is followed by infilling which is found over
the urban core areas or the inner city. This
infilling development happened at the cost of
greenery and open space. The leapfrog trajectory
although has grown noteworthy; however, no
giant sizes of patch are found in this class. In
fact, the edge trajectory has resulted in massive
growth along roadsides, especially in south-west
directions.

26.3.3 Thermal State Intensification
Induced by Urbanization

The spatiotemporal distribution of LST dynamics
for Kolkata megapolis is shown in Fig. 26.5 for
summer time points of 06th March 1991 and
25th April 2021 while their statistics are pre-
sented in Table 26.4. The overall mean LST
witnessed was 19.76 °C in 1991 which increased
to 25.54 °C in 2021. This means the overall
mean LST has increased by high amount of
5.78 °C in last three decades leading to adverse
environmental effects. In 1991, the foremost area
of warm temperature was central city space and
some patches over north-east direction while the
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Fig. 26.3 Built-up area
development during 1991–
2021: a spatial distribution of
built-up land; b direction-wise
its growth (km2)

Table 26.2 Direction-wise growth of built-up area during 1991–2021

Direction-wise distribution Built-up (1991) Built-up (2021) Change in built-up
growth (1991–2021)

Area (km2) Area (%) Area (km2) Area (%) Area (km2) Area (%)

North 267.89 61.23 586.61 56.83 318.73 −4.41

South 169.61 38.77 445.68 43.17 276.07 4.41

East 239.61 54.77 503.19 48.75 263.58 −6.02

West 197.88 45.23 529.10 51.25 331.22 6.02

North-East 162.97 37.25 308.80 29.91 145.83 −7.34

South-East 76.64 17.52 194.39 18.83 117.75 1.31

North-West 104.92 23.98 277.81 26.91 172.89 2.93

South-West 92.96 21.25 251.29 24.34 158.32 3.09

Total built-up
area = 437.49 km2

Total built-up
area = 1032.28 km2
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foremost area of cool temperature was over south
direction. In 2021, the foremost area of warm
temperature was central city, north-east and
south-west, whereas the foremost area of cool
temperature was south-east and up to 100 m on
both the sides along Hooghly River.

The Kolkata megapolis was categorized into
six zones based on LST from comfortable zone
to extreme zone (Fig. 26.5). These six classes
categorized based on LST for Kolkata megapolis
are given in Table 26.5. The comfortable class
has experienced severe loss of 1035.32 km2

(57.21%) of areal coverage during 1991–2021
while the low class has witnessed loss of
449.28 km2 (24.83%). The moderate class has
found insignificant growth of 5.13 (0.28%) dur-
ing 1991–2021. The high class has shown high
growth of 736.18 (40.68%) during the same
period. The very high class is increased by
611.45 km2 (33.79%) while the extreme class has
surged by 131.85 km2 (7.29%) of areal coverage
during 1991–2021. These results are indicating
that thermal state of Kolkata megapolis has been

severely intensified, and it has affected nearly
three-fourth of the area.

The magnitude of built-up area along the
mean LST distribution pattern based on multiple
ring profiling was extracted at an interval of
1 km from the center of the city to rural/suburban
periphery at different time point, i.e., 1991 and
2021 (Table 26.6 and Fig. 26.6). The percentage
of built-up area in each buffer zone has been
found significantly increasing in the range of
3.48% – 48.39%. It has been found that each
zone between said time points witnessed higher
temperature in comparison with its preceding
time point ranging from 4.61 to 6.15 °C. This
means that substantial amount of temperature
intensification has been experienced at each dis-
tinct buffer zone from city center to rural/subur-
ban periphery (Fig. 26.6). The urban–rural
gradient results show that 10–24 km buffer zones
were adversely intensified by more than 5.50 °C
in each buffer zone due to growth of built-up land
by nearly 30% in each zone. This shows that
higher percentage of built-up land has strongly

Fig. 26.4 Spatial growth of
urban trajectories during
1991–2021

Table 26.3 Urban
trajectories growth during
1991–2021

Urban trajectories During 1991–2021

Area (km2) Area (%)

Leapfrog 36.88 6.20

Edge 456.69 76.78

Infilling 101.22 17.02
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Fig. 26.5 Spatial growth of
LST during 1991–2021

Table 26.4 Details of LST

Date Minimum (°C) Maximum (°C) Mean (°C) Standard deviation Overall mean
LST change (°C)
(1991–2021)

06th March 1991 16.00 33.61 19.76 1.95 5.78

25th April 2021 19.21 33.69 25.54 1.88
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Table 26.5 Growth of LST classes between 1991 and 2021

LST class 06th March 1991 25th April 2021 Mean LST change of LST
classes (1991–2021)

Area (km2) Area (%) Area (km2) Area (%) Area (%)

<20 (Comfortable) 1070.74 59.17 35.42 1.96 −57.21

20–22 (Low) 506.55 27.99 57.27 3.16 −24.83

22–24 (Moderate) 184.21 10.18 189.34 10.46 0.28

24–26 (High) 38.23 2.11 774.40 42.79 40.68

26–28 (Very High) 8.61 0.48 620.06 34.27 33.79

>28 (Extreme) 1.22 0.07 133.07 7.35 7.29

Table 26.6 Percentage of built-up area and Mean LST along urban–rural direction

Buffer
zones

Mean LST
(1991)

Mean LST
(2021)

Mean LST change
(1991–2021)

Built-up (%)
in 1991

Built-up (%)
in 2021

Built-up (%)
change
(1991–2021)

1 21.48 26.42 4.95 56.07 68.22 12.15

2 22.09 26.70 4.61 68.34 75.01 6.68

3 22.49 27.31 4.82 82.83 86.67 3.84

4 22.58 27.45 4.88 85.34 91.61 6.27

5 22.42 27.37 4.95 79.70 90.35 10.65

6 22.01 27.19 5.18 70.77 86.06 15.29

7 21.65 27.06 5.41 64.03 88.47 24.44

8 20.84 26.29 5.45 51.91 84.49 32.58

9 20.34 25.99 5.65 45.36 82.75 37.39

10 20.12 25.79 5.68 39.52 82.09 42.57

11 19.88 25.42 5.54 32.84 77.80 44.96

12 19.61 25.18 5.57 28.42 73.39 44.97

13 19.53 25.44 5.91 23.94 72.34 48.39

14 19.60 25.65 6.05 19.72 61.61 41.89

15 19.39 25.54 6.15 18.35 59.01 40.66

16 19.33 25.33 6.00 18.12 55.26 37.14

17 19.45 25.46 6.02 17.71 49.77 32.05

18 19.44 25.50 6.06 17.21 47.17 29.96

19 19.51 25.36 5.85 15.74 44.18 28.44

20 19.42 25.27 5.85 12.76 42.83 30.07

21 19.51 25.26 5.74 13.07 42.30 29.24

22 19.37 25.15 5.78 12.50 42.90 30.41

23 19.28 25.19 5.91 12.74 43.48 30.74

24 19.31 25.11 5.80 11.55 42.46 30.90
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supported the intensification of LST distribution
in Kolkata megapolis.

The urban trajectories have also played sig-
nificant role in intensification of LST during
1991–2021 (Fig. 26.7 and Table 26.7). The mean
LST in three urban trajectories, i.e., leapfrog,
edge, and infilling is found to be 32.35 °C,
33.15 °C, and 33.94 °C, respectively. This
means infilling trajectory that is found over the
inner city or urban core areas has the highest LST
observation. This is due to the high-density
growth of concrete structures that is devoid of
high-density greenery and significant size water
bodies. The edge trajectory has seen massive

Fig. 26.6 Growth of urban
development along LST from
urban to rural/suburban
periphery during 1991–2021:
a 06th March 1991; b 25th
April 2021

Fig. 26.7 Urban trajectories effects on LST intensifica-
tion during 1991–2021
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growth along roadsides especially in south-west
direction which is second strong observing tra-
jectory as it is lacking in significant amount of
green space. The leapfrog has been found far
distant from edge and over the rural settings
which have substantial presence of trees and
ponds that help this trajectory to keep itself the
coolest.

26.3.4 Ecological Vulnerability
Growth

UTFVI dynamics provides spatial state of UHI
with ecological environmental viability for urban
environment for sustainable development. Eco-
logical vulnerability analysis in Kolkata mega-
polis is carried out using UTFVI in summer
season during 1991 and 2021. The Kolkata
megapolis is delineated into six ecological classes,
namely excellent class, good class, normal class,
bad class, worse class and worst class. The dif-
ferent ecological classes of UTFVI have their own
importance to showcase different ecological states
of the landscape, viz. excellent class (< 0) defines
no urban heat island (UHI) effects, good class (0–
0.005) defines weak UHI effects, normal class
(0.005–0.010) defines middle UHI effects, bad
class (0.010–0.015) defines strong UHI effects,
worse class (0.015–0.020) defines stronger UHI
effects, worst class (>0.020) defines strongest UHI
effects (Sarif and Gupta 2022). The spatiotempo-
ral UTFVI dynamics of Kolkata megapolis are
presented in Fig. 26.8 for summer time points of
06th March 1991 and 25th April 2021 while their
statistics are shown in Table 26.8.

Accordingly, the ecological evaluation index
is categorically classified into six classes to study
the real ecological state. The excellent class has
found severe loss of 172 km2 (9.51%) of areal

coverage during 1991–2021. This means the best
space for living is deteriorated, and this is the
biggest loss to both humans and animals. The
good class has observed marginal gain of
32.09 km2 (1.77%) of areal coverage during
1991–2021. The normal class has experienced
insignificant growth of 33.47 km2 (1.85%) during
1991–2021. The bad class has shown high
increment of 36.29 km2 (2.01%) during 1991–
2021. The worse class also has adversely
increased by 35.21 km2 (1.95%) during 1991–
2021. The worst class has also surged of
34.94 km2 (1.93%) of areal coverage during 1991–
2021. Thus, it can be observed that three deterio-
rating classes, viz. bad, worse, and worst together
have nearly spread by 6% of the landscape. Fur-
ther, best liveable classes have decreased signifi-
cantly by nearly 9.50% which is a matter of high
concern keeping in mind the SDG-11 goals along
with the increase in deteriorating ecological classes
as this will have adverse UHI effect on both living
organism and animal.

26.4 Discussion

26.4.1 Urbanization: A Perspective
of SDG-11

The main context of SDG-11 is making cities
sustainable and mostly focused on how vulner-
able land covers of city landscape are and how
these are transforming and by what land use. To
cater this challenge, a multifaceted approach is
proposed in this research for depicting possible
real landscape scenario through the use of urban
trajectories. The multi-directional urban devel-
opment has found that northern direction has
evolved the highest, and the least development is
over south-eastern.

Table 26.7 Mean LST in
different urban trajectories
(1991–2021)

Urban trajectories Area (km2) Mean LST (°C)

Leapfrog 36.88 32.35

Edge 456.69 33.15

Infilling 101.22 33.94
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Based on the results of urban trajectories, it is
found that edge and infilling trajectories are the
two most accountable built-up expansions that
have adversely affected the landscape. The edge
trajectory has played extreme role in the decrease
of agriculture land on the periphery and along the
road. The food production is dependent on

agriculture land, and hence increase in edge tra-
jectory will result in reduction of food production
and thereby may result in food shortage in long
run. The infilling trajectory results are mostly
responsible in reduction of greenery and water
bodies of varying sizes leading to elimination of
open spaces over the urban central sphere. The

Fig. 26.8 Spatial growth of
ecological state during 1991–
2021
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reduction in open spaces may also lead to the
shortage of land bank for futuristic develop-
ments. All these will adversely impact the cli-
matic and will lead to formation of UHI,
disturbance in precipitation cycle and increase in
air pollution due to high-density impervious
development for residential and commercial
purposes along with the development of health
care, educational, and other infrastructural
facilities.

Based on our findings, the monitoring of
direction-wise urban development and urban
trajectories for restoring and enhancing the urban
landscape is proposed. The direction-wise urban
development can help in knowing the trend of
urban spread directions from the city center for
addressing the adverse transformations that are
occurring. The leapfrog trajectory can aid in the
delineation of growth of built-up land in the
megapolis at the cost of agriculture land as it
mostly occurs over abandoned agriculture land.
The edge trajectory is mostly spread over the
edge of the city areas and along spaces adjacent
to highway network and hence can help in
measuring existing built-up setup, in particular,
in the peripheral area of the megapolis. The
infilling trajectory can assist in delineating the
critical land parcels that are declining in urban
core region due to transformation in other land
use types. Thus, for achieving SDG-11 goals, all
these findings can be taken into consideration for
making timely and informed decisions for
preservation of precise land resources for
enhancing the carrying capacity of the landscape
as well as for environmental sustainability.

26.4.2 Kolkata Megapolis Planning
Vis-A-Vis Environmental
Viability

As per IPCC (2021) AR6 report, an extreme
transformation of landscape has been going on at
local to global level, especially after post-
industrial era, which needs to be monitored and
mitigated so as to control the rise in global mean
temperature leading to decrease in adverse con-
sequences of climate change. This work has
assessed long-term spatial state over Kolkata
megapolis from 1991 to 2021. The effects of
urban trajectories, viz. leapfrog, edge and infill-
ing on the thermal state are assessed to inspect
how different sprawl types/urban trajectories are
influencing intensifying and/or cooling the LST
over the city landscape. The multiple ring pro-
filing of built-up land including mean LST to
examine where, how, and what magnitude of
LST is changing due to built-up area is also
carried out. The findings indicate that more than
50% of built-up land has immense role in
intensifying thermal state. This study will help
planners and administrators in enriching carrying
capacities of the landscape of Kolkata megapolis
in accordance with SDG-11 city goals.

Furthermore, to minimize the adverse effects
of UHI, thermal evaluation using UTFVI is car-
ried out for addressing the number of issues such
as water scarcity, air pollution, and health prob-
lems. The ecological evaluation results show that
urban settings have the highest vulnerability
while water bodies/ponds/river, and even forest
land have the excellent comfortability along their

Table 26.8 Spatial ecological growth during 1991–2021

UTFVI UHI
phenomenon

Ecological
evaluation

1991 2021 Spatial areal
change
(%) (1991–2021)

Area (km2) Area (%) Area (km2) Area (%)

<0 None Excellent 994.06 54.93 822.06 45.43 –9.51

0–0.005 Weak Good 32.81 1.81 64.90 3.59 1.77

0.005–0.010 Middle Normal 31.61 1.75 65.08 3.60 1.85

0.010–0.015 Strong Bad 28.25 1.56 64.54 3.57 2.01

0.015–0.020 Stronger Worse 28.33 1.57 63.54 3.51 1.95

>0.020 Strongest Worst 694.50 38.38 729.44 40.31 1.93
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surroundings. Addition to it, the adverse role of
infilling and edge trajectories in thermal state
intensification is also found. Scientists are
encouraging different mitigation strategies like
creation of green cool roofs, plantation of trees
on the streets, and usage of light materials and
paints (Chen and You 2019). Furthermore, dis-
tinctive alleviation approaches, viz. preserving
and restoring small to large size water bodies,
wetlands, greeneries, plantation on open/ barren
space can highly restore the local ecosystem and
climate of the megapolis. The long-term spa-
tiotemporal geospatial database can be a power-
ful tool for the planners to analyze the
transformations of the ground based on historical
development and its trends for preparing suitable
strategies for environmental sustainability.

26.5 Conclusions

In the present research, geospatial technology is
efficaciously used for studying long-term three
decadal urbanization trends and intensity along
with thermal state analysis and ecological
dynamics using Landsat 5 TM and Landsat 8
OLI/TIRS imageries for Kolkata megapolis of
India during 1991–2021. The spatiotemporal
urbanization with directional growth of urban
development over the megapolis landscape is
examined including LST intensification and
ecological assessment. It is observed that built-up
land has grown substantially by 594.79 km2

(32.87%) which expanded from 437.49 km2

(24.18%) in 1991 to 1032.28 km2 (57.05%) in
2021. The direction-wise urban development
results found that spread in northern direction is
the highest by 318.73 km2 and in south-eastern
direction the lowest by 117.75 km2.

Based on the analysis of urban trajectories, it
is observed that edge trajectory evolved the most
by 456.69 km2 (76.78%) on the periphery of the
city boundary and along roadway networks
resulting in reduction of agriculture land which
has severe adverse impact on food production
and security. The infilling trajectory spread by
101.22 km2 (17.02%) which mainly eradicated
greenery, water bodies, and open spaces over the

central urban areas harming the environmental
sustainability. Further, infilling trajectory has
shown the highest mean LST as it is primarily
concentrated in concrete spaces over the central
urban space while leapfrog has shown the lowest
mean LST as it is mainly found in rural setup.

The findings of distinctive mean LST classes
show that comfortable class severely declined by
57.21%, whereas high class, very high class, and
extreme class surged by 40.68%, 33.79%, and
7.29%, respectively. The results of urban–rural
gradient analysis based on multiple ring buffers
show that percentage of built-up land has swiftly
grown in the range 3.48–48.39% which intensely
surged the mean LST by 4.61–6.15 °C. The
results demonstrate that more than 50% of built-
up land has adverse impact on the thermal state
and the quality of human lives which is in con-
tradiction with the goals of SDG-11.

The results of ecological vulnerability analy-
sis revealed that excellent ecological class
severely declined by 9.51% leading to adverse
impact on the landscape sustainability. At the
same time, the three ecological classes having
most deteriorating effect on the urban environ-
ment, viz. bad class, worse class, and worst class
together have surged by about 6%. These find-
ings indicate toward ecosystem dysfunction and
biodiversity damages in megapolis landscape
including LST intensification, UHI formation,
and enhanced health problems. Therefore, it is
recommended that long-term spatiotemporal
multifaceted approach of change dynamics,
urban trajectories, thermal state analysis along
with ecological assessment evolved in the pre-
sent research can be adopted by planners for
preparation of mitigation strategies so that SDG-
11 goals for Kolkata megapolis can be
achieved. Further, the multi-faceted framework
developed in the present research for
achieving SDG-11 goals for Kolkata megapolis
using geospatial technology can also be adopted
for other cities.

The present study has been carried out for
30 years duration from 1991 to 2021 to under-
stand the urban dynamics including its thermal
state and ecological vulnerability. It will be
interesting to add more temporal coverages at an
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interval of 05 years during this 30 years period
based on the availability of cloud-free imageries
of Landsat and/or other remote sensing satellites
in the future studies.
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27An Introduction to Big Data and Its
Possible Utility in the Urban Context

Sundus Samreen Wani, Salman Amin,
and Qamar Irshad

Abstract

The present-day cities are growing exponen-
tially with urbanization and so is the popula-
tion. Cities are a house to a major share of the
population. With this ever-increasing popula-
tion, cities come across many problems which
cannot easily be anticipated. This is because,
the phenomena which take place in a city are
complex, interlinked, intertwined and form the
city systems. In order to facilitate the solutions
to the complex problems, complex data han-
dling is required. In this digital age, big data
has helped in expediting the solutions to those
problems and has proven to be a boon for the
complex city systems by making it easy to
understand them. Big data has been put to use
in various sectors in a city system; from
mapping assets, solving various sectoral prob-
lems, streamlining governance and adminis-
trative issues and reducing the communication
gap between stakeholders in a city. This paper
aims at giving an insight about big data, and
how it can be beneficial and advantageous for
the city. Some successful case studies where

big data has been put to application in cities
have also been incorporated into the paper.

Keywords

Big data � Digital age � City systems �
Urbanization � Complex processes � Complex
problems

27.1 Introduction to Big Data

ORACLE or Oak Ridge Automatic Computer
and logical engine defines big data as the data
that contains greater variety, arriving in increas-
ing volumes and with more velocity. Big data are
massive, complex, structured and unstructured
data sets that are rapidly generated and trans-
mitted from a wide variety of sources (Oracle
2022). It has its own characteristics, and there are
parameters on the basis of which it is classified. It
has its own merits and utilities. It is huge in
volume, and it keeps on growing exponentially.
Owing to its large, increasing size, complexity
associated with it increases with time. From
collection to processing to storing, the com-
plexity remains (Taylor 2022).

One of the first examples of handling a large
amount of data in modern human history could
date back to the late 1800s (Kofa Study 2022;
Krettek 2022; Marr 2015). This was a case of the
United States census of 1890 where the estimated
time to carry it out manually was estimated to be
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13 years (CrashCourse 2017). This was a
predicament for the Census Bureau as the US
census takes place every 10 years (United States
Census Bureau 2022). The census of 1880 itself,
with a resident US population of about 50 mil-
lion, had taken about 7 years to compile and was
published in 1888 (United States Census Bureau
2021; Anderson 2015). By the time it was
completed, it had already become outdated. So,
to solve this problem, the bureau had to come up
with something that could handle such a large
volume of data in a considerably short period of
time (CrashCourse 2017).

Automation or automatic tabulation and sort-
ing could have presented a solution. A competi-
tion was held to select a design of a machine that
could best do the required job. Herman Hollerith
won the competition of the US census with his
tabulating machine or tabulator and sorter for its
ability to count combined facts (Columbia
University 2001). It used punch cards to store
information of the population, and an elec-
tromechanical setup was built in the machine to
read and compile the data (IBM 2022a, b). The
resultant of the above was a saving of 5 million
USD of 1890s taxpayers’ money and compilation
of the data in record time (estimates vary from
6 weeks to 3 years) (Columbia University 2001).

The US census of 1890 was a glimpse into
what big data could look like, and what may be
required to process it. From that time period,
human civilization has only grown and grown in
exponential terms. One can find examples of
such growth wherever they look. The global
population had taken more than 125 years to
reach 2 billion in 1930 from 1 billion in 1804.
The next billion was reached in 1960 after
30 years, and the next after that took only

14 years. In 1974 there were 4 billion people on
the planet. So, the time period of doubling the
population on the planet became 44 years from
the earlier 125 years, which was a reduction, of
about 80 years. In 2023, the world population is
forecasted to be 8 billion as can be seen in
Table 27.1. The time period of doubling may
have increased to 49 years, but, where adding
1 billion people had taken 125 years, now in less
than half that time, four times as many people are
being added to our planet (Worldometers.info
2022). And every person comes with their own
data package and information that needs to be
recorded, saved and processed.

A very interesting point to note here is that the
population has increased at this rate, despite the
fact that the fertility rates have gone down (Roser
2014). So, the fertility rates paint a contrasting
picture, and just by looking at them alone could
lead one to draw a conclusion which is far from the
reality. Similarly, the data increase could have
pushed us to a shortage of storage, but as the
amount of data increased, the capacity of our
machines and computers to store it, has also gone
up. On top of that, the physical sizes of our com-
puters and the storage systems have in fact gone
down. Take for example, the IBM 350 disc; it was
announced in 1956, and the last model was sold
till 1969. It had a storage capacity of 5 MB, while
its physical size was about 1.5 � 0.75 � 1.75 m3,
which is the size of a decent-sized cloth cupboard
with hangers (IBM 2022a, b; SolarWinds
Worldwide 2019). Today, a data storage capacity
of 128 GB and 1 TB, which are respectively
25,000 times and 200,000 times larger than that of
IBM 350 disc, both take equal physical space of
one fingertip each (1.5 � 1.1 � 0.1 cm3) (Wes-
tern Digital Corporation or its affiliates 2022).

Table 27.1 Increase in world population (in billion persons)

Year 1 1000 1500 1650 1750 1804 1850 1900 1930

Population 0.2 0.275 0.45 0.5 0.7 1 1.2 1.6 2

Year 1950 1960 1974 1980 1987 1999 2011 2020 2023

Population 2.55 3 4 4.5 5 6 7 7.8 8

1–1804 (1803 years): 0.2 to 1 billion
1804–2011 (207 years): from 1 to 7 billion
Source Worldometers.info (2022)
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The scale of human systems continues to
increase at an unprecedented rate. Through all this
development of the last century, we have now
reached a point where the rate of generation of
information is very high, and the volume of data
generated is very large. We can get an idea of how
vast we have become, in terms of consuming and
generating data, just by looking at the smart
devices we have that continuously generate and
record data—a smartphone, connected to a tablet,
which is connected to a laptop; and all of these are
in an ecosystem of other connected tech, such as
smart TV, smart watches and smart homes. Big
data is not just the information or structured or
unstructured data sets, it is also the technologies,
their evolution and usage that provide the required
information at the correct time to the user seeking
it from a sea of data that has been growing expo-
nentially for a long time (Riahi and Riahi 2018).
Big data is one the most popular phenomena of
our time, that every industry wants to tap into and
successfully use to fulfil their needs.

Big data classification has started with the Vs.
Any data set which has these Vs are considered
to be big data. ORACLE has defined three Vs of
big data—volume, velocity and variety (Oracle
2022). “Volume” refers to the quantity of data
collected and stored; “Velocity” refers to the rate
of transfer of data; and “Variety” refers to the
different types in which the data arrives, such as
photographs, videos, audio and text (Arockia
Panimalar et al. 2017).

Over the period of time, there was an increase
in the number of Vs and they became four, then
five. After further evolution, they became ten and
then fourteen. The classification has now been
extended to seventeen Vs and one C—volume,
velocity, value, variety, veracity, validity,
volatility, visualization, virality, viscosity, vari-
ability, venue, vocabulary, vagueness, verbosity,
voluntariness, versatility and complexity (Arockia
Panimalar et al. 2017). All of these represent a
unique characteristic of big data, and further, it can
be broken down, the better would its utility be.

The utility of big data presents itself in the form
of big data analytics, which is the process of ana-
lysing this large volume of variable data arriving at
a high velocity. Our ordinary, daily computers are

incapable of doing so, and specialized powerful
machines are required for it (Riahi and Riahi
2018). Apart from being useful in general terms,
big data analytics can be used specifically in an
urban scenario in the following ways.

Big data analytics can be used to describe
something. This is used to answer the question,
“what” i.e. “what is happening” and is called
descriptive analytics. Specifically in a city, it
could be a phenomenon that is taking place, but
is impossible to accurately describe due to the
complexities in a city. Further, it can be used for
diagnosis, i.e. to answer the question “why” or
“why is it happening”. This is called diagnostic
analytics. Similarly, there is predictive analytics,
which would forecast where might we be headed
or what the future of the phenomenon taking
place in the city could look like. Last utility is
prescriptive analytics, which recommends a path
that must be taken in order to mitigate the change
that the phenomenon brings with itself (Riahi and
Riahi 2018).

27.2 Complexities in a City

With industrialization in the nineteenth century,
urbanization became a common phenomenon.
Further technological advancements, in the latter
half of the twentieth century set a pace for glob-
alization. Urbanization, technological advance-
ment and globalization have had an impact on the
social systems, built environment and the natural
environment in the city, which means the systems
in a city started to get altered. Technological
revolution has been strongly linked to growth and
development. Figure 27.1 is taken from Freeman
and Perez (1988) and Hall (1999) as published in
Dodgson and Gann (2011, p. 104). It shows
technologies that have aided in the growth of
cities along with the type of system they could be
classified under or implemented with to be suc-
cessful. It also includes Hall’s (1999) represen-
tative example of cities; those that have played an
important role in the development of key tech-
nologies (Dodgson and Gann 2011, p. 104).

Figure 27.1 lists out technologies that devel-
oped and operated independently, over the period
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of time but they are interconnected with each
other. A city thus can be called as a system of
systems (Dodgson and Gann 2011). For example,
if we take the transportation sector into consid-
eration, it depends upon the energy sector. Tra-
ditionally, cars were either petrol- or diesel-based,
but technological advancements take place,
hybrid cars that run on electricity or any other fuel
got introduced. Similarly, improved telecommu-
nication infrastructure helps in increased oppor-
tunities of working from home, which in turn has
an impact on the transport sector.

Cities are complex adaptive systems which
depend upon the relationships of ecosystems,
organisms and the built environment. Energy and
material flows through a complex network in
order to get distributed. In today’s world, the
problems in the cities are growing and these
growing problems are complex, diverse, uncertain
and huge in number just like the city networks. To
deal with the problems in a city, those energy and
material flows need to be assessed in depth. These
complex network flows are interconnected, any
change in even a single component of the net-
works might lead to further wanted or unwanted
changes in other components or networks. With
the growth of cities, and more and more people
settling down in the cities, metropolitan regions
came up with populations in excess of 10 million
people. In 1970, there were only eight megacities
on the planet, by 2010, the number had grown to

27 (Kennedy et al. 2015), and a further 45
megacities likely will exist by 2030 (United
Nations Department of Economic and Social
Affairs Population Dynamics 2018). In 2030, 4.9
billion people will be living in the cities according
to the Population Reference Bureau. Increasing
size of the cities has led to increase in complexity
of cities, giving rise to enormous social and
environmental challenges. Cities are perceived to
be areas of high global risk because of more
people living in the city, with extreme levels of
poverty, vulnerability and social–spatial frag-
mentation. To provide essential services for this
increasing population, massive developments are
needed as in most of the cases, these are not sus-
tainable and do not have an equitable distribution
of the resources among rich and poor. Whether
cities can develop as sustainable cities depends to
a large extent on how they obtain, share and
manage their energy and material resources.

Problems arising due to increasing population
and further developments, lead to unanticipated
problems in a city. Jane Jacobs once said, “cities
happen to be problems in organized complexity”
and “People who try to predict the future by
extrapolating in a line of more of what exists
[today]…are always wrong”. According to him,
predicting a city's future is not possible because
of the complex nature of the city systems. Cities
in today’s world do not just face complex prob-
lems, but are stuck between wicked problems

Fig. 27.1 Some key
technologies affecting city
development and growth.
Source “Freeman and Perez
(1988) and Hall (1999)” in
Dodgson and Gann (2011,
p. 104)
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(McFadden 2017), which are difficult or impos-
sible to solve because of the complex interde-
pendence (McFadden 2017). Wicked problems
basically are real-world problems that acknowl-
edge the complex interdependence of diverse
factors and stakeholders, rather than simplistic,
linear cause-and-effect abstractions that isolate
the product of design from its context (Wahl
2017). These problems are not only limited to
social systems in a city, but also to the problems
associated with the reciprocal effects between
social systems and natural systems that provide
the basis for their existence.

If we take for instance the example of COVID-
19, a very recent problem, the pandemic, one of the
wicked problems that persists. It has its impact not
only on the person who gets infected, but has a far-
reaching multiplier impact starting from a local
area level to an international level. Not only has
COVID-19 impacted the health of people in vari-
ous nations, but it has brought down the economy,
the social status and in many cases led to
pandemic-led migration. The biggest intra-
country migration was seen in the Indian subcon-
tinent since independence from the British Union
in 1947 and partition of the country, when daily
wage earners were forced to return to their native
places from megacities due to loss of work in the
sudden lockdown of 2020. An estimated 10 mil-
lion workers had returned to their home state till
September 2020 (Sharma 2020), i.e. within 5–
6 months, which when compared to the migration
at the time of Indian partition, has a higher number
of migrating people per unit time. 14.5 million
people had migrated over the course of 4 years at
the time of independence (Bharadwaj et al. 2008).
Even those who had been working formally for
years in the private sector of the cities, moved back
to their hometowns, in the light of lowering wages
or losing jobs, the prospect of being with their
family and relatives, and saving the costs per-
taining to rent or higher cost of living.

The UN estimates that 55% of the global
population lives in urban areas—a figure that is
projected to rise to 68% by 2050. With urban
sprawl, problems related to urbanization are
increasing day by day. Urbanization in India has
been an instrument of economic, social and

political progress but it has led to serious prob-
lems. Urban population, haphazard and unplan-
ned growth of urban areas, and a desperate lack
of infrastructure are the main problems. The
rapid growth of urban population both natural
and through migration has put heavy pressure on
public utilities like housing, sanitation, transport,
water, electricity, health, education and so on.
There are visible gaps between demand and
supply of facilities and services in a city, also the
distribution is inequitable. A very large number
of people, in cities, live in a relatively small
amount of space. As the population increases in a
city, areas good for development get occupied,
low-income group people due to low affordabil-
ity have to settle down in areas which are highly
vulnerable to disasters. Intensive urban growth
can lead to greater poverty, with local govern-
ments unable to provide services for all people.

Human interventions have also led to changes
in the city systems, which further has altered
functioning of the city. Increase in population
contributes to large volumes of uncollected waste
left unattended, which further creates multiple
health hazards and magnifies the risk of envi-
ronmental hazards. Concentrated energy use has
also led to increased air pollution with significant
impact on human health. By reclaiming water
bodies, wetlands and other eco-sensitive areas for
construction purposes, there have been changes
in average temperature and rainfall. Changes in
rainfall along with the changes in the land use
and land cover lead to frequent floods in a city.
Also, with the loss of total urban tree cover,
instances of soil erosion and further turning fer-
tile land to barren have grown across cities.

While the cities are all going through all these
complex processes, the issues that we face today
are difficult to anticipate and many times, cos-
metic solutions that are implemented, lead to
more complex and difficult situations. In order to
plot the issues that we are facing in the cities
today, and with the available data in a city, big
data has proved to be a boon for the city plan-
ners. Ongoing digital revolution that we are
going through since the last decade has been
applied to the cities, and it has led to improve-
ment in the quality of life of the people and bring

27 An Introduction to Big Data and Its Possible Utility … 467



about changes in the way in which people
interact and experience a city.

27.3 Application of Big Data
in a City

Issues in a city are both spatial and temporal. The
issues in a city are spread across either a part of a
city or citywide. There is a fair enough chance
that a problem that exists in a city, might not be
evolving from the city itself. It might be as a
result of a problem that exists in a neighbouring
area, for example, the problem of air pollution in
Delhi. The timing of the worst air quality of the
city consistently coincides with the timing of
crop burning in the neighbouring states of Har-
yana and Punjab. Temporal issues or problems
existing in a city may vary from several minutes
to years or decades. For instance, in case of a fire
accident, it may last either for minutes or for
hours, and this incident will be on a smaller
spatial scale. Climate change on the other hand is
a problem which has come into being as a result
of human negligence towards the environment
over a period of time. It has taken several dec-
ades to build up and reach to the point where it
stands today. Generally, the more the spread of
an issue is on a temporal and spatial scale, the
more complex it is. Complexity in a city has been
dealt with by the use of big data for efficient
delivery of services and utilities. It has been used
for mapping assets, solving various sectoral
problems, streamlining governance and admin-
istrative issues and reducing the communication
gap between stakeholders in a city. Some of the
case studies where the application of big data has
remained successful are as follows.

27.3.1 Santa Monica’s Well-Being
Project—California, USA

Well-being project is a medium to get deeper
insights of community strengths and needs by
collecting various data and analysing it. Data
collection is done by multiple sources varying
from a widespread resident survey and social

media to measure and track citizens. The data
collection is dynamic so are the following pro-
cesses. The findings of the data are incorporated
into the formal planning process along with the
budget allocation. A dynamic process makes it
easy to find out measures to make the city live-
able and happier continuously. This process was
aimed to make a cost-effective and a streamlined
process for city well-being.

Data that is collected is turned into a Well-
being Index, which further is a measure of
community wellbeing. This index acts as an
initiation point to the understanding of commu-
nity well-being and city overall. The project
encourages collaboration and broad buy-in
among city leaders and local organizations (e.g.
needed to convince city government departments
to improve their data collection) (World Eco-
nomic Forum 2020).

27.3.2 Smart Dubai Happiness
Meter—Dubai, UAE

This project is on similar lines as case study 1. It
is developed as a part of the vision of Dubai to
become the world’s happiest place. As its name
suggests, it measures happiness through live
sentiment capture at numerous touch points
across the city. City-wide technological deploy-
ment has been made for it through all possible
customer interaction channels such as websites,
mobile applications and physical service centres.
The design used is simple in functionality to
capture maximum user data. In two and a half
years, more than 22 million sentiments have been
captured at 4400 touchpoints via 172 customer
interaction channels. Real-time data capture is
helping enhance the experience of the city, along
with supporting Dubai’s city transformation
agenda (World Economic Forum 2020).

27.3.3 Storms of the East Coast—USA

Big Data can play an important role in mitigating
the harmful effects of natural disasters through
disaster management. During Hurricane Sandy of
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2012, the effect it was going to have on the East
Coast, was studied with the help of big data
analytics. The pattern of the storm was forecasted
accurately, 5 days in advance, which had not
been possible earlier. This enabled the authorities
to take the measures necessary and plan effective
responses (Simplilearn 2019).

27.4 Conclusion

Cities are a complex system of systems, and
hence, the problems within the city are also
complex, which are classified as wicked. To deal
with the ever-challenging and exponentially ris-
ing problems, the digital age has proven to be
beneficial. Rapid digitization taking place in the
urban areas gives us a huge opportunity to
experiment with various different methods to
improve the condition of those living in the urban
areas and their sprawl. Through real-time col-
lection of data such as sentiment capturing, those
who are forced to cling to the edges due to the
lack of affordability, can be integrated as a
stakeholder in the system, which they actually
are, and be meted out equitable treatment, pro-
vided the entity in-charge has the intent in the
right place. This digital age that we are going
through, lends a helping hand to organize the
cities by timely providing the right information
to identify and mitigate the problems in a city.
The problems can range from natural disasters to
man-made disasters such as poor condition of
living. The aforementioned right information
comes from spatial and temporal checks which
are necessary but dynamic, and thus need to be
checked timely. In such a scenario, big data has
made it possible to easily handle this data, and
accurately process it, to give the results
and solutions that are much required to face the
ever-evolving and unpredictable, upcoming
challenges.

Data storing, collection and analyses in the
form of big data are definitely beneficial for any
city, but the cost incurred in this whole process is
an important issue. The results that we achieve are
almost accurate, but at higher costs than the tra-
ditional way of data processing. Any city

administration that aims to put big data to use in
the city should frame effective policies and
guidelines that will help to sustain the whole
process in an economical manner. If made cost-
effective, big data can help to overall improve
living standards and quality of life in a city overall.
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28Rethinking Progress in Approaches
and Techniques for the Urban
Environmental Studies
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Abstract

As a consequence of increasing urban popu-
lation, the cities around the world had expe-
rienced very fast transformation of urban
landscape which has resulted in serious con-
sequences for the urban environment, land-
scape quality and climate.The researchers
around the world have tried to model and
analyse the urban expansion and its impacts
on various aspects of urban environment. This
chapter describes the various approaches and
models used for analysing the urban expan-
sion and its consequences for the urban
environment in the last few decades. From
mapping and modelling the urban spatial
forms to achieving urban sustainability and
resilience, the researches on urban studies
have made significant progress in the past two
centuries. In the past few decades, the urban
researchers have examined the urban land-
scape pattern, urban sprawl, future urban

expansion as well as the impacts of urban
expansion on urban environment, ecosystem
services, ecology and biodiversity, climatic
system, etc. Moreover, the techniques used for
analysing urban expansion and its conse-
quences have also developed from the con-
ventional field-based methods to the
application of geospatial techniques and arti-
ficial intelligence (AI). The advent of AI along
with innovative and advanced techniques has
made it possible to deal with the negative
consequences of urban expansion. Now the
researchers are oriented towards achieving the
urban resilience, promoting green buildings
and increasing thermal comfort in the cities.

Keywords

Urban landscape � Urban sprawl � Urban
resilience � Geospatial techniques � Artificial
intelligence

28.1 Introduction

Since the pre-historic times, the world’s popula-
tion was predominantly agrarian and was living
in smaller settlement units (Birch-Chapman et al.
2017). This scenario started changing during the
eighteenth and nineteenth centuries when people
started living in the large urban clusters as a
consequence of industrial revolution (Williamson
1995). During this period, large-scale movement
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of labour force from the rural agrarian economy
to urban industrial and service-based economy
took place (Turok and McGranahan 2013;
Sugihara 2019). This resulted in the large-scale
transformation of urban landscape pattern and
degradation of urban environmental quality
(Williamson 1995; Hanlon 2020; Polovnikova
et al. 2022). Since the first industrial revolution
in Europe in mid-nineteenth century, the global
urban population has increased many folds (Seto
et al. 2013). As a consequence of this, the cities
around the world had witnessed degradation of
their environmental quality, rising urban heat
island (UHI) intensity and heat waves, conges-
tion, air and water pollution, urban sprawl, etc.
(Chew 2001; Azam and Khan 2016). The
researchers have tried to examine and model the
negative consequences of urbanization for envi-
ronment, ecology and society since last two
centuries. However, in the past few decades, the
rapid urbanization and environmental degrada-
tion, especially in developing countries have gain
attention of the researchers around the world
(Turok and McGranahan 2013; Bai et al. 2017).

Among the various impacts of urbanization on
its environment and society, the urban sprawl
(Ewing 2008; Saini and Tiwari 2020) and UHI
are the most studied phenomenon across the
world (Aflaki et al. 2017; Veena et al. 2020).
Since last two decades, the researches in urban
studies have made significant progress (Banai
2013; Mouratidis 2021) but there is a clear gap
between the literatures on urban studies during
twentieth century and the first two decades of
twenty-first century. For instance, the literatures
on urban studies during twentieth century were
more oriented towards mapping and modelling
the urban spatial forms while in the twenty-first
century, majority of literatures are oriented
towards urban sustainability and urban planning
(Berke 2002; Seto et al. 2012). The main focus of
researches on urbanization and its consequences
in twenty-first century are urban resilience, urban
spatial forms and sustainability (Ahern 2013).
The primary goal of all these researches is
achieving the sustainable urban development and
preparing effective planning policies. The

researches on urban environment were primarily
based on the monitoring and analysing the urban
landscape dynamics and environmental quality
using field samples as well as secondary data
sources like topographical maps and aerial pho-
tographs (Forster 1985; Rahman et al. 2011;
Weng and Quattrochi 2018). The advent of
satellite remote sensing and artificial intelligence
(AI) had enabled the researchers to examine the
urban spatial forms and its environment at vari-
ous spatio-temporal scales (Wu and Silva 2010;
Patino and Duque 2013; Wentz et al. 2014;
Wellmann et al. 2020). The application of AI in
urban studies has several advantages like better
and fast analysis of urban environmental quality
and landscape dynamics, self-automated man-
agement of water resources, air, water and noise
pollution, solid waste, etc., and providing effi-
cient means of energy usages (Allam and
Dhunny 2019; Kumar 2020).

More recently, the urban green commons,
public open spaces and landscape quality have
emerged as the hot topics in the context of
urban planning and sustainability (Colding
et al. 2013; Yung et al. 2016; Shahfahad et al.
2019). Another important aspect of urban sus-
tainability which has emerged as a hot topic of
urban studies is low-carbon city (Liu and Qin
2016) which specifically focuses on the reduc-
tion of CO2 emissions from the cities. Although
the developed countries of western Europe and
North America have made significant progress
in the research of low-carbon city (Coutard and
Rutherford 2010; Bulkeley et al. 2012; Tan
et al. 2017), the progress in developing coun-
tries of Asia and Africa is not satisfactory.
Among the developing countries, China has
made significant progress in the low-carbon city
research (Yang and Li 2013; Khanna et al.
2014; Liu and Qin 2016). But in other devel-
oping countries, very few studies are available
on the analysis and modelling of urban carbon
emission and footprint (Ahmad et al. 2015; de
Souza Leao et al. 2020). Thus, there is a clear
gap between the researches on urban environ-
ment in the developed and developing
countries.
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28.2 Development in Remote
Sensing Data and Approaches
for Urban Studies

The urban areas are complex and dynamic sys-
tems which changes with time and space (Batty
2009). Therefore, it is essential to model and
analyse the dynamic nature of urban areas and its
environments to develop new planning strategies
and make cities sustainable for living (Webb et al.
2018; Kourtit et al. 2022). As discussed earlier,
the advent of remote sensing technology marked
a remarkable change in the field of urban studies.
Now, with remote sensing techniques, the
researchers can model the urban spatial forms and
change at various scale with precise accuracy and
quantify its impacts on urban environment and
climatic systems (Mobasheri 2021). Different
models and approaches have been developed and
applied for examining and modelling the urban
landscape pattern, its environment and impact of
urbanization on environment, economy and
society (Berling-Wolff and Wu 2004; Nuissl and
Siedentop 2021). During this period, researchers
have examined the urban landscape pattern and
quality, urban sprawl, consequences of urban land
use change and modelled the future urban
expansion.

The earliest satellite observation systems
available for mapping the earth surface were
CORONA, ARGON and LANYARD, which
were mostly used for ground reconnaissance and
area mapping (Fu et al. 2020). With the launch of
Landsat 1 multispectral scanner (MSS) in early
1970s, researchers around the globe started to
map the urban landscape pattern and change at
various spatial and temporal scales (Phiri and
Morgenroth 2017). Landsat is the longest-running
earth observation satellite, extensively used for
the mapping of urban landscape and its changes
since past 50 years. Besides Landsat series, sev-
eral other low-to-medium-resolution satellite data
have been utilized for the mapping and monitor-
ing urban landscape and environment like
Moderate Resolution Imaging Spectroradiometer
(MODIS), Satellite Pour l'Observation de la Terre
(SPOT), IRS Resourcesat, Advanced Spaceborne

Thermal Emission and Reflection Radiometer
(ASTER), Sentinel (Table 28.1). In addition,
some high-resolution satellite data like Quick-
Bird, IKONOS and GeoEye are also available for
use on paid basis. Another important revolution
in urban studies came with the advent of thermal
remote sensing. Although Landsat 1 multispectral
scanner (MSS) was launched in 1972, it did not
have a thermal band. With the launch of Landsat
4 thematic mapper (TM) in 1982, the first
medium-resolution thermal satellite came into
existence which has been extensively utilized for
urban environmental studies, especially in the
study of urban thermal environment (Chen et al.
2017; Wulder et al. 2019). More recently, the
researchers have started using hyperspectral and
microwave remote sensing data such as synthetic-
aperture radar (SAR) and light detection and
ranging (LIDAR) data for urban mapping and
monitoring (Kuras et al. 2021) of urban areas.

28.3 Current Status of Urban
Studies in Developed
and Developing World

As discussed earlier, there is a clear gap between
the researches on urbanization and urban envi-
ronment in the developing and developed coun-
tries, the researchers of Western developed
countries have made significant progress in the
urban research. On the other hand, the research-
ers of developing countries of Asia and Africa
are mostly dependent on the traditional approa-
ches and methods. The focus of urban research in
developed countries like Western European and
North American countries are towards urban
resilience and sustainability (Bush and Doyon
2019; Langemeyer et al. 2021). Contrary to this,
in developing countries, the researches on urban
environment are more oriented towards the case
studies on quantification and assessment of
urbanization and its consequences for environ-
ment, economy and society (Naikoo et al. 2020;
Hatab et al. 2021; Khan and Sudheer 2022).

The differences in trend of urban studies in
developed and developing countries may be
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attributed to the type and pattern of urban
expansion in these countries. For instance, in
developing countries, the main problems of
urbanization are the rapid and unplanned urban
expansion and its impacts on urban environment
and urban morphology (Zhang 2016). Therefore,
the focus of urban researchers in developing
countries is on the environmental consequences

of urbanization. Contrary to this, the urbanization
in developed countries is occurring in a con-
trolled and planned manner and most of the
developed nations are experiencing de-
urbanization (Eskew and Olival 2018). Thus,
the focus of urban researchers in developed
countries is on urban resilience and sustainable
urban planning (Bautista-Puig et al. 2022). The

Table 28.1 List of most frequently remote sensing satellites in urban studies

Satellite
series

Satellite
name

Sensor No. of
bands

Resolution
(m)

Launch
year

Landsat Landsat 1 MSS 4 60 1972

Landsat 2 MSS 4 60 1975

Landsat 3 MSS 5 60 1978

Landsat 4 TM 7 30/120a 1982

Landsat 5 TM 7 30/120a 1984

Landsat 7 ETM+ 8 30/60a 1999

Landsat 8 OLI/TIRS 11 30/100a 2013

Landsat 9 OLI-2/TIRS-2 11 30/100a 2021

IRS
Resourcesat

LISS I Multispectral 4 73 1988

LISS II Multispectral 4 36.25 1991

LISS III Multispectral 4 23.5 2003

LISS IV Multispectral 3 5.8 2003

Sentinel Sentinel 1 SAR 1 10 2014

Sentinel 2 SAR (multispectral & optical) 13 10 2015

Sentinel 3 SAR (multispectral & optical) 21 10 2016

SPOT Spot 1 High-Resolution Visible (HRV) 4 20 1986

Spot 2 High-Resolution Visible (HRV) 4 20 1990

Spot 3 High-Resolution Visible (HRV) 4 20 1993

Spot 4 High-Resolution Visible and InfraRed (HRVIR) 5 20 1998

Spot 5 High-Resolution Geometric (HRG) & High-
Resolution Stereoscopic (HRS)

4 10 2002

Spot 6 New Astrosat Optical Modular Instrument
(NAOMI)

5 6 2012

Spot 7 New Astrosat Optical Modular Instrument
(NAOMI)

5 6 2014

MODIS MODIS Terra & Aqua 36 250, 500,
and 1000

1999

ASTER ASTER Terra & Aqua 14 15, 30 and
90

1999

QuickBird QuickBird – 4 5 2001

IKONOS IKONOS – 4 3.2 1999
a Spatial resolution of the thermal band
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concept of urban resilience has emerged in these
countries to make cities capable to the tolerate
shocks brought on by natural catastrophes and
climate change and to recover from them (Klein
et al. 2003). Further, in developed nations,
researchers are also focusing on how the
geospatial knowledge and AI can be utilized for
achieving the urban sustainability and resilient
societies (Vinuesa et al. 2020). More recently,
researchers have applied a new approach called
nature-based solutions to make the cities resilient
to the natural disasters and climate change (Bush
and Doyon 2019).

In developing countries, the researchers of
urban environment are more oriented towards the
contemporary urban issues such as development
of UHI and heat stress, loss biodiversity and
ecosystem services, degrading air and water
quality (Wang et al. 2008; Shahfahad et al. 2022;
Morya and Punia 2022). On the other hand, in
developed countries, the focus is on the vulner-
ability of urban population to heat waves and
UHI, green building and capacity building for the
urban sustainability (Carter et al. 2015; Pauleit
et al. 2019). More recently, the concept of green
building has also been introduced in the devel-
oping countries. For instance, China and South-
east Asian countries have encouraged the green
building practices to deal with the UHI and heat
waves (Gou 2019). Progress has been also noted
in the UHI studies in developing countries, as
focus is shifting in these countries on vulnera-
bility to UHI and thermal comfort in the cities
(Shahfahad et al. 2022). But the developed
countries are more advanced as the focus of UHI
research in these countries is on quantification of
UHI and heat waves-induced mortality rates
(Błażejczyk et al. 2022) as well as examining the
thermal performances of different building
materials and design (Hooshangi et al. 2016) for
the UHI mitigation.

28.4 Future Scope

From conventional methods to the application of
geospatial techniques and AI, the urban envi-
ronmental research has made a significant

progress in the last two centuries. The application
of AI in urban studies had made it easier for the
researchers to quickly examine and model the
impact of urbanization on its environment and
ecology. But in the era of global urbanization and
changing environmental and climatic conditions,
there is still a need of more convenient studies on
urban environmental issues and their manage-
ment (Hardoy et al. 2013). Further, the number
of researches in developing world is much lower
than its need. For instance, India had nearly 377
million population living in about 7935 urban
centres including cities and towns in 2011 (Joshi
and Ahmed 2016). But, most of the studies are
primarily based on the larger metropolitan cities
like Delhi, Mumbai, Kolkata, Chennai, Ben-
galuru and Hyderabad. Similar is the case of
other developing nations of Asia and Africa.
Hence, there is a need of studying the changing
pattern of urban landscape and its important on
environment, ecology and society in these med-
ium- and small-sized cities. Further, as the global
climate is changing and the number of natural
disasters is increasing day by day, the researchers
of the developing countries may look after the
sustainable and resilient cities.

The future scope of urban research should be
focused on the current and future urban issues.
For example, researchers had extensively studied
the problem of UHI formation and declining
urban thermal comfort in both developed and
developing countries (Kotharkar et al. 2018;
Huang and Lu 2018). Thus, it may be an
important aspect of urban environmental research
to identify the UHI mitigation strategies and
increasing thermal comfort of the cities. In this
regard, the application of nature-based solutions
and AI may be helpful for the urban researchers.
Researchers may also look after the potential of
green buildings and increasing urban green
covers for UHI mitigation, especially in the cities
of developing countries. Moreover, the identifi-
cation of potential areas for increasing green and
blue infrastructures to mitigate the UHI and
reduce the heat stress may also be an important
area of research. Recently, the developing
countries have introduced the smart city mission
to promote inclusive and sustainable cities which
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may provide clean and sustainable living envi-
ronment (Yadav et al. 2019). In this regard, the
researchers may apply the geospatial techniques
and AI in the planning of sustainable smart cities.
Another important point in UHI research is that
studies on UHI have been done either using air
temperature data which is used to examine the
canopy layer UHI (CLUHI) or thermal satellite
data which is used to examine the surface UHI
(SUHI). For a better understanding of UHI and
the interaction between surface and air tempera-
ture, an integrated investigation of the UHI using
both air temperature data and thermal satellite
data may be beneficial. Furthermore, an impor-
tant issue of the cities of developing countries is
high emission of carbon. Hence, researchers may
also focus on achieving low-carbon cities for the
climate change mitigation and urban ecological
management.
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