
Masterclass in Neuroendocrinology 13 

Neuroendocrine-
Immune System 
Interactions

Jan Pieter Konsman
Teresa M. Reyes Editors



Masterclass in Neuroendocrinology

Volume 13

Series Editors

Mike Ludwig, Centre for Discovery Brain Sciences, The University of Edinburgh,
Edinburgh, UK

Rebecca Campbell, School of Biomedical Sciences, University of Otago, Dunedin,
New Zealand



Masterclass in Neuroendocrinology is published in collaboration with the Interna-
tional Neuroendocrine Federation (INF) https://www.inf-neuroendocrinology.org/.
This series aims to illustrate and promote the use of the latest and most impactful
technologies in basic and clinical research in the exciting field of neuroendocrinol-
ogy. Neuroendocrinology is defined as the study of the control of endocrine function
by the brain and the actions of hormones on the brain.

The series is made up of volumes that highlight different topics in neuroendocri-
nology that are of current interest and encompass the study of both normal and
abnormal function, and the developmental origins of disease. They include the study
of neural networks in the brain that regulate and form neuroendocrine systems, and
also include the study of behaviours and mental states that are influenced or
regulated by hormones. They also necessarily include the study of peripheral
physiological systems that are regulated by neuroendocrine mechanisms. Some
recent examples include: Developmental Neuroendocrinology, Neuroendocrine
Clocks and Calendars, and Neuroanatomy of Neuroendocrine Systems.

Each book

• is edited by leading experts in the field
• is written by a team of internationally respected researchers
• is focused on an area of neuroendocrinology research
• demonstrates the present state of knowledge and understanding in the field of

neuroendocrinology and highlights the translation of such knowledge to improve
human health and well-being

• includes assessments of different experimental approaches, both in vivo and
in vitro, and of how the resulting data are interpreted.

The Series is aimed at a wide audience, as neuroendocrinology integrates neuro-
science and endocrinology. It is intended for established scientists, clinicians and
early-career researchers.
Founding Series Co-Editors: William E. Armstrong and John A. Russell



Jan Pieter Konsman • Teresa M. Reyes
Editors

System Interactions
Neuroendocrine-Immune



Editors
Jan Pieter Konsman
CNRS UMR5164 ImmunoConcept
University of Bordeaux
Bordeaux, France

Teresa M. Reyes
College of Medicine
University of Cincinnati
Cincinnati, OH, USA

ISSN 2662-2068 ISSN 2662-2076 (electronic)
Masterclass in Neuroendocrinology
ISBN 978-3-031-21357-1 ISBN 978-3-031-21358-8 (eBook)
https://doi.org/10.1007/978-3-031-21358-8

# The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature Switzerland
AG 2023
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of
illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by
similar or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

Illustration by deblik, based on an image from # Nablys/stock.adobe.com

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-031-21358-8


Series Preface

This series began as a joint venture between the International Neuroendocrine
Federation and Wiley‐Blackwell and now is continuing with Springer Nature as
publisher for the federation. The broad aim of the series is to provide established
researchers, trainees, and students with authoritative up‐to‐date accounts of the
present state of knowledge and prospects for the future across a range of topics in
the burgeoning field of neuroendocrinology. The series is aimed at a wide audience
as neuroendocrinology integrates neuroscience and endocrinology. We define
neuroendocrinology as the study of the control of endocrine function by the brain
and the actions of hormones on the brain. It encompasses the study of normal and
abnormal function and the developmental origins of disease. It includes the study of
the neural networks in the brain that regulate and form neuroendocrine systems and
also includes the study of behaviors and mental states that are influenced or regulated
by hormones. In addition, it includes the understanding and study of peripheral
physiological systems that are regulated by neuroendocrine mechanisms. While
neuroendocrinology embraces many issues of concern to human health and well‐
being, research in reductionist animal models is required to fully understand these
issues.

Contemporary research in neuroendocrinology involves the use of a wide range
of techniques and technologies, from the subcellular and systems level to the whole-
organism level. A particular aim of the series is to provide expert advice and
discussion about experimental or technical protocols in neuroendocrinology research
and to further advance the field by giving information and advice about novel
techniques, technologies, and interdisciplinary approaches.

To achieve our aims, each book focuses on a particular theme in neuroendocri-
nology. For each book, we recruit editors, who are leaders in their field, to engage an
international team of experts to contribute chapters in their individual areas of
expertise. The mission of each contributor is to provide an update of current
knowledge and recent discoveries, and to discuss new approaches, “gold standard“
protocols, translational possibilities, and future prospects. Authors are asked to write
for a wide audience, to use references selectively, and to consider use of video clips
and explanatory text boxes; each chapter is peer reviewed and has a Glossary. In all
of these efforts, we are guided by an Advisory Editorial Board.
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vi Series Preface

The Masterclass Series is open‐ended; books in the series published to date are:

• Neurophysiology of Neuroendocrine Neurons (2014, ed. WE Armstrong & JG
Tasker)

• Neuroendocrinology of Stress (2015, ed. JA Russell & MJ Shipston)
• Molecular Neuroendocrinology: From Genome to Physiology (2016, ed. D Mur-

phy & H Gainer)
• Computational Neuroendocrinology (2016, ed. DJ MacGregor & G Leng)
• Neuroendocrinology of Appetite (2016; ed. SL Dickson & JG Mercer)
• The GnRH Neuron and its Control (2018; ed. AE Herbison & TM Plant)
• Model Animals in Neuroendocrinology (2019, ed. M Ludwig & G Levkowitz).

The first books of the series published by Springer Nature are:

• Neurosecretion: Secretory Mechanisms (2020, ed. JR Lemos & G Dayanithi)
• Developmental Neuroendocrinology (2020, ed. S Wray & S Blackshaw)
• Neuroendocrine Clocks and Calendars (2020, ed. FJP Ebling & HD Piggins)
• Glial-Neuronal Signaling in Neuroendocrine Systems (2021, ed. JG Tasker, JS

Bains, & JA Chowen)
• Neuroanatomy of Neuroendocrine Systems (2021, ed. V Grinevich & ADobolyi).

In development are Neuroendocrinology of Pregnancy and Lactation (ed. P
Brunton & D Grattan) and Cardiovascular Neuroendocriology (ed. T Cunningham
& G Yosten).

Feedback and suggestions are welcome.

Series Editors,

Edinburgh, UK Mike Ludwig
Dunedin, New Zealand Rebecca Campbell
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Volume Preface

This book is the 13th volume in theMasterclass in Neuroendocrinology book series.
To introduce this book, we first address the question: why a volume on neuroendo-
crine and immune system interactions? Our answer is based on the recent history of
the study of these systems and their components. First, parts of the hypothalamus
and pituitary and hormones like glucocorticosteroids, now considered to be part of
neuroendocrine axes, have long been known to have effects on immune responses
(MacGregor et al. 1969; Pierpaoli and Sorkin 1969; Pierpaoli et al. 1969; Kalden
et al. 1970; Gisler and Schenkel-Hulliger 1971; Tyrey and Nalbandov 1972;
Isakovic and Jankovic 1973; Jankovic and Isakovic 1973). Second, some immune
responses, and in particular, but not only, innate immune or inflammatory responses
to the administration of microbial fragments or other antigens, are accompanied by
altered neuroendocrine responses (Besedovsky et al. 1977; Spinedi et al. 1992;
Stenzel-Poore et al. 1993; Frederic et al. 1993; Shurin et al. 1997). These findings
convinced many scientists and physicians that it was important to understand how
neuroendocrine and immune systems and their components interact in health and
disease in a more interdisciplinary manner (Besedovsky and Sorkin 1977; Dunn
1988; Bateman et al. 1989; Dantzer and Kelley 1989).

Additionally, some of the intercellular messenger molecules used by neuroendo-
crine and immune systems are the same. For example, some peptide hormones/
neuropeptides, such as adrenocorticotropin hormone (ACTH) and corticotropin-
releasing hormone, were found to have effects on or even to be synthesized by
immune cells (Blalock et al. 1985; Karalis et al. 1997). Conversely, cytokines,
typically associated with immune responses, such as interleukin-1, can also be
present in and act on neuroendocrine systems, for example the paraventricular
nucleus of the hypothalamus (Lechan et al. 1990; Licinio et al. 1991; Huitinga
et al. 2000; Watt and Hobbs 2000; Blandino et al. 2013). Thus, some of the entities
studied by a specific discipline (e.g., neuroendocrinology or immunology) turned out
to be non-specific for that domain.

Although distinct scientific fields are important for the progress of science, “their
emergence can restrict access by outsiders” (Casadevall and Fang 2015). One way to
foster progress through and improve access to emerging fields would be “to promote
interdisciplinary interaction between fields” (Casadevall and Fang 2015). For inter-
disciplinarity to occur, it is not sufficient for an experimental method, technique, or
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tool developed in one scientific discipline to be adopted by another. Rather, we
believe that interdisciplinary approaches can “advance fundamental understanding
. . . beyond the scope of a single discipline or area of research practice” (emphasis
added (Institute of Medicine 2005, p. 2). Indeed, the complexity of the research
question is probably the main driving force for interdisciplinary research with the
primary aim of furthering understanding (Smith 2004; Alvargonzalez 2011;
Mazzocchi 2019). Therefore, the interdisciplinary research discussed in this volume
largely used techniques and tools established in other disciplinary research fields and
is “the science of connections or interactions [between neuroendocrine and immune
systems]” (Straub 2015, p. xiii). Accordingly, methods and techniques will be
discussed in the context of the questions and hypotheses addressed in the different
chapters composing this volume.

viii Volume Preface

This volume is organized into four parts with several chapters, each of which can
be read rather independently as many questions are treated by several chapters. The
first part deals with concepts relevant to a better understanding of interactions
between neuroendocrine systems and immune systems, such as the history
(Chap. 1) and philosophy (Chap. 2) of science as well as some evolutionary context
in which such interactions occur, for example during sickness after infection
(Chap. 3). The second part covers the main regulatory pathways of interaction
from classic pathways like peripheral cytokines activating the hypothalamo–
pituitary–adrenal axis (Chap. 4) and corticosteroid and catecholamines regulating
immune responses (Chaps. 5 and 6) to the brain choroid plexus and cerebrospinal
fluid constituting an original terrain of neuroendocrine–immune interactions
(Chap. 7) and autoimmune antibodies possibly regulating neuroendocrine responses
(Chap. 8). The third part presents factors modulating neuroendocrine–immune
system interactions, including the importance of the early postnatal time period
(Chap. 9), as well as the impact of sex differences (Chap. 10), biological clocks
(Chap. 11), and the gut microbiota (Chap. 12) on neuroendocrine–neuroimmune
interactions. The last part examines these interactions in disease conditions (chronic
inflammatory conditions and cancer in Chap. 13 and eating disorders in Chap. 14).
Collectively, the chapters in this series will provide context for understanding
neuroimmune–neuroendocrine system interactions and illustrate research in this
domain, without being exhaustive.

To conclude, the volume editors would like to dedicate this book to Dr. Paul
Sawchenko, Salk Institute for Biological Studies, for his seminal contributions to the
study of neuroimmune–neuroendocrine interactions and for inspiring the careers of
the editors (and countless others) with his generous, supportive, and collaborative
approach to rigorous experimental science.
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A History of Immune and Neuroendocrine
System Interactions 1
Jan Pieter Konsman

Abstract

The purpose of this chapter is to provide a twentieth century history of neuroen-
docrine and immune systems and the interactions of their components. The ideas
of immune and neuroendocrine structure–function relationships emerged in the
life sciences once the cell had been recognized as the fundamental unit of life, in
large part due to the use of improved microscopic and tissue-staining techniques.
In addition, throughout the twentieth century, the study of immunity and neuro-
endocrinology has been guided by the idea of receptor molecules showing
specificity for certain biological components. Interestingly, the very notions of
neuroendocrine and immune systems, reminiscent of those still used today, were
only explicitly formulated in the 1970s. While initial thinking about
neuroendocrine–immune interactions in the 1970s–1980s was mostly framed in
terms of systems, subsequent physiological and evolutionary research indicated
that these interactions can also occur at the organ, tissue, cellular, and molecular
levels and that the very labels “immune” and “neuroendocrine” need to be used
with caution in present-day and future research.
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1.1 Introduction: Why and What History?

The question of why the history of science is important can receive many answers,
ranging from mastering the literature and knowing the origin of a technique to
describing the concepts at work in a field. One reason for considering the history
of interactions between the immune and neuroendocrine systems from the second
half of the nineteenth century onward and in particular in the twentieth century is that
the notions of immune and neuroendocrine have been linked to the idea of the cell
being the fundamental unit of life during that period, with the help of different kinds
of techniques and instruments. An attempt is thus made to give space both to the
history of ideas and to that of techniques.

1.1.1 History of Techniques Prior to WWII

Improvements in microscopic and coloration techniques at the end of the nineteenth
century turned out to be revealing for immune and neuroendocrine cells, as several
of the histological stains made particular cells stand out. As is well known, Ramon y
Cajal modified the silver stain developed by Camillo Golgi and applied it to many
parts of the central and peripheral nervous systems. Thus, in the last decade of the
nineteenth century, he showed that visceral ganglia of rodents, using Meissner
plexus as an example, contain cells with short and long cellular ramifications that
seemed to terminate between smooth muscle cells and close to gland cells in the
intestine (Ramon and Cajal 1893). In these innervated gastrointestinal glands, the
granule-rich cell type that stained with eosin, with chromium salts (hence entero-
chromaffin cells), and with silver nitrate were proposed to be endocrine cells, early in
the twentieth century (Ciaccio 1906; Masson 1914, 1928). Another important line of
research that has its origins in observations of stained tissue was the characterization
of hypothalamic neurons projecting to the posterior part of the pituitary. Even
though these connections had been hypothesized before, Ramon y Cajal showed
their existence using Golgi staining in 1894 (Ramon and Cajal 1911, pp. 488–490).

A more physiological research tradition at the end of the nineteenth century can
be considered to have started with the publication by Oliver and Schafer of a short
report of the effects of pituitary extracts on blood pressure. They found that pituitary
extract, just like adrenal extract, rapidly increases blood pressure (Oliver and Schafer
1895). This finding could be reproduced using posterior pituitary extracts and was
considered to not be mediated by the sympathetic nervous system or adrenaline
(Dale 1906, 1909). In parallel, the effects of total removal of the pituitary were being
studied in dogs (Paulescu 1907; Crowe et al. 1909) and partial hypophysectomy was
even proposed as an experimental treatment for patients suffering from acromegaly
(Cushing 1909), which, in adults, is characterized by increased bone size in the
hands, feet, and face. In laboratory rats, hypophysectomy-induced adrenal, ovarian,
testicular, and thyroid atrophy as well as dwarfism could be reversed by administra-
tion of anterior pituitary extract (Smith 1930). These findings stimulated other
groups to study the effects of different fractions of anterior pituitary extracts and



led to the isolation of adrenotropic, gonadotropic, growth and thyrotropic hormone-
containing fractions (Anderson and Collip 1933, 1934; Collip 1933; Collip et al.
1933a, b).
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While the influences of the pituitary on other glands in the body became progres-
sively clear using lesion, isolation, and replacement techniques, the effects did not
seem to be fully specific to the pituitary as some pituitary-sparing ventral hypotha-
lamic lesions also induced genital atrophy (Camus and Roussy 1920; Bailey and
Bremer 1921; Smith 1926; Harris 1937). Geoffrey Harris therefore compared the
effects of electrical stimulation of the tuber cinereum region of the hypothalamus to
those of pituitary stimulation and found that both stimulated ovulation in rabbits
(Harris 1937, p. 392). In discussing these findings, he raised the possibility that “the
hypothalamus controls the secretion of hormones . . . from the anterior lobe [of the
pituitary]” (Harris 1937, p. 392).

Using an improved microscope to observe tissues stained with, among other
things, aniline dyes, Elie Metchnikoff was able to develop his “comparative pathol-
ogy of inflammation” and to distinguish different leukocytes at the end of the
nineteenth century (Metchnikoff 1893). Some years earlier, Paul Ehrlich had devel-
oped many of these stains and had also used them to characterize different types of
leukocytes (Ehrlich 1880). In the final decades of the nineteenth century, it was
shown that body fluids of animals inoculated with bacteria could lyze bacterial cells,
neutralize bacterial toxins, or precipitate bacterial products (Nuttall 1888; Von
Behring and Kitasako 1890; Pfeiffer 1894). Importantly, the bactericidal activity
could also be studied in culture dishes. Such in vitro approaches established that
blood serum contains more bactericidal activity than peritoneal exudate (Bordet
1895, 1909). In addition, two active components could be distinguished, a “bacteri-
cidal substance,” which could be inactivated by heating to 55 °C, and a “preventive
substance,” the activity of which resisted heating in different laboratories, as shown
by Jules Bordet and Paul Ehrlich (Bordet 1909, pp. 75–80).

At the very end of the nineteenth century, Paul Ehrlich advanced one of the first
formulations of his side-chain theory (see below) to provide a hypothetical chemical
explanation of the specificity of antibody–antigen reactions. In 1900, Karl
Landsteiner decided to systematically study the thus far anecdotal reports of
human sera lyzing human red blood cells and identified three types, A, B, and C
(that later became our blood groups with Landsteiner’s type C being our group AB)
with types A and B lyzing red blood cells of other type and type C lyzing no other
cell types (Landsteiner 1901, 1961). Later in his career, Landsteiner undertook a
series of studies in which he varied the chemical properties of the antigen and this led
him to conclude in 1928 that “the steric configuration of antigenic groups is one of
the factors determining serological specificity” (Landsteiner and Van Der Scheer
1928, p. 320). When he was awarded the Nobel Prize for Medicine or Physiology in
1930 for his work on blood groups, Landsteiner indicated links between his two lines
of research as well as the implications of the existence of blood groups for
transfusions (Landsteiner 1930). So while the chemical nature of immune reactions
would remain elusive for some decades more, progress was made by the systematic
study of some variables, independently of Ehrlich’s influential side-chain theory.
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1.1.2 History of Ideas Prior to WWII

The germ theory formulated by Pasteur and like-minded scientists and physicians at
the end of the nineteenth century was subsequently developed to link specific tissue
lesions to specific microbes. In this respect, the emergence of the cell theory in the
second half of the nineteenth century can be proposed as a starting point for
considering the history of the neuroendocrine and immune systems. In his “remarks
on microorganisms” and “their relation to disease,” Joseph Lister referred to the
work of both Robert Koch and Louis Pasteur and echoed Pasteur’s question on what
parts of bacteria were required to confer “immunity from further attacks of . . .
disease” (Lister 1880, p. 364). At the turn of the nineteenth century, Lister discussed
how application of his “antiseptic system” allowed the eradication of “hospital
gangrene” and gave credit to “Pasteur [who] saw the analogy between the immunity
to fowl-cholera produced by its attenuated virus and the protection afforded against
small-pox by vaccination” (Lister 1896, pp. 418, 421). Finally, he addressed “a
subject which, though not bacteriological, has intimate relations with bacteria” and
cited observations by Elie Metchnikoff that indicated “that the microbes of infective
diseases are subject to [a] process of devouring and digestion, carried on both by the
white corpuscles and by cells that line the blood vessels” as a means of defense
(Lister 1896, pp. 427–428).

In the early twentieth century, Ernest Starling introduced the term “hormone” to
refer to chemical messengers that “have to be carried from the organ where they are
produced to the organ which they affect by means of the blood stream” to meet “the
continually recurring physiological needs of the organism” (Starling 1905, p. 340).
He continued to promote the concept after the first World War and proposed, in a
lecture entitled The wisdom of the body, that in addition to the growth-promoting
secretion of the anterior pituitary, “[t]he posterior lobe . . . forms one or more
substances which, circulating in the blood, have the most diverse influences on
various parts of the body” (Starling 1923, p. 689). Thus, he raised the idea that the
posterior pituitary could communicate not only through cellular connections with the
hypothalamus, but also by humoral means, by releasing mediators into the blood-
stream. A decade later, Harvey Cushing considered that there “appear to be two
routes, both probably under nervous control, whereby the products of pituitary
secretion are transported to the tuberal and possibly to other nuclei of the anterior
hypothalamus: (i) from pars anterior by way of the ‘hypophysio-portal’ vessels; and
(2) from pars intermedia by way of the tissue” (Cushing 1933, pp. 540–541).

These considerations can be taken to be part of a more general debate in the first
half of the twentieth century regarding the modalities of intercellular communica-
tion, in particular between nervous and endocrine signal transmission. For example,
histochemical stains seemed to indicate the presence of gland-like nerve cells in
several invertebrate ganglia and in parts of the vertebrate central nervous system
(Scharrer 1928; Scharrer and Scharrer 1937). Interestingly, similarities between the
effects of administration of adrenal extracts and electrical stimulation of the sympa-
thetic nervous system had repeatedly been pointed out, for example, by John
Langley and Walter Cannon (Langley 1901; Cannon 1914, 1927, pp. 36–38). In



addition, it was reported that systemic administration of brain and intestinal tissue
extracts in rabbits lowered their blood pressure in ways that could not be explained
by the action of acetylcholine or adenosine (Von Euler and Gaddum 1931). These
findings not only indicated the discovery of a new substance, designated
Substance P, but also the possibility that the same intercellular messengers exist in
the brain and the intestine. In this respect, another important, but often overlooked,
possibility that gastrointestinal tract epithelia constitute a diffuse endocrine organ in
close interaction with nerves, was put forward by Friedrich Feyrter (1939). Feyrter
compared ductal cells of the pancreas and enterochromaffin cells of the gastrointes-
tinal tract and observed that both responded similarly to different kinds of stains
(among which was Masson’s silver stain). Based on these observations, he proposed
that endocrine-like signals could not only be produced by specialized glands, such as
the pancreas and pituitary, but also by surface epithelia. In addition, Feyrter
suggested, based on Cajal’s and Masson’s findings mentioned above, that the cells
of the diffuse endocrine organ of the gastrointestinal tract were connected to local
neural fibers.
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1.2 Post-World War II Success Stories of Immunology
and Neuroendocrinology

1.2.1 Connecting the Hypothalamus and Pituitary

Immediately after World War II (WWII) it seemed established that the release of the
so-called antidiuretic hormone from the posterior pituitary in response to emotional
stress was linked to “stimulation . . . of the supraoptic, and possibly of the
paraventricular nuclei [of the hypothalamus], whose axons pass down the stalk to
the pars nervosa [of the pituitary]” (Verney 1947, p. 99). This hypothesis of
hypothalamic, neuron-derived hormonal messengers being released in extracerebral
organs was subsequently corroborated by findings confirming the anatomical conti-
nuity between cell bodies of hypothalamic nuclei and the posterior pituitary, based
on a new histological stain and the effects of interruptions of the pituitary stalk
connecting the two (Bargmann and Scharrer 1951; Hild 1951).

In the 1930s, Geoffrey Harris had postulated, based on stimulation experiments,
that “the hypothalamus controls the secretion of hormones . . . from the anterior lobe
[of the pituitary]” (Harris 1937, p. 392). A decade later, in a review article, he first
argued that regarding direct nerve supply and control of endocrine glands, the
posterior pituitary and adrenal medulla are exceptions in that developmentally they
may be considered as extensions of the central and peripheral nervous systems
(Harris 1948). Harris next summarized evidence from lesion and stimulation studies
that indicated neural control of the anterior pituitary or adenohypophysis, but
pointed out that “[t]he mechanism whereby this neural control is exerted is uncer-
tain” (Harris 1948, p. 157). Furthermore, Harris cited reports, including his own
work, indicating “a true portal system of blood vessels in the pituitary stalk” with
blood flowing from the median eminence of the hypothalamus to the anterior



pituitary (Green and Harris 1949, p. 360), raising the possibility that “nervous
stimuli might cause the liberation of some substance into the capillary sinusoids of
the median eminence” and that “this substance [is] transported via the hypophysial
portal vessels to excite or inhibit” pituitary secretions (Harris 1948, pp. 168, 169).
Finally, he proposed that the neuronal and hormonal links of the hypothalamus with,
respectively, the posterior or neurohypophysis and the anterior pituitary or adenohy-
pophysis mediate different functions (Harris 1951a, b). Thus, Harris’s work laid the
foundation for envisioning some new structure–function relationships in biology.
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1.2.2 Study of Immunity Between Chemistry and Biology

Immunology had taken a chemical turn before WWII with debates about the nature
of the chemical bond or affinity that occurred between bacterial toxins and
antibodies. The idea that chemistry was essential to the advancement of immunology
was widespread after WWII. For example, one could read in a medical journal that:
“The phenomena of immunity are essentially chemical, and we might reasonably
expect that some of its problems will soon be solved if a more sustained chemical
and biochemical attack is made on them” (Wormall 1948, p. 333). Chemical
approaches were not only expected to further the understanding of antigen–antibody
binding, but also that of phagocytosis, blood groups, and complement reactions
(Wormall 1948). Indeed, one important way in which chemistry allowed immunol-
ogy to make progress was through the development of new quantitative methods for
the study of antigen–antibody, blood group, and complement reactions (Mayer
1951). Another physicochemical technique that proved useful to further characterize
various protein immune components was John Cohn’s chemical fractionation of
blood plasma (Cohn et al. 1944). However, chemistry in the immediate post-WWII
years did not really provide many answers to immunological problems encountered
in the clinic, such as autoimmunity or host rejection of blood transfusion and organ
and tissue transplantations.

During the 1940s, the Australian virologist Frank Macfarlane Burnet started to
make important conceptual contributions to the field of immunology. In his
Biological aspects of infectious disease, Burnet stated that “a conflict between
man and his parasites. . . in constant environment, would tend to result in a virtual
equilibrium,” but that because “[m]an lives in an environment constantly being
changed by his own activities . . . few of his diseases have attained such an equilib-
rium” (Burnet 1940, p. 23). Another interesting aspect of Burnet’s thinking emerged
after observing amoebic digestion (like Metchnikoff more than half a century
earlier). Thus, Burnet remarked that: “The fact that the one is digested, the other
not, demands that in some way or other the living substance of the amoeba can
distinguish between the chemical structure characteristic of “self” and any suffi-
ciently different chemical structure which is recognized as “not-self” (Burnet 1940,
p. 29). He developed this idea further in The production of antibodies and pointed
out that: “It is an obvious physiological necessity and a fact fully established by
experiment that the body’s own cells should not provoke antibody formation”



(Burnet and Fenner 1949, p. 85). Finally, he noted that “[i]mmunology has through
most of its history been remote from the general stream of biological discovery and
generalization” and urged that “immunological phenomena and interpretations must
be given due weight in any future formulations of the nature of living process”
(Burnet and Fenner 1949, pp. 132–133). Thus, Burnet, in the course of the 1940s,
elaborated a vision of immunology that was complementary to the chemical dis-
course of the time.
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1.2.3 Characterization of Some Hypothalamic Releasing Factors
and Pituitary Hormones

An influential vision of neuroendocrinology was articulated by Geoffrey Harris in
his 1955 Neural control of the pituitary glandmonograph in which he suggested that
neuroendocrine neurons were motor or effector neurons. He also proposed func-
tional criteria for determining whether an endogenous substance constitutes a releas-
ing factor at the level of the anterior pituitary (Harris 1955). Interestingly, the same
year, Roger Guillemin and Barry Rosenberg proposed “[t]he possibility of
investigating this problem by simple in vitro techniques” involving culturing
fragments of the pituitary gland along with those of the ventral hypothalamus
(Guillemin and Rosenberg 1955, p. 599). In parallel, it was established that
adrenocorticotropic hormone (ACTH), the active principle secreted by the anterior
pituitary to control adrenal cortical structure, weight, and secretion, corresponds to a
20 kDalton protein (Morris 1951). Around the same time, it was also shown that
some steroids secreted by the adrenal cortex, such as 17-hydroxy-1 1-dehydro-
corticosterone, soon to become better known as cortisone or cortisol, have the
same beneficial effects as ACTH on arthritis (Hench et al. 1949). Moreover, Vincent
du Vigneaud and colleagues found in 1954 that a cyclic nine-amino acid peptide they
synthesized had the same physicochemical and biological properties as the “oxytocic
substance of the neurohypophysis” (see above) and therefore concluded “the identity
of the synthetic product with natural oxytocin” (Du Vigneaud et al. 1954, p. 3115).
The same group established that oxytocin differs by only two amino acids from
vasopressin and that the posterior pituitary hormone that increases blood pressure
also promotes water retention (see above; Katsoyannis and Du Vigneaud 1958).
Interestingly, Murray Saffran and Andrew Schally also identified a peptide in
hypothalamic and posterior pituitary extracts, dubbed Corticotropin-Releasing Fac-
tor (CRF), which was different from vasopressin but induced ACTH secretion from
rat anterior pituitary tissue in vitro (Saffran and Schally 1955a, b; Schally et al.
1958). Furthermore, arterial perfusion of isolated adrenal glands also allowed
to establish that vasopressin, but not oxytocin, has the same effects as ACTH on
hydrocortisone secretion (Hilton et al. 1960). Thus, while the 1950s witnessed a
consolidation of findings obtained by classical experimental approaches that allowed
formulation of the first conceptual neuroendocrinological framework, it also saw the
development of new in vitro and biochemical methods relevant for the future
development of neuroendocrinology.
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1.2.4 Tolerance and Antibody Production

Besides his theoretical contributions, Burnet was also well-versed in biochemical,
genetic, and microscopic approaches and often combined these to address scientific
questions. For example, chick embryos allowed him to study clumping or aggluti-
nation of blood cells when mixed with fluid of influenza-infected individuals and to
use this phenomenon to generate hypotheses “on the process of interaction between
the virus and the cell” (Burnet 1952, p. 229). Chick embryo preparations had long
been used and were known to allow grafting and growth of mammalian cells and
tumors (Murphy 1913), a phenomenon that Burnet coined tolerance (Burnet 1941,
p. 45). Interestingly, Burnet subsequently showed that chick embryos are also unable
to produce antibodies after inoculation of influenza virus (Burnet et al. 1950).

Burnet’s concept of immature immune tolerance was progressively supplemented
with Peter Medawar’s ideas on this matter. Medawar was one of the physicians who
had explored the possibility of skin transplantation to treat burns during WWII
(Gibson and Medawar 1943). In a 1948 article discussing the contribution of tissue
culture methods to elucidating “the nature of immunity against transplanted skin,” he
clearly stated the problem by remarking that: “When skin is grafted from one human
being or one rabbit to another, a ‘defense’mechanism is called into action that leads,
in due course, to the complete destruction of the foreign grafted tissue” (Medawar
1948, p. 239). Medawar next indicated that this reaction “varies with the antigenic
relationship between donor and recipient” and that “[skin transplantation immunol-
ogy] conformed . . . with the pattern of immunity created by bacterial and other
crudely foreign antigens” (Medawar 1948, p. 239). A couple of years later, with
colleagues, he claimed to have found “a ‘laboratory’ solution of the problem of how
to make tissue homografts immunologically acceptable to hosts, which would
normally react against them” (Billingham et al. 1953, p. 603). Medawar and
colleagues interpreted their findings, based on experiments with mouse feti and
chick embryos, as showing “that mammals and birds never develop, or develop to
only a limited degree, the power to react immunologically against foreign homolo-
gous tissue cells to which they have been exposed sufficiently early in foetal life”
(Billingham et al. 1953, p. 603). The work by Burnet and Medawar was awarded the
1960 Nobel prize for medicine or physiology for “for [the] discovery of acquired
immunological tolerance” (Committee 1960).

While the multiple binding sites of antibodies (Marrack et al. 1951) and “the
structure of antigen-antibody aggregates and complement fixation” (Marrack 1955,
p. 369) were being progressively understood in the 1950s, this was less the case for
the mechanism of antibody production (Stallybrass 1950). In 1941, Burnet had
postulated (1) that “production of antibody is quite certainly not a multiplication
of antibody molecules in the blood plasma, but a cellular phenomenon,” (2) that
“each antigen molecule makes contact with a cell ‘sensitized’ by previous contact
with antigen [and] sets going a change in the cell so that after a suitable latent period
the cell liberates a series of antibody molecules,” and (3) that the logarithmic
character of this response “is because the entities concerned are either themselves
multiplying or are being produced by multiplying agent” (Burnet 1941, p. 23). Niels



Jerne next proposed his natural selection theory of antibody formation, according to
which antigen is “a selective carrier of spontaneously circulating antibody to a
system of cells which can reproduce this antibody” so that “[a]ntigen, secondarily
introduced into the circulation, now meets a larger concentration of specific
molecules and carries a larger quantity of these, selected for the better-fitting ones,
to the antibody-producing apparatus” (Jerne 1955, pp. 849–850). Accordingly, he
proposed that: “In the absence of antigen no directional pressure is imposed upon
globulin synthesis, and it seems reasonable to assume that a great variety of
configurations, due, perhaps, to various amino acid sequences at the specific sites
of the globulin molecules, may develop at random” (Jerne 1955, p. 851). Burnet
postulated, in turn, that “when antigen-natural antibody contact takes place on the
surface of a lymphocyte the cell is activated to settle in an appropriate tissue, spleen,
lymph node or local inflammatory accumulation, and there undergo proliferation to
produce a variety of descendants” and referred to this idea as the “clonal selection
hypothesis” (Burnet 1957, pp. 68–69).
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In the early 1960s, important structural elements relevant to antibody function
were unraveled by Gerald Edelman and colleagues, combining ultracentrifugal
fractionation under different reducing conditions, chromatography and electropho-
retic separation, and ion exchange chromatography-based amino acid analysis
(Edelman and Poulik 1961). These authors concluded (1) that the different subunits
of antibodies were held together by disulfide bonds, (2) that “antibodies of different
specificity consist of different types of polypeptide chains,” (Edelman et al. 1961,
p. 1757) and (3) that “[t]he antigenic cross-reactivity among the classes would be
accounted for by the general structural similarity of their [light] chains” of around
20,000 (Edelman and Benacerraf 1962, p. 1039). While broadly subscribing to
Burnet’s views on antibody formation, some authors speculated that “[t]he genic
diversity of the precursors of antibody-forming cells arises from a high rate of
spontaneous mutation during their lifelong proliferation” (Lederberg 1959,
p. 1650). More elaborate hypotheses accounting for the degree of antibody diversity
by invoking the combined effects of gene duplication, point mutations, and somatic
recombination were thus formulated at the end of the 1960s (Edelman and Gally
1967; Smithies 1967).

1.2.5 Neuroendocrinology as a Discipline

The development of electron microscopy and ultracentrifugation allowed scientists
with a background in anatomy as well as those with a training in biochemistry to
advance their studies in the 1960s. Using electron microscopy, sometimes combined
with ultracentrifugation, different groups obtained evidence indicating that nerve
endings are indeed present in the posterior pituitary (Labella and Sanwal 1965;
Rodriguez and Dellmann 1970). Observations of preparations under the electron
microscope also enabled various independent confirmations of the existence of
neurosecretory vessels in the median eminence in proximity to the portal vessels
running to the anterior pituitary (Rinne 1960; Mazzuca 1964; Wittkowski 1967).
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Interestingly, using an array of biochemical approaches, including centrifugation,
a protein isolated from the hypophyseal portal vessel system was also found to
stimulate adrenocorticotropic hormone release and could therefore be considered a
CRF (Porter and Rumsfeld 1959). A physiological “tour de force” was realized by
Averill and colleagues, who showed that hypophyseal portal vessel blood of rats, in
response to electrical stimulation of the hypothalamus, contained a Thyrotropin
Releasing Factor (TRF) that promoted Thyroid Stimulating Hormone production
after administration into the rabbit pituitary circulation (Averill et al. 1966). In
parallel, several groups were engaged in a “biochemical race” to extract, purify,
and identify this TRF, with Andrew Schally’s group proposing, based on extracts of
100,000 porcine hypothalami, a substance that was 30% composed of amino acids
(Schally et al. 1966), while Roger Guillemin’s group claimed to have obtained, from
270,000 sheep hypothalami, a compound that was 80% composed of three amino
acids (Guillemin et al. 1965). But beyond, or perhaps in part because of, this
scientific dispute, neuroendocrinology started to enjoy some recognition, with
review articles in major scientific and medical journals and books being published
under that banner (Reichlin 1963a, b, c; Scharrer and Scharrer 1963). Furthermore,
the journal Neuroendocrinology was launched in the mid-1960s as an outlet for
articles “with the unifying concepts and the common denominators of neuroendocri-
nology” after “[n]euroendocrinology has gained recognition as a field of research in
its own right” (Scharrer 1965).

As noted above, the starting points of many of the anatomical and biochemical
approaches were the effects of lesion of glands or injection of gland extracts on water
and mineral physiology, growth, sexual maturity and lactation. Progressively, after
WWII, these effects were thought to be mediated by functional axes formed by the
hypothalamus, the pituitary (anterior and posterior) and endocrine glands, for exam-
ple, of the adrenal and thyroid. Indeed, one encounters the first mention of a
hypothalamo–pituitary–adrenal (HPA) axis on PubMed in the late 1960s, that of
the hypothalamo–pituitary–gonadal (HPG) axis in the early 1970s, and that of a
hypothalamo–pituitary–thyroid axis in the mid-1970s. In addition, a new physiolog-
ical and behavioral concept progressively linked to the HPA axis was put forward by
Hans Selye from the 1950s onward, in the form of the stress response (Selye 1950,
1976). In parallel with these hypothalamus-controlled neuroendocrine axes, it was
shown, using anatomical and cytochemical approaches, that enteroendocrine cells
share characteristics with pituitary corticotroph cells and pancreatic islet cells,
known to secrete polypeptide hormones (Pearse 1968, 1969; Pearse and Polak
1971). These observations indicate that enteroendocrine and pituitary cells may
share a secretory mechanism for polypeptide hormones and thus raises the question
of the physiological functions of such mechanisms in the gastrointestinal tract.

1.2.6 Antibodies as Tools

In the early 1950s, the improved method developed by Albert Coons and Melvin
Kaplan for conjugation of the fluorescent marker fluorescein to antibodies made it



possible for this group to localize antigens and antibodies in tissues (Coons and
Kaplan 1950; Coons et al. 1950, 1951, 1955). Over the following decade, this
technique became very popular (Coons 1961). Antibody conjugation approaches
were subsequently expanded to enzymes, which enabled more permanently stained
tissues to be obtained and circumvented the problems of fluorophore fading and the
autofluorescence of tissues (Nakane and Pierce 1967). In the 1970s, the use of
different fluorescent labels conjugated to different antibodies also allowed the
sorting and concentration of cell populations (Bonner et al. 1972; Julius et al.
1972). All of these approaches were further improved after monoclonal antibodies
with predefined specificity became available (Koehler and Milstein 1975). The
fluorescence-activated cell sorter (FACS) was to become an essential tool in immu-
nology and even gave rise to the cluster of differentiation (CD) international classi-
fication of white blood cells.

1 A History of Immune and Neuroendocrine System Interactions 13

Not surprisingly, given the peptidergic nature of many hormones, many attempts
were undertaken to develop antibody-based detection techniques of these mediators
in bodily fluids and tissue extracts (Yalow and Berson 1960; Utiger et al. 1962;
Felber 1963; Spitzer 1968). Thus, the so-called radioimmunoassays were employed
to study the effects of potential hypothalamic releasing factors on pituitary contents
of growth hormone or ACTH (Rodger et al. 1969; Brazeau et al. 1973; Rivier et al.
1973). Alternatively, these assays were also used to detect luteinizing hormone-
releasing hormone and TRH in the hypothalamus and the cerebrospinal fluid
(Ishikawa 1973; Brownstein et al. 1974; Palkovits et al. 1974). Furthermore, immu-
nohistochemical techniques employing antisera raised against polypeptide hormones
demonstrated the presence of such immunoreactive material not only in
enteroendocrine cells, but also in the brain, beyond the hypothalamus (Barry et al.
1973; Leonardelli et al. 1973; Polak et al. 1974a, b; Gross 1976; Gross and Baker
1977; Fuxe et al. 1977). Thus, these new antibody-based techniques made it possible
to refine both biochemical and anatomical approaches in neuroendocrinology.

1.2.7 The Recognition of Neuroendocrine Systems

The 1970s were a decade during which neuroendocrinology was the object of
important conceptual developments and also received important marks of scientific
respectability. Indeed, the book series Progress in Brain Research dedicated two
volumes to neuroendocrinology between 1970 and 1973, the first on the Pituitary,
adrenal and the brain and the second on Drug effects on neuroendocrine regulation.
In the latter volume, John Porter looked at the history of neuroendocrinology and
asked “what precisely is a neuroendocrine system?” (Porter 1973, p. 1). He proposed
that “[a] neuroendocrine system consists of a neural cell or cells which secrete into
the extracellular fluid a substance which upon reaching other cells modify their
behavior” (Porter 1973, pp. 2–3). Porter also specified that his “definition does not
exclude the possibility that non-neuronal cells may also be neurosecretory cells” and
that “it does not require that the secretory product be transported through blood”



(Porter 1973, p. 3), raising the possibility that cerebrospinal fluid could constitute a
medium for neuroendocrine signals.
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Another sign of scientific recognition was the tribune in the journal Nature
offered to Anthony Pearse, who had previously pointed out anatomical and cyto-
chemical similarities between enteroendocrine cells, pancreatic islet cells, and pitui-
tary corticotroph cells. In his review, Pearse first reminded the reader of the
discovery of the same substance, denoted Substance P, in the brain and intestine
by Von Euler and colleagues in the 1930s, before relating his own recent work as
well as that of others showing that the same is true for other peptides, such as
somatostatin and vasoactive-intestinal peptide, and reiterating the question of a
possible common embryologic origin (Pearse 1976). In a subsequent chapter title,
he proposed the term “diffuse neuroendocrine system” and speculated about the
different modes of action that the same peptides could have in different biological
contexts (Pearse 1978, p. 49).

The ultimate recognition of the scientific community for neuroendocrinology
came in 1977 with the Nobel Prize for physiology or medicine, shared between
Roger Guillemin and Andrew Schally “for their discoveries concerning the peptide
hormone production of the brain” and Rosalyn Yalow “for the development of
radioimmunoassays of peptide hormones” (Commitee 1978). In his Nobel lecture
entitled Peptides in the brain: the new endocrinology of the neuron, Guillemin also
mentioned the presence of somatostatin and other peptides in the brain and intestine
and joined Pearse in wondering about their possible paracrine and endocrine modes
of action (Guillemin 1978). Finally, at the turn of the decade, Pearse’s colleagues
Julia Pollak and Steve Bloom elaborated on the idea of “the neuroendocrine design
of the gut,” proposed a couple of years earlier (Makhlouf 1974; Polak and Bloom
1979b), and referred to the “diffuse neuroendocrine system” as a “powerful
controlling system” (Polak and Bloom 1979a, p. 1400). So, important theoretical
progress was made by the proposal of a definition of neuroendocrine systems that
included both the hypothalamo–pituitary–end organ axes as well as gastrointestinal
enteroendocrine cells.

1.2.8 A Formulation of the Immune System

In 1968, an important distinction of lymphocyte populations was proposed between
bone marrow-derived cells (or B-cells), which become antibody producing cells, and
thymus-derived cells (later shortened to T-cells), which help in antibody production
(Miller and Mitchell 1968; Mitchell and Miller 1968a, b). Interestingly, in the early
1970s, Niels Jerne updated his natural selection theory of antibody formation by
postulating that the selection process “of mutant cells expressing . . . genes that have
been modified by spontaneous random somatic mutation” occurs in the thymus
(Jerne 1971, p. 1). Subsequently, he published a series of theoretical articles in
which he proposed a conceptual view of the immune system. While the very term
“immune system” had been used before, including in publications on the ontogeny
of the thymus, it was often not elaborated beyond a mention (Metcalf and Brumby



1966; Tyan 1968; Tyan and Herzenberg 1968). Jerne, instead, argued that “[t]he
immune system is comparable in the complexity of its functions to the nervous
system” in that both “respond adequately to an enormous variety of signals,” and
“[b]oth systems . . . learn from experience and build up a memory” (Jerne 1973). In a
follow-up paper, Jerne concluded that “the immune system, even in the absence of
antigens . . . achieves a dynamic steady state as its elements interact between
themselves” (Jerne 1974, p. 383). These “theories concerning the specificity in
development and control of the immune system” were the main motivation for
awarding Jerne the Nobel Prize in 1984 (Committee 1984). So, like for the neuroen-
docrine system, important theoretical progress led to the explicit proposal of what
the immune system is and does.
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1.3 A History of Neuroendocrine–Immune Interactions

Historically speaking, it is interesting to note that most of the work on interactions
between the neuroendocrine and immune systems occurred once these adjectives
were applied to systems, even though (neuro)endocrine and immune cells had long
been known. This may seem even more surprising given that some of the leading
immunologists, like Niels Jerne, had remarked concerning the immune and nervous
systems that “[t]he two systems penetrate most other tissues of our body, but they
seem to be kept separate from each other by the so-called blood-brain barrier” (Jerne
1974, p. 387), and that “a population of lymphocytes . . . in appropriate tissue culture
fluid” stimulated with antigen “will produce specific antibody molecules, in the
absence of any nerve cells (Mishell and Dutton 1967)” (Jerne 1985, p. 852).
However, it can also be argued that it was necessary to have some clearer under-
standing of the systems’ structure and function before their interactions could be
envisioned.

1.3.1 Conditioning Immune Responses

Conditioning of a behavioral or physiological response to neutral stimuli (which are
“conditions [that] do not trigger a response [initially]”) is considered to be related to
the presence of a central nervous system (Ginsburg and Jablonka 2021, p. 5).
Interestingly, classical conditioning of leukocyte and antibody responses had already
been shown in the early twentieth century (Metalnikov and Chrorine 1926, 1928).
However, probably because many of the follow-up studies were done in the Soviet
Union and Eastern Europe, the findings of such experiments were only noticed in the
Western world after the 1970s when Robert Ader and Nicholas Cohen showed that
the immunosuppressive effects of certain drugs could be conditioned (Ader and
Cohen 1975, 1982; Pacheco-López et al. 2007). Not surprisingly, a review article
published in 1985 stated that “[t]he traditional view that the nervous and immune
systems are functionally independent . . . is being challenged” by the “possib[ility] to
change the activity of the immune system by means of Pavlovian conditioning, just



as it is possible to condition other physiological events influenced by the autonomic
nervous system or neuroendocrine substances” (Brittain and Wiener 1985, p. 181).
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1.3.2 Stressing Corticotropic Influences on Immune Responses

While the anti-inflammatory effects of glucocorticoids had been known since the
1950s (Gordon and Katsh 1949; Glyn 1998), there were also some indications that
could be interpreted as suggesting that ACTH might influence immune cell counts
and antibody production (Harris 1951b; Mayer 1951; Morris 1951). Interestingly, in
the early 1970s, it was shown that prior hypophysectomy leads to a subsequent
depression of spleen immune responses to antigen in vitro (Gisler and Schenkel-
Hulliger 1971). However, these effects have not been easy to reproduce in vivo
(Kalden et al. 1970). Similarly, the reported consequences of lesions of the hypo-
thalamus on antibody responses and their dependence on the pituitary and
corticosteroids have been highly variable (Stein et al. 1976; Cross et al. 1980,
1982). Nevertheless, a view started to emerge according to which the neuroendo-
crine and immune systems interact, after it was shown that the administration of two
classic antigens in rodents, namely sheep red blood cells and hemocyanin, resulted in
increased electrophysiological activity in the hypothalamus (Besedovsky et al.
1977). It has been argued that such a vision “bring[s] the self-regulated immune
system into conformity with other body systems” and “is based on the existence of
afferent-efferent pathways between immune and neuroendocrine structures”
(Besedovsky and Sorkin 1977, p. 1). Thus, in the same year that Jerne announced
that “a population of lymphocytes . . . in appropriate tissue culture fluid” stimulated
with antigen “will produce specific antibody molecules, in the absence of any nerve
cells” (Jerne 1985, p. 852), others affirmed that “hormones, neurotransmitters, and
neuropeptides [released] in the microenvironment of immunologic cells” can pro-
vide “external immunoregulatory signals imposed upon autoregulatory
mechanisms” (Besedovsky et al. 1985, p. 750s).

This emerging framework of neuroendocrine–immune interactions also provided
a potential biological substrate for the reported effects of stress on disease. Further-
more, it had become clear, between the 1950s and 1970s, that acute and chronic
stress were associated with increased corticosteroid production in animals, including
humans (Hale et al. 1957; Mason et al. 1961; Treiman et al. 1970; Weiss 1970;
Arguelles et al. 1972; Bassett et al. 1973; Tache et al. 1976). Not surprisingly, in the
second half of the 1970s, several authors therefore concluded that “psychosocial
processes influence the susceptibility to some infections, to some neoplastic pro-
cesses, and to some aspects of humoral and cell-mediated immune responses” (Stein
et al. 1976, p. 439) and that “[t]hese psycho-social effects may be related to
hypothalamic activity, the autonomic nervous system, and neuro-endocrine activity”
(Miller 1977, p. 413). However, given that “[t]he term “stress” has been used in so
many different ways,” it is important to specify, for example, that the “focus [is] on
psychological stress rather than physical stresses such as starvation or exposure to
extreme cold” (Rogers et al. 1979, p. 147, 153). Thus, it could be concluded at the



end of the decade that “[t]here seems little doubt that different psychological states
. . . can influence the immune system” and that “[t]he questions now are really what
the mechanisms are, and how clinically significant they might be” (Rogers et al.
1979, p. 158). Regarding the latter, “[t]he predominant hypothesis has been that
CNS change leads to immunologic change through the mechanism of hypothalamic-
pituitary hormonal stimulation” (Rogers et al. 1979, p. 158). Interestingly, the idea
that psychological stress alters the immune system through activation of the neuro-
endocrine system has been a working hypothesis for many years (Stein et al. 1985;
Tecoma and Huey 1985).
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1.3.3 Shared Markers and Multilevel Neuroendocrine–Immune
Interactions

In addition to immune–neuroendocrine interactions formulated at the systems level,
the findings obtained by different experimental approaches also seemed to indicate
other kinds of relationships. For example, in spite of the fact that the thymus since
the early 1970s had been considered an immune organ, it was found a couple of
years later that congenitally athymic (nude) mice and neonatally thymectomized
mice show endocrine changes indicating that “the thymus may well have a basic role
in the organization of the adult hypothalamus-pituitary axis for thyroid and sexual
functions” (Pierpaoli and Besedovsky 1975, p. 323). Moreover chromogranin, a
marker that had been used to propose the notion of the diffuse neuroendocrine
system, was also detected in tissues of the spleen, lymph nodes and thymus, thought
to be part of the immune system (Angeletti and Hickey 1985). Other indications that
labels such as immune, neuroendocrine, or neuronal may not neatly characterize our
epistemic categories once and for all can also be found in the literature. Thus, it
turned out in the early 1980s that immune cells were not only sensitive to mediators
like ACTH, which by then was considered a(n) (neuro)endocrine messenger mole-
cule, but could also synthesize them during infection (Johnson et al. 1982, 1984;
Blalock and Smith 1985). This illustrates that the initial context in which a molecule
was discovered (neuroendocrine or immune) is often not the only biological condi-
tion in which it plays a role. Conversely, it was shown that interleukin-1, which was,
as its name indicates, thought of as a messenger molecule between leukocytes, can
stimulate both pituitary mRNA expression and secretion of ACTH as well as
hypothalamic production of corticotropin-releasing hormone (Berkenbosch et al.
1987; Bernton et al. 1987; Brown et al. 1987; Sapolsky et al. 1987). This illustrates
not only the occurrence of neuroendocrine–immune interactions between molecular
and cellular elements of these systems, but also that these neuroendocrine–immune
interactions may occur in parallel with endocrine–immune or lower-level
interactions, and thus raises the question of the circumstances under which
neuroendocrine–immune interactions occur.

Another example of neuroendocrine–immune interactions concerned the central
nervous system action of some interleukins or lymphokines, as they were called in
the 1970s and early 1980s, before being grouped under the wider-ranging name of



cytokines. The first step, in hindsight, was the recognition that brain cells, and in
particular glial cells, are capable of producing interleukin-1 in vitro and in vivo in
response to administration of bacterial lipopolysaccharide or local injury (Fontana
et al. 1982; Coceani et al. 1988; Hetier et al. 1988). These findings led not only to a
revision of the immune-privileged status of the brain, but also to the possibility that
interleukin-1 action in or on the brain could play roles other than those in response to
local injury or infection. Indeed, peripheral administration of purified interleukin-1,
obtained after exposure of a macrophage cell line to bacterial lipopolysaccharide, not
only stimulates thymocyte proliferation, but also induces fever (Duff and Durum
1983). The possibility that central interleukin-1 action could play a role in fever
induction or neuroendocrine activation has been repeatedly addressed (Fontana et al.
1984; Hooghe-Peters et al. 1991). But one of the earliest CNS-regulated host
responses to be induced by bacterial fragments, which was shown to both be
mimicked and mediated by central interleukin-1, was increased sleep (Krueger
et al. 1984; Shoham et al. 1987; Imeri et al. 1993; Takahashi et al. 1996).
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While some of the somnogenic effects of central interleukin-1 are mediated and
modulated by hypothalamic releasing factors (Krueger 1990; Krueger and Obál
1993), and can therefore be qualified as neuroendocrine–immune interactions, it
turned out that interleukin-1’s presumed mode of action may also be considered as
neuroendocrine. First, brain interleukin-1 expression and its cerebrospinal fluid
concentrations increase during sleep, in comparison to the awakened state of
animals, even in the absence of exposure to microbial fragments (Lue et al. 1988;
Taishi et al. 1998). Moreover, central inhibition of interleukin-1 action has been
shown to reduce sleep and its rebound after sleep deprivation (Opp and Krueger
1994; Takahashi et al. 1996, 1997). Finally, infusion of interleukin-1 into different
parts of the ventricular and subarachnoid cerebrospinal fluid systems allowed the
demonstration that its maximal sleep-stimulating effects occur at the site where
prostaglandin D2, an already known somnogenic substance of which the production
can be induced interleukin-1, promotes sleep (Terao et al. 1998). Altogether, it thus
seems that interleukin-1, a mediator classically associated with the immune system,
plays a role in the physiological regulation of sleep in the brain, through an
endocrine-like mode of action that does not involve the systemic blood circulation,
but rather the cerebral ventricular cerebrospinal fluid.

Finally, evolution-inspired considerations can be interpreted to urge some
reframing of the way neuroendocrine–immune interactions are understood. Based
on immunoreactivity and immunoneutralization studies indicating that “hormonal
peptides and neuropeptides . . . are native to unicellular organisms,” “a common
phylogenetic origin for the endocrine system and nervous system of vertebrates”was
proposed in the early 1980s (Le Roith et al. 1982). The subsequent detection of
mediators, which were thought to be hormones and neuropeptides, such as ACTH
and beta-endorphin, in immune(-like) cells of mammals, amphibians, and
gastropods exposed to bacterial fragments gave rise to several hypotheses (Blalock
et al. 1985; Ottaviani et al. 1991, 1992). These varied from the suggestion that “the
immune and neuroendocrine systems represent a totally integrated circuit by virtue
of sharing a common set of hormones” (Blalock et al. 1985, p. 858s) to the proposal



that the “immune and neuroendocrine systems share a common evolutionary origin”
(Ottaviani et al. 1991, p. 215). The idea of a shared common origin between the
neuroendocrine and immune systems could also explain why certain markers
thought to indicate neuroendocrine function can be found in immune cells (Day
and Salzet 2002). Thus, it has been proposed that it is necessary “to redefine previous
‘neuroendocrine’ concepts to include the notion that activation of specific genetic
switches can lead to the expression of a partial or full neuroendocrine phenotype in a
variety of cell types, including immune cells” (Day and Salzet 2002, p. 447). So
while initial thinking about neuroendocrine–immune interactions seemed to be
formulated in terms of systems in the 1970s–1980s, subsequent physiologic and
evolutionary research on some of the mediators involved led to the conclusion that
these interactions could occur at the organ, tissue, cellular, and molecular levels as
well and that the very labels “immune” and “neuroendocrine” might need to be
revised. A recent illustration of this is the finding that in Hydra, an organism that
lacks immune cells, neuroendocrine-like cells secrete peptides that control bacterial
growth on its epithelial surface (Augustin et al. 2017).
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1.4 Perspectives for Future Research

One of the reasons for looking back at the history of science is the belief that one
might learn from it. Regarding the history of science itself, the hope is that this
chapter has shown that the evolution of scientific fields is driven neither exclusively
by technological progress nor solely by conceptual developments. Instead, the
histories of immunology and neuroendocrinology and that of the study of
neuroendocrine–immune interactions presented here illustrate that both technologi-
cal progress and conceptual development have played important, but variable, roles
throughout the twentieth century. For example, on the one hand, the techniques and
technologies for generating antibodies have been instrumental in gaining a better
understanding of the tissue distribution and changes in body fluid concentrations of
molecules of interest in all of these fields. But, on the other hand, the very emergence
of the notions of immune and neuroendocrine systems could only occur after certain
theoretical considerations regarding systems, regulation, and function had taken
place. Furthermore, much of the initial excitement and interest regarding
neuroendocrine–immune interactions seemed to be fed by the challenges it posed
to the current ideas of structure–function relationships of and regulation by immune
and neuroendocrine systems.

One of the important general lessons that science can learn from its history is that
the categories, concepts, and labels that a field of science proposes to make sense of a
part of the world at one point should not be taken to be definitive. One example of
this is the expansion of the label “neuroendocrine” from functional axes involving
the hypothalamus, the pituitary, and some peripheral glands to more localized
organizations in the gastrointestinal system. The gut itself is also a good example
of how the functions associated with it have evolved over time. Indeed, throughout
most of the twentieth century, the gut’s function was perceived as being mainly



digestive, with its secretions allowing the metabolism of food and the endocrine
signaling of hunger and satiety to the brain. However, with the progressive realiza-
tion that many, if not most, of the body’s immune cells are associated with the
gastrointestinal tract, the gut has also been ascribed a role in the organism’s defense
against infection. But in the light of the recently recognized importance of gut
microbiota for the physiology of their multicellular hosts, it is to be expected that
this will not only lead to a reconsideration of the gut’s functions and that of the local
endocrine, immune, and nervous systems, but also to an increased interest in local
neuroendocrine–immune interactions in the gut (see also Chap. 2).
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Another, somewhat related, lesson is that many regulatory processes in biology
are functionally redundant to some extent. Thus, it is important to keep in mind that a
regulatory response that seems to be top-down, in the sense that it involves entities at
a perceived higher level of organization influencing lower-level entities, does not
exclude other forms of regulation. For example, in terms of neuroendocrine–immune
interactions, the pro-inflammatory cytokine interleukin-1 had been shown in the
1980s to activate the HPA axis both at the level of hypothalamic corticotropin-
releasing hormone-expressing neurons and at the level of pituitary ACTH-producing
endocrine cells. Both sites of action of interleukin-1 can, in turn, give rise glucocor-
ticoid release from the adrenal. However, in the first decade of the twenty-first
century, it was shown that interleukin-1 can act directly on the adrenal to promote
corticosteroid production (Engstrom et al. 2008). Therefore, an increase in
circulating glucocorticoid concentrations under inflammatory conditions alone can-
not be taken to reflect HPA-axis activation or interaction between neuroendocrine
and immune systems as such. In addition, these findings raise questions regarding
the “fine-tunedness” of these different regulatory processes and the contexts in
which they are activated.

These considerations are also important to bear in mind when employing and
implementing new technological approaches. For example, many “omics”
approaches, using high-throughput technologies allowing for the measurement of
thousands of transcripts, proteins, or metabolites, rely on the gene ontology
[GO] database for interpretation of findings. However, and although “[i]deally,
GO would contain a complete description of all gene functions” (Soldatos et al.
2015, Table 3), it has been shown regarding functional annotations “that advanced
methods . . . significantly outperformed a straightforward application of function
transfer by local [gene] sequence similarity” (Jiang et al. 2016, p. 2). Moreover, it
has been proposed that “interactions between GO terms [should be] based on further
experimental data that cover a wide range of biological functions,” for example
“using a well-recognized cell biology textbook” to gain more insight into the
functional role of subcellular processes (Hansen et al. 2017, p. 2, 10). Such cell
biology textbook-based assessment of interactions can be complemented by taking
into account neuroendocrine–immune interactions, of which a few were described in
this chapter.

Among the newly emerging scientific approaches that can inform and can be
informed by neuroendocrine–immune interactions are three-dimensional in vitro
systems, such as organoids and organs on a chip. Although many of these



approaches have been focused on studying interactions between cells of the same
system (Morsink et al. 2020; Tambalo and Lodato 2020), other groups have pro-
posed three-dimensional in vitro systems that contain gut epithelial, immune cells
and microbiota (Ambrosini et al. 2020; Li et al. 2021) or neurons, glial and
endothelial cells (Chukwurah et al. 2019; Makrygianni and Chrousos 2021). While
these systems can never replace in vivo studies, they can be expected to prove useful
in determining how neuroendocrine–immune interactions regulating bodily
functions may take place at lower levels of perceived organization.
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In conclusion, the now long histories of the neuroendocrine and immune systems
and their interactions indicate that progress in our understanding occurs when
conceptual and technological innovations take place and are both considered. It is
hoped that this “lesson” will carry over to the immediate future and promote
continued collective exploration of the richness of interactions between these
systems and their elements in an ecologically-relevant context.

1.5 Key References

Besedovsky et al., Journal of Immunology, 1985. This review provides a discussion
of the ways in which the immune and neuroendocrine systems can interact.

Burnet, The Australian Journal of Science, 1957. This historical article underlines
the important conceptual work that was necessary to start and explain specific
antibody production.

Guillemin, Science, 1978. This article contains the text of Guillemin’s Nobel lecture
in which he discusses the role of peptides in the brain in the context of the “new
endocrinology of the neuron.”

Harris, Physiological Reviews, 1948. This historical review lays the conceptual
groundwork for how the hypothalamus influences pituitary gland hormonal
secretion.

Jerne, The EMBO Journal/Science, 1985. This article contains the text of Jerne’s
Nobel lecture in which he summarizes several decades of research on specific
immunity using language as a metaphor.

Pearse, Nature, 1976. This historical review article proposes that peptides both in the
brain and in the intestine can function as hormones.
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Abstract

The study of the interactions between the neuroendocrine and immune systems is
a highly interdisciplinary research endeavor, in which the boundaries between the
systems being studied become blurred. We address a common scientific perspec-
tive in dealing with intertwined complex systems, namely the conceptual
approach in science that treats each system (e.g., nervous, immune, endocrine
systems) as separate units or “building blocks” with unique functions that corre-
spond to specific structures. While there are merits to this way of decomposing
complex systems, there are several reasons why such an approach is limited when
trying to recompose a physiological system that is engaged in intricate
co-functioning and that is the result of co-development, and co-evolution, not
just between these systems, but with the gut microbiota as well. Our suggestion is
to take an alternative ecological evolutionary developmental approach to the
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neuro-endocrine-immune-microbiota system (NEIMS) as a whole, which can
serve as complementary to the predominant building block perspective.
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In trying to analyze the natural world, scientists are seldom aware of the degree to which
their ideas are influenced both by their way of perceiving the everyday world and by the
constraints that our cognitive development puts on our formulations. At every moment of
perception of the world around us, we isolate objects as discrete entities with clear
boundaries while we relegate the rest to a background in which the objects exist.

That tendency [. . .] is one of the most powerful influences on our scientific understand-
ing. As we change our intent, also we identify anew what is object and what is
background.—Richard C. Lewontin (1929–2021)1

Until recently, many scientists viewed immune cells and the central nervous system (CNS)
as a deadly mix. [...] Decades of research on this autoimmune disorder [multiple sclerosis]
opened a window into how the immune system and the CNS interact, but more recent
research efforts have revealed the exceptionally broad scope of communication between the
two. We now know that the immune system is very likely a key player in many neurological
diseases and, surprisingly, that immune-CNS interactions may not all be bad.—(Mueller
et al. 2016, p. 760)

2.1 Introduction

Neuroimmunology is a relatively new and interdisciplinary field. The term
“neuroimmunology” has been around for several decades, but the canon of topics
that can be categorized as such continues to evolve. Other terms—like “psychoneu-
roimmunology” and “psycho-neuro-endocrino-immunology” have been used as
well, indicating both the interconnectedness of these various systems and the
disciplines studying them.2 For reasons of simplicity, “neuroimmunology” will be
employed here as the most inclusive term that refers to the study of interactions
between the neuroendocrine and immune systems.

1
“It’s Even Less in Your Genes,” The New York Review, May 26, 2011 issue, https://www.nybooks.
com/articles/2011/05/26/its-even-less-your-genes/ [accessed: 28-01-2022].
2Historically, various terms have been used reflecting slightly different approaches, from psycho-
neuroimmunology and neuroimmunomodulation, which, at least initially, were rather top-down in
nature, to immunopsychiatry, being more bottom-up (Konsman 2019; Pariante 2015). However, in
all cases, some interactions between neuroendocrine and immune systems are invoked or assumed.
Therefore, we propose to use the term “neuroimmune” as shorthand for these different approaches
while being well aware that neuroimmunology refers to a scientific field.

https://www.nybooks.com/articles/2011/05/26/its-even-less-your-genes/
https://www.nybooks.com/articles/2011/05/26/its-even-less-your-genes/
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The biological systems in question, however, are anything but simple. From a
methodological point of view, in order to deal with complex systems and study them
in ways that are appropriate to arrive at empirically meaningful statements,
researchers tend to dissect or decompose them into smaller units (Bechtel and
Richardson 2010). The overall organization of the organism has thus been tradition-
ally broken down into the nervous, endocrine, and immune systems, studied in
isolation as structurally or functionally distinct biological systems. Even though
host microbiota are not historically considered a bodily “system,” they are neverthe-
less increasingly thought of as constituting an ecological system within the host
body. 3 In this case, the designation of “system” is also driven by structural–
functional considerations, as well as the distinct genealogical lineages of macro-
versus microorganismal cells.

Another tendency is to assume a natural hierarchy between these decomposed
systems. The brain, for instance, as a complex system is supposed to deal with
regulating complexities internal and external to the body. Two metaphoric images of
the brain have been distinguished, one “as governor and [the other] as transducer”
with “the former treat[ing] the brain as the executive control center of the body, [and]
the latter as an interface between the organism and reality at large” (Fuller 2014). In
several domains, the “governor vision” or “master vision” of the brain is dominant,
for example, regarding cognition and emotion when they are considered to involve
both body and brain, but to be driven by the latter (Colombetti and Zavala 2019;
Facchin et al. 2021). Furthermore, historically the “brain as governor” vision has
proven fruitful regarding the idea of neuroendocrine systems by postulating and
establishing an important role for the hypothalamus in controlling pituitary–endo-
crine gland functional axes (see Chap. 1). It is therefore not surprising that initially
the fields studying neuroimmune interactions, such as psychoneuroimmunology and
neuroimmunomodulation, were largely motivated by the “top-down” idea that the
brain controlled immune responses via neuroendocrine mechanisms.

However, these fields have been progressively enriched by a network or systems
approach, in which the immune system can influence brain function as well. The
latter even seems to have become the main working hypothesis of the more recent
field of immunopsychiatry (Konsman 2019). Many authors have noticed that some
important functional features seem to be shared between the immune and nervous
systems, for example memory. This can further contribute to questions, such as,
whether the nervous system controls the immune system, or the other way round,
what kind of interactions exist between these systems, etc. (for a general and

3Microorganisms were initially studied (mainly in medicine) in their role as pathogens (consider,
for instance, the studies of Koch and Pasteur). This means that they were studied in isolation
without consideration of the structures they usually assume in nature, i.e. biofilms. Indeed, biofilms
were first proposed by microbial ecologists and then adapted and adopted in clinical settings.
Microorganisms are now seen as systems in virtue of their ecological nature. This is another
example of how the way to look at things can “change” the nature of the objects of scientific
investigations, including the methods to study those entities.



informative discussion of conceptual questions about such relations, see Pradeu
(2020, pp. 54 ff.)).
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It is now widely accepted that the immune system and the neuroendocrine system
contribute to an integrated physiology that regulates the homeostasis of the whole
organism (Ader and Cohen 1975; Besedovsky et al. 1985; Besedovsky and Rey
1996; Blalock 1994), see also Ader (2000), Ader and Kelley (2007) and many more
reviewed in Ashley and Demas (2017). We seem to have moved (at least partially)
beyond the idea that these systems are isolated and separated and only interacting
under pathological situations (e.g., the neuroinflammation). When approaching
functional aspects of how these systems operate in an organismic context, we are
starting to recognize that one cannot neglect the ample interactions and crosstalk
between these systems, with important contributions coming from entities and
activities that usually are not considered to be part of the same system.

Yet how should we think about the re-integration, or recomposition of the
neuroendocrine and immune systems? A bottom-up approach might investigate
how neuroimmune circuits and networks cluster and overlap. Such a “connectome,”
similar to genetic regulatory networks and circuits, can be formed on the basis of a
“common language” of molecules and receptors (e.g., cytokines or chemokines,
neurotransmitters, hormones) or interconnected feedback loops. Some evidence
seems to point in that direction. The three types of molecules are usually thought
of as being unique for each system—cytokines (immune system), neurotransmitters
(nervous system), and hormones (endocrine system), but also seem to share evolu-
tionary and developmental origins (Petrovsky 2001). Evolution might have ‘picked
out’ pathways that criss-cross all three systems instead of evolving each system
separately, up to a certain point, after which they evolved together (Ashley and
Demas 2017; Verburg-van Kemenade et al. 2017).

From this bottom-up perspective, systems biology becomes an attractive meth-
odological approach. The aim of systems biology is to “understand how functional
properties and behavior of living organisms are brought about by the interactions of
their constituents” (Boogerd et al. 2007, p. 3) with the constituents being mainly
molecules such as mRNA, proteins, and metabolites, including for neuroendocrinol-
ogy and particularly immunology (Boonen et al. 2009; Eiden et al. 2020; Gardy et al.
2009; Germain et al. 2011; Gottschalk et al. 2013). Systems biology is often based
on high-throughput technologies allowing the measurement of thousands of
transcripts, proteins, or metabolites and bioinformatics approaches to generate
hypotheses regarding functional behaviors of interest. Therefore, one might think
that, focusing on understanding and dissecting the structural patterns detected by
these techniques might be the key to comprehending these systems in a unified
solution.

However, it would be naïve to think that these approaches can, by themselves,
recompose the various objects of scientific investigation in the systemic nature of
biological systems. Merely elucidating the structure of networks is not enough to
understand their mechanisms and function. Similar problems have frustrated big
data-omics approaches in other areas of biology. While trying to understand the
genetic regulatory networks that govern developmental processes, molecules and



pathways form an intractable “hairball” of nodes and edges that does not lend itself
to scientific understanding, explanation, or prediction of the mechanisms involved
(Jaeger 2017). Rather, the connectome approach needs to be supplemented with a
framework that elucidates the structure, the function, and the mechanisms and
processes. For instance, some computational methods and bioinformatic tools can
provide a complementary look at the reductionism of certain compartmentalized
and mechanistic investigations (see Boem 2016; Ratti 2016; Leonelli 2019)—how-
ever, they do not constitute, per se, a privileged point of view that is somehow
superior to others. 4
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Another widely followed approach lies somewhere in between simplistic reduc-
tionism and intangible holism. This middle ground keeps the relative autonomy of
each system (nervous, endocrine, immune) as largely independent modules but
acknowledges the rich and overlapping interactions that form a comprehensive
whole. This building block model does take structure, function, and process into
account, assigning each block a unique structure, function, and types of processes.
They are then integrated like Lego blocks, with each block retaining their unique
features as they interact to maintain the homeostasis and functioning of the whole
organism. However, there are multiple problems with this approach, which we will
address below.

We suggest addressing these issues from a somewhat different angle, one that
does not presuppose different systems as given units or building blocks. When we
take a re-integrated neuro-endocrine-immune-microbiota systems (NEIMS)
approach, we include additional elements of co-development, co-functioning,
co-evolution, and ecological context.

The “normal” physiological role of neuroimmune interactions beyond disease
might not be so “surprising”—as (Mueller et al. 2016) proclaimed in the epigraph—
when we approach these systems with a more integrative perspective that takes their
interactions, not their distinctiveness, as starting points. By doing so, we extend the
roles of each system into the other, which in turn could trigger a rethink of what they
are and what they do. There are important methodological consequences to this

4It is essential here to recall the recent developments in computational biology and systems biology.
The tools used in computational and system biology by these research sectors allow one to consider
and analyze vast amounts of data and to examine and manipulate some properties by abstracting
vast amounts of them from the objects of scientific investigation. This practice has led some to
believe that this was the main way to deal with the complexity of biological phenomena and to
avoid simplistic reductionism. The discussion of these aspects is too extensive to be fully reported
here. However, it is enough for us to point out that, while it is certainly true that, while these
approaches have made it possible to build new “privileged observation points” on biological
phenomena (not otherwise investigable), it is also important to remember that complexity is not
just a question of quantity or computational capacity, but something that (unlike “complication”) is
inherently irreducible. By providing a complementary look at the reductionism of certain
compartmentalized and mechanistic investigations, computational methods will enable researchers
to have a more authentic picture of their field of investigation, because even if they employ
reductionist methods (the use of which is often a harbinger of discoveries), they will be able to
give a broader and more legitimate meaning to their results within the general framework.



reorientation: when each system is conceived as distinct, one might think that they
could be studied separately—as they have been for quite a while. For example, it was
widely believed that the brain was “immuno-privileged,” in the sense of being
outside the immune system’s reach, because of the existence of the so-called
blood-brain barrier that, in a way, seemed to neatly separate the immune and central
nervous systems. Many are now reconsidering the barrier metaphor misleading, with
questioning starting after the discovery of glial cells as immunocompetent cells in
the brain.
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This chapter proceeds as follows. In Sect. 2.2, we critically examine the “building
block model.” Sect. 2.3 criticizes the view that each block can be investigated
independently of each other by examining the immune system; this section also
offers an extended view of the immune system and invites us to rethink its structure
and function. Section 2.4 is concerned with how the building block model
conceptualizes the integration of multiple systems, illustrated by the mammalian
gut. From these examples, we outline a NEIMS perspective driven by the develop-
mental, ecological, and evolutionary relationships between the neuro-endocrine-
immune-microbiota systems. In Sect. 2.5, we conclude with general lessons for
dealing with neuro-endocrine-immune-microbiota systems.

2.2 Biological Systems and Their Functions: It’s a Difficult
Relationship, Not Just a Sum of Building Blocks

What we call the “building block model” is a way of practicing science and a
conceptual model of how the biological world is organized. It acknowledges that
systems interact with each other but treats each of them as separable subsystems that
can be re-integrated in an additive fashion as Lego blocks snapped together.
Researchers each study their own domains but come together only when interactions
between systems concern issues that affect diverse systems at the same time.

The underlying assumption of the building block model is a ‘one system–one
function’ mapping, where each system corresponds to a unique and main function.
This way of thinking is pervasive in the life sciences, like, e.g. the famous one gene–
one enzyme hypothesis (Beadle and Tatum 1941). Similarly, it is all too common to
think along the lines of other one-to-one mappings, such as one gene–one disease,
one cell–one function, one tissue–one function, one pathogen–one disease, etc.

In traditional neuroimmunology and neuroendocrinology, the building block
model is apparent. Historically, the nervous system, the endocrine system, and the
immune system were studied largely in isolation from each other, and each attributed
a main function. The function of the nervous system would be information
processing or cognition, that of the endocrine system, control of body metabolism,
growth, and reproduction, that of the immune system, defense, and that of the gut
(which we discuss below), digestion. While these might not always be clear-cut
cases, the general notion seems to be widespread and inherent in the division of the
fields that study these systems. When it comes to integrating the immune system
with the nervous system (and many other systems), the expectation was often that it



just consisted of adding one system to another, thus ending up with a combination of
the two respective main functions of these individual systems. For instance,
neuroimmunology would be assumed to be the study of the immune defense of
the nervous system (which is indeed how the field started) (Yoo and Mazmanian
2017; Rankin and Artis 2018; Fung et al. 2017). Furthermore, many introductory
overview articles or textbooks on neuroimmunology emphasize the interactions
between systems only in the context of pathologies and disease, for instance, when
components of the nervous system are involved in fighting pathogens or, conversely,
when immune components are involved in diseases of the nervous system.
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Fig. 2.1 Illustration of the building block model that systems (and their functions, in color) could
be taken as independent units and be stacked or stitched together

According to the building block model, together with assumptions about inde-
pendent developmental and evolutionary origins, (causally) linear and additive
systems, often as (structurally and functionally) modular subsystems could be put
together like pieces—building blocks (Fig. 2.1). Each building block is prescribed a
unique, main function.

Yet it is not sufficient merely to acknowledge the presence of multi-directional
interactions between systems. Doing so still attributes specific functions to each
system. By focusing primarily (or even exclusively) on the role of the immune
system as fighting disease and the nervous system mostly as a cognitive or
“governing” organ, we may miss out on many of the other important functional
roles these systems have as a result of their physiology, development, and evolution.

The building block model does not just make problematic assumptions about the
nature and boundaries of systems, but also assumes that we know what systems there
are in the first place. How do we demarcate something like a system, and according
to which aspects? Decomposing and recomposing according to various functional



and evolutionary aspects raise the question of where to localize these functions in the
first place. All these questions will play a crucial role in addressing the questions
surrounding neuro-endocrine-immune-microbiota systems (NEIMS) and how to
integrate them.
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To go beyond thinking of various systems being brought together like building
blocks, we need new guidelines to take the integrative nature of these systems
seriously without lumping them into a holistic, intangible network. One can better
understand these systems by putting aside their “traditional functions” to see how
their functionalities instead emerge from their interactions, and by examining how
their respective structures and functions originate from a process of co-development
and ecological interactions. NEIMS, as an ecological, developmental, and evolu-
tionary approach, should serve as a guide for how these systems should be studied
and conceptualized, to facilitate a better understanding of these systems, elaborating
new hypotheses and experiments to test them, including the potential for novel
therapeutic approaches.

The NEIMS approach also has therapeutic consequences. For instance, it has
become clear over the years that the properties of the blood-brain interfaces cannot
be reduced to the tight junction molecules sealing brain endothelial cells, but are
determined by the interplay of astrocytes, pericytes, and microglia/macrophages,
that is, it includes parts of what is traditionally considered the immune system. As a
result, the blood-brain barrier is now being conceived of as one aspect of a blood-
brain interface that functions more as a border than a barrier, recognizing among
others the importance of the meninges constituting another aspect of this interface
(Rustenhoven and Kipnis 2019). Furthermore, it has recently been proposed that the
bona fide macrophages of the brain meninges, choroid plexus, and perivascular
spaces, which share many cell markers (Faraco et al. 2017), should be referred to
as “border-associated macrophages” (Pedragosa et al. 2018; Van Hove et al. 2019).
By acknowledging the structural and dynamic properties of the blood-brain inter-
face, it may indeed be more appropriate to use the “border”metaphor rather than that
of a “barrier” (Badaut et al., Blood-brain borders: a new proposed concept to address
limitations of historical blood-brain barrier terminology, submitted).

Decomposition, a central assumption of the building block model, is often a
legitimate research strategy when dealing with complex systems (Bechtel and
Richardson 2010). Many researchers, including philosophers, have helped come
up with different criteria for complex systems and how to deal with them (Ladyman
and Wiesner 2020). But there is always an inherent risk involved in dividing a
system into components. For instance, there is the possibility of erroneously
attributing fixed properties to a dynamic, complex system.5

5This does not necessarily imply that a particular way of dividing subsystems was the result of
inattention, the lack of a critical attitude or methodological negligence, but instead reflects the need
to be mindful of the nature and necessity of boundaries. Even if past divisions have successfully
worked for certain experimental results, the adopted partition still calls for continuous, additional
justification.
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Each partitioning—with respect to such features—comes with certain trade-offs
and biases. We cannot treat them as objective demarcations that would allow us to
‘carve nature at its joints,’ as this results in classifications that can work operationally
but are nevertheless dependent on the research concern and experimental design. For
instance, we tend to classify and conceive the nervous system (and its cells) as
mainly associated with “perception” and “cognition” because those interests are
dominant and central in these research fields. Thus, those interests played a crucial
role in shaping the way scientific investigations have been pursued.

The NEIMS approach is a much more integrative approach that takes the inter-
woven components, their interactions, co-development, and co-evolution explicitly
into account. It starts with the recognition that there might not be a “main function”
associated with each subsystem. Furthermore, the specific function a subsystem
plays depends on its relationship with other subsystems and the larger organismal
environment.

Combining the nervous and immune systems is not just about putting together the
functions of cognition and defense. In the next sections, we argue against the
building block model by looking at how the function of the immune system needs
to be understood in light of new findings. In addition, we look at what happens when
we add other systems, including the endocrine system and microbiota in their
ecological context.

2.3 Rethinking Individual Building Blocks: The Case
of the Immune System

Between the eighteenth and nineteenth centuries, the notion of system became
progressively employed in anatomy to indicate a combination of bodily tissues or
organs having the same characteristics in physiology, like the vascular and nervous
systems (Keel 1982; Moulin 1991). In the twentieth century, the philosopher Joseph
Woodger affirmed that “the machine theory of the organism tacitly acknowledges an
organization above the chemical level” in the sense that “the organism is analysable
into organs systems, organs, tissues, cells and cell-parts” (Woodger 1929,
pp. 292–293). Thus, “according to the ‘standard’ hierarchical model of physiology,
each living organism comprises organ systems” and “[e]ach organ system, in turn, is
composed of individual organs” (Ashrafian 2018). Although the relationships
between functions and organ systems have already been challenged by findings
outlined above, indicating that functions attributed to the immune systems involve
mediators classically associated with the neuroendocrine system and vice versa, the
very notion of systems has also changed in biology. Indeed, different forms of
systems biology exist between twentieth century systems biology “considering
whole living systems, which include their organization [and] the dynamics within
systems and the interplay between different levels” and “today’s systems biology,
which is often a bottom-up approach from molecular dynamics to cellular behavior”
(Drack and Wolkenhauer 2011).
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Traditionally, the immune system is viewed as being formed by a set of certain
cell types, sharing distinctive and similar tasks that are extremely specialized. It is
characterized as a system of defense, as a means to protect the organism, the ‘self,’
from external threats, that is, the ‘non-self’ (including tumor cells, which would
become ‘strangers’ to the organism). The lexicon adopted of protection and threat
already guides us to conceive of immunity as a sort of ‘defense system.’ This
conceptual, and terminological, stance is explicit in the historical development of
immunology as a research field (Burnet 1961).

2.3.1 Argument 1: The Immune System Beyond Defense

The first critical problem of the building block model regarding the immune system
is its ‘static’ characterization, mainly as a defense system. However, it has progres-
sively been shown that the activities of the immune system go far beyond
the defensive functions and are involved in various other biological processes,
from those related to development, metabolism, and tissue repair, to the regulation
of the nervous system (e.g., affecting signaling pathways, producing neuroendocrine
mediators, facilitating synapsis activity) and the preservation of homeostasis, both
locally and organismically (Dantzer 2018; Rankin and Artis 2018; Pradeu 2020).
Once the immune system is recognized as having functions that go beyond those of
defense, it is easier to understand why it is problematic to use simple self/non-self
and internal/external distinctions to define the immune system.

For instance, from a genetic point of view, there is a plethora of exogenous
elements that are not perceived as such but rather allowed or tolerated within the
boundaries of the extended immune system. First of all, during mammalian repro-
duction, the fetus constitutes an entity external to the mother, yet it is tolerated by its
immune system. Other cases showing the pervasiveness and flexibility of immuno-
logical tolerance include, for example, the cases of chimeras, organisms that are
composed of cells of different individuals (both of the same and of different species),
and those of genetic mosaicism, i.e., the presence, in a multicellular organism, of two
different genetic lines derived from a single zygote.6

2.3.2 Argument 2: The Immune System as an Ecological
and Whole-Body System

Differently from other systems of the organism, the immune system is not spatially
circumscribed, tied to a specific organ, or pertaining only to certain tissues. On the

6In chimerism, each cell population retains its own characteristics, given that they are genetically
distinct because they originate from different zygotes. Thus, the resulting organism is a mixture of
differently matched regions. On the other hand, in genetic mosaicism, different cells, with a diverse
genetic heritage, arise from the same zygote.



contrary, its structure is ‘sparse,’ ‘diffuse,’ highly dynamic, and usually studied
according to its functionality. 7 Dissecting and understanding the functionality and
the organization of the immune system is a crucial task for both scientific and clinical
investigations. Yet immune cells can differ drastically in functionality despite
sharing a common developmental route. It has been shown that functional
fluctuations in immune cells’ activities and specialization can be due to individual
genetic variability and epigenetic modifications. Moreover, the activity of the
immune system presents an impressive range of variability, not only between
distinct single individuals, but also within the same person during the different
phases of its life (Poon and Farber 2020). Furthermore, immune functions cannot
be fully disjointed or separately considered from their crosstalk with specific tissues
and cell types (Farber 2021). These characteristics showcase the systemic and plastic
nature of immune cells, as the context and the types of interactions determine their
capacities and activities.
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More fundamentally, the context-dependency of immune cell functionality
corroborates the idea that the immune system presents an ecological character.
Subgroups of immune cells that share their origin, mature and develop functionally
in different ways, in strict relation to the microenvironment in which they operate
(Poon and Farber 2020). The immune system, due to its widespread and capillary
nature, is thought to interact with all the other bodily systems and constitutes a
complex functional network, thus resembling in some respects an ecosystem that
comprises the organism itself, in its totality (Poon and Farber 2020).

Herein lies a second clue to the limitations of the building block model. From
both a developmental and structural point of view, the immune system is composed
of a specific macro-type of cells: leukocytes. However, from a functional perspec-
tive, the activities of the immune system, from the defensive ones to the more general
and regulatory ones, do not end with the operational possibilities of the leukocytes
alone but must instead be understood as the product of the interaction of these cells
with other cells of the organism, such as epithelial cells, and with symbiotic residents
(we will discuss this second aspect in the next section). The interaction of the
immune system with the organism involves at least two levels. On the one hand,
there is a local immune activity, determined by the interaction of single
compartments of leukocytes linked to specific tissues or areas. On the other hand,
there is a global crosstalk that involves the whole organism both through the blood
flow and also the interaction of the immune system with other systems, such as the
endocrine and nervous system (Poon and Farber 2020). Therefore, we can argue that
functionally, it is the organism as a whole that is the system of the immune system.8

7Even though this structural comprehension of the immune system is possible, and although
immune cells share developmental origins (and evolutionary as well), their definition as such relies
more upon their capabilities and mutual interactions.
8This does not entail a naïve (and not very useful) form of reductionism for which every organismic
activity is attributable to the immune system. On the contrary, if the immune system extends to the
whole body, this means that one cannot ignore the immune system to provide a complete
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Interestingly, as some recent research suggests, the functionally global interactive
nature of the immune system can also be seen as that of a “social” network, layered
on different levels (Bergthaler and Menche 2017). A recent study (based on
proteomic analysis of immune cells’ activities under different stimuli) has shown
how the relational and multi-level architecture of the immune system exhibits a
particularly high level of intercellular specialization, with divisions and subdivisions
resulting in distinct cells performing tailored and context-dependent tasks. Just like
any complex system, the overall functionality of the system extends the simple sum
of the activities taken individually, exhibiting distinctly emergent properties
(Rieckmann et al. 2017).

It is also interesting to note how some studies show that even different cell types,
traditionally not associated with the immune system, can become a functional part of
it. For example, some cell types, usually classified as structural (such as fibroblasts or
epithelial cells), in certain contexts exhibit the ability to communicate with immune
cells in order to modulate and coordinate their activity. Indeed, these structural cells
can even secrete molecules both attracting and activating immune cells (Gomes and
Teichmann 2020). For instance, studies have shown how epithelial cells in the lungs
can detect pathogens’ activities and produce molecules interacting with dendritic
cells pushing them toward T-cell activation. Moreover, they can promote fine-
grained modulation by recruiting specific subtypes of immune cells (through the
production of chemokines), providing a more tailored immune response (Schleimer
et al. 2007). Other recent work on airway epithelium (an area obviously exposed to
the external environment) has shown how epithelial cells interface and collaborate
with specific subpopulations of immune cells, both in coordinating defense activities
and in maintaining tissue functionality, including their repair (Hewitt and Lloyd
2021).

Particularly interesting, still from a systemic perspective, is that in the lungs the
‘perceptive possibility’ of the organism in recognizing the lack of uniformity (such
as pathogenic activities) rests on different capacities and ‘sensory’ pathways. This is
the case of the neuroimmune response which acts in concert with the pulmonary
epithelium. In particular, the lungs are also densely innervated by sensory neurons
that are able to activate, differently depending on the stimulus, specific populations
of leukocytes (e.g., the T-helper 2 cells), which, in turn, communicate with neuro-
endocrine cells responsible for the production of mucus. Conversely, cholinergic
neurons are able to stimulate a different immune response that entails the production
of cytokines by other immune cells (Hewitt and Lloyd 2021).

This phenomenon is not confined to the lungs alone. The cells of the epithelium of
different tissues (from the intestinal tract to the skin) have shown the ability to
contribute to the function of the immune system, not just activating the “usual”
immune compartment but also orchestrating the entire “immune” activity (Larsen
et al. 2020). Moreover, recent studies have shown how tissue-related epithelial stem

explanation of many activities of the organism itself. It will be the main task, for future science, to
clarify the aspects and mechanisms by which this happens.



cells preserve an epigenetic memory of their immune activities, potentially altering
further inflammation responses and tissue repair (Naik et al. 2018).
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2.3.3 Argument 3: How to Distinguish the Immune System from
Other Systems

Finally, in the building block model, the functions of regulating and coordinating
internal bodily functions and defense against external threats have classically been
attributed to the (neuro)endocrine and immune systems, respectively. The two
systems seem to be distinguished mainly by their different cell types, but also by
different modes of intercellular signaling. One important way by which cells signal
to each other is through direct contact. Another important manner of cell signaling is
through the release of molecules into the extracellular space. Depending on the
amount released and the expression of receptors for signaling molecules, this may
result in signaling to neighboring or distant cells, which have been labeled paracrine
and endocrine signaling, respectively (Hartenstein 2006). The endocrine system has
been characterized by hormone-mediated signaling, which is “defined by their
ability to send signals to and from different tissues at long distances” (Kodis et al.
2012). Neurons as a cell type, on the other hand, are often associated with synaptic
signaling, which involves a hybrid form of close contact and paracrine signaling.

However, over the past decades, it has become clear that neuroendocrine
responses, for example, activation of the hypothalamus–pituitary–adrenal axis,
occur in response to detection of microbes or their constituents (Besedovsky and
del Rey 1989; Rivier et al. 1989) and that molecules typically associated with the
immune system, such as pro-inflammatory cytokines, can play an important role in
regulating body metabolism (Peluso and Palmery 2016; Wallenius et al. 2002).
Moreover, removal of neurons and endocrine cells from Hydra epithelium modifies
local bacterial populations (Fraune et al. 2009). Furthermore, mammalian
neuropeptides released in an endocrine-like manner have antimicrobial properties
and can regulate innate immunity against microbes (Aresti Sanz and El Aidy 2019;
Brogden et al. 2005). Finally, the immune system has been proposed to recognize
antigenic discontinuity, that is, by the “sudden modification of molecular motifs”
(Pradeu et al. 2013), and microbial function in addition to pathogen-associated
molecular patterns (Greslehner 2020), which opens the broader perspective of the
immune system being able to detect tissue function.

It is important to note that many neurons also release intercellular signaling
molecules, e.g., neuropeptides, outside synaptic clefts (a phenomenon that has
been termed volume transmission) into the extracellular space, including into the
cerebrospinal fluid or blood and can therefore be labeled neuroendocrine
(Hartenstein 2006). Phylogenetic and ontogenetic findings indicate that the label
neuroendocrine can be applied not only to chains of hormone release regulated by
neurons in the hypothalamus, but also to gastrointestinal neuroendocrine cells and
nervous fibers targeting such cells (Falkmer 1993; Hartenstein 2006; Modlin et al.
2006). Hence, “the gut neuroendocrine system is viewed as a syncytium of neural



and endocrine cells” (Modlin et al. 2006). Thus, it seems that neuroendocrine
systems, as a whole, can be investigated in different ways based on their mode of
intercellular signaling.
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Classic examples of ligand–receptor contact-mediated intercellular signaling
occur between immune cells, but paracrine and endocrine intercellular signaling is
also widespread among immune system components. Consequently, the immune
system does not seem to correspond to one particular mode of intercellular signaling
either. Although “[t]he classical model of immunity posits that the immune system
reacts to pathogens and injury and restores homeostasis,” recent models of immunity
have proposed that “effector immune responses [. . .] are induced by an antigenic
discontinuity; that is, by the sudden modification of molecular motifs” (Pradeu et al.
2013) or that “the healthy immune system is always active and in a state of dynamic
equilibrium between antagonistic types of response” (Eberl 2016). Therefore, it
seems that the notion of the immune system refers more to certain stimulus–response
modes than a particular intercellular communication mode.

To conclude, an account based on a classical “causal role function,” like heart
contractions contributing to blood circulation (Brigandt 2017) no longer allows a
clear characterization of the immune system as a defense system itself nor does it
offer a clear distinction between the neuroendocrine and immune. As we have seen,
molecular structure does not necessarily determine whether a molecule should be
considered part of the neuroendocrine or immune system. Furthermore, it is possible
to extend the notion of the immune system in its functionality, not only to the
compartment of cells traditionally ascribed to it but also to other cells. It is good to
remember that there is no ‘immune system’ as something that is out there in nature,
waiting to be discovered. In the real world, there is no clear-cut phenomenon but
rather complexity, which comes inherently altogether (Hacking et al. 1983). On the
contrary, science investigates some phenomena that it manages to isolate analyti-
cally, and to which it attributes properties in order to better understand them.
However, it is the progress of research itself that shows that these categories are
not fixed and that they can be modified precisely because of new discoveries or new
ways of seeing those phenomena.

2.4 Rethinking the Recomposition of Multiple Building Blocks:
The Enteric Nervous, Immune, Endocrine, and Microbiota
Systems

Discussions around neuroendocrine and immune integration have largely centered
on the central nervous system (see, for instance, Mašek et al. 2003). The enteric
nervous system has received less attention in neuroimmunology, yet its integration
with gut immune and endocrine systems presents an important case study in
understanding neuroimmune–endocrine integration. By taking an ecological evolu-
tionary developmental approach to the gut system, we illustrate the inadequacy of
the building block model of mapping individual functions to individual subsystems
and challenge the idea that neuroimmune interactions are relevant only in the context



of disease and disorders. With this example, we can illustrate how an integrated
NEIMS approach emerges from co-developing, co-functioning, and co-evolving
nervous, immune, endocrine, and gut microbiota systems. But first, why focus on
the gut?
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2.4.1 Proposal 1: The Gut Complex as a Unit of Organization

The gut, especially the largely autonomous mid/lower gastrointestinal (GI) system,
is a remarkable organ from a neuroimmune perspective. In mammals, for instance, in
part due to the enormous surface area of the intestines, the gut is the largest immune
and lymphoid organ (News & Highlights 2008; Vijay-Kumar et al. 2014), the largest
endocrine organ (Ahlman and Nilsson 2001; Rehfeld 2004), and contains one of the
largest set of intrinsic and interneuron connections amongst the autonomous nervous
systems in the body (Kulkarni et al. 2018; Furness and Stebbing 2018). The enteric
mucosal immune system, the enteric endocrine system, and the enteric nervous
system are complex systems operating intimately with each other. Altogether, the
‘gut complex’ as a border is exposed to food, to toxins, and to the trillions of
microorganisms residing in our intestines, it manages immune tolerance and
produces localized inflammatory responses to infections.

The operations of these gut subsystems are each relatively autonomous from their
respective systemic counterparts. Starting with the gut immune system, the gut
mucosal immune system consists of anatomically distinct microcompartments that
house gut mucosa-associated lymphoid tissues (GALT) with a unique repertoire of
lymphocytes (with IgA as the dominant antibody type) (Janeway et al. 2001; Wershil
and Furuta 2008). GALT compartments and structures, such as Peyer’s patches and
isolated lymphoid follicles, are sites of local adaptive immune responses that require
microbial signals to fully develop (Silva-Sanchez and Randall 2020).

The enteric nervous system and its extensive local connections make it also
relatively autonomous compared to other nervous systems. In organisms with a
central nervous system (CNS), it is well-known that the enteric nervous system
(ENS) is a unique neural network, distinct from but interacting with the CNS. Unlike
other peripheral parts of the nervous system, it has interneurons that form a richly
interconnected and largely autonomous system with sparse connections to the CNS
(Furness and Stebbing 2018). Evolutionary comparative work of the enteric nervous
system across the animal kingdom shows that it is not derived developmentally or
evolutionarily from the CNS. Instead, it is evolutionarily conserved across animals
with or without the CNS and has been proposed to constitute one of the first nervous
systems in evolution, rather than a second or derived brain (Furness and Stebbing
2018). Even though there are bidirectional pathways linking the gut to the CNS, the
complex internal processes of the gut illustrate that gut function is not ultimately
driven by the CNS but in large part mediated and controlled by the local regulatory
networks and reflexes in the gut. The gut complex is thus an important causal center
beyond the inputs from the CNS.

Finally, the gut endocrine system can be considered to correspond to
enteroendocrine cells (EEC), which are scattered throughout that gut lining (Gribble



and Reimann 2019) and differentiating into more than 15 subtypes (Posovszky
2017). EECs form an important bridge between the epithelium and the enteric
nervous system through “synapse”-like structures (Kulkarni et al. 2018). As outlined
in Chap. 1, it has been shown, using anatomical and cytochemical approaches, that
enteroendocrine cells share characteristics with pituitary corticotroph cells and
pancreatic islet cells, all known to secrete polypeptide hormones. Moreover, at the
end of the 1970s, the idea of the gut containing a “diffuse neuroendocrine system”

started to emerge (Polak and Bloom 1979, p. 1400).
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Increasingly, the microbiota has started to be treated as a unit. This has a twofold
implication. On the one hand, it means that associated bacteria may possess discrete
collective boundaries as if they were organs. This can explain why microbial
activities are increasingly associated with specific organismic functions (e.g., diges-
tion, immune modulation, etc.). On the other hand, the microbiota can be now
considered an object of scientific investigation as a unit (Raman et al. 2019; Cani
and Van Hul 2020).

The functioning of the gut requires all four systems—the gut nervous, immune,
endocrine, and microbiota systems—to work together to serve as an interface with
the outside world, processing food, expelling toxins, and managing trillions of
resident bacteria, viruses, protists, fungi, and sometimes, helminths. In addition,
the gut complex has also been proposed to be involved in emotions, sensory
processing, cognition, (social) behavior, general motivational state and attitudes,
etc. (Mayer 2011).

2.4.2 Proposal 2: The Building Block Model and Ecological Models
for the Gut Complex

A building block model of the gut would treat each of these systems as modules with
distinct cellular and tissue structure and functioning. Gut motility, for instance, is
then thought of as the main function of the enteric nervous system. Gut secretion is
the main function of the gut endocrine system while gut defense is the main function
of the gut mucosal immune system. Resident commensal microbiota are assigned the
roles of probiotics that supplement the body’s metabolism and modulate the immune
system. Treating the gut as consisting of building blocks implies that we can infer the
specific contributions of each system through knock-out and gain-of-function
techniques to block or enable parts of the system. A building block model also
implies that we can safely study each system in isolation. The control and regulation
of the gastrointestinal system would be seen as the ‘stitched together’ combined
efforts of these distinct physiological systems. A common ‘language’ might then
allow communication between these systems, for instance, via neurotransmitters,
hormones, or cytokines such as interleukin-6, substance P, or leptin.

The building block model, however, is inadequate. Ecological developmental
biology (eco-evo-devo) is a subfield of evolutionary developmental biology
(evo-devo) that examines how phenotypes arise from the processing of environmen-
tal signals and cues throughout development, and how such processes in turn affect



their evolution (Gilbert and Epel 2015). Taking an eco-evo-devo angle to the gut
complex strongly supports the idea that the gut is not the coming together of multiple
independently originating systems, but a multi-system complex that has
co-developed and co-evolved from the very beginning. These findings compel us
to recompose the gut complex as a system of its own with an intermingled NEIMS.
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First of all, the subsystems of the gut complex require input from each other to
fully develop as a co-developed unit. Each physiological system does not differenti-
ate and develop on its own but co-develops as a ‘gut complex.’ Signaling molecules
from the enteric glial cells of the ENS are implicated in the development of gut
immune compartments and immune cells (Yoo and Mazmanian 2017). Conversely,
the local immune system and the microbiota are needed for the full development and
maturation of the enteric nervous system (De Vadder et al. 2018; Kabouridis and
Pachnis 2015; Obata and Pachnis 2016; Vuong et al. 2020) as well as its innervation
of gut tissue (Kang et al. 2021). Furthermore, the development and differentiation of
enteroendocrine cellular subtypes are highly plastic and dependent on the nutritional
and microbiota content of the lumen (Posovszky 2017).

Second, in organisms with nervous, immune, and endocrine systems, the integra-
tion between these three with the microbiota is likely to be ancient and evolutionarily
conserved as a co-evolved unit. It is important in this respect to remember that some
sort of neuroendocrine system is already present in organisms without immune
system elements and that this system regulates bacterial growth (Augustin et al.
2017). Not surprisingly, ever since the appearance of so-called immune cells and
mediators during evolution, interactions between elements of endocrine, immune,
and nervous systems have been documented to occur (Panerai and Ottaviani 1995;
del Rey and Besedovsky 2017).

Finally, abundant research has focused on how the proper functioning of each
system relies on the others. As the functioning of each subsystem is context-
dependent on the state of the other systems as well as the situation of the body as
a whole, they constitute a co-functioning unit. An example of this are the EECs.
They are considered hormone-secreting endocrine cells. We now know that they
influence other physiological systems (Posovszky 2017). On the luminal-facing end,
some types of enteroendocrine cells are in direct contact with the gut content,
detecting and integrating signals from food, toxins, the immune system, and the
gut microbiota, etc., with their microvilli. They can secrete into the lumen peptide
mediators that regulate gut motility and metabolism but also immune responses and
defense (Wikoff et al. 2009; O’Mahony et al. 2015; Kuwahara et al. 2020; Cani and
Knauf 2016; Gribble and Reimann 2016; Psichas et al. 2015). In addition, they can
regulate gut function and communicate with the CNS by secreting hormones into the
bloodstream (the classic hormones include gastrin from the stomach and cholecys-
tokinin and secretin from the small intestine), by acting on local sensory nerves or by
synaptical communication with enteric glia via neuropod structures (Kaelberer et al.
2020). Neuropods are associated with local nerve terminals, suggesting that these
cells are part of a local neuroendocrine system (Sharkey et al. 2018). The gut
endocrine system is thus a part of the gut nervous and immune circuitries, bridging
them with luminal microbiota. The neural system of the gut extends beyond just the



enteric neurons to also include enteric glial cells as well as enteroendocrine cells
(Bohórquez and Liddle 2015).
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Co-functioning is especially prominent when we consider the gut microbiota.
Consider, for instance, that microorganisms are involved in the regulation of peri-
stalsis of food. The short-chain fatty acids secreted by gut microbes stimulate the
release of serotonin (De Vadder et al. 2018). Gut microbiota is implicated in the
development and functioning of the intestine (Hooper 2004) and its immune
(Belkaid and Hand 2014; Rhee et al. 2004), endocrine (Wikoff et al. 2009;
O’Mahony et al. 2015; Watnick and Jugder 2020), and enteric nervous systems
(De Vadder et al. 2018; Hyland and Cryan 2016).

The co-development, co-evolution, and co-functioning of the gut nervous,
immune, endocrine, and microbiota systems support the idea that together, they
form a ‘gut complex.’ From the NEIMS perspective, functions emerge from
intermingling of physiological systems, which do not possess their typical functions
prior to these interactions. Furthermore, the microbiota is now gradually recognized
as an intrinsic, yet also ‘ecological,’ factor modulating the physiological responses
of the body organism, with most of the literature focused on the immune system
(Belkaid and Hand 2014; Boem et al. 2020; Chiu et al. 2017). This intrinsicity,
therefore, suggests considering the activity of the microbiota as close to an endoge-
nous regulator: i.e. the microbiota can be seen as a functional part of the immune
system itself (Amedei and Boem 2018; Belkaid and Hand 2014; Fung et al. 2017;
Zheng et al. 2020). The eco-evo-devo perspective of NEIMS provides a new way to
think about the four systems and their relationships.

So far, we have shown how new insights from recent literature challenge the
neuroimmunology building block model. New findings push us to rethink the ‘one
structure-one function’ assumption. In the previous section, we argued that the
immune system is not just a defense system. Here, with the gut complex as an
illustrative example, we argued that the nervous, immune, and endocrine systems do
not come together like Lego pieces, with each system exhibiting its main functions
prior to their interactions. Instead, from an eco-evo-devo perspective, the respective
functionality of enteric nervous, immune, endocrine, and microbiota systems
emerges from their interactions.

2.4.3 Proposal 3: A NEIMS Approach

A NEIMS approach invites us to rethink the functionality of the entire neuro-
endocrine-immune-microbiota system complex. Once we look at NEIMS as a
whole, there are many potential ways in which one can recompose the gut complex
and to assign function to NEIMS as a whole. One way is to look at other structural
systems (e.g., nervous system) and their preferred associated function (e.g., cogni-
tion) and propose that the gut complex as a whole is also capable of it. There are
indeed previously underappreciated—sometimes not even considered—potential
functions of the gut complex that suggest that the gut is not the mere sum of distinct
building blocks ‘dedicated’ to digestion. One possibility is to think of the gut



complex as a proto-cognitive organ. It is an example of how using different criteria
for systems can lead to the proposal that the gut complex as a unified entity that
involves all four categories of host physiological and microbial systems.
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The gut has a wide diversity of sensory functions. Instead of analyzing them
separately under their respective historical systems (e.g., the gut endocrine system,
the gut nervous system, the gut immune and tissue defense system), Furness and
colleagues have long argued that we should treat gut detection as a function of an
integrated gut sensory organ (Furness et al. 1999, 2013; Furness and Cottrell 2017).
These detection features can be interpreted as an example of integration between the
enteric nervous system, the gut mucosal immune system, the enteroendocrine
system, and the gut microbiota cells.

The gut has an enormous capacity to sense and distinguish between nutrients,
irritants, and microorganisms in its internalized milieu and to respond differentially
to those (Mayer 2011; Breer et al. 2012; Collins et al. 2012; Latorre et al. 2016). It is
important to point out first that the gut can exhibit at least six stereotypical patterns of
motor and secretion behaviors that can be observed in different physiological and
pathological conditions and that can be modulated by numerous signals (Wood
2004; Schemann et al. 2020). While most of the studies establishing these patterns
and their modulation have been done in vertebrates that possess central nervous
systems capable of influencing the gut through the peripheral nervous system, thus
making it sometimes hard to determine the part played by the gut, it is important to
consider Cnidaria, like hydras, box jellies, jellyfish, corals, and sea anemones,
which can display several gut motor patterns despite possessing only nerve nets
with the most important being situated around the central body cavity.

Signal integration is “[t]he capacity to combine information from multiple
sources,” and valence, “[t]he capacity of a [biological system] to assign a value to
the summary of information about its surroundings at a given moment, relative to its
own current state” (Lyon 2015, p. 4). It should be noted that sensing of gut luminal
contents seem to be categorized as beneficial or threatening based on gut signals and
responses and can be integrated with systemic hormonal signals at the level of gut
endocrine cells and nerve fibers (Dockray 2003; Wood 2004; Holzer and Holzer-
Petsche 2009; Mayer 2011; Brookes et al. 2013; Sclafani 2013; Neunlist and
Schemann 2014; Maniscalco and Rinaman 2018; Sharkey et al. 2018; Han et al.
2018; Lu et al. 2021). Behavior can be considered as “[t]he capacity of a [biological
system] to adapt via changing its spatial, structural or functional relation to its
external or internal milieu” (Lyon 2015, p. 4). Accordingly, it can be argued that
the gut’s modification of motility and secretion in response to nutrients, irritants, and
infectious microorganisms constitutes local behavioral responses, but also that gut
responses can give rise to behavioral modifications at the level of the whole
organism (Wood 1999; Stephen 2001; Khan and Collins 2006; Chen et al. 2009;
Mikkelsen 2010; Akiho et al. 2011; Brookes et al. 2013; Skibicka and Dickson 2013;
Latorre et al. 2016; Furness 2016; Yang and Chiu 2017; Serna-Duque and Esteban
2020). Thus, the gut is clearly capable of discriminating, integrating, evaluating, and
responding to different kinds of stimuli.
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Enteroendocrine cells can respond to gut luminal contents through multiple
receptors, including through pattern recognition receptors that recognize particular
microbial molecules (Mayer 2011; Sharkey et al. 2018). It is also important to keep
in mind that signaling molecules in the gut are not necessarily specific for one single
cell type as enteroendocrine cells, in addition to mast cells, can also release serotonin
(Sharkey et al. 2018). In terms of anticipation, it is clear that changes in feeding
patterns are met with responses both at the level of the enteric nervous system and
gut neuroendocrine–immune interactions (Schemann et al. 2020). While it is clear
that local mast cells play an important role in Pavlovian conditioning of vertebrate
gut responses (Wood 2004), it is still an open question as to whether gut components
like the enteric nervous system alone are solely capable of this kind of associative
learning or whether it always involves the CNS (Schemann et al. 2020). In this
respect, it is interesting to consider that classical conditioning occurs in animals
without a brain, such as sea anemones. Moreover, these Cnidaria have also been
shown to display habituation and sensitization (Cheng 2021). Finally, it is beyond
doubt though that gastrointestinal infections and inflammation can give rise to long-
lasting enteric neuroplasticity in vertebrates (Schemann et al. 2020). Taken together,
these findings indicate that the gut can be considered as capable of minimal cogni-
tion or having proto-cognitive capacities, which is in line with proposals of proto-
cognition developed by Lyon (2015).

Instead of focusing on the nervous and immune systems as historical cognitive
systems, the possibility that interactions between neuroendocrine and immune
components confer minimal cognitive capacities to the gut should be considered in
animals that have both systems. This gives rise to the questions of the precise
contributions of the gut immune and neuroendocrine cells and how the gut engages
and interacts with cognitive systems in animals with a central nervous system.
Indeed, the enteric nervous system and the gut immune and neuroendocrine system
have co-developed, co-constructed, co-evolved as part of an integrated biological
unit that may exhibit scaffolding and niche construction that also need to be
considered regarding gut microbiota. 9

2.5 Conclusion and Future Outlook

After this conceptual tour through a philosophical perspective on the interactions
between the neuroendocrine and immune system and how to deal with NEIMS—
instead of a building block model—, let us conclude with a couple of take-home
messages which we would like the reader to integrate into their thinking (see also
Box 2.1). We hope they will be helpful not just as another building block piece of

9Finally, although not addressed here, the organization of the gut between the endocrine, immune,
and nervous components may also play a role in the emergence of proto-awareness in animals—a
topic to be discussed in the future.



knowledge, but as conceptual tools for thinking about these systems and
approaching them experimentally.
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First, the microbiota is a necessary ecological component of our physiology. The
microbiota is involved in the constitution of the whole organism during development
and functioning.10 It is known that the microbiota can affect (either positively or
negatively) the predisposition to the onset of pathologies (such as autoimmune
diseases), and that it is fundamental for the maturation of secondary lymphoid
structures, in the strengthening of the intestinal epithelium, and in the homeostasis
of tissues of interest. Other known functions concern the modulation of the immune
system, such as the regulation of the inflammatory response and the activation of
immune cells related to specific tissues. Next, it carries out an action (both directly
and indirectly) against other microorganisms with pathogenic potential. For
instance, not only is it now widely recognized that microbiota plays a role in the
modulation and the development of the immune system (Belkaid and Hand 2014)
but it can directly interact with other bacterial species determining their capability of
interacting with the host. Thus, by preventing some species from inhabiting the host,
the so-called colonization resistance explains, in an ecological way, how commensal
microorganisms constitute a functional extension of the immune system itself
(Amedei and Boem 2018; Ronai et al. 2020).

Taking the microbiota into account may show that “systems biology could
ultimately turn out to be more like an ecological problem than one of molecular
biology” (Nicholson and Wilson 2003, p. 669). The gut is an outward-facing organ
that serves as an interface between the organism and the environment. The involve-
ment of the gut microbiota in the gut neuro-immuno-endocrine system thus
introduces an ecological perspective to internal physiology. The diverse ecosystems
of microbiota are engaged with the gut in ecological relationships (Costello et al.
2012; Coyte et al. 2015; Dethlefsen et al. 2007), sometimes in ways that integrate
with host physiological systems (see Chiu et al. 2017) for a co-immunity between
host immune systems and the microbiota). The gut complex constitutes an extended
developmental system that includes environmental cues and stimuli (Griffiths and
Gray 1994, 2004).

The symbiotic bond from a functional but also an evolutionary point of view
implies that the microbiota ofHomo sapiens has co-evolved with our species making
the individual referred to as the single human a functional and evolutionary unit,

10From a systemic point of view, however, it is important to remember that the microbiota is not
only involved in the modulation of the local or tissue-specific response. Indeed, treatment with
antibiotics has, in fact, shown how the decrease of the microbiota (both in terms of its number and
composition/diversity) has a global impact on the activities of the immune system at the level of the
whole organism. This occurs both in situations of inflammatory and defensive response and
concerning the general and regulatory functions of the immune system in its broadest sense.
There are now countless studies concerning the potential contribution of the microbiota (with either
protective or promoting effects) with conditions such as chronic, metabolic, autoimmune, neurode-
generative diseases, and cancer.



composed of the networks of interactions formed by the various actors of the
symbiotic association.
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This means that the concept of symbiosis itself has been updated. Individual
beings such as animals or plants, in their purely genetic dimension, can no longer be
considered complete and autonomous. Accordingly, singular organisms should now
be seen as functional wholes, resulting from this interactive network. Indeed, the
developmental biologist Scott Gilbert described this fact by saying that “we have
never been individuals” (Gilbert et al. 2012). Because of that, one now cannot now
ignore the fact that what was thought to be single and well defined is actually the
product of a multitude of different agents, in an ecological and dynamic relationship:
i.e. the holobiont (Bordenstein and Theis 2015). Beyond the purely theoretical
debates on the nature of the holobiont, it is important to keep in mind that it is not
only the object of experimental but also of therapeutic investigations.

The result is that the “holobiont” (the macro-organism and its microorganisms)
can be considered as a new unit of biological organization which is privileged, from
the point of view of functions and criteria regarding individuality. This means, given
the eco-systemic nature of the holobiont, that the relations between these physiolog-
ical systems and its extensions can only also be analyzed from an ecological point of
view (Martin et al. 2011; Chiu et al. 2017; Ronai et al. 2020; Schneider 2021).

Ideally, readers will appreciate this eco-evo-devo perspective and change their
perspective of how to look at experimental data—especially data inconsistent with
the building block model, which would be hard to interpret otherwise. By adopting a
different perspective of that of the building block model, the study of
neuroendocrine–immune system interactions could become a ‘block-buster’.

Box 2.1 Philosophical Key Points
• Conventional dismantling of systems in terms of structure and function is

often biased by conceptual and methodological limitations.
• Division of systems and division of labor are often necessary and helpful,

but we also need re-integration (for which the building blocks approach
often will not do).

• Do not shy away from considering functions classically associated with one
system for another and propose new functions by observing systems as a
whole.

• Do not take the systems as a given, having a clear ‘main task.’ Systems
cannot be combined like building blocks in an additive way, resulting in the
mere sum of these structures and functions. Nor are functions determined
once and for all.

• Do not ask: who is controlling whom? Which system regulates the other?
Many of these questions are ill-posed when framed through the lens of the
building block model.

(continued)
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ox 2.1 (continued)
•
B

Do not just focus on disease. Lip-service is often being paid through the
phrase “in health and disease.” However, it is far from clear what health is
and putting them as polar opposites might not be the most helpful way for
understanding how these systems inter- and co-act.

• There is not just bidirectional communication or regulation between differ-
ent systems. Proper re-integration of systems takes more than just putting
them together.

• Thus, multidisciplinary and interdisciplinary approaches are needed. One
cannot just treat the systems nor the disciplines studying them as building
blocks.

• Re-integration might be difficult and uncomfortable at times, forcing one to
question what seems to be established common knowledge within fields.

• Still, such an approach is more promising than a reductionistic enterprise, in
which one tries to find the ‘most fundamental units.’

• This should be kept in mind for training and educating future scientists,
including relevant inputs from and collaborations with philosophers of
science.

2.6 Key References

Bechtel, W., & Richardson, R. C. (2010). Discovering Complexity: Decomposition
and Localization as Strategies in Scientific Research. MIT Press.

This book is important as it reminds scientists that decomposition and localization of
phenomena to yield “building blocks” are heuristic strategies in the proposal of
mechanisms that can only be applied under certain conditions, which are proba-
bly not met for many living systems.

Furness, J. B., & Stebbing, M. J. (2018). The first brain: Species comparisons and
evolutionary implications for the enteric and central nervous systems.
Neurogastroenterology & Motility.

This review compares the central and enteric nervous systems, describes their
relationships, and makes the important point that from the point of view of
evolution the latter is, metaphorically speaking, the “first brain.”

Gilbert, S. F., Sapp, J., & Tauber, A. I. (2012). A Symbiotic View of Life: We Have
Never Been Individuals. The Quarterly Review of Biology.

This position paper questions the historical notion of biological individual against
the light of the numerous findings of symbiotic relationships between multicellu-
lar organisms and microorganisms.

Pradeu, T. (2020). Philosophy of Immunology. Cambridge University Press.
This book is important not only because it deals with the question of biological

individuality, but also because it proposes a view of the functions of the immune
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systems that goes beyond defense, providing an overview over several philosoph-
ical issues in and from immunology.
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Abstract

The immune system evolves under the ever-changing selective pressure of
pathogens and its effective functioning involves not only immune-related cells
and mediators. It also requires neuroendocrine-immune interaction, including
regulation of specific organismal behaviour. Mechanisms of the behavioural
immune system result in a change of psychological behaviour, comprising
sickness behaviour: fever, decreased appetite, as well as depressed locomotor,
social and exploratory activities. Behavioural changes are induced by inflamma-
tory mediators released upon infection, which predominantly activate glial cells
such as astrocytes and microglia. This phenomenon is evolutionarily conserved
and can be observed in all vertebrates. In the oldest and most numerous vertebrate
group, teleost fish, inflammatory cytokines (e.g. IL-1β, TNF-α and type I IFNs)
induce behavioural fever and several other behavioural changes. Pathogens
developed several mechanisms to reach the brain, including passive diffusion
through injured endothelia, infection of endothelial cells or a Trojan horse tactic
in phagocytes. Therefore local infection in fish is often connected with
neuroinflammation and microglia activation.

in vivo studies of microglia at a single-cell level. The advantages of this model are
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its small size, rapid external development and embryo transparency, which create
ample possibilities for genetic manipulation.
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3.1 Introduction

Today, over 1.3 million animal species exist around the world, including >66,000
vertebrates. The group of vertebrate species includes primitive jawless lampreys and
hagfishes, and jawed vertebrates such as the cartilaginous fish (e.g. sharks, rays, and
ratfish) and the abundant and diverse group of bony fishes (Teleosts), tetrapods,
which include amphibians (e.g. salamanders, and anurans: frogs and toads, collec-
tively 7300 species), reptiles (turtles, tuataras, lizards and snakes and crocodiles,
collectively over 10,000 species), birds (10,425 species) and mammals (5513 spe-
cies). Teleost fish represent more than one-half of all extant vertebrate species
(almost 33,000 species). They are the earliest vertebrates to have developed neural
and endocrine pathways that resemble the classical mammalian pathway. Teleosts
are also the oldest to have developed a complex innate and adaptive immune
response with specific T- and B-cells and antibodies. Moreover, fish display
bi-directional neuroendocrine-immune interaction, and we hypothesize that this
has greatly contributed to their enormous evolutionary success and their adaptive
radiation.

The immune system evolves under the ever-changing selective pressure of
pathogens. Therefore, constant adaptation is required to acquire an efficient protec-
tion from, and response to, microbial threats to ultimately obtain homeostasis. The
defence mechanisms first of all comprise the physical barriers of the epithelium,
including chemical barriers, e.g. mucosal defence molecules that may obliterate an
array of pathogens. Secondly, the innate and adaptive immune system will enable
detection of intruding pathogens so as to subsequently mobilize an adequate physio-
logical reaction to encapsulate or kill the microbes or to kill infected cells in order to
prevent intracellular viral replication. However complex, adaptive and efficient this
defence may be, pandemic outbreaks remain a continuous threat to animal
populations.

Moreover, we believe that an effective immune reaction cannot be based solely
on an efficiently functioning immune system, but must involve the entire body,
especially the nervous and endocrine systems, also collectively referred to as the
neuroendocrine system. Neuroendocrine-immune interaction in a bi-directional
fashion has indeed been accepted over the last decades as an important mechanism
to ensure a concerted physiological response to pathogen challenge. The physiologi-
cal importance of this phenomenon is supported by its evolutionary conservation
(Verburg-van Kemenade et al. 2017).
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One of the best-described examples of such interactions is sickness behaviour,
considered as a part of behavioural immune system (BIS) (Shakhar 2019). The
behavioural immune system is not merely reactive but also includes proactive
reactions. Mechanisms of the behavioural immune system will initiate physiological
responses to perceptual signals that indicate the presence of pathogens in the near
environment, including their presence in conspecific animals. This may result in a
change of psychological behaviour, for instance inducing disease avoidance
behaviour or influence social or mating preferences. Sickness behaviour comprises
lethargy, hypersomnia, reduced eating and drinking behaviour as well as social
withdrawal and decreased libido. This sickness behaviour takes place during the
most infectious period of the illness and is triggered mostly by signalling from the
innate immune system (Dantzer 2006). It also includes behavioural fever that is
induced upon infection and/or inflammation. Though having clear disadvantages to
the animal in terms of loss of strength, higher predation risk and lower reproduction
rate, it may also save energy and may largely be beneficial as it reduces the
transmission of dangerous pathogens (Verburg-van Kemenade et al. 2017). Saving
energy is important at this stage as the immune defence mechanisms are extremely
costly to the animals. For example a 1 °C rise in body temperature during fever in
endothermic (warm-blooded) animals requires a 10–12.5% increase in metabolic
rate (Evans et al. 2015).

Thus, behavioural changes that occur after infection imply a connection between
the central nervous and immune systems. Macrophages and granulocytes are the first
immune cells to recognize infections and their activation induces an array of defence
reactions. Pathogens and the inflammatory mediators released by macrophages and
granulocytes not only stimulate the adaptive and specific immune response, but they
also signal to the brain through receptors present on microglia, astrocytes, neuroen-
docrine cells or neurons. Vice versa, immune cells may be sensitive to neuroendo-
crine signals through glucocorticoid, opioid and adrenergic receptors as well as other
endocrine receptors that were identified on different leukocytes (Verburg-van
Kemenade et al. 2017).

This review will focus on lower vertebrates, with emphasis on sickness behaviour
in teleost fish. We focus on the evolutionarily conserved infection/inflammation-
induced behavioural changes in lower/ectothermic animals. We describe: (i) the
main leukocyte populations and immune mediators involved in the response to
pathogens and in the neuroendocrine-immune crosstalk in ectothermic vertebrates,
(ii) examples of infection/inflammation-induced changes in animal behaviour and
the mechanisms involved in this phenomenon, as well as their adaptive function, (iii)
the potential of the zebrafish model for present and future studies of infection/
inflammation-induced behavioural changes.
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3.2 Cells and Mediators Involved in the Immune Response
of Lower Vertebrates

Both viral and bacterial infections induce an inflammatory response. This is a
multistep process that starts when resident macrophages recognize the infection
and induce the chemotactic recruitment and activation of immune cells to eliminate
the infectious microbes and the infected cells.

3.2.1 Pathogen Recognition and Intracellular Response to Infection

In all vertebrates, the initiation of the host innate immune response is based on
recognition of the non-self-signature of invading pathogens, the so-called pathogen-
associated molecular patterns (PAMPs). These PAMPs are recognized by pattern
recognition receptors (PRRs) localized on different types of cells, including
leukocytes and epithelial cells. PRRs can also recognize damage/danger-associated
molecular patterns (DAMPs), which are present in abnormal locations or atypical
molecular complexes induced by tissue destruction and/or cellular stress (Mojzesz
et al. 2020).

Currently, five major groups of PRRs have been discovered: (i) Toll-like
receptors (TLRs), (ii) nucleotide-binding oligomerization domain (NOD)-leucine-
rich repeats (LRR)-containing receptors (NLRs), (iii) retinoic acid-inducible gene
1 (RIG-1)-like receptors (RLRs) which belong to the large family of DExD/H-box
RNA helicases, (iv) C-type lectin receptors (CLRs) and (v) cytosolic DNA sensors.
They detect PAMPs based on their structure (glycoproteins, lipopolysaccharides,
proteoglycans, and nucleic acid motifs) and sub-cellular localization. Therefore, they
are either associated with cellular and endosomal membranes (e.g. TLRs) or are
localized in the cytosol (e.g. NLRs, RLR). Secreted forms of PRRs can also be
present extracellularly in the bloodstream and in interstitial fluids (Mojzesz et al.
2020).

The main effect of ligand-related PRR activation is intracellular activation of the
Map kinase, NFkB and IRF pathways with consequent production of
pro-inflammatory cytokines, type I interferons (IFNs) and anti-viral proteins such
as Mx proteins, viperin and ISG-15 (Mojzesz et al. 2020). In mammals activation of
NLRs and AIM2 receptors from the cytosolic DNA sensors leads to the formation of
multiprotein signalling complexes known as inflammasomes. The inflammasomes
activate caspase-1-mediated processing and activate pro-interleukins IL-1β and
IL-18. Moreover, through gasdermin D cleavage, they induce cell death called
pyroptosis (Morimoto et al. 2021). Recently, numerous inflammasome-related
genes have been identified in lower vertebrates, mainly fish. Moreover, their
involvement in pyroptosis induction has been confirmed (Morimoto et al. 2021).
By these mechanisms, PAMP recognition activates leukocytes and induces the
expression of pro-inflammatory mediators (cytokines and enzymes).
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3.2.2 The Course of Inflammation and the Key Players Involved

The resident macrophages recognize the microbial invasion and then initiate the
response by the production and release of chemokines and pro-inflammatory
cytokines. Neutrophilic granulocytes are the first effector cells to be recruited.
Neutrophils arrive in great numbers and play a vital role in the clearance of
pathogens during the first hours of infection. Monocytes quickly follow to infiltrate,
and they differentiate into macrophages. Macrophages play an essential role during
all phases of the inflammatory response. The recruited monocytes subsequently
differentiate and polarize into classically activated M1 macrophages upon PAMP
and cytokine stimulation, predominantly by interferon γ (INF-γ) with or without
tumour necrosis factor α (TNF-α). M1 macrophages produce high levels of interleu-
kin1 (IL-1) and interleukin 12 (IL-12), reactive oxygen intermediates (ROI) and
nitric oxide (NO) and thereby promote the inflammation and clearance of pathogens.
Alternative polarization occurs later during the inflammatory process and different
phenotypes of M2 macrophages (M2a, M2b, M2c or M2d) are identified. These
phenotypes all contribute with activities to avoid additional host tissue damage:
suppression of the inflammation, enhanced phagocytosis of apoptotic cells, induc-
tion of tissue repair and parasite elimination. Where classically activated
macrophages are Th1 driven, alternatively activated macrophages are typically
Th2 driven and predominantly produce interleukin 4, 10 and 13 (IL-4, IL-10,
IL-13) and transforming growth factor β (TGF-β). Classically or alternatively
activated macrophages, moreover, have a distinctive difference in their L-arginine
metabolism. In classically activated macrophages L-arginine is converted by induc-
ible nitric oxide synthase (iNOS) into NO and L-citrulline. Alternatively activated
macrophages show high arginase activity that converts L-arginine into urea and
L-ornithine, a precursor for proline and polyamines, which promote cell proliferation
and collagen production, thereby helping to orchestrate the resolution of inflamma-
tion and tissue repair to avoid collateral damage (Maciuszek et al. 2020).

The inflammatory process in lower vertebrates, especially in teleost fish, has been
described for multiple species. These in vitro and in vivo studies revealed that the
inflammatory process is evolutionarily conserved and the principal cells and the
functional homologues for the important cytokines in teleost fish have been
identified and characterized.

Although cytokine molecules may have low sequence identity to their mamma-
lian counterparts, though they are not always paralogs and although few antibodies
to teleost cytokines are available, expression studies and studies with recombinant
proteins reveal a great level of functional conservation.

The most important cytokines involved in the initiation of inflammation and for
induction of disease behaviour are IL-1β, IL-6, IL-12 and TNF-α, and different
molecules from the chemokine family.

The IL-1 or β-trefoil cytokine family in mammals has 11 members, of which only
two (IL-1β and IL-18) are found in bony fish (e.g. Huising et al. 2004). However, an
additional novel family member forms a teleost-specific group (nIL-1Fm). Multiple
copies of teleost IL-1β genes are found that have a different exon-intron organization



and are classified into Type I and Type II. Based on their phylogenetic trees, they are
both closely related to but are separate from the mammalian IL-1β clade. Type I is
conserved among jawed vertebrates and is considered the ancestral type. Cyprinids
have only type I IL-1β. After PAMP or DAMP stimulation pro-IL-1β is synthesized
and released. Both intra- and extracellularly this precursor molecule can be cleaved,
predominantly by caspase 1, also called IL-1β converting enzyme (ICE). Although
the typical ICE cutting site is missing in teleost fish, caspases are indicated to cut the
precursor into smaller peptides. The mechanisms of IL-1β processing seem compli-
cated and must be strictly regulated during infection. The size of the cleavage
products is different from that in mammals and moreover differs in different species
of teleosts. For instance, we found that in carp pro-IL-1β is cleaved into intermediate
and mature products of 24 and 15 kD, while in zebrafish pro-IL-1β is cleaved into
22 and 18 kD products (Verburg-van Kemenade et al. 1995). IL-1β binds to two
different receptors: IL-1R1 and IL-1R2, of which the second is a decoy receptor and
might in this way have an inhibitory function, just like nIL-1Fm, which might act as
an inhibitor through competition at the IL-1R1. Recombinant IL-1β molecules are
pro-inflammatory for leukocytes and macrophages. In vitro studies revealed induc-
tion of a number of pro-inflammatory genes encoding TNF-α, IL-1, IL-6, IL-8 and
COX-2 by recombinant IL-1β via the NFkB and MAPK pathways. In vivo adminis-
tration of recIL-1β induces local inflammatory responses in fish, which indicates that
its diverse functions are conserved (Zou and Secombes 2016).
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TNF-α is an important member of the B-jellyrol cytokines or tumour necrosis
factor superfamily of ligands and receptors. They are type II membrane proteins with
an N-terminal intracellular domain, a transmembrane domain and a C-terminal
extracellular TNF homology domain with the family signature motif. TNF-α is
released as homotrimers to react with target cells. During the release process, the
TNF-converting enzyme (TACE) cleaves the pro-TNF from the membrane and this
process is conserved within vertebrates. The TNF homologues/paralogues in fish can
be categorized into three phylogenetic groups: the type I and II TNF-α group and the
TNF-N group. The genes encoding type I TNF-α and TNF-N show a conserved
synteny with those in humans, while type II TNF-α genes are teleost-specific. TNF-α
functions are also evolutionarily conserved among vertebrates. Like IL-1β, TNF-α is
rapidly synthesized and released after infection, and induces IL-1β, CXCL8, TNF-α
and COX-2 expression via the NFkB intracellular pathway. It is also important for
bactericidal activity through production of ROS and increases phagocytosis and
macrophage survival. Moreover, it is involved in the regulation of leukocyte hom-
ing, proliferation and migration. In contrast to TNF-α, TNF-N is encoded by a
single-copy gene and its functions have yet to be characterized (Zou and Secombes
2016).

The group of type I helical cytokines includes the IL-2, the IL-6 and the IL-12
subfamily, the β-chain cytokines and the colony-stimulating factors (CSFs) (Huising
et al. 2006). Homologs and paralogs of all have been identified and studied in fish,
but their pleiotropic functional characteristics still need extensive study.

The IL-12 subfamily in fish consists of heterodimers of an α chain and a β chain.
IL-12 is formed by a p40 chain and a p35 chain. Different paralogs of the p40 chain



exist that are differentially regulated. IL-12 is expressed in macrophages during
inflammation, and induces the expression of other cytokines, including the Th1
signature cytokine IFN-γ (Zou and Secombes 2016).
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Another cytokine from the pro-inflammatory cascade is interleukin-6 (IL-6), but
it also has anti-inflammatory effects, such as stimulation of IL-10 and IL-1ra
expression. In mammals, IL-6 is involved in multiple cellular processes, including
regulation of cell proliferation and differentiation and inhibition of apoptosis. IL-6
also regulates the acute-phase reaction, haematopoiesis and antibody production. It
binds to the membrane and the soluble receptor (IL-6R) as well as to gp130, which
transduces the IL-6 signal. The il-6 gene has been identified in teleost species and, as
in other vertebrates and in fish, IL-6 has four long α-helices (A, B, C, and D). In fish,
IL-6 induces cell proliferation and antimicrobial activity (Zou and Secombes 2016).

The group of type II helical cytokines in mammals includes cytokines of the
IL-10 subfamily and the interferons: type I IFNs (e.g., IFN-α, β), type II IFNs
(IFN-γ) and type III IFNs (IFN-λ/IL28s). The first IFN-like molecules have been
described in teleost fish, but a recent study by Redmond et al. (2019) discovered
ancestral IFN orthologs in a cartilaginous fish. They discovered that the four major
lineages of genes encoding the superfamily of class II α-helical cytokines diverged
by multiple gene duplications in the ancestor of jawed vertebrates and that the anti-
viral interferons IFN1 and IFN3 are likely to be sister groups, while IFN2 is a sister
to the IL-10 family. Interestingly, in mammals type I IFN genes are intronless, while
type III IFN genes have introns. In fish however, all IFN genes have introns. Studies
in amphibians, reptiles (including birds) and in mammals revealed that intronless
IFN genes originated from retroposition event(s), which likely occurred during the
early evolution of tetrapods (Boudinot et al. 2016; Redmond et al. 2019).

The variation of type I IFN gene numbers in fish species is impressive, the most
complex system described being in salmonids (currently 11 type I IFN genes
identified in Atlantic salmon). Based on cysteine motifs, fish type I IFNs fall into
two subgroups, which use two different receptors. Group I comprises IFN sequences
with two conserved cysteines with one S-S bridge, while group II sequences have
four conserved cysteines and two conserved S-S bridges (Boudinot et al. 2016).
Group I in zebrafish consists of IFNφ1 and IFNφ4 while group II consists of IFNφ2
and IFNφ3. Moreover, zebrafish possess about 100 IFN-stimulated genes (ISGs) that
are orthologous to human ISGs (Boudinot et al. 2016).

In fish, up-regulation of type I IFN genes was, for example observed in zebrafish
upon infection with the Chikungunya Virus (CHIKV) (Palha et al. 2013) and
Tilapia-like virus (TiLV) infection (Rakus et al. 2020).

Type II IFN (INF-γ) functions to induce the classical activation of phagocytes,
thus skewing towards a Th1-like profile of immune activation. This function appears
evolutionarily well conserved in teleost fish. In mammals only one IFN-γ exists, but
in teleost fish two IFN-γ gene sequences, in two phylogenetic clusters, can be
distinguished, which may be the result of a tandem gene duplication. IFN-γ2 shares
more structural features with the mammalian IFN-γ molecules including a compara-
ble signal peptide, the IFN-γ signature motif and a 6-helix secondary structure. In
addition to these two IFN-γ molecules, another member of the IFN family, with



moderate homology, is found in fish: IFN-γrel. Expression analysis as well as
functional analysis with carp IFN-γ molecules revealed that the classical IFN-γ
function is associated with the IFN-γ2 cluster. Carp IFN-γ2, in contrast to carp
IFN-γ1, induced a strong classical pro-inflammatory reaction in phagocytes. A
synergistic response with LPS (Gram-negative bacterial endotoxin) was observed
for the induction of inos expression and of NO release, and for the expression of
genes encoding CXCL9–11-like chemokines, the pro-inflammatory cytokines
IL-1β, TNF-α and the IL-12 subunits p35 and p40. IFN-γ2 also induces formation
of neutrophil extracellular traps (NETs), structures that are formed from DNA,
histones and granular components and are secreted by activated neutrophils.
IFN-γrel in fish has different functions in different species, mostly regulating anti-
bacterial and anti-viral immunity (Zou and Secombes 2016).
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IL-10 is an anti-inflammatory cytokine that is, among others, produced by M2
macrophages. Like many cytokines it has pleiotropic functions. IL-10 inhibits
PAMP- and DAMP-mediated induction of the pro-inflammatory cytokines TNF-α,
IL-1β, IL-12 and IFN-γ. It enhances B cell survival, proliferation and antibody
production. IL-10 is a homodimer molecule and signals through a receptor complex
of two IL-10 receptor-1 (IL-10R1) and two IL-10 receptor-2 (IL-10R2) proteins.
IL-10 was identified in several teleost species, IL-10R1 in Cyprinids and IL-10R2 in
carp. Consistent with the mammalian orthologs, in teleost fish IL-10 has an anti-
inflammatory function, inhibiting ROS and NO production, as well as down
regulating expression of pro-inflammatory cytokines TNF-α, IL-1β and CXCL8.
In carp, moreover, promotion of B cell differentiation and antibody secretion by
IL-10 was shown in an antigen-dependent manner (Piazzon et al. 2016).

During the immune response, chemokines belonging to different families guide
cell migration by chemotaxis to the focus of inflammation. The different leukocyte
types are recruited during distinct phases of the infection and react to different
chemokines. Polymorphonuclear leukocytes like neutrophils, basophils and
eosinophils are mainly recruited by CXC chemokines typically characterized by an
ELR signature, e.g. CXCL8. Monocytes and lymphocytes are attracted by CXC
chemokines that lack an ELR signature (CXCL9-11) and by CC chemokines (Bird
and Tafalla 2015).

Recruitment of the different leukocytes during different phases of inflammation
has also been studied in teleost fish. Several CXC chemokines, e.g. CXCL 12 and
14, which are functional during development, have orthologous molecules in teleost
fish. In fish, CXCL8_L1 (former name CXCa) does not form a true ortholog but is
most similar to CXCL8 and moreover has the typical functional features of CXCL8.
Moreover, in Cyprinids a second gene encoding CXCL8 (CXCL8_L2) was discov-
ered. Both CXCL8 molecules, like their mammalian counterparts, are important in
attracting neutrophils and monocytes and are predominantly expressed and active
during the early phases of inflammation. However, unlike mammalian CXCL8, fish
CXCL8 molecules do not contain the ELR motif. During the later stages of inflam-
mation, CXCb molecules are predominantly expressed. CXCb molecules also do not
have true orthologues to mammalian CXC, but are clearly mostly related to mam-
malian CXCL9, 10 and 11, in structure, in function and in their expression profiles.



The CC chemokine family is the largest chemokine family, and it underwent
extensive species-specific intrachromosomal duplications. The number of CC
molecules therefore varies in different species, with up to 81 CC chemokines in
zebrafish (Bird and Tafalla 2015).
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The inflammatory response is also connected with activation of several enzymes
such as cyclooxygenase-2 (COX-2), matrix metalloproteinase 9 (MMP-9) or neutro-
phil elastase (NE). Inducible cyclooxygenase-2 (COX-2) catalyses the first step in
the synthesis of prostanoids - prostaglandins (PGD2, PGE2, PGF2α, PGI2), prosta-
cyclin and thromboxanes (i.e. TxA2) - and plays a key role in inflammation. It has
been identified in several fish species, including rainbow trout and zebrafish, which
express two differentially regulated COX-2 forms (COX-2a and -2b). For example
changes in cox-2 expression were observed in fish both in vivo upon bacterial and
parasite infections and in vitro (e.g. in LPS-stimulated head kidney leukocytes).
Moreover, the infection-induced up-regulation of cox-2 expression could be
regulated by activator protein-1 (AP-1) and nuclear transcription factor kappa-B
(NF-κB) pathways (Wang et al. 2016).

Upon activation with pro-inflammatory cytokines and chemokines, circulating
leukocytes emigrate from vessels and migrate through the extracellular matrix
(ECM). A crucial step in this process is degradation of the vessel basement
membranes and ECM macromolecules. In mammals both neutrophil elastase
(NE) and gelatinase B (matrix metalloproteinase 9, MMP-9) participate in this
process and efficiently hydrolyse components of basement membranes and ECM,
e.g. denatured collagen (gelatine), fibronectin and elastin (Vandooren et al. 2013).
MMP-9 belongs to the zinc-dependent endopeptidases synthesized in a latent zymo-
gen form and converted to an active MMP-9 protein by cleavage after release.
MMP-9 synthesis and activity are strictly regulated by its natural inhibitors, such
as tissue inhibitor of metalloproteinase 1 (TIMP-1) or α2-macroglobulin. The main
sources of MMP-9 are activated phagocytes. Next to leukocyte diapedesis and
chemotaxis, MMP-9 is also involved in the regulation of cytokine and chemokine
activity, for example it activates pro-IL-1β and increases the potency of CXCL8/IL-
8 by truncation. Moreover, it regulates haematopoietic stem cell mobilization
(Vandooren et al. 2013). Knowledge of the biological function of piscine MMP-9
is still limited. Gelatine-degrading enzymes similar to mammalian MMP-9 have
been described in several fish species. We and others found that expression of MMPs
changes in fish upon sterile inflammation, bacterial and viral infection as well as
during liver hyperplasia and at the earliest stages of granuloma formation during
tuberculosis (Pedersen et al. 2015). In turn, NE is a proteolytic enzyme belonging to
the chymotrypsin-like family of the serine-proteinases. In mammals it is located in
azurophilic granules within neutrophilic granulocytes while upon neutrophil activa-
tion, degranulation is triggered and NE is liberated into the extracellular space.
Soluble NE participates in neutrophil diapedesis and bacterial killing upon neutro-
phil degranulation or as a component of neutrophil extracellular traps. The activated
enzyme can be completely neutralized by proteinase inhibitors such as A1AT
(Gramegna et al. 2017). Teleost fish do express homologues of NE; however, further



examination must be performed to confirm the expression of these enzymes at
protein level and to describe their functionality (Havixbeck and Barreda 2015).

72 K. Rakus et al.

Cytokines and chemokines can also be found in brain tissue, where they may
influence neuronal growth and function or regulate the local immunity. For instance,
CXCL12 is crucially required for cerebellar development besides mediating B cell
lymphopoiesis and bone marrow myelopoiesis. As the CNS is evolutionarily older
than the specialized adaptive immune system, we earlier concluded that the ancestral
CXC chemokine system, mediating chemotaxis in the brain, was later recruited by
the immune system. Also, genes encoding type I IFNs and ISGs are readily induced
in the brain and have multiple effects on brain function and pathology. Cytokines
may either be produced in peripheral cells and reach the brain by passage through the
blood-brain barrier, or they may be locally produced, e.g. by glial cells that originate
from macrophage stem cells. Being the resident macrophage cells, they form the
main active immune defence in the central nervous system (CNS). They are con-
stantly scavenging the CNS for plaques, damaged neurons and synapses and infec-
tious agents. Microglia are very sensitive to small pathological invasions in the CNS
and they can produce pro-inflammatory cytokines, like IL-1β, TNF-α, IL-2, IL-6,
IL-12 and IFN-γ. Above mentioned features of behaviour immunity like fever,
reduced appetite, locomotion or sexual activity may all be influenced by cytokine
activity.

3.3 Systemic Inflammation vs. Neuroinflammation
in Ectothermic Vertebrates

As mentioned above, many types of infection can initiate both systemic and local
inflammation, including neuroinflammation. In the latter case, immune-related
molecules in the brain are up-regulated and can affect permeability of the blood-
brain barrier (BBB), which is critical to protection of the CNS from peripheral
infections. In mammals, BBB is formed by a monolayer of endothelial cells with
three specific components: (i) tight junctions ensure high electrical resistance and
elimination of intercellular gaps; (ii) a very limited number of pinocytotic vesicles;
and (iii) a limited number of fenestrae (Banks and Erickson 2010).

The BBB in teleost fish exhibits features similar to those of the BBB of higher
vertebrates. In a zebrafish model, it was shown that from 3 days post-fertilization
onward, brain endothelial cells of cerebral microvessels already show immunoreac-
tivity to Claudin-5 and Zonula Occludens-1 (ZO-1), implying the presence of tight
junctions in these cells (Jeong et al. 2008).

In the brain, up-regulation of immune molecules can be induced directly by brain
infection, e.g. by neurotrophic RNA viruses such as Influenza virus or Zika virus, but
it can also be induced by DAMPs and/or circulating pro-inflammatory molecules
that can reach the brain tissue by different routes.

In humans, infectious aetiology has been proposed as a causative agent for the
neuroinflammation associated with the progression of neurodegenerative diseases
such as Alzheimer’s disease (Dominy et al. 2019). This includes infections with



viruses such as herpes simplex virus (HSV-1) and bacteria like the oral pathogen
Poprhyromonas gingivalis, responsible for the development of chronic periodontal
disease (Dominy et al. 2019). In rodents, standard models for neuroinflammation
include LPS treatment, either by chronic local brain injection or by systemic
treatment. In this model, neuroinflammation is induced by activation of microglia,
which in turn produce many pro-inflammatory cytokines (Bardou et al. 2014).
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Infections can lead to CNS colonization by pathogens that developed different
mechanisms to reach the brain by (i) passive diffusion of viral particles through
injured endothelia (ii) infection of endothelial cells, (iii) virus transcytosis by
endosomal vesicles, and (iv) a Trojan horse tactic in phagocytes (Ayala-Nunez
and Gaudin 2020). For example in humans, HIV virus uses monocytes/macrophages
to infiltrate the brain parenchyma and infect other CNS cells, therefore monocytes
are used as a biomarker in HIV-associated neurocognitive dementia (HAND). In
addition, some of the HIV virus proteins induce MMP-9 production by astrocytes
which can degrade junctional proteins of the BBB endothelium causing vascular
leakage (Borrajo et al. 2021).

In response to harmful stimuli, brain resident cells can produce pro-inflammatory
molecules which may increase blood-brain barrier permeability and affect further
progress of the inflammation. In addition, age-related BBB breakdown might
increase penetration to the brain of pathogens and inflammatory molecules, leading
to cognitive decline. Importantly, mammals have a very limited capacity to regener-
ate the CNS. This is in contrast to teleost fish, where zebrafish neuroinflammation
plays a crucial role in brain regeneration (Kyritsis et al. 2014).

Much less is known about the implications of fish infections for BBB dysfunction
and neuroinflammation. Nevertheless, certain pathogens, such as Pseudomonas
aeruginosa, disrupt the BBB in silver catfish, and Streptococcus agalactiae does
so in zebrafish larvae (Baldissera et al. 2018). In addition, foci of tilapia lake virus
(TiLV) infection were found along the blood vessels and the brain ventricle in the
Nile Tilapia (Oreochromis niloticus), which suggests that the virus enters the brain
via the circulatory system (Dinh-Hung et al. 2021).

With the zebrafish infection model, it was shown that some viruses such as
Chikungunya virus (CHIKV) can effectively cross the BBB by infecting the brain
microvasculature endothelial cells, while other viruses such as Sindbis virus (SINV)
can enter the CNS through axonal transport in the peripheral nerves (Passoni et al.
2017).

Putative ways of pro-inflammatory molecules crossing the BBB have also been
described. Cytokines can pass the BBB through a saturable influx transport (SIT) or
a retrograde axonal transport system. They can also diffuse through capillaries with
fenestrated endothelial cells in the circumventricular organs (Yarlagadda et al.
2009). Moreover, pro-inflammatory molecules may increase BBB permeability
through activation and destruction of tight junctions of microvascular endothelial
cells that form the BBB (Pan et al. 2006). Interestingly endothelial cells of BBB can
secrete several cytokines, either spontaneously or after stimulation that can act at
both peripheral tissues and within the CNS (Vadeboncoeur et al. 2003).
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As soon as pro-inflammatory mediators get access to the brain, they predomi-
nantly activate glial cells such as astrocytes and microglia. In this context, the
microglia cells are of special interest. These are the resident brain macrophages
that are derived from primitive peripheral macrophages that migrated to the brain
during early development. These cells are the main source of the pro-inflammatory
IL-1β in the CNS and therefore they are involved in the neuroinflammatory pro-
cesses that may lead to brain pathologies such as Alzheimer’s or Parkinson diseases
in humans (Cuoghi and Mola 2007).

3.3.1 Microglia Activation

Microglia cells were first described and named in 1919 by Pio del Rio-Hortega,
whose landmark publication of 1932 accurately described important features of this
cell type (Del Rio-Hortega 1932). Microglia cells are rapidly activated in response to
inflammation, to infection and to injury of the CNS, where they provide innate
immune protection. Even upon a minor infection, microglia change their gene
expression profile and change their morphology from a ramified phenotype, resting
but dynamically scanning the brain, to amoeboid motile cells, and they subsequently
migrate to the affected site. In the healthy brain, these cells are responsible for many
processes, ranging from phagocytosis of apoptotic neurons to control of behaviour
through synaptic pruning. In this context, it is important to note that microglia may
function as a double-edged sword: they play a crucial role both in neuroprotective
and in neurodegenerative processes. This serves to maintain brain homeosta-
sis, which is accomplished with different stimuli and through interactions with
other glial cells or neurons. Production of pro-inflammatory cytokine-like
molecules, similar in function to mammalian IL-1β, IL-6 and TNF-α, has been
also found in invertebrates, demonstrating that this is an evolutionarily well-
conserved mechanism (Schlegelmilch et al. 2011).

Although microglia have been intensively studied in vitro, a prerequisite to
understanding the dynamic processes and interactions they undergo is a study in
the wider context of the CNS of the living organism. Microglial functions have been
studied mainly in mammals, but few non-mammalian models exist that enable us to
approach fundamental questions about the biology of these cells. The leech Hirudo
medicinalis was the first in vivo model in which microglial cells were studied after
staining with silver carbonate. This simple technique revealed that they have phago-
cytic properties and a ramified phenotype similar to their vertebrate counterparts.
The leech model was then exploited for the first time to visualize the microglial
response to neuronal injury in vivo and this led to the discovery of the role of NO in
guiding microglia towards the site of the injury (Sieger and Peri 2013).

Among vertebrates, teleost fish models provide a good tool to study in vitro and
in vivo microglia at a single-cell level. A few fish species from teleostean taxa were
used to study the role of microglia during optic nerve repair, including puffer fish
(Takifugu rubripes), goldfish (Carassius auratus), different species of Oreochromis
and Tetraodon fluviatilis (Cuoghi and Mola 2007). However, zebrafish (Danio rerio)



undoubtedly became the most intensively used teleost model for
neurodevelopmental and neurodegenerative studies. This small fish was introduced
as a model organism by George Streisinger, the founding father of zebrafish
research. The advantages of this model are its small size, rapid external development
and embryo transparency (Streisinger et al. 1981), creating ample possibilities for
genetic manipulations.
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As in mammals and birds, in zebrafish primitive macrophages migrate from the
yolk sac region to the brain during the early stages of development (Xu et al. 2016).
In zebrafish this migration occurs as early as 2 days post-fertilization, possibly in
response to increased levels of neuronal apoptosis that takes place in the developing
embryonic brain between 2 and 3 dpf (Xu et al. 2016). These cells then rapidly
mature into early microglia over the next 24 h, and in the healthy brain complete
phagocytosis of dead neurons is possible by 6 dpf (Xu et al. 2016). During the
process of maturation, larval microglia significantly up-regulate the expression of
microglial core genes such as apoeb, p2ry12, hexb and csf1ra at 3dpf (Mazzolini
et al. 2020). In addition, microglial maturation in zebrafish larvae was characterized
by down-regulation of L-plastin and up-regulation of apoE and this coincided with
typical morphological changes (Mazzolini et al. 2020) and the expression of typical
microglial marker genes, such as p2ry12 (Sieger and Peri 2013). In adult fish,
embryonic microglial cells are replaced by definitive microglia that derive from
aorta-gonad-mesonephros (AGM) haematopoietic stem cells. In adult zebrafish, two
types of microglial cells exist that show different transcriptome profiles and a
different response to bacterial infection. The predominant population of microglia
(expressing the ccl34b.1 marker) are ameboid cells, which are phagocytic and
widely distributed in the brain, where they play a major role in brain clearance of
invading pathogens, dying cells and cellular debris created during brain injury. Upon
bacterial challenge, these cells up-regulate expression of pro-inflammatory
cytokines, antimicrobial effectors and neutrophil-recruiting chemokines to resolve
the bacterial infection. The second population (lacking ccl34b.1 marker) is mostly
located in the white matter and has a regulatory function. They have ramified
protrusions but have limited mobility and phagocytosis capability (Wu et al.
2020). Upon bacterial challenge, these cells up-regulate genes that are important
for the recruitment of T cells and peripheral macrophages, and they are crucial for the
resolution of inflammation and tissue regeneration.

Despite intensive studies of peripheral populations of macrophages and their
responses upon various viral, bacterial and fungal infections in zebrafish, the
behaviour of microglial cells is poorly examined. During systemic infection of larvae
withMycobacterium marinum a reverse traffic of microglial cells from the brain was
observed. When the early larvae were infected by injection in the hindbrain, the
peripheral macrophages were mobilized to the infection site (Davis et al. 2002).

Recently, microglia were also isolated from Nile Tilapia and shown to form
extracellular traps to combat bacterial infection of Weissella cibaria, which show
tropism towards the CNS (Eto et al. 2021).

In mammals, activation of microglia after viral infection is well documented. In
fish, however, little is known about the response of microglia to viral brain infection,



although many viruses were found to show neurotropism, and thus potentially affect
microglial function. Some viruses, such as spring viremia of carp virus (SVCV),
preferentially infect macrophages and thereby significantly decrease their number at
the initial stage of infection. This causes increased infiltration of neutrophils into the
head region (Sullivan et al. 2021). Microglia also appeared crucial to fighting
Nervous necrosis virus (NNV) infection in Asian Groupers (Epinephelus spp.).
This virus is responsible for viral nervous necrosis disease (VNN) and attacks the
CNS, thereby causing vacuolization of the brain and retina (Munday et al. 2002).
Infection with this virus resulted in changes of fish behaviour such as lethargy, spiral
swimming and loss of equilibrium. In addition, infected fish showed an anorectic
morphology and pale skin (Munday et al. 2002). Chiang et al. disclosed the
important role of microglia with a tissue culture of giant grouper (Epinephelus
lanceolatus) brains that were infected with NVV. The authors hypothesized that
NVV infection activates microglial cell proliferation and the secretion of
pro-inflammatory cytokines that are subsequently responsible for neuronal cell
death in infected brains (Chiang et al. 2017).
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The zebrafish was also successfully used to study many fish and human viruses
that are located in the central nervous system (CNS) and show neurotropism
(Sullivan et al. 2021).

Recently, we found direct evidence of microglia activation upon systemic TiLV
infection in zebrafish larvae and in adult fish (Fig. 3.1). TiLV shows prolonged
neurotropism and persists in the brain of infected adult zebrafish for at least 90 days,
even if the virus is not detectable in other peripheral organs such as spleen, kidney
and liver (Mojzesz et al. 2021).

3.3.2 Methods/Markers to Study Microglia

Although the role of microglia in the inflammatory processes and during infections is
well studied in mammals, including humans, little is known about the mechanisms of
infection and defense of brain tissue by microglia in teleost fish. Here we describe
the methods that can be successfully exploited to study the microglial response to
viral infection and neuroinflammation in teleost fish, emphasizing the great
advantages of the zebrafish model.

Microglia are often identified in brains of transgenic zebrafish by co-expression
of the pan-leukocyte marker Lcp1/L-plastin and the pan-macrophage markers
mpeg1 or mfap4. Though widely used for live imaging and immunostaining, these
are not microglia-specific markers (Mazzolini et al. 2020; Wu et al. 2020). Apolipo-
protein E (ApoE) more specifically labels microglia (Peri and Nüsslein-Volhard
2008) although in mammals, astrocytes, oligodendrocytes and neurons can also, to
some extent, express apolipoprotein E. It is therefore recommended to use ApoE in
combination with other macrophage or leukocyte markers. Despite this, transgenic
zebrafish with fluorescent protein (e.g. GFP) expression under the control of the
ApoE locus has been used to study microglia (Peri and Nüsslein-Volhard 2008).
This model remains problematic, however, because not all brain macrophages



express ApoE, making it difficult to distinguish microglia and peripheral migrating
macrophages.
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Fig. 3.1 Microglia activation during neuroinflammation. Stimulation of ramified, resting but
patrolling microglia (left panel) in the brain by pathogens, injury or apoptotic cells and cellular
debris leads to change in microglial morphology and activity. Activated microglia (right panel)
retract branched filopodia/lamellipodia and become ameboid, highly motile and phagocytic. Active
microglia also change their gene expression pattern. Prospective genes that are up-regulated in
activated microglia in zebrafish larvae and/or adult fish during TiLV infection include csf1r, cd68
and apoeb. Photographs were captured using confocal microscopy and presented as maximum
intensity projections of Z-stack images of midbrain region of healthy (left panel) or viral-induced
neuroinflammed zebrafish larvae (right panel) (Mojzesz et al. 2021). Zebrafish larvae scheme was
obtained from scidraw.io (doi.org/10.5281/zenodo.3926121)

The distinction between resident microglia and peripheral macrophages in
zebrafish is an emerging area of study. Recently, the 4C4 antibody has been found
to specifically recognize zebrafish microglia in the brain and CNS (Mazzolini et al.
2020).

In mice, both in vitro and in vivo studies showed that a purinergic receptor,
P2Y12, is a typical microglial marker that is not expressed on peripheral
macrophages (Sieger and Peri 2013). As its expression decreases during microglial
activation, it is mainly useful for marking resting ramified microglia, but not the
ameboid-activated ones. In zebrafish a transgenic line expressing p2y12:GFP has
been generated and used to distinguish brain microglia from peripheral macrophages
during brain injury (Herzog et al. 2019). This transgenic line allows the differentia-
tion of brain microglia (P2Y12 positive) from peripheral macrophages (P2Y12
negative), but some populations of skin macrophages also express this marker.

Microglia can be isolated from larval or adult zebrafish brains using fluorescence-
activated cell sorting (FACS). Brains of transgenic zebrafish reporter lines,
e.g. mpeg1:mCherry with red fluorescent macrophages are homogenized and
mpeg1+ fluorescent cells are sorted for further studies. Prior to sorting, homogenates
can also be treated with microglia-specific antibodies such as 4C4 (Mazzolini et al.

http://doi.org/10.5281/zenodo.3926121


2020). Transcriptomic analysis can then be performed on isolated microglial cells at
different time-points. Activation of different pathways can thus be established
(Mazzolini et al. 2020).
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Ex vivo zebrafish microglia can be studied in larval stages as well as in adult fish
using cryo-section and immunofluorescent antibody staining of the desired markers.
Although the number of antibodies against zebrafish markers is rapidly growing,
their commercial availability is still limited. Therefore, whole mount in situ
hybridization (WISH) is also used with antisense RNA probes (Wu et al. 2020).
Here the expression of host genes can be studied upon infection, but viral tropism
can also be tracked (Sullivan et al. 2021).

For functional analysis of microglia, genes can be depleted in single (-/+) or
double (-/-) zebrafish mutants using genetic engineering (e.g. TALEN or CRISPR/
Cas9 methods). Patterns of gene expression can be studied by RNA sequencing
(Mazzolini et al. 2020).

Another commonly used method to study gene function in microglia of zebrafish
is targeted knockdown with morpholino antisense oligonucleotides, which tran-
siently block gene expression. Morpholinos can also be used to deplete microglia/
macrophages in zebrafish when directed against the pu.1 transcription factor, which
is essential for myeloid cell fate (Peri and Nüsslein-Volhard 2008).

Microglial activation and proliferation are studied with the conditional neuronal
ablation model in which metronidazole treatment causes ablation of transgenic
neurons expressing NTR (Oosterhof et al. 2017). Viral neurotropism, interactions
with or activation of microglia and viral replication can be studied in vivo in the live
transparent larvae with viruses that express fluorescent proteins.

In adult zebrafish, microglia can be analysed directly using acute brain slice
culture and time-lapse imaging. For this purpose, transgenic fish with microglia
expressing fluorescent proteins are anesthetized on ice and the brains are dissected
and microtome sectioned into 200 μm slices. Brain slices are then immediately
collected and transferred into culture inserts and kept in culture medium in a thermal
chamber at 28 °C. Tracking the movement, activation and phagocytosis of live
microglia can be then performed in real-time using confocal microscopy (Wu et al.
2020).

3.4 Infection-Induced Changes in Behaviour of Ectothermic
Vertebrates

During infection or injury, the host’s defense mechanisms are activated, and this
induces not only profound physiological changes (for example induction of fever),
but also behavioural changes. These behavioural changes, so-called sickness
behaviour, are triggered by pro-inflammatory cytokines, secreted in response to
acute infections and/or tissue injury. They include lethargy, increased sleepiness,
reduced food intake and mobility and reduced social, exploration and sexual
behaviours. This pattern of behaviour evolved to conserve the energy necessary to



fight infection and to facilitate the healing process, but also to minimize the risk of
exposing the host to other pathogens or to predation (Dantzer 2006).
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3.4.1 Fever

Fever is defined as a state of core temperature elevation above its normal range. It is
an evolutionarily conserved defence mechanism that develops during many infec-
tious and inflammatory diseases (Evans et al. 2015). In mammals, in the most
classical way, fever is induced by pro-inflammatory cytokines such as IL-1β,
TNF-α, and IL-6. These cytokines are also known as endogenous pyrogens,
i.e. factors causing fever, and are secreted by leukocytes in response to a wide
range of exogenous pyrogens such as different PAMPs (Evans et al. 2015; Netea
et al. 2000). Among them, IL-6 appears to be the major mediator in sustaining fever.
IL-6 knockout mice or mice injected with IL-6 neutralizing antibodies were unable
to develop fever in response to stimulation with LPS, despite increased synthesis of
IL-1β and TNF-α (Kozak et al. 1998). Interferons (IFN) are also included among
endogenous pyrogens. While IFN-γ can induce fever by inducing the synthesis of
IL-1β and TNF-α, which then activates the synthesis of IL-6, IFN-α has a direct
influence on the development of fever (Netea et al. 2000). Intravenous or intraven-
tricular administration of recombinant IFN-α causes fever in rabbits, rodents, cats
and humans, independent of the activation of other endogenous pyrogens such as
IL-1β (Dinarello 1999).

In humans, endogenous pyrogens, produced locally with increasing concentra-
tion, migrate via the bloodstream to the brain, where they penetrate the preoptic
anterior hypothalamic area (POA) either by active transendothelial transport or by
diffusion through the organum vasculosum laminae terminalis (OVLT). In the brain,
these endogenous pyrogens induce the expression of cyclooxygenase 2 (COX-2),
which is involved in the synthesis of prostaglandins E2 (PGE2), the final mediator of
fever (Evans et al. 2015). Alternatively, vascular endothelial cells within the POA
can also recognize PAMP structures in the blood via PRR receptors or react to
circulating cytokines, leading to a direct activation of PGE2 synthesis (Evans et al.
2015). PGE2 may also be secreted in peripheral tissues, mainly by hepatic and
pulmonary macrophages (Evans et al. 2015). PGE2 secreted outside the brain can
bind to albumin, which protects it against enzymatic degradation and transport it
through the bloodstream to the brain (Ivanov and Romanovsky 2004). A neural
pathway is also suggested for the induction of fever. It requires PGE2 stimulation of
peripheral sensory nerves, i.e. the vagal and trigeminal nerves. This neural stimula-
tion results in release of norepinephrine (NE) in the POA, hence stimulating synthe-
sis of PGE2. Regardless of its origin (peripheral or cerebral), PGE2 binds to PGE2
receptors (EP3) on heat-sensitive neurons located in the preoptic hypothalamus,
precisely in the median preoptic nucleus (MnPO), raising the temperature set-point.
This triggers the release of NE which elicits intrinsic thermogenesis in brown
adipose tissue (non-shivering thermogenesis) and heat conservation by peripheral
vasoconstriction. Moreover, the disinhibition of rMR neurons excites the



somatomotor neurons which release acetylcholine (ACh) and activate shivering in
skeletal muscles, resulting in an increase in body temperature (Evans et al. 2015;
Rakus et al. 2017a). The role of PGE2 in inducing fever in mammals was described
in 1971 by Milton and Wendlandt (1971), who showed that microinjection of PGE2
into the third ventricle of cats and rabbits causes an increase in body temperature.
Subsequent studies using PGE2 synthesis inhibitors confirmed that PGE2 plays a
key role in the development of fever in mammals (Ivanov and Romanovsky 2004).
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In mammals, there are so-called endogenous antipyretics that reduce or inhibit
fever but do not affect normal body temperature by themselves. These compounds
include, for example anti-inflammatory cytokines, mainly IL-10. Studies carried out
in a mouse model showed that mutant mice lacking the gene encoding IL-10 reacted
with a higher fever than control mice. Furthermore, injection of recombinant IL-10
inhibited the development of fever in response to LPS (Evans et al. 2015).

Interestingly, fever develops not only in endothermic vertebrates such as
mammals, but also in ectothermic vertebrates (fish, amphibians, reptiles) or even
invertebrates (e.g. bees) (Rakus et al. 2017a). In most cases, ectothermic animals
have a body temperature close to the environmental temperature. However, in
response to infection or injection of exogenous pyrogens, ectotherms can increase
their body temperature by behavioural regulation, which causes the animals to
migrate to a warmer environment. This phenomenon is known as behavioural
fever and is defined as an acute change in thermal preference driven by pathogen
infection (Evans et al. 2015; Rakus et al. 2017a). While descriptions of fever in
humans have been known since antiquity, the first report of behavioural fever in
ectotherms was published in 1974 (Vaughn et al. 1974). Desert iguanas
(Dipsosaurus dorsalis) injected with killed Gram-negative Aeromonas hydrophila
bacteria tend to migrate to a warmer environment, which results in an increase in
body temperature of approximately 2 °C (Vaughn et al. 1974). Subsequent studies in
different species of ectothermic vertebrates showed that behavioural fever develops
as a result of infection with various types of bacteria, viruses or fungi, as well as
injection of inactivated bacteria or various PAMPs such as lipopolysaccharide (LPS)
or poly (I:C) (a synthetic analogue of double-stranded RNA mimicking viral
infections) (reviewed by Rakus et al. 2017a). Although most of the research on
behavioural fever involves experiments conducted in laboratory conditions, this
phenomenon has also been investigated under natural conditions. For example
Richards-Zawacki (2010) showed that wild Panamanian golden frogs (Atelopus
zeteki) can raise their body temperature by migrating to an environment with
elevated temperature in response to natural infection with the pathogenic fungus
Batrachochytrium dendrobatidis.

Heat-sensitive neurons have been described in the preoptic anterior hypothalamus
of ectothermic vertebrates, and damage of this part of the brain completely inhibited
the development of behavioural fever in toads. Additionally, an evolutionarily
conserved role of PGE2 in the development of behavioural fever in ectothermic
vertebrates was demonstrated both in studies aimed at induction of fever by injection
of PGE2 into the brain and in studies aimed at suppression of fever (caused by an
earlier bacterial infection or LPS injection) by administering COX inhibitors such as



sodium salicylate or indomethacin (reviewed by Rakus et al. 2017a). Moreover, in
zebrafish an increased level of plasma PGE2 was correlated with the induction of
behavioural fever in poly(I:C)-stimulated animals (Boltana et al. 2013). However,
little is known about the role of endogenous pyrogens in induction of behavioural
fever in ectothermic vertebrates. Myhre et al. (1977) demonstrated the pyrogenic
effect of blood plasma obtained from frogs Rana esculenta infected with the
pathogenic bacteria M. ranae. Also, the lizard Dipsosaurus dorsalis developed
behavioural fever after injection of supernatant collected from ex vivo incubated
leukocytes, isolated from lizards pre-injected with dead A. hydrophila, while injec-
tion of denatured supernatants did not affect body temperature (Bernheim and
Kluger 1977). A recent study showed a significant role of TNF-α in the development
of behavioural fever during cyprinid herpesvirus-3 (CyHV-3) infection of common
carp (Cyprinus carpio L.) (Rakus et al. 2017b). Administration of anti-TNF-α
antibodies during CyHV-3 infection in carp caused a complete inhibition of
behavioural fever, which led to the death of infected fish. These results suggest
that behavioural fever in ectotherms and fever in endotherms are evolutionarily and
functionally related through their common cytokine mediators that originated more
than 400 million years ago (Rakus et al. 2017b). Interestingly, CyHV-3 contains a
gene (ORF12) encoding a soluble TNF-α binding receptor, which has been shown to
delay the development of behavioural fever. This allows the virus to replicate longer
in the body of infected fish, since migration of infected carp into the water at higher
temperatures (above 30 °C) completely blocks virus replication. These results
demonstrate that CyHV-3 can alter the expression of behavioural fever in its host
via the expression of a single gene, thus favouring its replication (Rakus et al.
2017b).
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Elevation of body temperature reduces the growth rate and survival of the
pathogens but also affects the activity of the host immune system. Boltana et al.
(2013) demonstrated that zebrafish injected with poly(I:C) express behavioural fever
which promotes the emergence of a highly specific anti-viral immune response by
induction of the transcription of specific genes in the brain of zebrafish (Boltana et al.
2013). Moreover, it was suggested that behavioural fever plays a role in inhibition of
the anti-inflammatory reflex and provides conditions for increased anti-viral
responses (Boltana et al. 2013). In Atlantic salmon infected with infectious pancre-
atic necrosis virus (IPNV), behavioural fever resulted in higher proportions of CD4+
T cells in pronephros tissue and significantly higher expression of inflammation-
related immune genes (Boltana et al. 2018).

3.4.2 Eating ‘Disorders’

Another behavioural change exhibited by animals during sickness is disordered
eating. The most common symptoms are reduced food and fluid intake, reduced
frequency of meals and changes in food quality preferences. In mammals, this
phenomenon is dependent on IL-1β, TNF-α, IFN-α and PGE2 (Andreasson et al.
2007). Injection of recombinant human IL-1β into the brains of rats reduced the



amount of food consumed by the animals and the time spent eating, while the
administration of an IL-1β receptor antagonist (IL-1Ra) blocked the IL-1β-induced
suppression of food and water intake (Plata-Salamán 1994). Also, injection of
recombinant murine TNF-α into the brains of rats resulted in reduction of the amount
of food consumed, and this effect was dose-dependent. Moreover, IFNα-inhibited
the activity of glucose-sensitive neurons in the nucleus of the lateral hypothalamic
area (LHA). In rats, IFNα increased the activity of the ventromedial hypothalamus
(VMH) (Dafny et al. 1996). In humans, IFNα therapy causes anorexia and this effect
disappears about a week after the end of therapy. Loss of appetite induced by IFNα
seems to be independent of the fever induced by this cytokine, although an increase
in temperature after IFN administration has also been found to modulate the activity
of glucose-sensitive VMH and LH neurons (Alam et al. 2013).

82 K. Rakus et al.

As in mammals, food intake in fish is considered to be under the control of a
central feeding system (located in the brain) and several specific protein molecules
including neuropeptides and gastrointestinal peptides, as well as hormones and
blood metabolites, are involved in controlling this process (Volkoff 2016). Reduced
food intake is a common observation during infection of the fish, and this phenome-
non appears to be regulated by cytokines. In goldfish, both central and peripheral
injections of LPS, which is a potent immunostimulant and induces the expression of
IL-1β and TNF-α, caused a pronounced decrease in food intake. It is likely that
pro-inflammatory cytokines mediated this effect (Volkoff and Peter 2004). We also
observed a strong effect of TiLV infection on zebrafish appetite. TiLV-infected fish
showed reduction in food intake starting from 5–6 dpi, which resulted in weight loss
measured until 21 dpi. At the same time, a high up-regulation of type I IFNs and
IL-1β was observed in the brains of infected fish (Mojzesz et al. 2021).

3.4.3 Locomotor, Social and Exploratory Behaviour

As mentioned before, mounting an immune response against pathogens is an energy-
demanding process, and therefore some of the biological processes not related to
immune function may be compromised during sickness. For example locomotor
activities, social, exploratory and sexual behaviours, mating and reproductive suc-
cess, growth and development are often reduced during pathogen and/or parasite
challenge of the animals.

Very recently, the interaction between the immune system and social and explor-
atory behaviour has been described in zebrafish (Danio rerio). Adult zebrafish were
discriminated according to their exploratory behaviour (high and low responders to
novelty, HRN and LRN respectively) or according to their social behaviour (prefer-
ence and no preference for conspecifics). Subsequently, gene expression of specific
cytokines in the brain was studied to verify their immunological status. In the case of
exploratory behaviour, the time spent in the presence of a novel object was signifi-
cantly lower in fish classified as HRN. Interestingly, these fish showed higher
expression of il-1β and reduced expression of il-10 compared to fish from the
LRN group. In the case of social behaviour, zebrafish exhibiting a “no preference”



profile spent less time in the segment close to their conspecifics. In these fish, ifn-γ
expression was significantly reduced as compared to fish from the “preference”
group (Kristen et al. 2018a). Altogether these results indicate that the expression
of specific cytokine genes in the brain of fishes correlates with their behaviour
pattern, and it is most likely that the immune system modulates fish behaviour
(Kristen et al. 2018a). This was later confirmed by studying the social and explor-
atory behaviour of fish inoculated with inactivated Aeromonas hydrophila bacteria,
which induce an inflammatory response. In the A. hydrophila-injected fish, the
locomotor activity, social preference and exploratory behaviour towards a new
object was reduced compared to the control fish, while the expression of
pro-inflammatory cytokines (il-1β, il-6 and tnf-α) in the brain was up-regulated
(Kristen et al. 2018b).
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Very recently we studied changes in the behaviour of zebrafish during viral
infection with TiLV. We observed that at day 11 post-infection, TiLV-infected
adult zebrafish showed significantly lower velocity (cm/s) and distance travelled
(cm) as compared to mock-infected fish. Moreover, TiLV-infected fish spent signifi-
cantly more time (s) at the bottom zone of the tank, while mock-infected fish
preferred to stay in the top zone of the tank (Mojzesz et al. 2021).

3.5 Perspectives

The last decades of genomic research have confirmed that fish express almost all
neuropeptides, hormones and cytokines orthologous or homologous to their mam-
malian counterpart. Many functional studies demonstrated an evolutionarily
conserved role for fish cytokines in the development of an immune response against
various pathogens. Moreover, the neuroendocrine and immune systems interact in a
bi-directional fashion. Cytokines induce changes in fish behaviour, including
behavioural fever, they change food intake and decrease locomotor and social
activity (Fig. 3.2). Zebrafish provide an elegant model for inflammation/infection-
induced behavioural changes. They have behavioural characteristics similar to other
vertebrates, and clear individual differences in behaviour. Several behavioural tests
are standardized for scientific use in this species, and the use of transgenic zebrafish
lines or mutants allows the study of the specific functions of the genes and molecules
involved.

3.6 Key References

1. Cuoghi B, Mola L (2007) First comprehensive review of teleost microglia, which
shows morphological and histochemical features of the three principal microglia
types in the teleost central nervous system.

2. Dantzer R (2006) Description of sickness behaviour in mammals, the molecules
involved in its regulation and the signaling pathways of peripherally released
cytokines to the brain.
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Fig. 3.2 Infection-induced sickness behaviour in fish. Pathogens induce leukocytes to migrate
towards the focus of inflammation. They also induce leukocytes to produce pro-inflammatory
mediators: interleukins (IL-1β, IL-6, IL-12), TNF-α, interferons (IFNs), chemokines (CXCLs)
and prostaglandins (PGs). These mediators activate local inflammation and can signal to the brain
and activate glia cells (microglia and astrocytes). Both pathogens and pro-inflammatory mediators
can also induce neuroinflammation that implicates brain infiltration with peripheral leukocytes.
Pro-inflammatory signals stimulate the behavioural immune system (BIS) and induce sickness
behaviour: (i) behavioural fever, (ii) decrease of appetite, (iii) depression of locomotor activity
and social and exploratory activities of fish

3. Evans SS, Repasky EA, Fisher DT (2015) Summary of the current knowledge of
the mechanisms of induction of fever in mammals, the pyrogenic function of IL-6
and the involvement of the adrenergic-regulated thermogenesis in defining
immune cell function.

4. Rakus K, Ronsmans M, Vanderplasschen A (2017a) Description of the evolu-
tionarily conserved mechanisms common to fever in mammals and behavioural
fever in ectothermic vertebrates.

5. Shakhar K (2019) Description of the function of sickness behaviour as the
mechanism evolved to reduce the contact of an infected host and to improve
animal fitness.

6. Zou J, Secombes CJ (2016) Comprehensive recent description of fish cytokines:
their orthology, structure and function.
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Cytokines
and Hypothalamo-Pituitary-Adrenal Axis
Activation: Now a Classic
of Immune-Neuroendocrine System
Interactions

4

Jan Pieter Konsman

Abstract

Precise descriptions of neuroendocrine and immune systems, along with a more
integrative orientation of research in the life sciences, created the conditions in the
last quarter of the twentieth century to envision interactions between these
systems. In particular, it was shown that pro-inflammatory cytokines such as
interleukin-1, produced in response to host detection of bacterial fragments, can
activate the hypothalamo-pituitary-adrenal axis, resulting in the release of
corticosteroids, which, in turn, have anti-inflammatory effects. Given the exis-
tence of the blood-brain barrier that prevents hydrophilic molecules such as
cytokines from passively entering the brain parenchyma, research efforts have
focused on elucidating so-called cytokine-to-brain signaling pathways. The
findings obtained indicate that several mechanisms, including prostaglandin-
induced neuronal activation, vagal afferents and ascending catecholaminergic
brainstem projections, can be involved in hypothalamo-pituitary-adrenal axis
activation after systemic interleukin-1 administration, depending on both experi-
mental and physiological conditions. Most recently, both homeostatic-
physiological stressors and emotional-psychological stressors have been pro-
posed to give rise to inflammatory responses, suggesting that crosstalk between
innate immune mediators and hypothalamo-pituitary-adrenal axis hormones will
continue to be at the forefront of research.
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4.1 Introduction: Neuroendocrine and Immune Systems

4.1.1 Post-WWII Conceptual Developments Leading
to Neuroendocrine and Immune Systems

Although the notions of neuroendocrine and immune systems seem natural to
present day scientists and physicians, it took, in fact, considerable conceptual and
experimental work to first describe these systems. As pointed out in Chap. 1, an
influential vision of neuroendocrine systems was articulated in Geoffrey Harris’
1955 book Neural control of the pituitary gland, in which he suggested that
neuroendocrine neurons could be considered motor or effector neurons (Harris
1955). He also specified functional criteria for determining whether an endogenous
substance constitutes a releasing factor at the level of the anterior pituitary. These
proposals, along with experimental findings, led to the idea of functional axes
formed by the hypothalamus, the pituitary (anterior and posterior), and endocrine
glands, for example, the adrenal and thyroid. Thus, one can encounter mention of the
hypothalamo-pituitary-adrenal (HPA) axis, the hypothalamo-pituitary-gonadal
(HPG) axis, and the hypothalamo-pituitary-thyroid (HPT) axis from the late 1960s
onwards. In the early 1970s, John Porter proposed that “[a] neuroendocrine system
consists of a neural cell or cells which secrete into the extracellular fluid a substance
which upon reaching other cells modify their behavior” (Porter 1973, pp. 2–3).

A conceptual view of the immune system was also developed in the 1970s by
Niels Jerne. He proposed that “the immune system, even in the absence of antigens
. . . achieves a dynamic steady state as its elements interact between themselves”
(Jerne 1974, p. 383), suggesting possible regulation of immune responses. While
much of twentieth-century research into immunity has focused on antibodies when
considering extracellular molecules, another category started to emerge during its
last quarter in the form of cytokines. Cytokines can be defined as “cell-surface
associated or secreted proteins that interact with specific cell-surface receptors
resulting in the mobilization and or modulation of target cells” (Oppenheim 2018,
p. 1). From the point of view of immunology, cytokines correspond to a broadening
of the category of interleukins that were viewed as messengers between leukocytes.
The very idea of interleukins, and later, cytokines, as intercellular messengers
progressively altered the antigen-antibody stimulus-responses vision of the immune
system.

As a category of intercellular signaling molecules, they are distinguished from
hormones, in that cytokines often act locally and at much lower concentrations. In
addition, cytokines typically have many different biological properties
(pleiotropism), and, in part, as a consequence, different cytokines may induce similar
biological effects (redundancy) (Dinarello 2007; Oppenheim 2018). The history of
interferons illustrates the changing framework of immunology well, in that inter-
feron was initially considered an antiviral molecule, but over time, with other effects
and related molecules being discovered, became a prototypical cytokine (Vilcek
2006; Billiau and Matthys 2009). Another illustration of categories in immunology
changing over time is that of different names referring to functional effects, for



example, “lymphocyte-activating factor” and “endogenous pyrogen,” which most
likely corresponded to one and the same molecule, coined interleukin-1 (IL-1)
(Oppenheim and Gery 1993).
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4.1.2 Post-WWII Tools to Study Neuroendocrine and Immune
System Components

In the early 1950s, conjugation of the fluorescent marker fluorescein to antibody
made it possible to localize antigens and antibodies in tissues (Coons and Kaplan
1950; Coons et al. 1950, 1951, 1955). Antibody conjugation approaches were
subsequently expanded to enzymes, to obtain more permanently stained tissues
and to circumvent the problems of fluorophore fading and tissue autofluorescence
(Nakane and Pierce 1967). Not surprisingly, given the peptidergic nature of many
hormones, many attempts were undertaken to develop antibody-based detection
techniques for these mediators in bodily fluids and tissue extracts (Yalow and Berson
1960; Utiger et al. 1962; Felber 1963; Spitzer 1968). Thus, radioimmunoassays were
employed to study the effects of potential hypothalamic-releasing factors on pitui-
tary contents of growth hormone or adrenocorticotropin hormone (Rodger et al.
1969; Brazeau et al. 1973; Rivier et al. 1973). A variant of radioimmunoassays in
which the radioactive isotope was replaced by an enzyme gave rise to enzyme-linked
immunosorbent assays (ELISAs) (Aydin 2015). Thus, these antibody-based
techniques made it possible to refine both biochemical and anatomical approaches.
Moreover, In the 1970s, the use of different fluorescent labels also allowed sorting
and concentrating of different cell populations (Bonner et al. 1972; Julius et al.
1972). All of the approaches were further improved after monoclonal antibodies
with predefined antigen specificity became available (Koehler and Milstein 1975).

Other technical developments, of which the impact can hardly be overstated and
which have given rise to different technologies, are those of the cloning of genes and
the expression of recombinant proteins. Indeed, very few proteins are naturally
produced in sufficient quantities and purity to allow their isolation, analysis, or
calibration (Hartley 2006). To obtain such quantities, cloning of the gene encoding
the protein of interest and its expression by cell types different from those naturally
expressing the protein is often necessary (Hartley 2006). It turned out that cytokines,
including interferons and IL-1, were amongst the first proteins to be thus produced
(Oppenheim and Gery 1993; Dinarello 2007). This, in turn, made it easier to
generate antibodies and calibration standards for immunoassays. In addition, the
cloning of genes encoding for hormones or cytokines allowed for the detection of
their expression in tissues by in situ hybridization. Naturally, the new techniques
were not only employed for better observation and description of immune and
neuroendocrine systems and their components, but also favored the emergence of
new tools of intervention. Thus, the classic approaches of lesions of organs or glands
or administration of their extracts were enriched by strategies using neutralizing
antibodies, recombinant forms of naturally occurring functional receptor
antagonists, such as alpha-helical Corticotropin-Releasing Hormone and IL-1



receptor antagonist, and animals that are deficient for certain genes (for example,
knock-out mice).
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4.2 Regulation of Immune and Neuroendocrine Systems:
Cytokine-HPA-Axis Interactions

4.2.1 Immunophysiology

Although Niels Jerne remarked that the immune and nervous systems share impor-
tant features such as threat detection and memory and “penetrate most other tissues
of our body” (Jerne 1974, p. 387), he also indicated that “they seem to be kept
separate from each other by the so-called blood-brain barrier” (Jerne 1974, p. 387)
and that lymphocytes stimulated with antigen in vitro “will produce specific anti-
body molecules, in the absence of any nerve cells” (Jerne 1985, p. 852). Other
immunologists, while embracing the idea of features common to the immune and
nervous systems, proposed to move from an antigen-centered to a more organism-
centered view of the immune system (Coutinho et al. 1984). These authors, in fact,
agreed with Jerne’s idea that the immune system is active in the absence of antigenic
stimulation, but proposed a more physiological approach with a more important
place for in vivo studies.

The term immunophysiology had started to become used more in the early 1980s
to describe immune functions in a particular organ, such as the gut, or of relatively
ignored cell types like Natural Killer cells (Dobbins 1982; Oldham 1983). But a
broader vision of immunophysiology also emerged, which aimed to “bring the self-
regulated immune system into conformity with other body systems . . . based on the
existence of afferent-efferent pathways between immune and neuroendocrine
structures” (Besedovsky and Sorkin 1977, p. 1). Thus, Besedovsky affirmed that
neurotransmitters and neuropeptides released by nerve endings and neuroendocrine
hormone production and action can constitute “external immunoregulatory signals
[super]imposed upon autoregulatory mechanisms” (Besedovsky et al. 1985,
p. 750s). Moreover, lymphoid cells were not only shown to express receptors for
glucocorticoids and catecholamines, but also synthesize “[c]lassic pituitary
hormones, [such as] growth hormone and prolactin [that] appear to have distinct
roles as immunomodulators” (Kelley 1988, p. 2095).

4.2.2 Stress and Immunity

In parallel with more physiological views of the immune system, a perspective
emerged that acknowledged the influence of stress on immunity and proposed that
this was mediated by neuroendocrine systems. Hans Selye had already shown before
WWII that “[e]xposure to general (systemic) stress initiates a chain of physiologic
reactions [resulting in thymic involution followed by adrenal enlargement], which
are essentially similar, irrespective of the particular stress agent employed” (Selye



1948, p. 186). He next related that “the predominantly emotional stress caused by
immobilization” also produced several of these responses (Selye and Fortier 1950,
pp. 153–155). In addition this “neurogenic stress-situation” was found to result in
“inhibition of inflammation” (Selye 1955, p. 124). Given that the anti-inflammatory
effects of glucocorticoids have been widely known since the 1950s (Gordon and
Katsh 1949; Glyn 1998), these findings gave rise to the idea that both physiological
and psychological stressors could modulate inflammation through the release of
corticosteroid hormones from the adrenals. Further work in the 1960s indicated that
a shuttle box stressor to induce electric shock avoidance learning in rodents was also
accompanied by hypertrophy of the adrenals and hypotrophy of the spleen and
thymus as well as altered susceptibility to various viral infections (Rasmussen
1969). These animal findings, along with some clinical work, then gave rise to the
more general hypothesis that “[s]tress and emotional distress may influence the
function of the immunologic system via central nervous system and possibly endo-
crine mediation” (Solomon 1969, p. 335).
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The stress response as a physiological concept was progressively linked to the
HPA-axis by Hans Selye between the 1950s and 1970s (Selye 1950, 1976). During
that time it had indeed become clear that acute and chronic stress were associated
with increased corticosteroid production in animals and humans (Hale et al. 1957;
Mason et al. 1961; Treiman et al. 1970; Weiss 1970; Arguelles et al. 1972; Bassett
et al. 1973; Tache et al. 1976). Some authors therefore proposed that “psychosocial
processes influence the susceptibility to some infections, to some neoplastic pro-
cesses, and to some aspects of humoral and cell-mediated immune responses” (Stein
et al. 1976, p. 439) and that “[t]hese psycho-social effects may be related to
hypothalamic activity, the autonomic nervous system, and neuro-endocrine activity”
(Miller 1977, p. 413). After some debate about how states of mind could give rise to
changes in immune responses, the term psychoneuroimmunology was put forward in
the early 1980s “to refer to studies of neuroendocrine mechanisms mediating the
effects of behavior on immune function—and vice versa” (Ader and Cohen 1985,
p. 103). It is nevertheless interesting to observe how from Selye’s initial observations
on the effects of systemic stressors on immune organs (even though at that time the
thymus was not yet considered to be an immune organ) a progressive shift took place
towards a perspective in which neurogenic or psychological stressors affect immune
responses through activation of the HPA-axis.

4.2.3 Communication Between Immune and Neuroendocrine
Systems

During the twentieth century, the idea of multicellular organisms displaying a
division of labor in “a society of cells” that was orchestrated by intercellular
communication (Reynolds 2017) was progressively rendered more concrete with
the notions of hormones, neurotransmitters and later cytokines as soluble secreted
mediators. In parallel, and regarding organ functions, the metaphoric image of the
brain as “governor” in which it is considered “as the executive control center of the



body” also gained traction (Fuller 2014, p. 100). This image was, in part, reinforced
by the very idea of neuroendocrine systems, which attributes an important role to the
hypothalamus in controlling pituitary-endocrine gland axes. From the 1970s
onwards a perspective emerged in which peripheral immune responses activate
hypothalamic neurons and “bring about changes in hormone levels,” for example,
increased corticosteroid concentrations, which, in turn, may “suppress[] a potentially
harmful expansion of lymphoid tissue” and “prevent accumulation of macrophages
in the delayed hypersensitivity reaction” (Besedovsky and Sorkin 1977, p. 4, 7, 9). In
such a perspective, the hypothalamus would receive afferent information of ongoing
peripheral immune responses and activate efferent pathways in the form of the
HPA-axis resulting in corticosteroid-mediated inhibition of immune responses as
some form of feedback loop.
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4.3 How Cytokines and the HPA-Axis Interact

4.3.1 Cytokines Can Interact with the HPA-Axis at Different Levels

In 1977, Besedovsky argued that “[i]t is a rational assumption that the primary link
between the immune and the neuroendocrine system is effected by one or another of
the multiple events known to follow immunization” and proposed that “chemical
mediators” produced by immune cells after stimulation “may influence the endocrine
target glands either directly or more likely via hypothalamus-hypophysis”
(Besedovsky and Sorkin 1977, p. 6). Interleukins or cytokines, as soluble
polypeptides released by activated immune cells, were obvious candidates to consti-
tute such mediators. Interestingly, it was shown in the 1980s that IL-1 can stimulate
pituitary mRNA expression and secretion of adrenocorticotropin hormone (ACTH)
as well as hypothalamic production of corticotropin-releasing hormone (CRH)
(Berkenbosch et al. 1987; Bernton et al. 1987; Brown et al. 1987; Sapolsky et al.
1987). If other cytokines, such as IL-6 or tumor necrosis factor-alpha, produced after
exposure of host cells to bacterial fragments, also increase corticosteroid release,
IL-1beta seems to be the most potent (Besedovsky et al. 1991; Dunn 1992; Matta
et al. 1992). Although it has been shown that IL-1 can induce corticosteroid secretion
by acting directly on the adrenal (Andreis et al. 1991), this cannot explain why
increases in plasma corticosterone after peripheral IL-1 administration require an
intact pituitary and the action of CRH (Berkenbosch et al. 1987; Gwosdow et al.
1990; Van Der Meer et al. 1996). These findings indicate that although cytokines
may act at different levels of the HPA-axis, activation at the level of the hypothala-
mus seems necessary for increasing the concentration of circulating corticosteroid
after systemic IL-1 administration.
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4.3.2 Mechanisms Mediating IL-1-Induced HPA-Axis Activation

But if one supposes that activation of the HPA-axis by peripheral IL-1 involves CRH
neurons in the hypothalamus, then one would need to explain how such a response
would circumvent the blood-brain barrier (BBB) that prevents water-soluble
polypeptides like cytokines from passively leaving the blood and acting in the
brain parenchyma. Given that in rodents 1) a functional blood-brain barrier is absent
in the hypothalamic median eminence (Gross 1992), 2) IL-1 decreases the median
eminence’s content of CRH (Berkenbosch et al. 1987; Watanobe et al. 1991), 3) IL-1
type 1 receptor mRNA expression in the median eminence (Cunningham et al. 1992;
Yabuuchi et al. 1994) and 4) intra-median eminence administration of IL-1ra
attenuates IL-1-induced adrenocorticotropin hormone secretion (Matta et al. 1993),
the action of circulating IL-1 on CRH-containing terminals in the median eminence
would be one obvious mechanism by which IL-1-induced HPA-axis activation can
be explained.

Another hypothesis emerged after it was shown that microinjection of the toxin
6-hydroxydopamine into the catecholaminergic fiber bundle connecting the
brainstem to hypothalamus reduces IL-1-induced increases in hypothalamic CRH
mRNA and plasma corticosterone levels (Chuluyan et al. 1992; Parsadaniantz et al.
1995). This, along with the repeated observation that peripheral IL-1 administration
stimulates hypothalamic noradrenalin turnover, both in the paraventricular hypothal-
amus containing CRH cell bodies and in the median eminence in which CRH
neurons terminate (Dunn 1988; Kabiersch et al. 1988; Mohankumar and
Mohankumar 2005), indicated that brainstem catecholaminergic projections to the
hypothalamus play an important role in IL-1-induced activation of the HPA-axis. In
addition, prostaglandin synthesis was shown to mediate IL-1-induced activation of
the HPA-axis, as administration of a cyclooxygenase inhibitor can attenuate
increased hypothalamic noradrenalin turnover and plasma corticosterone after
peripheral injection of this cytokine (Dunn and Chuluyan 1992). This pharmacolog-
ical finding was soon followed by the demonstration of cyclooxygenase-2 induction
associated with brain endothelial cells in response to peripheral IL-1 injection (Cao
et al. 1996; Lacroix and Rivest 1998). Not surprisingly, these different findings gave
rise to intense research aimed at testing various hypotheses of how peripheral IL-1
can activate hypothalamic CRH neurons, resulting in HPA-axis activation.

In these endeavors, some groups chose to use IL-1 as a stimulus, while others
preferred to administer bacterial lipopolysaccharides (LPS) fragments as an inducer
of IL-1 and other pro-inflammatory cytokines in mononuclear leukocytes. In doing
so, the former used a robust, well-characterized, and progressively standardized
single cytokine, while the latter allowed the possible production and interaction of
different pro-inflammatory cytokines and preserved a potential role for monocytes
and macrophages in immune-to-brain signaling. With respect to macrophages, it was
shown that peripheral LPS administration induces IL-1 beta production, not only in
liver Kupffer cells, but also in brain circumventricular organs such as the median
eminence, lacking a functional blood-brain barrier (Chensue et al. 1991; Van Dam
et al. 1992). Given that vagal nerve fibers in the liver can bind and react to IL-1



(Niijima 1996; Goehler et al. 1997), these findings raise the possibility that paracrine
actions of IL-1beta, either on peripheral nerves or in the median eminence, could
also play a role in activation of the HPA-axis.
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The results of several intervention strategies, mostly lesion- and pharmacology-
based, indicate that prostaglandin-dependent activation of catecholaminergic
brainstem projections to hypothalamic CRH neurons underlies peripheral IL-1-
induced HPA-axis activation (Ericsson et al. 1997). Interestingly, vagal afferent
fibers in the brainstem terminate close to catecholaminergic neurons (Sumal et al.
1983) and subdiaphragmatic vagotomy attenuates adrenocorticotropin hormone
responses after intraperitoneal, but not necessarily intravenous, administration of
IL-1beta (Kapcala et al. 1996; Ericsson et al. 1997; Wieczorek and Dunn 2006).
Regarding the role of mononuclear leukocytes, it was shown early on that elimina-
tion of macrophages by administration of dichloromethylene-diphosphonate-filled
liposomes prevents increases of adrenocorticotropin hormone and corticosterone in
response to low doses of bacterial LPS (Derijk et al. 1991). However, and more
surprisingly, this same intervention increases hormonal responses after chronic
peripheral IL-1beta infusion, suggesting that endogenous macrophage-derived
mediators exert an inhibitory effect on IL-1-induced HPA-axis activation (Van Der
Meer et al. 1996). The brain contains bona fide macrophages, in addition to immu-
nocompetent microglia, in areas without a functional blood-brain barrier, such as the
meninges and circumventricular organs as well as in perivascular spaces (Williams
et al. 2001; Prinz et al. 2021). Interestingly, eliminating brain macrophages by
intracerebroventricular administration of these dichloromethylene-diphosphonate-
filled liposomes attenuates acute adrenocorticotropin hormone and corticosterone
responses after peripheral IL-1beta injection, but increases them in response to
bacterial LPS (Serrats et al. 2010). Taken together, these findings indicate that
different mechanisms can underlie and modulate peripheral IL-1-induced activation
of the HPA-axis and that the actual involvement of such mechanisms may depend on
the conditions, both experimental and physiological.

4.4 Outstanding Questions and Perspectives

Most recently, intervention strategies have often involved the use of genetically
modified organisms, for example, in experiments with knock-out mice or
optogenetics. Many of the conclusions drawn from old intervention strategies have
been confirmed with these newer techniques, including differences between the
mechanisms mediating the effects of IL-1 and LPS on the HPA-axis. Thus, the
lack of effect of administration of IL-1ra on bacterial LPS-induced increases in
plasma ACTH and corticosterone was corroborated in mice genetically deficient in
the IL-1 type 1 receptor (Dunn 2000; Matsuwaki et al. 2017). It is indeed important
to consider the results of different lines of evidence when addressing a research
question in the life sciences, as each single line or approach, and even the latest
technology, is associated with particular limitations and biases (Munafo and Davey
Smith 2018). In this context, it is also important to bear in mind that the use of



genetically modified organisms may have less utility in addressing the role of
metabolites, cells, or particular structural organizations. For example, when
addressing the question of which cell types mediate the neuroendocrine or other
effects of IL-1, most recent studies have used promotor-specific Cre-Lox recombi-
nant mice. But one of the major bottlenecks of such approaches is the specificity of
the promoters used, since specific promotors may not yet be widely available for all
cell types and the specificity of promoters that have already been used may be
questioned (Chaskiel et al. 2021).
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Another important issue related to the interpretation of experimental findings is
that many regulatory processes in biology are functionally redundant. Thus it is
important to keep in mind that a regulatory response that appears to be top-down, in
the sense that it involves entities at a perceived higher level of organization, typically
the brain, influencing lower level entities, does not exclude other forms of regulation.
So, even though it has been shown that in the case of systemic administration of
IL-1, corticosterone release depends, to a large extent, on the hypothalamus
(Berkenbosch et al. 1987; Gwosdow et al. 1990; Van Der Meer et al. 1996), this
does not mean that every time plasma corticosterone concentrations increase that the
full HPA-axis is active. Indeed, IL-1 can induce corticosteroid secretion by acting
directly on the adrenal, where its signaling receptor is expressed (Andreis et al. 1991;
Engstrom et al. 2008). Therefore, an increase in circulating glucocorticoid
concentrations under certain inflammatory conditions or after administration of
some molecule alone cannot be taken to reflect HPA-axis activation or indicate
interactions between neuroendocrine and immune systems as such. In addition, the
existence of functionally redundant regulatory mechanisms at different levels of
perceived organization raises questions about how these interact and in which
contexts they are mostly activated.

Beyond the progressively unravelling of mechanisms mediating the effects of
cytokines on the HPA-axis and vice versa, it is important to point out that some
conceptual shifts have occurred in the process. Back In 1977, Besedovsky and
Sorkin wrote that “the possibility that the immune response itself could bring
about changes in hormone levels has not been previously considered” (Besedovsky
and Sorkin 1977, p. 4). Interestingly, some 15 years later, several paper titles referred
to “infection as stressor” or “immune system-mediated stress response” (Eskay et al.
1990; Dunn 1993). Indeed, while Selye in the mid-twentieth century certainly did
consider infection as a systemic or physiological stressor, subsequent research
interests had progressively moved to studying the effects of so-called neurogenic,
emotional, or psychological stressors on immune responses. Considering infection
as a systemic, homeostatic, or physiological stressor led several groups in the 1990s
to compare the brain circuits involved in activation of the HPA-axis by these two
broad categories of stressors. Thus, systemic, homeostatic, or physiological
stressors, including hypoglycemia and peripheral IL-1 injection, are thought to
activate the HPA-axis through ascending catecholaminergic brainstem projections,
whereas stimulation of the HPA-axis by neurogenic, emotional, or psychological
stressors, such as restraint or foot shock, seem to involve forebrain circuits (Herman
et al. 1996; Li et al. 1996; Herman and Cullinan 1997; Sawchenko et al. 2000).



Interestingly, most recently both homeostatic-physiological stressors and emotional-
psychological stressors have been proposed to give rise to inflammation (Konsman
2019). In this respect, it is certainly going to be important in the future to specify
subcategories of inflammation (Meizlish et al. 2021).
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4.5 Key References

Besedovsky et al., Journal of Immunology, 1985. This review provides important
insights into immune-neuroendocrine interactions.

Dinarello, European Journal of Immunology, 2007. This review, by one of the main
actors in the field, gives a historical overview of the coming into being of
cytokines as a class of intercellular messengers.

Herman & Cullinan, Trends in Neurosciences, 1997 and Sawchenko et al., Progress
in Brain Research, 2000. These two review articles make the case that distinct
categories of stressor mobilize different brain circuits that converge in the hypo-
thalamus to activate the hypothalamo-pituitary-adrenal (HPA) axis.
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Catecholamines and Immunomodulation 5
Maren Claus and Silvia Capellino

Abstract

Dopamine, norepinephrine, and epinephrine are endogenous catecholamines,
known to play many different roles in the body, such as increasing heart rate,
blood pressure, and blood glucose, controlling movement, and acting on mood
and behavior. Catecholamines were first described as neurotransmitters of
the sympathetic nervous system, but they also act as hormones released by the
adrenal medulla, and increasing evidence indicates their crucial role in the
immune system. In this chapter, we will describe how catecholamines modulate
immune cells in physiologic as well as pathologic conditions and provide evi-
dence indicating that catecholamines are also to be considered cytokines, that is
compounds synthesized by immune cells, which act as local intercellular signal-
ing mediators. We will then describe how this knowledge will be helpful for new
therapeutic strategies.

Keywords
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5.1 Introduction

Dopamine, norepinephrine, and epinephrine are the endogenous catecholamines,
traditionally described as neurotransmitters of the sympathetic nervous system, and
are responsible for the fight-or-flight response, as well as for many other
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physiological functions. Dopamine is mainly produced in neuronal cell bodies in
two areas of the brain: the substantia nigra and the ventral tegmental area. Norepi-
nephrine is mostly synthesized in the locus coeruleus, whereas epinephrine is
produced in neurons near the solitary tract. In addition to their synthesis in the
(central) nervous system and their classical role as neurotransmitters, norepinephrine
and epinephrine can also be synthesized and released in the adrenal medulla of the
adrenal glands, and catecholamine release was described in many peripheral organs,
thus suggesting a “hormonal” role of catecholamines. The first mention of the
crosstalk between the sympathetic nervous system and the immune system can be
found in an article from 1903 (Meltzer and Meltzer 1903). Since then, a number of
important articles have been published, showing the complex interaction between
the sympathetic nervous system and the immune system. Here, we will depict the
effects of catecholamines on immune cells and immune function. The aim of this
chapter is not to itemize all available publications on this subject, but rather to give
an overview of principal results and milestones, and to discuss how this knowledge
could be useful for future clinical applications.
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Furthermore, we will describe how immune cells synthesize and release
catecholamines by themselves, thus using catecholamine-driven immune modula-
tion without any involvement of the nervous system. Based on these results, we will
introduce the idea that catecholamines should also be considered as cytokines and
components of the immune system.

5.2 Catecholamine Synthesis, Release, and Inactivation

Catecholamines are chemical compounds with a catechol group and a side-chain
amine. Catecholamine synthesis starts with the conversion of the amino acid
L-tyrosine to l-3,4-dihydroxyphenylalanine (levodopa or L-DOPA) by the enzyme
tyrosine hydroxylase (TH), which is the rate-limiting enzyme for catecholamine
synthesis (Schulz et al. 2004).

Dopamine is the first catecholamine synthesized from L-DOPA by the enzyme
DOPA decarboxylase. Depending on the cell type, dopamine can be then released as
such or further converted to norepinephrine (also called noradrenaline) and finally to
epinephrine (or adrenaline) (Fig. 5.1).

The Discovery of Dopamine as a Neurotransmitter
Dopamine was first synthesized in 1910 by George Barger and James Ewens.
Shortly after, Henry Dale, from the same lab, found it to be an epinephrine-like
compound. However, it took almost 50 years until Arvid Carlsson, Nils-Åke
Hillarp, and Bengt Falck recognized that dopamine itself was an endogenous
agonist. For his work on dopamine, Carlsson was awarded the Nobel Prize in
Physiology or Medicine in 2000, together with Eric Kandel and Paul
Greengard.
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Fig. 5.1 Catecholamine synthesis. DBH dopamine β-hydroxylase, PNMT phenylethanolamine
N-methyltransferase

After synthesis, catecholamines are stored in cytoplasmic vesicles. The
mechanisms involved in catecholamine release have been studied mostly in chro-
maffin cells, but it is plausible that the same mechanisms are valid for other cell types
as well. Many humoral factors, such as prostaglandins and a large number of
peptides and other substances, are involved in catecholamine release, and addition-
ally, catecholamines themselves may regulate their own release via presynaptic
autoreceptors (Schulz et al. 2004; Langer 1980).

Metabolism and inactivation of catecholamines are very different among tissues
and cell types. In most of the cases, catecholamine reuptake takes place in the same
cells that secreted them, or in cells close by, but the extracellular breakdown of
catecholamines is possible as well. Due to the instability of catecholamines, their
application as pharmacological treatment would have only a low efficacy. Therefore,
administration of precursors (L-DOPA) and blockade of reuptake and/or of degra-
dation are used as a therapeutic strategy to increase their amount. For example,
norepinephrine–dopamine reuptake inhibitors are used to boost catecholamines’
effects and are useful to treat depression (Kintscher 2012), whereas catechol-O-
methyltransferase inhibitors are used as supportive therapy to prolong the effect of
L-DOPA in Parkinson’s patients (Deane et al. 2004). As described below in this
chapter, catecholaminergic pathways are also active in immune cells and



catecholamine-modulating drugs can also affect immune function. Increasing our
knowledge of the immune effects of these drugs is therefore crucial for the future
development of catecholamine-induced immune modulation.
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5.3 Catecholamine Receptors

Catecholamine receptors are transmembrane G-protein coupled receptors (GPCR).
They are divided into dopaminergic receptors, binding dopamine, and adrenergic
receptors, binding epinephrine and norepinephrine. Like many other neurotransmit-
ter receptors, catecholamine receptors are expressed by many cells outside of the
nervous systems. Here, we will focus on the expression and function of catechol-
amine receptors on immune cells.

5.3.1 Dopamine Receptors

Five different dopamine receptors (DR) were described in the late 1970s. These
receptors are called D1-D5 DR and are encoded by different genes. An alternative
splicing of D2-DR can lead to two variants of this receptor with distinct physiologi-
cal, signaling, and pharmacological properties: D2S (D2-short) and D2L (D2-long)
(Beaulieu et al. 2015). Splicing variants are also described for other DR, but with
similar signaling properties. Depending on their biochemical properties and func-
tional similarities, DR are grouped into two families: the D1-like and D2-like (Sibley
et al. 1993). D1- and D5-DR belong to the D1-like DR family and are coupled to
Gαs, thus activating adenylate cyclase and increasing the cytosolic concentration of
3′-5′-cyclic adenosine monophosphate (cAMP), whereas D2-, D3-, and D4-DR
belong to the D2-like DR family that are coupled to Gαi and inhibit adenylate
cyclase and cAMP production (Beaulieu et al. 2015). Modulation of cAMP by DR
regulates PKA. Among PKA substrates, phosphorylation of DARPP-32 and PPP1 in
the dopamine receptor pathway has been intensively investigated (Svenningsson
et al. 2004; Girault 2012; Beaulieu et al. 2015). Apart from the prevailing mecha-
nism of cAMP regulation, DR can also regulate a variety of further signaling
pathways, including alternate G-protein coupling but also non-G-protein
mechanisms. A detailed description of cAMP-independent pathways activated by
dopamine is presented by Beaulieu et al. (2015). To make things even more
complicated, during chronic inflammation DR can switch the cytoplasmic subunit
from Gαs to Gαi signaling during chronic inflammation (Jenei-Lanzl et al. 2015b).
This phenomenon is probably responsible for the different effects of dopamine
described in physiologic and in pathologic conditions (see below). Furthermore,
DR can exist in oligomeric form (Perreault et al. 2014; Feng and Lu 2021). It is
reported that DR can form heteromers with other DR but also with many other
receptors, such as other GPCR and ionotropic receptors (Beaulieu et al. 2015; Feng
and Lu 2021; Kamal and Jockers 2011; Perreault et al. 2014). Heteromerization is
not a functional requirement, but a normal physiological function of GPCR. It is



reported that heteromerization can occur early after receptor synthesis but can also
take place in a very dynamic and transient way later on (Kasai and Kusumi 2014).
Heteromerization confers a different signaling mechanism compared to that of single
receptors. Therefore, a receptor agonist could induce the activation of one specific
receptor but also of heteromers, thus causing different signaling mechanisms. This
aspect is often not considered but is extremely important for the interpretation of
results.
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Of note, D1-like and D2-like DR have different binding affinity for dopamine.
D2-like DR has high binding affinity and can bind already low dopamine
concentrations, whereas D1-like DR has 10- to 100-fold lower binding affinity and
can only bind at high concentration of dopamine (Klein et al. 2019). Therefore,
dopamine can exert different intracellular effects depending on its concentration and
thus on the activated DR.

5.3.2 Adrenergic Receptors

Norepinephrine and epinephrine exert their effect by binding to GPCR called
“adrenergic receptors” or “adrenoceptors” (AR). AR are expressed within the central
nervous system, as well as in almost all peripheral cells, and their activation has
many consequences, including on blood pressure control, heart rate regulation,
airway reactivity, and many areas of metabolism. Due to the wide spectrum of
effects, AR modulation is currently used as a therapeutic target in many diseases,
such as asthma, chronic obstructive pulmonary disease (COPD), and high blood
pressure.

AR were firstly divided into two types, α-AR and β-AR, depending on their
binding affinity for norepinephrine and epinephrine (Ahlquist 1948). Nowadays, AR
are divided into three subtypes, based on their pharmacological properties (Bylund
et al. 1994): α1-AR, α2-AR, and β-AR, each of them further divided into three
subtypes, as described in Fig. 5.2.

For a summary of AR subtypes and their action, see Bylund et al. (1994), Hein
(2006), Cosentino and Marino (2012), Scanzano and Cosentino (2015). In general,
α-AR binds with stronger affinity to norepinephrine compared to epinephrine, and

Fig. 5.2 Subdivision of adrenergic receptors



the opposite is true for β-AR. α1-AR stimulation leads to activation of phospholipase
C (PLC) and finally to Ca2+ release, but in vascular smooth muscle cells an influence
of α1-AR activation on calcium influx has also been described (Bylund et al. 1994).
Also for α2-AR many signaling pathways have been described. α2-AR activation
leads to inhibition of adenylate cyclase and reduction of cyclic adenosine
monophosphate (cAMP) concentration, but α2-AR were also shown to translocate
extracellular calcium and to activate potassium channels (summarized in Bylund
et al. 1994). β-AR are coupled to an intracellular Gαs subunit and lead to cAMP
increase after stimulation, but other unconventional mechanisms are also described,
with β3-AR being responsible for protein kinase A (PKA) activation and Ca2+ entry
in endomyocardial tissue (Gauthier et al. 1996).
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Besides these classical signaling pathways, AR activation may act on many
further non-canonical pathways, as described below with regard to immune cells.
One reason is the presence of many ARs on the same cell and the different binding
affinity of specific agonists for different AR subtypes. Also, prolonged or strong AR
stimulation leads to reduced responsiveness to further stimuli, whereas low activa-
tion may lead to increased receptor signal. Moreover, AR can bind to other receptors
and form heteromers, with different functions compared to the AR alone
(Wnorowski and Jozwiak 2014; Hein 2006). The formation of heteromers can be
very dynamic, as previously described (Kasai and Kusumi 2014), thus making the
interpretation of results even trickier.

5.3.3 DR-AR Heteromers

As already described above, AR and DR can form heteromers with many other
receptors, with a significant physiological impact on their function and intracellular
signaling. Within the last few years, the formation of heteromers by DR and AR has
been described. Rebois et al. (2012) demonstrated that D2-DR and β-AR can form
heteromers in transfected HEK 293 cells. Gonzalez et al. (2012) showed that D4-DR
heteromerized with α1b- and β1-AR in the pineal gland in rats. Stimulation of
heteromers with dopamine inhibited adrenergic signaling, thus acting on melatonin
synthesis. Interestingly, D4-DR is only expressed during the dark cycle in the pineal
gland; therefore, this indirect effect of dopamine on the adrenergic signaling has a
circadian rhythm. These results pinpoint the possible cross-reactivity of DR agonists
on AR pathways (and vice versa) due to DR-AR heteromers, and also the dynamic
changes between heteromeric and homomeric forms of DR and AR, which should be
taken into consideration. Activation of the heteromers involves a signaling complex
responsible for integrating the regulation of AC activity by Gαs and Gαi.
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How to Study GPCR Heteromers
It is well known that pharmacological features, trafficking, and signal trans-
duction of GPCR are modulated by the formation of heteromers
(Chandrasekera et al. 2013; Beaulieu et al. 2015). But whether heteromers
are functional or not is not always clear, as it is difficult to clearly distinguish
true interactions from random colocalization.

A growing number of methods have been developed to analyze heteromer
formation. In early studies, potential candidates were co-expressed in HEK
293 cells and heteromers were subsequently detected by
co-immunoprecipitation or assayed microscopically for colocalization
(Chandrasekera et al. 2013). The latter approach could be refined by the use
of the energy transfer-based techniques fluorescence resonance energy transfer
(FRET) and bioluminescence resonance energy transfer (BRET) (Ayoub and
Pfleger 2010). Further development of these methods (1) allows direct dis-
crimination between heteromer-specific pharmacology and monomer/
homomer-specific pharmacology by measuring BRET between one receptor
and the ligand of the second receptor (Johnstone et al. 2021), (2) enables
detection of β-arrestin recruitment to one receptor after stimulation of the
second receptor (Mores et al. 2019), and 3) allows the examination of drug-
induced changes in oligomer formation (Vidi et al. 2008). However, all these
studies can only be performed in artificial systems using transfected cells.

Identification of GPCR heteromers in primary cells or tissues has become
possible by methods such as the in situ proximity ligation assay (PLA) (Gomes
et al. 2016) or the amplified luminescent proximity homogeneous assay
(AlphaScreen) (Fernandez-Duenas et al. 2019). Here, labeled antibodies
bind to the potential interaction partners. Labels located in close proximity—
such as by direct protein–protein interaction in heteromers—can be detected
by specific signal amplification and analyzed microscopically.

5.4 Involvement of Catecholamine Receptors in Immunity

5.4.1 Dopamine Receptors and Immunity

Dopamine is one of the best-studied neurotransmitters in the brain, due to its crucial
role in several functions, such as reward-related behaviors and movement control.
Despite a body of evidence suggesting a functional effect of dopamine on inflamma-
tion, its role as a humoral compound and immune transmitter was only described
many years after the discovery of the immunomodulatory effect of norepinephrine
and epinephrine. Nevertheless, a large number of studies have been published within
the last few years confirming the crucial role of dopamine on immune responses (for
reviews, see Thomas Broome et al. (2020), Feng and Lu (2021), Ugalde et al. (2021).
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Early studies assessed the expression of DR in human peripheral blood mononu-
clear cells (PBMCs) by PCR or radioligand binding assays (Basu and Dasgupta
2000). In 2002, Mckenna et al. (2002) quantified DR expression on PBMCs via flow
cytometry and reported that the highest expression of DR was in NK cells and B
cells, whereas T cells and monocytes had lower DR levels, with great variance
within donors.

Human NK cells express D2-D5 DR and lack D1-DR (Mckenna et al. 2002), but
preliminary data from our group also suggest the expression of D1-DR on human
NK cells (unpublished data). The literature on dopamine-mediated effects on human
NK cells is limited at present, but current knowledge suggests that DR activation
leads to an inhibitory function on human NK cells. In particular, upregulation of
D5-DR in primary human NK cells pre-stimulated with interleukin-2 (IL-2) has been
reported to suppress cell proliferation and NFκB-dependent IFNγ secretion (Mikulak
et al. 2014). A recent publication supports the possible clinical relevance of dopa-
minergic modulation, as the treatment of patients with solid refractory tumors with a
small molecule D2 antagonist in a phase II study led to more NK cell tumor
infiltration and induction of cytokines (Stein et al. 2019). The results from mouse
models also confirmed an effect of dopamine on NK cells, but the results seem
contradictory. Zhao et al. (2013) reported that D1-like stimulation enhanced NK
cytotoxicity in mice, whereas D2-like DR stimulation was responsible for NK cell
inhibition. On the contrary, Nozaki et al. (1996) found that haloperidol, a D2-like
DR antagonist, inhibited NK cell activity and paradoxically bromocriptine, a D2-like
DR agonist, had the same effects. The authors hypothesized different pathways for
the two drugs as an explanation for the unexpected results, but another reason could
be the binding affinity of these drugs for other receptors, such as binding to
serotoninergic receptors. Kavelaars et al. (2005) showed that knockout of the
dopamine transporter (DAT) in mice led to a reduced activity of NK cells, but to
higher cytokine production in LPS-induced macrophages. These effects could be
due to a longer presence of dopamine in the extracellular space and thus to a
prolonged dopaminergic effect. In rats with high susceptibility to dopamine, NK
cell activity is lower than in hypodopaminergic rats (Teunis et al. 2004) and female
hyperdopaminergic rats had lower NK cell numbers compared to hypodopaminergic
female rats, thus suggesting an influence of sex hormones on dopamine-mediated
effects on NK cells (Teunis et al. 2004). It is of interest that findings obtained in
some in vivo stress models also suggest a role for dopamine in stress-mediated NK
cell function. For example, restraint stress in mice caused an impairment in NK cell
cytotoxicity and dopaminergic as well as adrenergic antagonists prior to stress
induction could counteract this effect (Fiserova et al. 2002).

Despite the high DR expression detected on B cells (Mckenna et al. 2002), the
functional role of dopamine in B cells is still poorly understood. In the 1990s,
Bergquist et al. (1994, 1997) demonstrated that dopamine stimulation decreased
IgG, IgA, and IgM secretion. Moreover, dopamine stimulation inhibited B cell
proliferation. However, these described effects are apparently independent of canon-
ical dopaminergic signaling and rather occur due to the formation of reactive oxygen
species and consequent induction of apoptosis (Meredith et al. 2006). Stimulation of



D2-like DR by bromocriptine was reported to inhibit B cell proliferation as well as
IgG secretion and expression of activation markers such as CD23, CD25, and CD71
(Morkawa et al. 1993). In rheumatoid arthritis, expression of D2-DR on B cells
negatively correlated with disease activity, but no functional experiments were
performed (Wei et al. 2015). Recently, Papa et al. demonstrated that stimulation of
DR on germinal center and memory B cells leads to differentiation in plasma cells
and to a rapid translocation of ICOSL to the cell membrane, thus enhancing T–B cell
interaction (Papa et al. 2017). Of note, the authors also reported that these dopami-
nergic mechanisms are not conserved between mice and humans.
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Most of the studies investigating the role of dopamine on the immune system
have focused on T cells. DR expression has been well described in T cells (Arreola
et al. 2016), and DR expression seems to be dynamic, as it changes during T cell
maturation and increases after anti-CD3/CD28 stimulation (Kustrimovic et al. 2014).
The effects of dopamine can be very different and seem to depend on T cell status. In
general, dopamine activates resting T cells and inhibits activated T cells. However,
dopamine can even lead to opposite effects on T cells, depending on its concentra-
tion, the activation state of the cells, and the specific DR bound (for summary, see
Feng and Lu (2021), Thomas Broome et al. (2020), Levite (2016)). For example,
D2-DR and D3-DR both belong to the D2-like DR family, but they have opposite
effects on T cells, with D2-DR stimulating the release of the anti-inflammatory IL-10
and D3-DR promoting secretion of the pro-inflammatory TNFα (Besser et al. 2005).
This example highlights the complexity of dopamine’s action on T cells. It is of
interest that only regulatory T cells (Treg) were found to synthesize dopamine
(Cosentino et al. 2007). Secreted dopamine can then act in an autocrine way and
decrease secretion of IL-10 and transforming growth factor (TGF)-β, or in a paracrine
way, thus leading to effector T cell (Teff) suppression via D1-like DR (Cosentino
et al. 2007).

Monocytes and macrophages are part of the immediate innate immune response
against pathogens and shape adaptive immunity. Further, they are key players in
tissue homeostasis. Monocytes circulate in peripheral blood and migrate to sites of
inflammation after activation, which is paralleled by differentiation into
macrophages. Macrophages are tissue-resident, with different phenotypic and func-
tional features in different tissues. Human monocytes express high amounts of D2-
and D3-DR and lower amounts of D4- and D5-DR (Mckenna et al. 2002), whereas a
recent publication described D5-DR as the highest expressed DR in human
macrophages (Nolan et al. 2019). Similarly to T cells, current knowledge suggests
a multifaceted role for dopamine in monocyte function. D1-DR signaling blocked
the production of pro-inflammatory cytokines from monocytes and LPS-activated
macrophages (Bone et al. 2017), thus suggesting an anti-inflammatory effect. How-
ever, a study on HIV patients showed that dopamine had a pro-inflammatory role on
macrophages, via D5-DR activation (Nolan et al. 2019). Another study suggested
different effects of D2-like DR activation in physiologic and pathologic conditions
(Gaskill et al. 2012). Indeed, the study showed that dopamine has a clear
pro-inflammatory effect on human untreated macrophages and increased IL-6 and
CCL-2 release, but it had less clear effects on macrophages pre-treated with LPS,



where dopamine increased IL-6 and CCL-2 but decreased TNFα (Gaskill et al.
2012).
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Dendritic cells (DCs) are specific antigen-presenting cells that stimulate and
shape T cell responses during infection and in steady state. Immature DCs exhibit
phagocytic features and present processed antigens to T cells. Dendritic cells are
responsible for priming of T cells and for their differentiation into effector cells.
Nakano et al. (2008) showed the presence of DR on monocyte-derived dendritic
cells (Mo-DC) and suggested that D2-like DR blockade might lead to an increase in
cAMP and consequently to dopamine release by Mo-DC, which then leads to
D1-like DR activation on T cells (Nakano et al. 2009). Therefore, dopamine could
be involved in DC-T cell interaction (Pacheco et al. 2009), but further studies are
required.

Dopamine has also been reported to regulate granulocytes, as summarized by
Pinoli et al. (2017). Granulocytes belong to the innate immune system and include
neutrophils, eosinophils, basophils, and mast cells. Except for basophils, the influ-
ence of dopamine has been demonstrated for all granulocytes. In neutrophils,
D1-like DR expression was reported in 1999 (Sookhai et al. 1999), and D2-like
DR expression was reported shortly after (Pereira et al. 2003; Boneberg et al. 2006).
Later it was also demonstrated that D1-like and D2-like DR are co-expressed on the
same cells (Mckenna et al. 2002; Chen et al. 2014). Activation of DR usually inhibits
neutrophil functions, for example their ability to adhere to the endothelium, as well
as decreased cell migration, phagocytic activity, and inhibited superoxide anion
production (for a review, see Pinoli et al. (2017)). It was also reported that dopamine
increased neutrophil apoptosis under physiological conditions as well as during
inflammation (Sookhai et al. 1999). Also, treatment with L-Dopa was shown to
induce neutropenia in Parkinson’s patients and caused an unbalanced DR expression
on neutrophils (Cordano et al. 2015). In eosinophils, all five DR have been detected,
but little is known about their functional effects. Podolec et al. showed a reduced
amount of eosinophils in rats treated with high concentrations of L-Dopa or apo-
morphine, whereas an opposite effect was shown at low doses (Podolec et al. 1979).
These findings could be of clinical relevance for transplantations, as described by
Takkenberg et al. (2004), where administration of dopamine in patients waiting for
heart transplantation reduced peripheral eosinophilia and eosinophilic myocarditis in
the transplanted heart. In mast cells, effects of dopamine have been described only in
mice and in a rat cell line. In the rat cell line RBL-2H3, many dopaminergic agents
inhibited degranulation, but these effects were probably independent of DR (Seol
et al. 2004). In contrast, dopamine induced degranulation of mast cells derived from
mouse bone marrow in a D1-like DR-dependent way (Mori et al. 2013). To the best
of our knowledge, expression of DR on human mast cells as well as possible
functional effects has not been described so far.

In summary, the published findings are partially conflicting, probably due to
different expression levels of DR in immune cell subtypes and to the fact that the
dopaminergic compounds used have different binding affinities for DR, and so
cannot be directly compared. Also, the presence of heteromers can alter the intracel-
lular pathway activated by specific DR. Nevertheless, these results demonstrate the



strong influence of dopamine on immune cell responses and open up a possible new
way to modulate the immune response.
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5.4.2 Adrenergic Receptors and Immunity

Adrenergic receptors (AR) have been described on almost all immune cells, and
there is a growing body of evidence available for their role in the immune response.
Here, we will therefore introduce only an overview of the main evidence regarding
AR activation on B cells, T cells, NK cells, dendritic cells, and monocytes/
macrophages.

In general, adrenergic signals seem to have an inhibitory effect on the functions of
immune cells. Under specific conditions, however, AR agonists can also be
activators. A pro- or anti-inflammatory environment and the various stages of cell
differentiation and maturation may shape the expression pattern of AR or lead to
preferential activation of different signaling pathways downstream of the AR.

Among lymphocytes, B cells express the greatest numbers of β2-AR per cell,
which is considered their main receptor responding to epinephrine and norepineph-
rine (Karaszewski et al. 1990; Kohm and Sanders 2001). Chronic administration of
adrenergic agonists in asthma seems to inhibit B cell function (Mansfield and Nelson
1982), while short-term adrenergic signals after psychological stress might have
stimulating effects on B cells in humans (Matthews et al. 1995), which underlines the
impact of the duration of adrenergic stimulation. A variety of mouse models have
been developed to study the effects of adrenergic signaling on B cell function.
Reduced production of IgM and IgG1 after depletion of norepinephrine prior to
immunization in vivo as well as increased secretion of IgG1 by mouse B cells in vitro
in the presence of β-AR stimulation suggests that an optimal B cell response to
antigenic stimulation requires adrenergic signals. The enhancing effect on IgG1
secretion has been attributed to stimulation of cAMP/PKA-mediated signal
pathways by β2-AR and direct upregulation of the costimulatory molecule CD86
through β2-AR signaling, which positively regulates IgG1 production (Kohm and
Sanders 1999; Podojil and Sanders 2005). Production of IFNγ-dependent IgG2a is
affected through β2-AR signaling in both B cells and TH1 helper T cells. Chronically
stressed mice showed decreased immune response to viral infection with a lower
number of antibody-secreting cells and thus reduced amount of virus-specific IgM
and IgG (Kennedy et al. 2005; Sheridan et al. 1998). Similarly, enhanced production
of IgE was also dependent on adrenergic signaling (Pongratz et al. 2006), which
underlines the clinical importance of stress and stress management in allergy and
allergic asthma and questions the benefit of long-term administration of adrenergic
agonists in the treatment of lung diseases.

Adrenergic signals shape T cell functions either directly, by regulating thymocyte
differentiation (Leposavic and Pilipovic 2018) and interfering with activation, dif-
ferentiation, and effector function (see below), or indirectly, by inhibiting the
production of T cell activating cytokines by dendritic cells ((Takenaka et al. 2017)
and below).
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Expression levels of β-AR differ between T cells with greater receptor density on
CD8 cytotoxic T cells than on CD4 helper T cells (Fan and Wang 2009). Functional
effects of epinephrine and norepinephrine are mainly mediated by β2-AR (Borger
et al. 1998). β2-AR numbers and responsiveness increase further with activation and
differentiation (Korichneva and Tkachuk 1990; Carlson et al. 1994; Slota et al. 2015;
Wahle et al. 2001; Fan and Wang 2009). There is only one study describing the
induction of β3-AR expression on T cells by treatment with the mitogen concanava-
lin A (ConA). However, no evidence for functional consequences was found (Borger
et al. 1998). Recently, the presence of β3-AR mRNA was shown in Treg (Freier et al.
2010), and expression of β1-AR mRNA in Treg cells was linked to the response of
these cells to psychological stress (Cosentino et al. 2007; Freier et al. 2010). There is
only little evidence for the presence of α1-AR and α2-AR on T cells (Jetschmann
et al. 1997; Kavelaars 2002).

β2-AR is expressed on naive and TH1, but not TH2 CD4 helper T cells (Swanson
et al. 2001). Consequently, adrenergic signals differentially impact the function of
polarized CD4 T cells: β2-AR stimulation of naive T cells through norepinephrine or
terbutaline promotes differentiation into TH1 cells and increases production of IFNγ
(Swanson et al. 2001). Yet, TH1 cells can be suppressed by adrenergic signals and
β2-AR signaling has been involved in driving T cell polarization toward a TH2
phenotype (Heijink et al. 2003). A recent study showed that treatment of naive T
cells with the β2-AR agonist terbutaline led to preferential differentiation of TH17
cells over TH1 cells (Carvajal Gonczi et al. 2017). Despite high expression of β2-AR,
the inhibitory effects of the β2-AR agonist fenoterol on TH1 cytokine production and
proliferation are smaller in activated (polarized) than in resting naive T cells (Heijink
et al. 2003). This has been attributed to altered signal transduction of Gαs-coupled
receptors in polarized cells (Heijink et al. 2005).

CD8 cytotoxic T cells are key players in the control of tumors and viral infection.
Adrenergic signals limit antiviral function in humans and mice (Grebe et al. 2009;
Estrada et al. 2016). Interestingly, moderate exercise promotes specific mobilization
of CMV-specific memory T cells in a β2-AR-dependent manner. The authors
speculate that regular moderate exercise might exert additional antiviral protection
through frequent β2-AR-dependent mobilization of virus-specific T cells (Kunz et al.
2020). Moreover, norepinephrine modulates memory CD8 T cell function by
enhancing inflammatory cytokine production and reducing proliferation in response
to activation (Slota et al. 2015).

Adrenergic signaling increases inhibitory programmed cell death protein
1 (PD-1) on T cells, interferes with cellular metabolism, and leads to T cell
exhaustion (Yang et al. 2019; Qiao et al. 2021). Thus, adrenergic signals interfere
with CD8 T cell anti-tumor response. Beta-blockade resulted in a better tumor
control in melanoma patients (Gandhi et al. 2021). Further, blocking β2-AR led to
enhanced glycolysis and oxidative phosphorylation, promoting more effective cyto-
kine production and a more potent cytolytic response of tumor-infiltrating
lymphocytes (TIL) (Qiao et al. 2021). In chronically stressed mice, application of
the beta-blocker propranolol could improve the outcome of PD-1 checkpoint block-
ade therapy (Bucsek et al. 2017), and treatment of mice with propranolol increased



the number of CD8 TIL and enhanced cancer vaccine efficacy, which underscores
the great importance of stress management in tumor patients. Interestingly, TIL were
not affected by propranolol, while naive CD8 T cells were sensitive to β2-AR
signaling, suggesting that β-AR blockade affects CD8 T cells mainly during the
early priming phase (Daher et al. 2019).

5 Catecholamines and Immunomodulation 117

Human NK cells express high levels of β2-AR but not β1-AR. Further, expression
of α1- and α2-AR in CD16+ lymphocytes has been shown (Jetschmann et al. 1997;
Xiao et al. 2010). Functional effects of epinephrine have mainly been attributed to
β2-AR (reviewed in Ricon et al. (2019), Scanzano and Cosentino (2015)). However,
epinephrine, but not norepinephrine, has also been shown to modulate the expression
level of α1- and α2-AR on NK cells in vivo (Jetschmann et al. 1997). Elevated
plasma levels of epinephrine through stress or exercise, as well as infusion of
epinephrine, cause a rapid increase of NK cell numbers in peripheral blood, possibly
by interfering with integrin-mediated adhesion to blood vessels (Benschop et al.
1997). Of note, increase of plasma epinephrine by moderate exercise induces the
specific relocalization of distinct, highly differentiated NK cell subsets (Bigler et al.
2015; Graff et al. 2018). This response is impaired in latent CMV infection, which is
associated with reduced expression of β2-AR and blunted isoproterenol-induced
cAMP production in NK cells (Bigley et al. 2015).

NK cell cytotoxicity and cytokine production are inhibited by norepinephrine and
epinephrine (Sun et al. 2018; Theorell et al. 2014; Ruiz-Medina et al. 2018), but
there is evidence of enhanced NK cell function after treatment with sub-micromolar
concentrations of epinephrine (Hellstrand et al. 1985). The stimulatory effect of low
physiological concentrations of epinephrine was confirmed by the finding that
induction of chronic stress through repeated social disruption had a “priming” effect
on NK cell functions in mice (Tarr et al. 2012).

The negative influence of acute stress on NK cell function was already described
in the 1980s: NK cell effector functions in patients undergoing upper abdominal
surgery or elective coronary artery bypass grafting correlated with the patient’s stress
response during and after surgery (Tonnesen et al. 1984, 1987), and the decreased
NK cell function after trauma or thermal injury was linked to adrenergic signaling
(Blazar et al. 1986). Accordingly, a growing number of clinical studies have
described beneficial effects of pre- and perioperative application of beta-blockers—
usually in combination with COX2 inhibitors—in cancer surgery. Despite the
heterogeneity of tumors, the data suggest a beneficial effect of β-AR blockade on
NK cell-mediated tumor control (reviewed in Ricon et al. (2019)). Importantly, the
extent of NK cell modulation and the resulting diminished tumor control due to
surgical stress and β2-AR stimulation is modulated by sex and age (Ben-Eliyahu
et al. 2000; Page et al. 2008). Chronic stress also negatively affects immune function
(Segerstrom andMiller 2004). Reasons for chronic life stress can be complex and are
difficult to define or control in humans. Therefore, the majority of studies on chronic
stress are conducted in rodents (Patchev and Patchev 2006). Continuous administra-
tion of β2-AR agonists or chronic stress abrogates immunostimulatory effects of
IL-12 on rat NK cells (Levi et al. 2011). In line with this, permanently elevated
epinephrine levels might promote leukemia progression through reduced NK



activity in chronically stressed rats (Inbar et al. 2011). Adrenergic signaling also
interferes with NK cell effector function against viral infections. Mice receiving a
β2-AR agonist were more susceptible to MCMV infection (Wieduwild et al. 2020).
Similar findings have been described in humans. For example, daughters of breast
cancer patients who experienced high levels of distress exhibited elevated plasma
concentrations of epinephrine, which were paralleled by reduced NK cell activity
(Cohen et al. 2002). Moderate physical exercise, psychological interventions, and
other stress-reducing techniques have been shown to reduce epinephrine levels and
thereby to counteract the negative effects of chronic stress (reviewed in Moraes et al.
(2018)). In addition, there is growing evidence that stress-reducing activities such as
forest bathing (Wen et al. 2019) or mindfulness-based stress reduction (MBSR)
techniques (Fang et al. 2010) lead to a decrease in stress hormone levels and
increased NK cell activity in healthy volunteers, and similarly in breast cancer
patients and HIV-infected patients (Witek-Janusek et al. 2008; Kenne Sarenmalm
et al. 2017; Robinson et al. 2003; Rao et al. 2017). Conversely, eustress induced by
voluntary wheel running or an enriched environment leads to increased NK cell anti-
tumor activity in mice. The authors of this work linked these effects to β-AR signals
as they could be reversed by addition of the beta-blocker propranolol (Pedersen et al.
2016; Song et al. 2017).
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NK cells lacking β2-AR display impaired NK cell expansion and memory
formation in response to MCMV infection, which implies a role of intrinsic β2-
AR signaling in optimal NK cell function (Diaz-Salazar et al. 2020). Hence, the
effect of epinephrine and norepinephrine on NK cells depends on the duration of
exposure, the dose, and also on the context, which may be influenced by other
cytokines and factors.

Upon activation, DCs secrete large amounts of pro-inflammatory cytokines
(Segura 2016), which in turn modulate TH cell differentiation and function. Activa-
tion of β2-AR on human DCs reduces secretion of pro-inflammatory cytokines like
IL-12, IL-23, TNFα, and IL-6, which results in inhibition of TH1 differentiation of
CD4 T cells and a shift toward TH2 (Panina-Bordignon et al. 1997; Goyarts et al.
2008). Recently, inhibition of DC migration through epinephrine and β1-AR has
been described (Mori et al. 2013). Mouse DCs express both β2-AR and α1-AR, with
α1-AR stimulating (Maestroni 2000) and β2-AR inhibiting migration of DCs
(Maestroni and Mazzola 2003). Norepinephrine enhances secretion of IL-33 through
β2-AR, which enables DCs to directly promote TH2 responses (Yanagawa et al.
2011). Further, short-term stimulation of α2-AR accelerates antigen uptake and
consequently enhances immune responses (Yanagawa et al. 2010). The authors of
this study suggest a possible contribution of adrenergic signals in DCs to stress-
induced progression of TH2-related allergic disorders.

Stimulation of murine DCs with Toll-like receptor 2 (TLR2) ligand in the
presence of β2-AR agonist salbutamol inhibited IL-12 production, whereas IL-6
and IL-23 secretion was stimulated, resulting in a shift of cytokine pattern toward
TH17 priming. This finding involves adrenergic signals in the optimal control of
bacterial or fungal infection (Happel et al. 2005), but also suggests a contribution of



catecholamines to the development and progression of inflammatory diseases
through IL-17 and TH17 cells (Happel et al. 2005).
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Peripheral blood monocytes express high numbers of β2-AR and treatment with
the β2-AR agonist salmeterol interfering with the release of pro-inflammatory
cytokines (Oddera et al. 1997; Guirao et al. 1997; Li et al. 2003), production and
release of oxygen radicals (Schopf and Lemmel 1983), and phagocytosis (Borda
et al. 1998). There is evidence that AR density is transiently modulated by physical
exercise, but with variable kinetics and direction of modulation depending on the
type of exercise (Ratge et al. 1988; Fragala et al. 2011).

The anti-inflammatory action of β2-AR agonists might contribute to increased
reactivation of latent viral infection after highly stressful events, since β2-AR has
been implicated in the direct stimulation of the human cytomegalovirus immediate
early enhancer/promoter in monocytic cells (Fragala et al. 2011). Bone marrow
monocytes that were differentiated in the presence of increased sympathetic signals
during sepsis are functionally different regarding their cytokine responses (Cohen
et al. 2004), and Mizuno et al. suggested the administration of β2-AR agonists to be
beneficial in the treatment of sepsis by inhibiting LPS-induced production of IL-18
(Mizuno et al. 2005). Catecholamines skew monocyte differentiation toward
immunosuppressive M2. Beta-blockade reduces the number of M2 monocytes and
improves the control of opportunistic bacterial infections in severely burned children
(Kobayashi et al. 2011).

Adrenergic signals can also exert pro-inflammatory effects under certain
conditions. LPS-mediated IL-1β production is synergistically increased in
monocytes and macrophages in the presence of a selective α1-AR agonist (Grisanti
et al. 2011). Monocytes are involved in onset and progression of atherosclerosis
(Chavez-Sanchez et al. 2014), and disease progression has been related to psycho-
logical stress (Stansfeld et al. 2002; Yusuf et al. 2004). Recently, adrenergic
signaling during chronic stress has been shown to alter hematopoiesis in mice and
humans, resulting in increased proliferation of inflammatory monocytes and
accelerated atherosclerosis in mice (Heidt et al. 2014).

On the contrary, β2-AR expression is decreased on differentiated macrophages,
and consequently these cells might be less susceptible to adrenergic signals (Joseph
et al. 1981; Baker et al. 1994). β2-AR expression on human macrophages is further
modulated by maturation state and cellular function (Radojcic et al. 1991; Gabanyi
et al. 2016). In acutely stressed men, higher scores in anticipatory cognitive stress
appraisal (ACSA) were related to lower macrophage microbicidal potential. This
association was linked to norepinephrine released during the stress response
(Kuebler et al. 2015).

Release of gut-derived noradrenaline in severe sepsis leads to enhanced produc-
tion of pro-inflammatory cytokines by liver macrophages (or Kupffer cells) and
finally promotes organ damage. This was associated with activation of α2-AR on
Kupffer cells and led to the development of the concept of “sympathetic
excitotoxicity in sepsis” (Miksa et al. 2005; Miksa et al. 2009). Importantly,
macrophages are involved in the complex process of wound healing (Kloc et al.
2019). Administration of the β-adrenergic antagonist timolol improves wound



healing in diabetic mice by shifting macrophage phenotype to anti-inflammatory M2
(Yang et al. 2020), and beta-blockade improves wound healing in chronically
stressed mice (Romana-Souza et al. 2010). Moreover, acute stress affected macro-
phage function in wound healing in human individuals (Kuebler et al. 2013).
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Among granulocytes, neutrophils express all AR except for α2b-AR (Scanzano
et al. 2015) and stimulation of β2-AR inhibits the respiratory burst (Nielson 1987;
Brunskole Hummel et al. 2013), which is a key function in the control of pathogens.
The impact of adrenergic signals on the function of basophils, eosinophils, and mast
cells has mainly been studied in the context of allergic diseases of the respiratory
tract. There is still only limited knowledge about the effects of AR signaling on these
cells, as is summarized in (Scanzano and Cosentino 2015).

What to Keep in Mind When Analyzing Catecholamine Receptors
Many factors affect the outcome of experiments studying the function of
catecholamine receptors. Differentiation state of cells in vivo and during
culture can change expression levels and downstream signaling of catechol-
amine receptors (Scanzano and Cosentino 2015; Heijink et al. 2003; Fan et al.
2018).

As mentioned earlier, GPCR can form heteromers with specific pharmaco-
logic properties. In addition, many receptors are subject to circadian regulation
(Gonzalez et al. 2012). Further, different types of agonists and antagonists
induce variable downstream signals from the same receptor (Wingler and
Lefkowitz 2020). Similarly, ligand concentration, duration of stimulus, or
repeated application of stimuli induces changes in receptor structure or intra-
cellular phosphorylation patterns, which in turn mediate coupling to different
G proteins and altered receptor trafficking (Hilger et al. 2018). Finally, age- or
disease-related changes in catecholamine secretion and expression of
molecules downstream of catecholamine receptor activation lead to altered
signaling properties (Van Gastel et al. 2021).

In this context, it is essential to consider the effects of e.g. maturation and
differentiation state of cultured cells, but also the influence of housing
conditions on the outcome of experimental mouse models or pre-existing life
stress in human subjects, different kinds of stress applied in man and mice,
etc., on the organism and subsequently on the function of the receptors studied.

5.5 Synthesis of Catecholamines in Immune Cells

Nowadays, it is well established that immune cells are not just able to respond to
external catecholamines, but that many, if not all of them, can synthesize
catecholamines as well. Bergquist et al. described in the 1990s the presence of
catecholamines in immune cells, thus suggesting an autocrine loop of
catecholamines on immune modulation (Bergquist et al. 1994). Musso et al. then



confirmed the direct synthesis of catecholamines in lymphocytes (Musso et al.
1996). In their work, they added L-tyrosine and L-Dopa to lymphocyte cell culture
and measured higher intracellular catecholamine levels, whereas no catecholamine
increase was measured after addition of D-Dopa. In this work, Musso et al. also
described different amounts of catecholamines in lymphocyte subpopulations, with
T cells containing L-Dopa and norepinephrine, whereas B cells only contained
L-Dopa (Musso et al. 1996). These crucial findings were confirmed only a few
years later by Marino et al. (1999). In their work, HPLC was used to measure
biosynthesis as well as degradation of catecholamines in PBMCs. Furthermore,
Marino et al. nicely demonstrated that catecholamines can not only be stored in
but also released from immune cells. Later on, catecholamine synthesis by immune
cells was also demonstrated in peripheral organs. Qui et al. demonstrated the
expression of TH in different lymphoid organs, with lymph nodes showing the
highest and thymus the lowest concentration (Qiu et al. 2004). Also here, TH and
catecholamine amounts were higher in isolated lymphocytes activated with ConA
compared to unstimulated lymphocytes, thus suggesting a role for catecholaminergic
pathway on immune activation. Catecholamine synthesis was also demonstrated in
the synovial tissue of rheumatoid arthritis patients, where B cells, macrophages,
neutrophils, mast cells, and fibroblasts, but not T cells, were found to be positive for
TH (Capellino et al. 2010). The amount of TH+ cells has been shown to increase in
the lymphoid organs during arthritis in a mouse model (Capellino et al. 2012), thus
suggesting a direct involvement of catecholamine synthesis in arthritis. Papa et al.
described dopamine synthesis in T follicular helper cells (Tfh) isolated from tonsils
(Papa et al. 2017). After synthesis, dopamine was released by Tfh cells and used for
strengthening T–B cell interaction. Synthesis of catecholamines by immune cells in
physiologic as well as during pathologic conditions is nowadays confirmed and
described very well in many articles, but it is not the goal of this chapter to itemize all
of them.
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Due to the crucial role of catecholamines in immune cell function, modulation of
catecholamine synthesis could represent a good therapeutic target. Therefore, it is of
relevance to understand the mechanisms responsible for catecholamine synthesis in
immune cells. Cosentino and his group suggested pro-inflammatory pathways as key
modulators in PBMCs (Cosentino et al. 2002; Ferrari et al. 2004). In their studies,
catecholamine amounts were increased after treatment of PBMCs with phytohemag-
glutinin (Cosentino et al. 2002) and with the PKC activator TPA (Ferrari et al. 2004).
Interestingly, D1-like DR blockade antagonized catecholamine production in
TPA-treated PBMCs (Ferrari et al. 2004). On the contrary, an increase in cAMP is
responsible for dopamine storage in human dendritic cells (Nakano et al. 2009),
which led the authors to postulate an involvement of D1-like DR activation in
dopamine synthesis (Nakano et al. 2009). These apparently contradictory results
could be due to different activated pathways in resting and activated immune cells,
or to different mechanisms involved in distinct leukocyte subtypes. A further study
described hypoxic conditions as a possible trigger of TH expression and catechol-
amine synthesis (Jenei-Lanzl et al. 2015a). Considering the fact that hypoxic
conditions often occur during chronic inflammation in the inflamed site, these results



suggest a further mechanism involved in catecholamine synthesis during immune
activation.
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Despite the interesting results, further investigations are required to better under-
stand the mechanisms responsible for catecholamine synthesis, storage, and release
in different leukocyte subpopulations in order to use this knowledge for future
therapeutic targets.

5.6 Conclusions and Perspectives

Historically, neurotransmitters, including catecholamines, have been described as
compounds synthesized and released by the nervous system to transmit signals to
other neurons. Similarly, cytokines are often described as small immunomodulating
agents released by immune cells. Nowadays, it is well known that these descriptions
are far too restrictive. Catecholamines are not just neurotransmitters but multifaceted
compounds with many different functions in the body. At the beginning of the
twentieth century, it became clear that catecholamines can affect the immune system;
therefore, they do not just act as neurotransmitters but also as hormones, i.e., as
signaling molecules used to communicate between organs and tissues. Immune cells
express catecholamine receptors and can react to exogenous catecholamines under
physiological conditions. Due to the multifaceted effects of catecholamines, they can
inhibit as well as stimulate immune responses. It is therefore not possible to assign
them a common immune function. Moreover, catecholamines play a crucial role
during chronic inflammation and chronic stress, as described above. In pathologic
conditions, the effects of catecholamines can differ from their physiological effects,
thus suggesting that the catecholaminergic pathway can be used as a supportive
mechanism along with the classical cytokine-mediated pathways or as an alternative
mechanism, used when the cytokine-mediated pathways are exhausted due to
chronic activation.

Furthermore, with the recent discovery of catecholamine production within the
immune system, catecholamines could also be considered cytokines (Fig. 5.3).
Therefore, one could assume that catecholamine-mediated immune modulation
could also be a newly discovered yet “classical” immune response, rather than an
“alternative, non-canonical” mechanism.

This insight has many possible clinical consequences. First of all, we are now
aware that neuromodulating drugs can directly affect the immune response, as well
as many other physiological body functions. These possible side effects were already
described, but the direct link between neurological therapies and immune response
was not taken into consideration. On the one hand, physicians should always be
aware of these possible side effects in order to avoid unexpected dysregulation of
immune function in patients undergoing treatment with catecholaminergic drugs. On
the other hand, the unexpected effects of these drugs on the immune system could
also be useful as a new therapeutic strategy in immune dysfunctions. The concept of
drug repurposing has already been put forward (Cosentino 2020; Cosentino and
Marino 2016) and will hopefully be further exploited in the future. In order to be able



to use catecholaminergic drugs as immunological therapy, the big issue will be to
target only immune cells in order to avoid neurological side effects, and preferen-
tially to couple catecholaminergic drugs to carriers such as functionalized
nanoparticles specifically targeting only one type of immune cell. To the best of
our knowledge, this strategy, to target dopaminergic drugs to the brain, is practicable
(Guo et al. 2017; Malvindi et al. 2011), and it is in use to target immune cells for
cancer therapy, but carriers able to deliver catecholaminergic drugs to specific
immune cells are not available so far.
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Fig. 5.3 Schematic
representation of the
multifaceted role of
catecholamines in the body

Future studies will therefore be necessary in order to understand how to use
current knowledge of the immune functions of catecholamines for new therapeutic
strategies and for a better knowledge of underlying mechanisms.

5.7 Key References

1. Basu & Dasgupta, J Neuroimmunol, 2000. One of the early studies assessing DR
expression in human peripheral blood mononuclear cells (PBMCs).

2–3. Gonzalez et al., PLoS Biol, 2012 & Rebois et al., Cell Signal, 2012. These two
publications are among the first to demonstrate that DR and AR can form
heteromers.

4. Kunz et al., Cell Stress Chaperones, 2020. This study shows the positive effect of
moderate physical stress on immune response.

5–6. Moraes et al., Psychol Health Med, 2018 & Ricon et al., Cancer, 2019. These
reviews indicate the beneficial effects of β-AR modulation on immune responses
and tumor control.
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Abstract

Major depressive disorder is a leading cause of disability worldwide; therefore,
effective treatment options are crucial. However, due to the highly heterogeneous
nature of depression, a comprehensive understanding of the disease is lacking and
treatment options are limited. Whilst the pathology of depression is complex,
neuroendocrine–immune interactions have consistently been linked to the dis-
ease. Hypothalamic–pituitary–adrenal (HPA) axis dysfunction has been
identified as one of the main contributing factors, impacting 50–80% of patients
with depression. The ‘glucocorticoid resistance model’ provided the first
explanations of this dysfunction, suggesting reduced function of the glucocorti-
coid receptor; thus, glucocorticoid resistance, seen in some MDD patients, allows
pro-inflammatory pathways to evade normal feedback inhibition by
glucocorticoids. However, recent research has suggested alternative mechanisms,
which identify cortisol as a pro-inflammatory mediator of stress reactions.
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Additional research into glucocorticoid dysfunction in MDD has also found
single nucleotide polymorphisms in FKBP5, a key regulator of glucocorticoid
receptor function, to play a role in HPA axis dysfunction and thus confer risk of
depression. These effects are mediated by gene–environment interactions, specif-
ically adverse early-life events. Whilst the underlying epigenetic mechanisms are
not fully understood, increased FKBP5 mRNA expression and altered FKBP5
methylation are thought to play a role in impaired HPA axis function. An
increased understanding of the interactions involving FKBP5 may in turn
increase understanding of the pathophysiology of depression. This will allow
identification of high-risk individuals who have past adverse early-life
experiences. In turn, this may also impact the course of future antidepressant
treatment and development.

136 F. I. Weston et al.

Keywords

Major depressive disorder · Hypothalamic–pituitary–adrenal axis ·
Glucocorticoids · Glucocorticoid resistance · Inflammation · FKBP5 ·
Neuroendocrine immunology

6.1 Introduction

In recent decades, there has been a growing body of evidence for the association
between the physiological functioning of the body and psychiatric state (Renoir et al.
2013). One of the best-established pathways involved in this mind–body interface is
the neuroendocrine system, involving communication between the endocrine and
nervous system (Toni 2004). This interaction is crucial for regulating homeostasis
within the body; thus, a deviation in normal endocrine function can cause multiple
pathological consequences.

One of the most researched neuroendocrine pathways involved in this mind–body
interface is the hypothalamic–pituitary–adrenal (HPA) axis. HPA axis homeostasis
is an integral component in maintaining a normal stress response, and directly
influences the central nervous system, coordinating emotional, behavioural and
physiological events (Seidman 2006). HPA axis activation triggers the release of
the glucocorticoid hormone, cortisol (humans) or corticosterone (rodents), which
plays a crucial role in anti-inflammatory and immunosuppressive processes required
for maintaining homeostasis (Bellavance and Rivest 2014). Glucocorticoid receptors
(GRs) are expressed on nearly all immune cell types; therefore, glucocorticoids have
a wide range of immunomodulatory functions.

Extensive research has identified an association between HPA axis dysregulation
and immune dysregulation, with psychiatric conditions such as major depressive
disorder (MDD). Interestingly, the two most frequently reported physiological
findings in MDD are HPA axis hyperactivation and increased inflammation
(Pariante 2017). This is particularly important as MDD is currently the leading
cause of disability around the world, increased in prevalence by 18.4% between



2005 and 2015 (Friedrich 2017), and was the largest contributor to nonfatal health
loss in 2015 (Friedrich 2017). Furthermore, MDD is associated with the develop-
ment of heart diseases, diabetes and stroke, and an increased risk of developing
Alzheimer’s disease (Lang and Borgwardt 2013). However, despite this impact,
treatment options are still largely ineffective. Over 50% of patients do not respond to
the first treatment prescribed, whilst 30% still do not respond following multiple
different treatment attempts (Menke 2019). Individuals who do not respond or
respond partially to treatments may be considered as having ‘treatment-resistant’
or ‘partially responsive’ depression, respectively (Sforzini et al. 2021). Therefore,
MDD is currently a major mental and public health issue, and identifying its
biomarkers is crucial to future successful treatment regimes (Mäntylä 2020).
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Around 50–80% of depressed patients show hyperactivity of the HPA axis and
glucocorticoid resistance (Anacker et al. 2011). However, to be able to stabilise this
hyperactivity or identify patients most at risk to it, researchers must identify the
causes. ‘Glucocorticoid resistance’ expresses the concept that glucocorticoid
hormones are unable to exert their physiological actions, including the feedback
inhibition on cortisol secretion and the anti-inflammatory action (see below). Thus,
the role of GR resistance and its interplay with increased inflammation in MDD has
been identified as an area of interest for research (Cattaneo et al. 2020).

In the search for molecular targets of HPA axis dysregulation in MDD, FK506
binding protein 51 (FKBP5), a key regulator of the GR, has been identified (Rao
et al. 2016). Specifically, FKBP5 appears to mediate gene–environment interactions
through altered genetic and epigenetic regulation. For example, FKBP5 genes confer
sensitivity to adverse early-life events (AELEs), and gene variants appear to contrib-
ute to MDD development (Matosin et al. 2018). FKBP5 function in MDD will be
further discussed in this chapter.

In this chapter, we will discuss the neuroendocrine–immune interactions in MDD
by describing the systems individually, how they interact, and the significant role of
the GR in MDD.

6.2 Physiology of the Hypothalamic–Pituitary–Adrenal Axis

The HPA axis is a neuroendocrine unit which incorporates a range of interactions
between the hypothalamus, the pituitary gland and the adrenal glands (Fig. 6.1). The
axis begins with corticotropin-releasing hormone (CRH), a hypothalamic hormone
produced in the paraventricular nucleus (PVN), regulated by stress (Brook and
Marshall 2001). Release of CRH into the hypophyseal portal system results in
binding to CRH receptors in the anterior pituitary, initiating the release of
adrenocorticotropic hormone (ACTH) (Chalmers et al. 1995). In turn, this stimulates
glucocorticoid (cortisol) synthesis in the adrenal cortex. Cortisol circulates in the
bloodstream and has a range of metabolic effects. To maintain regulation of the HPA
axis, cortisol acts in a negative feedback loop, preventing further release of CRH or
ACTH (Fig. 6.1), thus aiding in maintaining basal homeostasis (Brook and Marshall
2001).
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Fig. 6.1 The hypothalamic–pituitary–adrenal axis, representing the regulation of the production of
cortisol from the adrenal cortex and of negative feedback regulation between the anterior pituitary
and hypothalamus

This feedback regulation is mediated by cortisol binding to two cytoplasmic
receptors: the lower affinity glucocorticoid receptor (GR) and higher affinity miner-
alocorticoid receptor (MR) (Arriza et al. 1988). Upon cortisol binding, the GR or
MR will translocate to the nucleus and bind to glucocorticoid response elements
(GREs), enhancing or suppressing gene transcription (Agler et al. 2007). Under
normal conditions, MRs primarily help maintain cortisol levels, whilst under high
stress conditions, GRs are progressively activated and bind cortisol to suppress the
stress response (Kitchener et al. 2004). This GR activation inhibits CRH and ACTH
expression, thus preventing HPA axis overactivation (Deng et al. 2015). However, if
GR signalling is impaired, such as in chronic glucocorticoid stimulation, there will
be a decrease in negative feedback on the hypothalamus and anterior pituitary,
leading to increased glucocorticoid levels and dysregulation of the stress system.
Reduced function of the GR is called glucocorticoid resistance, which can lead to
HPA axis hyperactivity (Pariante and Lightman 2008). Therefore, normal GR



activation is crucial in restoring homeostasis of the stress response (Pariante and
Miller 2001).
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One of the strongest regulating factors for GR sensitivity is FKBP5 (Wochnik
et al. 2005; Davies et al. 2002), a 51 kDa immunophilin protein (Kang et al. 2008).
Binding of FKBP5 to the GR reduces GR-binding affinity for cortisol, and inhibits
normal GR translocation to the cell nucleus, thereby preventing transcription
(Wochnik et al. 2005). FKBP5 transcription is induced by GR activation, providing
a short-loop negative feedback regulatory mechanism which controls GR sensitivity
(Vermeer et al. 2003). Thus, FKBP5 is a negative regulator of glucocorticoid action,
terminating secretion of cortisol and the stress response. Increased chronic expres-
sion of FKBP5 has been shown to cause glucocorticoid resistance; therefore, correct
functioning of FKBP5 is crucial in maintaining HPA axis homeostasis (Denny et al.
2000).

6.3 Impaired Endocrine Regulation in MDD

Impaired GR signalling leads to altered negative feedback regulation and has
frequently been reported in MDD. The combined dexamethasone/CRH (dex/CRH)
test is commonly used to determine feedback control of the HPA axis, and involves
pre-treating individuals with 1.5 mg of dexamethasone, followed by stimulation with
100 μg of CRH the subsequent day. Post-administration, blood samples are collected
to measure plasma cortisol and ACTH to test for a dysfunctional response. For
example, using the combined dex/CRH test, a significantly increased cortisol
response has been observed in acutely depressed male and female patients when
compared with controls (Holsboer et al. 1987; Modell et al. 1997; Kunugi et al.
2004). Furthermore, within the depressed patient cohort, those with a history of
attempted suicide had a significantly higher ACTH and cortisol response than those
without a suicide attempt (Kunugi et al. 2004). In healthy individuals, dexametha-
sone binds to the GR and activates feedback inhibition, in turn lowering cortisol
secretion. However, in depressed patients, cortisol secretion does not appear to be
inhibited. This suggests that GR-mediated negative feedback is impaired in MDD.
Furthermore, salivary cortisol, measured in the morning or evening, is significantly
higher in MDD patients compared with controls (Vreeburg et al. 2009; Veen et al.
2011; Sorgdrager et al. 2017). Therefore, a number of clinical studies have shown
that MDD is associated with an impaired HPA axis response to stressors throughout
the circadian rhythm. However, the relationship between HPA axis dysregulation
and depression is complex, as not all MDD patients have an abnormal cortisol
response to the dex/CRH test. For example, patients with chronic MDD have
shown no difference in salivary or serum cortisol levels following the dex/CRH
test when compared with matched controls (Watson et al. 2002; Carpenter et al.
2009). This therefore suggests a slightly different pathophysiology in patients
experiencing HPA axis abnormalities compared to those that are not, which may
become more evident as depression lasts or becomes worse and the clinical picture
resembles treatment resistance. For example, in another series of studies, Juruena



and Pariante have shown that depressed patients show impaired feedback inhibition
when challenged with dexamethasone, but normal response to prednisolone, a mixed
GR and MR agonist, indicating a normal MR function (Juruena et al. 2006);
however, severely depressed, treatment-resistant patients show impaired feedback
inhibition even when challenged with prednisolone (Juruena et al. 2009, 2010,
2013).
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HPA axis abnormalities have also been shown to influence and predict the
development of MDD. When mean daytime cortisol was measured in patients at a
mean age of 17.5 years, and upon follow-up at the age of 20, a previously high mean
daytime cortisol level significantly predicted development of depression
(Ellenbogen et al. 2011). Furthermore, an elevated cortisol response to the dex/CRH
test in remitted patients has been correlated with a four-to-six-fold increased risk of
relapse, compared to remitted patients with a normal cortisol response (Zobel et al.
2001). Similarly, a higher salivary cortisol response to low stress conditions in
remitted MDD patients predicted a significant increase in depressive symptom
score in the following 6 months (Morris et al. 2012). These studies suggest HPA
axis abnormalities are closely related to the progression and long-term outcome of
depression. As HPA dysregulation can precede a depressive episode, it suggests that
abnormalities in the system arise prior to depression and may have a causal
relationship.

A number of studies have shown differential HPA axis functioning between
males and females (Kokras et al. 2019), suggesting that gender differences in
MDD may be a variable that needs to be considered. This is particularly relevant,
as following puberty girls are twice as likely to develop depression as adolescent
boys (Salk et al. 2017). Additionally, depressed women have been found to have
higher cortisol levels than depressed men, which is more prominent after a stressful
or negative life event (Bangasser and Valentino 2014). Studies on rodents have
shown that females have a larger stress-induced release of CRF, AVP, ACTH and
cortisol compared to males, whilst negative feedback is also lower in females
(Kokras et al. 2019). However, the directions of these changes are inconsistent
between studies (Bangasser and Valentino 2014); thus, further research is required
to understand the significance of these findings.

6.4 Activated Inflammatory Response in MDD

In addition to endocrine dysregulation seen in MDD, immune system alterations
have also been associated with psychiatric disorders, with a well-established data-
base of research linking immune system dysregulation with MDD. In fact, since the
inflammation theory of depression was first introduced, a link between immune
imbalance, depression and other psychiatric disorders has consistently been found
(Stetler and Miller 2011; Pariante 2017). In a recent meta-analysis of 8887 depressed
patients and matched controls, 58% of depressed patients had elevated serum
C-reactive protein (CRP) levels (>1 mg/L), an acute-phase protein that rises in
response to inflammation (Osimo et al. 2019). Additionally, a search of 11,813



depressed patients showed that 27% had low-grade inflammation (CRP >3 mg/L)
(Osimo et al. 2019). In a similar meta-analysis of 5166 patients with depression,
levels of CRP and inflammatory markers, such as interleukin (IL)-12, IL-6 and
tumour necrosis factor (TNF)-α, were significantly higher in patients with depression
than in controls (Osimo et al. 2020). These meta-analyses have been further
corroborated by the UK Biobank study, the largest study to date including 26, 894
patients with depression and 59,001 controls (Pitharouli et al. 2021). Pitharouli et al.
(2021) found significantly more patients with depression have CRP levels >3 mg/L
when compared with controls. These results remained significant even after clinical
and sociodemographic factors known to be associated with increased CRP, such as
BMI, smoking, exposure to early-life adversity and low socio-economic
circumstances, were adjusted for. Therefore, the aforementioned research
demonstrates that increased circulating CRP is present in depression. Supporting
this notion, studies have shown that both chronic and acute administration of
pro-inflammatory challenges, such as interferon-alpha, produce a behavioural and
emotional syndrome resembling depression (Nettis et al. 2020; Russell et al. 2019;
Hepgul et al. 2016).
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Additionally, in psychotropic-medication free MDD patients, plasma CRP is
significantly correlated with inflammatory markers such as IL-6, TNF and soluble
TNF receptor 2 (Felger et al. 2020). When comparing depressed patients with high
versus low CRP (>3 mg/L vs. <3 mg/L), those with high CRP had a significant
increase in these inflammatory markers, primarily driven by IL-6 and IL-1ra.
Additionally, the cerebrospinal fluid concentrations of these cytokines in the high
CRP group were also correlated with an increased Inventory of Depressive
Symptomology Self Report (IDS-SR) score (Felger et al. 2020). Meta-analyses of
cytokine-specific markers have found IL-1β, IL-6, TNF and CRP to be the most
consistent biomarkers of inflammation in patients with MDD (Haapakoski et al.
2015).

Recent research has found evidence for differential relationships between inflam-
matory markers and different MDD symptoms, suggesting an ‘inflammatory pheno-
type’ of depression. For example, a higher polygenic risk score (PRS) for CRP has
been associated with changes in appetite, fatigue and anhedonia, whilst a higher PRS
for TNF-α is associated with fatigue (Kappelmann et al. 2021). Fried et al. (2019)
similarly found CRP concentration to be associated with appetite and energy level
whilst also reporting an association between IL-6, depression sum-score and ‘aches
and pains’. These findings suggest that specific inflammatory markers are associated
with symptoms of depression, and thus may aid recruitment of patients with specific
immune-related symptoms into clinical trials for immune-modulating drugs for
MDD (Kappelmann et al. 2021). In terms of genetic regulation, it is also important
to emphasise that the aforementioned study in the UK Biobank (Pitharouli et al.
2021) has found that the PRS for depression is associated with CRP levels, thus
indicating a genetic contribution to inflammation, but only through metabolic and
behavioural changes reflected by higher BMI and more frequent smoking behaviour
in the patients, rather than a true immune-related genetic predisposition.
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Interestingly, increased inflammatory markers in MDD patients have been
associated with decreased treatment response, and therefore appear to predict anti-
depressant efficacy. For example, expression of mRNA for macrophage migration
inhibitory factor and IL-1β in peripheral blood has been shown to predict decreased
treatment response in MDD patients (Cattaneo et al. 2016). Additionally, increased
BMI-corrected circulating CRP has been shown to be significantly elevated in
treatment-resistant MDD patients (Chamberlain et al. 2019), whilst increased
TNF-α, sTNF-R2 and IL-6 are associated with an increased number of failed
treatments in MDD patients (Haroon et al. 2018). Furthermore, 6 mRNAs for
P2RX7, IL-1β, IL-6, TNF-α, CXCL12 and GR have been found to differentiate
treatment-resistant from treatment-responsive patients (Cattaneo et al. 2020). This
research suggests MDD patients with pro-inflammatory biomarkers have a unique
clinical profile that makes them more susceptible to treatment non-response, and thus
may benefit from additional treatment strategies beyond first-line antidepressant
regimes. It is also very interesting to note in this context that these authors find
that resistance to antidepressants is associated with lower expression of GR mRNA
together with high expression of pro-inflammatory mRNAs, thus supporting the
notion that the increased inflammation in depression is associated with glucocorti-
coid resistance, at least as indicated by the low expression of GR (see below).

Considering this evidence, it is not surprising that conjunctive treatment of
antidepressants with anti-inflammatories is a new treatment strategy currently in
clinical trials, with the aim of targeting inflammation in those who exhibit increased
concentrations of inflammatory biomarkers. This has recently successfully been
shown with minocycline, an antibiotic that also has broad anti-inflammatory
properties, and is able to penetrate the central nervous system through the blood–
brain barrier (Nettis et al. 2021).

An additional consideration for research into inflammation in MDD is the impact
of sex and sex hormones. For example, Moieni et al. (2015) administered endotoxin
to both females and males to induce a pro-inflammatory cytokine response—
increased IL-6 and TNF-a. Following endotoxin administration, females reported a
significantly greater increase in depressed mood and social disconnectedness than
males, suggesting females may be more susceptible to the effects of inflammation.
Additionally, immune cells have sex hormone receptors, and thus respond directly to
changes in sex hormone levels (Brundin et al. 2021). For example, two estrogen
receptors (ER), ER-alpha and G-protein ER1, are associated with anti-inflammatory
phenotypes, and expressed on human primary monocytes in peripheral blood.
ER-alpha acts to inhibit IL-6 expression through NF-κB transcriptional inhibition,
whilst G-protein ER1 is a vital co-regulator of ER-alpha and its aforementioned
actions (Pelekanou et al. 2016). In addition, microglial cells contain estrogen
receptors, and estrogens have an inhibitory effect on neuroinflammatory activity
(Villa et al. 2016).

Studies have also shown fluctuating estradiol across the menstrual cycle impacts
mood and neurological response to psychosocial stress (Albert et al. 2015), whilst
during the different phases of the menstrual cycle, and thus times of hormone
fluctuation, expression patterns of immune response genes differ (Brundin et al.



2021). For example, during the late luteal phase of the menstrual cycle, when
estrogen levels are decreasing, high levels (>3 mg/L) of the inflammatory biomarker
CRP are reported in women (Gold et al. 2016; Harding and Headon 2022). Further-
more, high CRP levels are significantly positively associated with premenstrual
mood changes (Gold et al. 2016). Thus, the research discussed above suggests that
hormone level fluctuations impact both the immune system and susceptibility to
stress, and thus could influence the inflammatory component of depression.

6 Neuroendocrine-immune Interactions in Major Depressive Disorder:. . . 143

6.5 Neuroendocrine–Immune System Interaction

A relationship between the two systems discussed above—neuroendocrine and
immune—has also been extensively reported, with neuroendocrine–immune
interactions impacting both the immune response and hormonal functioning to
maintain homeostasis (Ashley and Demas 2017). Along with bidirectional crosstalk
between the systems, neuroendocrine cells can also produce cytokines whilst
immune cells produce low concentrations of hormones (Verburg-van Kemenade
et al. 2017). Notably, HPA axis hyperactivity and increased inflammation are the
two most consistently described pathophysiological findings in major depression
(Pariante 2017). Thus, the contribution of the immune system and the consequent
inflammation are important factors to consider when discussing neuroendocrine
interactions with mood disorders.

As discussed, the HPA axis has been at the centre of the neuroendocrine–immune
relationship with mood disorders, particularly in patients with more severe,
treatment-resistant depression. A number of human and animal studies have
provided evidence that the underlying physiological mechanisms of inflammation
lie in stress-related pathways. In terms of stress-related pathways, it should be noted
that so far, this chapter has mostly dealt with psychological stress. These pathways
lead to increased circulating levels of monocytes and neutrophils, alongside activa-
tion of the HPA axis and thus increased cortisol levels. For example, following
activation, immune cells such as monocytes are trafficked to the brain vasculature,
triggering subsequent inflammatory signalling (Miller and Raison 2016). Multiple
pro-inflammatory cytokines such as TNF-α, IL-1 and IL-6 act as activators of the
HPA axis, whilst immune cells express both GR and adrenergic receptors (Ménard
et al. 2017). Conversely, cortisol and corticosterone are potent anti-inflammatory
steroid hormones and can regulate the expression of cytokines, adhesion molecules
and chemoattractants (Eskandari et al. 2003). Therefore, the HPA axis is a central
control centre for the inflammatory responses, both in the central nervous system and
throughout the body (Otmishi et al. 2008).

Persistent HPA axis hyperactivation, such as that seen in someMDD patients, can
lead to chronic glucocorticoid resistance. As the GR physiologically mediates HPA
axis negative feedback, glucocorticoid resistance leads to both HPA axis hyperac-
tivity and a decrease in GR-mediated anti-inflammatory action, and thus increased
inflammatory markers (Pariante 2017). Lastly, the role of the kynurenine pathway,
an alternate metabolic pathway for tryptophan degradation, is worth mentioning.



This pathway is frequently activated in both inflammation and depression (Sforzini
et al. 2019; Savitz 2020), and may also be activated by an excess of cortisol (Menke
2019). These data suggest a potential role for the kynurenine pathway as a biological
mechanism involved in neuroendocrine–immune interactions in MDD.
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As discussed previously, sex differences have been seen in both the immune and
endocrine systems; however, there is a limited body of research on neuroendocrine–
immune crosstalk and sex. We will give only a brief summary, as an in-depth
discussion is beyond the scope of this chapter (see Chap. 10). In a recent review,
some sex differences in the medial preoptic area were suggested to involve
endocrine–immune crosstalk (Arambula and McCarthy 2020). For example, Lenz
et al. (2018) found a greater and more active number of mast cells in the medial
preoptic area of male neonates than females, and these mast cells mediate some
aspects of brain sexual differentiation. Therefore, it has been hypothesised that
imbalances or changes to the endocrine–immune system may impact sex differences
in the medial preoptic area, and thus differences in neurodevelopment (Arambula
and McCarthy 2020). There have been no studies to date to confirm the above
hypotheses; however, these suggestions may contribute to understanding sex
differences in neuropsychiatric and neurodevelopmental conditions.

6.6 Neuroendocrine–Immune Models

6.6.1 The ‘Glucocorticoid Resistance Model’

This coexistence of increased inflammation and HPA axis dysfunction in MDD has
led to a debate regarding cause and effect: is HPA axis hyperactivity causing
inflammation or vice versa? As the GR mediates negative feedback on the HPA
axis, dysfunction of the GR leads to impaired HPA axis negative feedback and thus
increased glucocorticoid levels. Increased glucocorticoids are known to inhibit
immune function, as previously discussed; however, in depression high
concentrations of pro-inflammatory cytokines co-exist with high levels of
glucocorticoids (Zunszain et al. 2011). Since the 1990s, the ‘glucocorticoid resis-
tance model’ has been the accepted explanation for this concurrence, due to the
potential immune activating features of glucocorticoids in MDD (Munhoz et al.
2010). This model suggested a reduced function of the GR; thus the glucocorticoid
resistance seen in some MDD patients allows pro-inflammatory pathways to evade
normal feedback inhibition by glucocorticoids (Pariante 2017). The increased
immune response is due to immune cells becoming resistant to the anti-inflammatory
role of cortisol; thus, even if these patients have higher cortisol levels, there is less
inhibition of inflammation. Therefore, according to the ‘glucocorticoid resistance
model’, the increased HPA axis activation and consequential hypercortisolaemia are
suggested to be the cause of the increased inflammatory response in depression,
rather than a result of glucocorticoid resistance. Using models of depression-induced
inflammation, recent research has confirmed the finding that glucocorticoids can
potentiate pro-inflammatory processes (Horowitz et al. 2020). Studies showing a



a

concomitant increase in inflammatory biomarkers and reduced GR expression or
function support this model (Nikkheslat et al. 2015; Cattaneo et al. 2012, 2020;
Mariani et al. 2021). However, in a recent meta-analysis testing the association
between glucocorticoid resistance and increased inflammation in MDD, the original
findings from the ‘glucocorticoid resistance model’ have not been upheld, and are
thus being questioned (Perrin et al. 2019).
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Perrin et al. (2019) analysed all 32 studies that have looked at both HPA axis and
inflammation data in the same MDD patients (2087 patients), a surprisingly small
number compared to the studies which have looked at one or the other factor.
Combining the studies that reported dexamethasone suppression test results with
those that recorded GR expression, or in vitro assays of GR function to quantify
glucocorticoid resistance, the meta-analyses found limited evidence for a positive
association between glucocorticoid resistance and inflammation. Therefore, despite
being limited by the small number of studies, the analyses indicate that the ‘gluco-
corticoid resistance model’ may not be the only explanation for the complex
relationship between glucocorticoid resistance and immune system escape and
suggests a need for further research (Perrin et al. 2019). Additionally, despite the
presence of increased inflammatory biomarkers (IL-6, TNF-alpha and MIF) and
reduced GR mRNA expression in the 190 MDD patients analysed, the BIODEP
study similarly found no clear evidence for a correlation between inflammatory
biomarkers, GR mRNA expression and salivary cortisol levels (Cattaneo et al.
2020). Therefore, this research suggests that GR mRNA expression does not fully
elucidate the mechanism behind increased inflammation in MDD.

Moreover, in recent research on rodents, different forms of stress resulted in
different HPA axis function and inflammatory outcomes (Du Preez et al. 2020). For
example, physical stress related to repeated injections induced increased corticoste-
rone reactivity and decreased plasma TNF-α and IL-4, whilst the psychosocial stress
of social isolation induced increased TNF-α and decreased corticosterone reactivity.
Despite the presence of a depressive-like phenotype, neither circumstance found
increased HPA axis activity and increased inflammatory biomarkers, which would
have been expected in the ‘glucocorticoid resistance model’. Therefore, if glucocor-
ticoid resistance is not the cause of increased inflammation in depression, additional
hypotheses are required to explain the relationship between high cortisol levels and
inflammation in MDD.

6.6.2 The ‘Pro-inflammatory Cortisol’ Model as an Alternative
to the Glucocorticoid Resistance Model

Despite the prominent anti-inflammatory effects of glucocorticoids, research over
the years has indicated that during stress glucocorticoids may also have
pro-inflammatory properties. Glucocorticoid secretion activated by chronic stress
has been shown to increase NF-κB activation in the frontal cortex and hippocampus
of rodents whilst also increasing pro-inflammatory gene expression, thus suggesting
a pro-inflammatory role for glucocorticoids (Munhoz et al. 2010). NF-κB is



mediator of inflammatory responses, inducing expression of pro-inflammatory genes
and regulating the survival of both innate immune cells and T cells; thus, increased
levels result in a pro-inflammatory response (Liu et al. 2017). Additionally, when
corticosterone signalling in mice is inhibited with metyrapone, a glucocorticoid
synthesis inhibitor, inflammation decreased despite the introduction of social stress
(Niraula et al. 2018).
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Consistent with animal studies, research in humans has found that pre-treatment
with hydrocortisone in healthy participants induces a systemic inflammatory
response following high cortisol concentrations (Yeager et al. 2011). Yeager et al.
(2016) later found that administration of cortisol, to concentrations which mimic
those seen during systemic stress, induces an upregulation of monocytes,
macrophages and neutrophils, and thus a pro-inflammatory response in participants
(Yeager et al. 2016). Most recently, in vitro studies of human hippocampal progeni-
tor cells have shown that administration of dexamethasone prior to an immune
challenge enhances inflammatory effects in these neural cells and upregulates
multiple innate immune genes (Horowitz et al. 2020). These effects were most
potent when the hippocampal cells were exposed to cortisol 24 hours prior to
immune challenge. Therefore, this research provides evidence for an alternative to
the ‘glucocorticoid resistance model’, which proposes cortisol as a pro-inflammatory
mediator of stress reactions, and thus potentially another mechanism for the coexis-
tence of inflammation and HPA axis dysfunction in MDD. As this model has not
been tested in MDD, further research is required for the application of the ‘pro-
inflammatory cortisol’ model.

6.7 HPA Axis Dysregulation in MDD: The Role of FKBP5

6.7.1 FKBP in MDD

Research into the neuroendocrine-immune relationship would not be complete
without analysing the role of the GR in HPA axis dysregulation in MDD. In fact,
research into this pathophysiology has identified FKBP5, a regulator of GR sensi-
tivity, as a potential molecular target at the HPA axis interface. In humans, single
nucleotide polymorphisms (SNPs) in FKBP5 are associated with differential FKBP5
mRNA expression, leading to changes in GR sensitivity, and in turn HPA axis
regulation (Binder et al. 2004). Due to the role of FKBP5 in HPA axis function, and
the established link between HPA axis dysfunction and MDD, several studies
investigated the relationship between FKBP5 and MDD (Klengel and Binder 2015).

When MDD patients were compared with healthy controls, FKBP5 SNPs
(rs1360780, rs3800373, rs4713916, rs9296158, rs9394309, rs9470080) were
found to be significantly associated with MDD status (Lekman et al. 2008;
Szczepankiewicz et al. 2014) and with an increased recurrence of depressive
episodes (Binder et al. 2004). Additionally, significantly higher FKBP5 mRNA
levels in leukocytes have been reported in MDD patients, compared with controls
(Cattaneo et al. 2012), and are seen post-mortem in both the hippocampus (Mamdani



et al. 2015) and cortical regions of the brain (Tatro et al. 2009). This research
provides evidence that certain FKBP5 SNP alleles are more frequent in MDD
patients than controls and are associated with MDD risk. Thus, this suggests
FKBP5 polymorphisms cause a baseline difference in GR sensitivity, increasing
GR resistance and decreasing efficiency of negative feedback on the HPA axis,
thereby increasing MDD risk. Some studies also show evidence of an effect of
FKBP5 polymorphisms on response to antidepressants (Stamm et al. 2016; Fabbri
et al. 2018). These variations may explain why HPA axis dysregulation has been
seen prior to a depressive episode and can predict development of depressive
symptoms or possibly the likelihood of response to antidepressants.
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6.7.2 FKBP5: Gene–Environment Interactions

The strongest evidence for gene–environment interaction between glucocorticoid-
related genes and a stressful environment is not offered by the GR or the MR but by
FKBP5, and we are therefore discussing this more in depth. As with genetic
variables, environmental stressors are also a major cause for the development of
MDD. Adverse early-life events (AELEs) have been identified as a major environ-
mental cause for the development of MDD (Kendler et al. 1999). Interestingly,
AELEs have also been shown to impact HPA axis functioning (Mangold et al.
2010; Shapero et al. 2014), and FKBP5 has been identified as a key target (Klengel
et al. 2013).

The relationship between different gene–environment interactions has been
shown in a study evaluating FKBP5 polymorphisms (rs3800373, rs9296158,
rs1360780, rs9470080) in preschool children (Scheuer et al. 2016). Minor allele
carriers of the SNPs had significantly increased risk of developing MDD if exposed
to adverse life events, compared with homozygous carriers of the major allele
(Scheuer et al. 2016). It should be noted that a significantly increased risk of MDD
was only seen in those exposed to mild-to-moderate adverse events, rather than
severe. Further research corroborated these findings, comparing 148 adolescent
patients with MDD to 143 typically developing controls (Piechaczek et al. 2019).
Participants who had reported a higher number of early-life stressors (using the
Munich Event List and modified Life Event Survey) and were also carriers of
FKBP5 SNPs (rs3800373, rs1360780) had increased risk for being in the MDD
group (Piechaczek et al. 2019). The researchers also showed that adolescent carriers
of FKBP5 SNPs (rs3800373, rs9296158, rs9470080) who had experienced
sociodemographic stressors, such as unemployment or migrant background of
parents and lower secondary education of the participant, had an increased risk of
MDD. This shows significant interactions between these SNPs and stress in
predicting depression in adolescents. Kang et al. (2020) also reported significant
interaction effects between childhood physical abuse and FKBP5 SNPs (rs3800373,
rs1360780, rs4713916). Those carrying the minor alleles of the SNPs showed higher
depression scores than non-carriers when exposed to abuse. Importantly, these SNPs
alone had no significant effect on depression risk or symptoms, as exposure to



early-life stress was vital for an increased risk of depression (Piechaczek et al. 2019;
Kang et al. 2020). Therefore, the minor alleles of the FKBP5 polymorphisms act as
risk alleles, increasing susceptibility to the pathogenic effects of childhood abuse in
developing childhood and adolescent depression.
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The research discussed provides evidence that genetic variation in FKBP5
impacts the risk of MDD by altering an individual’s sensitivity to the effects of
AELEs. Thus, genetically driven variability produces individual differences in the
risk of MDD, and may explain why only some individuals who experience AELEs
develop MDD. Importantly, whilst SNPs may act as a risk factor for MDD, these
studies have shown that SNP interaction with AELEs is crucial in mediating
significant risk of depression. Although previous studies discussed showed a rela-
tionship between FKBP5 and MDD, life history was not taken into account (Binder
et al. 2004; Lekman et al. 2008; Tatro et al. 2009; Cattaneo et al. 2012;
Szczepankiewicz et al. 2014; Mamdani et al. 2015). Therefore, it is possible that
the cohort of patients used had in fact experienced early-life adverse events, which
would explain the significant relationship observed between FKBP5 SNPs
and MDD.

FKBP5 SNPs that interact with early-life adverse events are associated with
increased FKBP5 mRNA expression, leading to changes in GR sensitivity and, in
turn, HPA axis regulation (Binder et al. 2004). Reporter gene assays of SNPs
rs1360780, rs9296158, rs9470080a and rs3800373 found that rs1360780 was
situated closest to the GRE, which transcriptionally regulates FKPB5 (Klengel
et al. 2013). The homozygous risk allele (AA), but not the protective
(GG) genotype of rs1360780, was shown to mediate the interaction of intron
7 with the FKBP5 transcription start site via three-dimensional loop formation.
AA also mediated intron 2 in a genotype-dependent interaction, again with the
FKBP5 transcription start site. Consequently, this leads to enhanced FKBP5 gene
transcription in response to GR (Klengel et al. 2013). FKBP5 response therefore
differs between risk allele and protective allele carriers. The response caused by
increased FKPB5 transcription is consistent with previous research that showed a
genetic predisposition in FKBP5 can lead to a stronger cortisol reaction to stressors,
and glucocorticoid resistance in healthy controls (Ising et al. 2008; Binder et al.
2008).

6.7.3 FKBP5: Epigenetic Mechanisms

As for gene–environment interaction, and even if some studies have shown some
evidence of epigenetic regulation of the GR in response to stress (Witzmann et al.
2012; Mourtzi et al. 2021), the strongest evidence for epigenetic mechanisms
operating in the regulation of glucocorticoid function comes from studies on
FKBP5. Growing evidence suggests that epigenetic alterations are a key component
by which environmental stressors interact with the genome, increasing the risk of
depressive symptomology (Davies et al. 2019). It has been suggested that FKBP5
epigenetic and environmental mechanisms play a role in the pathophysiology of



HPA axis dysregulation, whereby FKBP5 epigenetic components bridge the genetic
and environmental association and contribute to MDD pathophysiology (Lin and
Tsai 2019). There has been a particular focus on AELEs, as adverse events in
adulthood have not found a significant association with outcome (Lahti et al.
2016; Cristóbal-Narváez et al. 2017).
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Early-life adverse events have been shown to impact allele-specific epigenetic
modification of FKBP5. Epigenetics refers to the potentially heritable, though
environmentally modifiable, regulation of gene expression and function mediated
through non-DNA-encoded mechanisms (Sun et al. 2013). For example, common
epigenetic modifications in MDD include histone acetylation and DNA methylation
(Sun et al. 2013). Whilst the exact molecular epigenetic mechanisms behind the
FKBP5 gene–environment interactions in MDD are not entirely clear, recent
research has elucidated a few potential mechanisms.

Patients with the rs1360780 risk allele of FKBP5 who also experienced childhood
abuse had significantly decreased DNA methylation in intron 7, compared with
controls or protective genotype carriers (Klengel et al. 2013). Furthermore, greater
childhood exposure to trauma correlated with a greater decrease in methylation.
Multiple studies have further confirmed decreased intron 7 DNA methylation in
MDD patients, and healthy carriers of the high-risk allele exposed to AELEs (Non
et al. 2016; Tozzi et al. 2018; Klinger-König et al. 2019). Therefore, individuals with
the high-risk FKBP5 allele appear to be more susceptible to epigenetic changes
following childhood abuse.

In addition, this decrease in FKBP5 CpG methylation in patients with early-life
stress and depressive phenotypes has been found to upregulate FKBP5 in peripheral
blood. Importantly, this upregulation of FKBP5 in peripheral blood promoted
NF-kB signalling in immune cells and showed positive correlation with
pro-inflammatory genes such as interleukin and toll-like receptors (Zannas et al.
2019).

Therefore, these findings suggest that AELEs may chronically influence both the
HPA axis and inflammatory regulation through epigenetic modification of the
FKBP5 gene. As GR mediates the negative feedback response of the HPA axis,
impaired function can lead to long-term HPA axis dysregulation. This may explain
why certain patients—those with high-risk alleles—have a higher risk of MDD.
Thus, this research shows how a genetic predisposition to react more strongly to
environmental stress interacts with AELEs, and may increase the risk of MDD.

6.8 Conclusion

MDD is significantly linked to physiological modifications in our body, most
notably neuroendocrine–immune interactions. Whilst research has shown there is a
neuroendocrine and immune system interplay in MDD, our understanding of the
exact mechanism is still limited. The ‘glucocorticoid resistance model’ provided the
first possible explanation; however, it is clear that further modifications to this model
are required following the discovery of the pro-inflammatory role of cortisol.



Therefore, whilst this research has further elucidated neuroendocrine–immune
mechanisms in MDD, additional research in humans is still necessary to overcome
the uncertainties that remain, and thus help us to understand the biological mecha-
nism underpinningMDD. Research into GR dysfunction in MDD has found FKBP5,
a key regulator in GR function, to be a potential biomarker for MDD, specifically in
those with AELEs.
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6.9 Key References

Binder et al. 2004: this was the first paper to find an association between FKBP5
polymorphisms, HPA axis dysregulation and increased susceptibility for
depression.

Cattaneo et al. 2020: this research found six mRNAs, all associated with the immune
response, differentiated treatment-resistant from treatment-responsive patients
with depression.

Pariante and Miller 2001: the first review of the literature on the associations
between depression, glucocorticoid resistance and the impact of antidepressants
on the glucocorticoid receptor.

Pitharouli et al. 2021: this is the largest study to date demonstrating that increased
CRP, and thus inflammation, is associated with depression.
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Brain Fluids, Blood–Brain Interfaces,
and Their Involvement in Neuroimmune
Regulation During Development
and in Adulthood

7
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Abstract

The homeostasis of brain fluids, which comprise the parenchymal interstitial fluid
and the circulating cerebrospinal fluid, is crucial for proper brain development
and brain function throughout life. The composition of brain fluids changes
during development and is highly controlled by the blood–brain interfaces com-
prising the endothelium of the cerebral microvessels and pial vessels, the epithe-
lium of the choroid plexuses, and the arachnoid membrane. This chapter
discusses the sources and functions of the cerebrospinal fluid, which differ
according to the developmental stages, and describes the organization of the
brain fluid compartments. It gives an overview of the organization of brain
interfaces and their functions, including neuroprotective and neuroendocrine
functions, and explains how these interfaces complement each other and adapt
as a function of brain developmental stages. The organization of brain fluid
compartments in relation to the peripheral lymphatic system and the brain
interfaces’ differential permissiveness to immune cells is also described. They
both contribute to the peculiar “immune privilege” that is attributed to the central
nervous system while allowing the neuroimmune surveillance necessary to pro-
tect the brain.
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Abbreviations

APC Antigen-presenting cell
BBB Blood–brain barrier
BCSFB Blood–cerebrospinal fluid barrier
ChP Choroid plexus
CNS Central nervous system
CSF Cerebrospinal fluid
DCLN Deep cervical lymph node
EC Endothelial cell
ECM Extracellular matrix
GW Gestational week
ISF Interstitial fluid
NVU Neurovascular unit
PVS Perivascular space
Shh Sonic hedgehog
TH Thyroid hormone
TJ Tight junction
TTR Transthyretin
VEGF Vascular endothelial growth factor

7.1 Introduction

Maintaining brain homeostasis is crucial to allow normal brain maturation during
development and proper brain functioning throughout life. The composition of brain
fluids is highly controlled by cellular interfaces that regulate the exchanges between
the blood and the central nervous system (CNS) and protect the brain from poten-
tially neurotoxic molecules circulating in the blood. The brain also benefits from an
“immune privilege,” and the brain fluids and blood–brain interfaces play an impor-
tant part in the special interactions occurring between the immune system and the
CNS. This chapter gives an overview of interstitial (ISF) and cerebrospinal fluid
(CSF) system development and organization which is unique to the CNS. It then
describes the different interfaces that complement each other to maintain brain
homeostasis. It also discusses the concept of barrier immaturity during development
and the controversies it generated. Finally, the chapter describes how the peculiar
fluid organization and the different cellular barriers all contribute to the regulation of
neuroimmune interactions in adults and during development.
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7.2 The Organization of Brain Fluids During Development
and in Adult

The brain is a peculiar organ in that it has a circulatory system of its own, the CSF
system, which forms early during embryonic life. The development of the CNS
occurs during the third and fourth gestational week (GW) in humans, on the
embryonic day 9 (E9) and E7 in rats and mice, respectively, and results from a
step-by-step process (DeSesso et al. 1999; Yuskaitis and Pomeroy 2017). It begins
with the neurulation and the closure of the neural tube, which lead to the formation of
the primitive vesicles giving birth to the different structures of the brain and the
cerebellum, and of a fluid-filled internal space that will become the ventricular
system (reviewed in Yuskaitis and Pomeroy 2017). Brain fluids both cushion and
support brain cells and are distributed in different compartments of the CNS. The
CSF fills the ventricular system and the subarachnoid spaces (SAS), whereas the ISF
is located in the parenchyma between neural cells and extracellular matrix (ECM)
components. These fluids differ according to their origin, their overall composition,
and some of their properties, including hydrostatic pressure. The composition of
both CSF and ISF is highly conserved across species in adults and during develop-
ment. They both contribute to normal CNS development.

7.2.1 Cerebrospinal Fluid

The CSF is a colorless fluid that bathes the brain. It has a wide variety of functions in
the CNS, from mechanical protection against shocks and vibration to the mainte-
nance of brain homeostasis. It is secreted by different cells of the brain depending on
the developmental stages. Our knowledge about embryonic and fetal CSF produc-
tion, composition, and function has been gathered using relevant animal models
(Box 7.1). The CSF fills the brain cavities forming the ventricular system before



reaching the SAS that surround the entire organ and being reabsorbed into the blood
or lymphatic circulation (Fig. 7.1). Its composition and its rate of renewal change
throughout life and under pathological conditions.
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Fig. 7.1 Pathways of CSF flow. (a) The CSF (blue) freely circulates from the lateral ventricles to
the third ventricle via the interventricular foramen of Monro. It then reaches the fourth ventricle
through the cerebral aqueduct of Sylvius and flows through the foramen of Magendie, and laterally
the foramina of Luschka (not shown) to fill the SAS surrounding both the brain and the spinal cord.
From there it is reabsorbed into the blood and lymphatics. (b) Enlargement of square in (a) showing
that CSF penetrates the PVS to mix with the ISF within the parenchyma (large orange arrows). It
also reaches blood sinuses across arachnoid granulations, and dural lymphatic vessels (small orange
arrows). Access to lymphatics also occurs through the cribriform plate and along cranial nerves (not
shown here). ChPs: choroid plexuses; SAS: subarachnoid space; PVS: perivascular space (inspired
by Ray and Heys 2019)

7.2.1.1 Embryonic Cerebrospinal Fluid
The embryonic CSF refers to the fluid transitorily present at the earliest stages of
brain development after closure of the neural tube. In humans, it starts to inflate the
developing cerebral ventricles between GW3 and 4 (reviewed in Fame et al. 2020).
This CSF is secreted by a homogeneous population of neuroepithelial precursors
surrounding the cavity formed by the closure of the neural tube (reviewed in Gato
et al. 2014; Yuskaitis and Pomeroy 2017; Fame et al. 2020). Within this primitive
ventricular system, the CSF participates in the progressive formation of what will be
the brain. It promotes the growth and differentiation of early progenitor cells of the
brain anlage and therefore the beginning of the neurogenesis (reviewed in Gato and
Desmond 2009; Gato et al. 2014). This function results from the positive hydrostatic
pressure generated by the continuous secretion of the fluid, which is applied against
the neuroepithelium lining the primitive cavity (Desmond and Jacobson 1977).
Embryonic CSF also has a biological influence on the embryonic brain stem cell
niche, by promoting survival, proliferation, and neurogenesis. The embryonic CSF
composition is complex, and the factors responsible for the development and growth
of neural stem cells are only beginning to be uncovered. Factors already known to be
involved in mitogenic and neurogenic activity include fibroblast growth factors,
insulin-like growth factors (IGFs), sonic hedgehog (Shh), bone morphogenic
proteins, and Wnt glycoproteins (reviewed in Gato and Desmond 2009; Zappaterra
and Lehtinen 2012; Gato et al. 2014). Besides inorganic anions and the previously
mentioned factors, embryonic CSF contains numerous other components. Analyses



in different species such as sheep and rats revealed that proteins including albumin,
fetuin, alpha-fetoprotein, transferrin, and lipoproteins are the main components
found in CSF in the early stages of development (Dziegielewska et al. 1980,
1981). In chickens, the level of these proteins is thirty times higher in embryos
than in adults (Birge et al. 1974). Novel proteomic analyses have allowed for further
refinement of the CSF composition and identified ECM components, enzymes, and
cytokines within the embryonic CSF (reviewed in Gato et al. 2014).

7 Brain Fluids, Blood–Brain Interfaces, and Their Involvement. . . 163

This early period of brain development remains short and the neural tube cavity
undergoes a rapid change in volume and morphology. The initial brain expansion is
followed by the ventricular system formation in which the CSF circulates. The
source of the CSF changes from a neuroepithelial to a choroid plexus secretion. Its
composition changes over time, progressively giving way to the mature CSF.

7.2.1.2 Fetal and Adult Cerebrospinal Fluid

From Production to Resorption
The fetal and adult CSF is mostly secreted by specialized tissues called the choroid
plexuses (ChPs). The ChPs originate from selected progenitor cells from the differ-
ent primary brain vesicles and appear between GW 7 and 8 in humans (reviewed in
Fame et al. 2020), and between E8.5 and E9.5 in mouse (reviewed in Lun et al. 2015,
and see below 2.2.1). During this time, the ventricles expand and begin to form an
interconnected network in which the fluid circulates throughout life. CSF volume
progressively increases during brain development. Imaging studies and especially
CT scanning studies estimate the CSF to be 50 mL in neonates, 140 mL in children,
and up to 170 mL in adults and CSF volume continues to increase with age,
especially in the SAS (Corns and Martin 2012). The ChPs produce at least 70% of
the CSF, at a rate of 0.35 mL/min in human adults, and the majority of CSF is
produced by the lateral ventricle ChPs (reviewed in Di Terlizzi and Platt 2006; Corns
and Martin 2012). CSF production results from an active and controlled fluid
secretion by the ChP epithelium. The mechanism involves various inorganic ion
transporters and channels, resulting in a net flux of HCO3

-, Na+, and Cl-, driving
water movement into the ventricles. It is highly dependent on carbonic anhydrase
and the Na+/K+-ATPase located in the ChP epithelium (reviewed in Ghersi-Egea
et al. 2018). Extra choroidal sources of CSF are still debated. A secretion by the
meninges surrounding the brain and a movement of ISF entering the ventricles
across the leaky ependymal lining the ventricular walls have been hypothesized
(Pollay and Curl 1967; reviewed in Di Terlizzi and Platt 2006, Fame et al. 2020). In
human adults, CSF production is around 500 mL/day with a complete renewal of the
fluid about three to four times per day (Zappaterra and Lehtinen 2012). CSF is
distributed as follows: 25 mL in ventricles and 125 mL in cisterns, and both cranial
and spinal SAS of the brain (Sakka et al. 2011).

The CSF circulates in distinct ways (Fig. 7.1a) (reviewed in Di Terlizzi and Platt
2006; Zappaterra and Lehtinen 2012). It flows from the lateral ventricles to the third
ventricle via the interventricular foramen of Monro. It then reaches the fourth
ventricle through the cerebral aqueduct of Sylvius before flowing through the



foramen of Magendie and the foramina of Luschka to fill the SAS surrounding both
the spinal cord and the brain. From there, it is reabsorbed in the blood and lymphatic
system. It also penetrates the cerebral perivascular spaces (PVS) to mix with the ISF
fluid (Fig. 7.1b). Finally, it also follows the velae to reach the internal cisterns
directly from the ventricles.
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The balance between CSF production and resorption is highly dynamic and
allows the maintenance of a rather constant total volume of CSF. Changes in CSF
dynamics in the brain may cause serious damage. Too much CSF accumulating in
ventricles and SAS leads to hydrocephalus and neurodevelopmental diseases,
whereas low CSF production leads to impaired brain growth (Corns and Martin
2012; Shen 2018). The ways in which the CSF is absorbed and distributed to
the lymph nodes are still debated. The dominant view of CSF reabsorption is that
the fluid can be reabsorbed directly into the meningeal venous network at the top of
the brain through the arachnoid granulations (Fig. 7.1b). This seems to be a main
route of CSF drainage in humans, but the presence of one-way pressure sensitive
valves between CSF and venous blood within the granulations suggests that its
function is the control of the intracranial pressure. Complementary studies showed
that in many species the fluid also reaches the lymphatic network of the nasal mucosa
throughout the cribriform plate of the ethmoid and along the cranial nerves (see
7.4.2). Finally, some studies support circadian cycles in CSF composition, produc-
tion, and turnover (Myung et al. 2018).

Composition and Functions
The CSF is a complex fluid whose composition is finely tuned in healthy conditions.
It is not an ultrafiltrate of plasma even though its inorganic ion composition is close
(Abbott et al. 2010; Hladky and Barrand 2014). Modern analytical techniques show
that it contains proteins, lipids, hormones, amino acids, glucose, and many other
molecules and metabolites that affect a wide range of CNS functions (reviewed in Di
Terlizzi and Platt 2006; Zappaterra and Lehtinen 2012).

Through exchanges with ISF, the CSF participates in the maintenance of brain
homeostasis by buffering osmolarity, pH, and overall inorganic ion composition.
Changes in this chemical environment can lead to neuronal dysfunctions. Na+, for
instance, is very important in transport and osmoregulation, and a decrease in its
concentration can induce cellular swelling but also seizure and coma (Giuliani and
Peri 2014). Regarding Ca2+, changes in its concentration disturb neurotransmission
(Odackal et al. 2015).

Besides homeostasis of inorganic ions, the CSF has other important buffering,
delivery, and clearance functions. By filling the ventricles and the SAS surrounding
the brain, the CSF acts as an absorber of physical shocks and regulates intracranial
pressure (reviewed in Di Terlizzi and Platt 2006). This protection is, however, not
sufficient to prevent traumatic brain injury in case of extreme force impacts. It also
acts as an intracerebral transport system by distributing within the brain different
hormones, growth factors, neurotransmitters, and neuropeptides (reviewed in Di
Terlizzi and Platt 2006). Ventricular circulation of trophic factors and guidance
molecules is especially important during fetal and postnatal development, to regulate



stem cell behavior. CSF is also implicated in waste drainage by excreting toxic
by-products of cellular metabolism and neurotoxic agents (Kaur et al. 2021).

7 Brain Fluids, Blood–Brain Interfaces, and Their Involvement. . . 165

Because these properties support brain development and function, the CSF can be
considered a window allowing the assessment of brain health. As such it is a fluid in
which biomarkers can be identified to categorize pathologies (e.g., inflammatory,
neoplastic, metabolic) (Kansal and Irwin 2015). For example, in normal adult CSF,
very low concentrations of proteins and cells are measured (Di Terlizzi and Platt
2006). A leak of blood-borne proteins, and especially albumin, into the CSF signals
a damaged brain interface (Hühmer et al. 2006). Immune cells, mainly neutrophils
and lymphocytes, can also enter the CSF following infection such as meningitis and
induce serious and long-term neurological damage (Jaijakul et al. 2017) (see
3 below).

7.2.2 Brain Interstitial Fluid

The ISF is the fluid that occupies the space between neurons, glial cells, and ECM
components that support the tissue. This dynamic and complex space is the com-
partment in which nutrients circulate and through which waste products are
removed. ISF volume is more important during development than in adulthood.
The interstitial space, which includes ISF and ECM, occupies 15–20% of the tissue
volume in adults (reviewed in Lei et al. 2017) and up to 30–45% in newborns, as
measured in rat (Simpson and Stephenson 1993).

The composition of the ISF is close but not identical to that of the CSF. Enzymes
responsible for the degradation and remodeling of the ECM proteins are also found
in ISF, as well as extracellular vesicles which are released by neural cells and contain
signaling proteins implicated in cell–cell communication, synaptic function, and
neuronal behavior (Ashok and Gabriele 2020).

There are few reports about ISF sources and mechanisms of production. Many
correlation studies between CSF and ISF suggest that CSF is a source of ISF. Iliff
and collaborators confirmed the link between both fluids by following fluorescent
tracers injected into the cistern of the fourth ventricle (Iliff et al. 2012, 2015).
Movements of inorganic ions, gaseous molecules, and organic molecules such as
proteins, peptides, and enzymes occur between CSF and ISF through the ependymal
lining of the ventricles, which does not display barrier properties as intercellular
contacts between ependymal cells are made by adherents and gap junctions only.
The extent of these exchanges is still being investigated and debated. Such
exchanges also occur across the outer surfaces of the brain parenchyma, that is,
across the pia mater and the glia limitans, these cell layers not being sealed by tight
junctions (TJs) (Fig. 7.2c). There is also free movement of water and small and large
solutes between ISF and CSF through PVS (reviewed in Hladky and Barrand 2014).

Additional sources of ISF are water generated by cell metabolism, and water
transfer across brain capillaries (Iliff et al. 2012; Brinker et al. 2014; reviewed in Lei
et al. 2017). Gaseous and lipid-soluble molecules present in the systemic circulation
can passively cross the blood–brain barrier (BBB) and contribute to ISF



composition. Other blood-borne components such as ions, nutrients, and specific
proteins can reach ISF across the BBB through channels, transporters, or via more
complex pathways such as receptor-mediated endocytosis (see 2.1). The composi-
tion of ISF is also influenced by neural cell activities that are accompanied by
exchanges of ions, proteins, and organic compounds between cells and the ISF. In
astrocytes, iso-osmolarity between extra- and intracellular fluids is maintained by
water movement through channel proteins such as Aquaporin 4 (Brinker et al. 2014;
Lei et al. 2017; Ashok and Gabriele 2020).
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Fig. 7.2 Anatomical localization and organization of the cellular protective brain barriers. (a)
Schematic representation illustrating the different sites of blood–brain exchanges detailed in (b),
(c), and (d). (b) The blood–brain barrier is located at the endothelium of parenchymal capillaries
and microvessels. Endothelial cells are joined by TJs and encircled by a basement membrane and by
pericytes. Astrocytic processes surround these structures that form the neurovascular unit. (c) The
blood–CSF barrier is situated at the ChPs. Blood vessels within the ChPs are fenestrated and do not
form a restrictive barrier. The ChP epithelium is sealed by TJs restricting intercellular movements of
molecules between the choroidal stroma and the CSF. (d) The barrier at the surface of the brain is
located within the meninges that are composed of the dura, the arachnoid, and the pia mater. Blood
vessels in the dura are fenestrated. The barrier between the CSF and the periphery is located at the
arachnoid whose cells are sealed by TJs. The pia mater bordering the tissue has no barrier
phenotype. Pial vessels circulate within the SAS before penetrating the brain parenchyma. The
endothelium of these vessels already displays a tight phenotype that reduces exchanges between the
blood and the subarachnoid CSF. ChP: choroid plexus; SAS: subarachnoid space; TJ: tight
junction; CSF: cerebrospinal fluid (inspired by Engelhardt et al. 2017)

In conclusion, both CSF and ISF participate in the maintenance of homeostasis
and the proper functioning of the brain, and their composition is highly regulated by
the cellular barriers located between the blood and these fluids.
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7.3 The Blood–Brain Interfaces During Development
and in Adult

Goldmann was one of the first scientists to formally demonstrate in 1909 the
existence of blood–brain interfaces that make the CNS a “closed” compartment
protected from systemic circulation. He performed peripheral injections of a dye (the
trypan blue) in various species and noticed that all body regions were stained except
the brain (Goldmann 1909, 1913). The notion of blood–brain barriers was first
mentioned by Stern and Gautier in 1918: “The barrier that opposes the movement
into the CSF of substances in the blood shows notable differences in different animal
species” (translated from French). These specific cell layers tightly control or restrict
the transport of blood-borne substances into the brain, thereby protecting this organ
from neurotoxic molecules during development and throughout life. They also
maintain brain homeostasis by regulating brain fluid composition and providing
nutrients and other components the brain needs. It is now accepted that these cellular
barriers also participate in neuroimmune surveillance, allowing an adapted response
to injuries. The two main barriers in the CNS are the BBB located at the endothelium
of the cerebral microvasculature (Fig. 7.2b) and the blood–CSF barrier (BCSFB)
formed by the epithelium of the ChPs (Fig. 7.2c) and, at the surface of the brain, by
the arachnoid (Fig. 7.2d).

7.3.1 The Blood–Brain Barrier

7.3.1.1 Organization and Function
The BBB is a major protective brain barrier that contributes to the normal develop-
ment and integrity of the brain tissue. As the brain vasculature is the main route by
which molecules reach the cerebral parenchyma, it is crucial for this interface to
selectively control molecular transport into the brain. It is widely accepted that a
dysfunction of this barrier contributes to the physiopathology of several diseases
such as neurodegenerative disorders, cerebrovascular accidents, and
neuroinflammatory diseases (reviewed in Abbott et al. 2010; Obermeier et al. 2013).

Different cell types confer its physical and biochemical properties on the BBB
(Fig. 7.2b, reviewed in Kadry et al. 2020). First, the endothelial cells (ECs) lining the
vessel walls are tightly sealed by junctional protein complexes. Claudin 5 and
occludin are the most abundant proteins expressed in these TJs and prevent the
paracellular diffusion even of small molecular weight molecules (Nitta et al. 2003).
Other cell types are closely associated with ECs. They include pericytes and
astrocytes whose end feet surround the endothelial monolayer. Pericytes regulate
BBB-specific gene expression patterns in ECs, strengthen TJs, and repress
non-specific transcytosis. They are therefore crucial to limiting the non-specific
access of blood-borne molecules into the brain parenchyma across the cerebral
endothelium (reviewed in Armulik et al. 2011). Perivascular astrocytes actively
participate in the barrier phenotype maintenance by extending processes around
ECs and secreting factors to modulate EC function (reviewed in Obermeier et al.



2013; Kadry et al. 2020). Collectively these different cell types form the
neurovascular unit (NVU) and support the barrier properties.
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Despite the tight nature of the cerebral endothelium, the BBB is also an active site
of transport (reviewed in Abbott et al. 2010; Kadry et al. 2020). Simple diffusion of
small molecules across the BBB is dependent on their lipophilicity, and many
molecules cannot freely cross the plasma membrane of the BBB to enter the
parenchyma. Glucose, amino acids, nucleotides, and vitamins are transported into
the brain through carrier-mediated transport systems. Glucose, for instance, is
carried by the Glut-1 transporter into the ISF (Qutub and Hunt 2005).
Macromolecules such as proteins can enter the brain parenchyma by transcytosis
through receptor-mediated transport systems. A well-described system is the insulin
receptor-mediated transcytosis (Fishman et al. 1987). The transferrin receptor also
induces an endocytotic process allowing iron bound to transferrin to reach the ISF,
while the unbound transferrin recycles at the luminal, blood-facing membrane
(Duffy and Pardridge 1987).

The barrier shows a highly restrictive transcellular permeability to numerous
blood-borne toxic substances but also to therapeutics. This “multidrug resistance”
mechanism mainly results from the action of several efflux transporters of the
ATP-binding cassette (ABC) family, including P-glycoprotein (PGP/ABCB1),
multidrug-resistant associated proteins (MRPs/ABCCs), and the human breast can-
cer resistance protein (BCRP/ABCG2) (Leslie et al. 2005; reviewed in Abbott et al.
2010). The BBB is also considered to be a metabolic barrier since it is associated
with high expression of metabolizing enzymes such as peptidases and monoamine
oxidases (Brownlees and Williams 1993).

7.3.1.2 Development of the Vascular Network and Blood–Brain Barrier
The BBB phenotype of the cerebral endothelium develops at early developmental
stages. It is a step-by-step process that begins with angiogenesis within CNS
parenchyma during embryonic development (E11 in mice, Abbott et al. 2010).
Angiogenesis is guided by a concentration gradient of different signaling molecules
produced by subventricular progenitor cells (e.g., vascular endothelial growth factor
(VEGF), Wnt, Obermeier et al. 2013). New vessel sprouts rapidly exhibit several
BBB properties including the appearance of short and primitive TJs and a lack of
fenestrations that restrict the movement of proteins from blood to the brain. They
also express nutrient transporters which provide the developing neural cells with
their needs (Abbott et al. 2010; Obermeier et al. 2013). Non-specific pinocytosis
across ECs remains an ongoing process in early angiogenesis, and new vessels also
express leukocyte adhesion molecules such as intercellular adhesion molecule
1 (Icam-1), (Daneman et al. 2010). This angiogenesis stage is followed by a
differentiation phase in which ECs of newborn vessels form interactions with
pericytes. ECs release platelet-derived growth factor β, which signals to receptors
expressed by pericytes (Hellström et al. 1999). Pericytes then start to assist angio-
genesis and to participate in the development of the BBB phenotype, around GW12
in humans, and at E12 in rats (reviewed in Obermeier et al. 2013). They form long
processes that fully cover the vessels. This almost full coverage is crucial for



maintaining the barrier’s integrity. Pericytes secrete several growth factors and
morphogens contributing to the BBB formation (e.g., angiopoietin-1) (Armulik
et al. 2011). Interactions with pericytes lead to the maturation of TJs, decreased
transcytosis, and a downregulation of leukocyte adhesion molecules (Daneman et al.
2010). The vascular network extension and the maturation of the BBB phenotype
largely continue after birth with the recruitment of perivascular astrocytes. They
secrete for instance VEGF to stimulate angiogenesis (Alvarez et al. 2013) and Sonic
hedgehog (Shh) to promote the expression of functional barrier proteins (Alvarez
et al. 2011). To a much lesser extent, neurons on their own can directly contact ECs
and astrocytes to participate in the maintenance of the BBB (Abbott et al. 2010;
Obermeier et al. 2013).
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Nutrient influx transporters display developmental expression profiles that vary
from one to another to meet the brain needs which change during the different stages
of development. The expression of efflux pumps, although essential to protect the
brain from noxious endogenous or exogenous compounds, is more heterogeneous.
For instance, P-glycoprotein expression is low during development and increases to
adult levels only after birth under the probable influence of astrocytes (Strazielle and
Ghersi-Egea 2015).

7.3.1.3 The History of an Immature Blood–Brain Barrier Concept
Historically, the BBB has long been considered immature during early developmen-
tal stages, making the blood–placenta barrier the main barrier protecting the fetal
brain. For nearly a hundred years, a leaky BBB was considered necessary for the
rapid growth of the brain, in order to facilitate the access of blood-borne nutrients.
This idea has been supported by the weak expression of TJ proteins and of efflux
transporters such as ABCB1 as well as by the absence of astrocytic end feet in the
early stages of development (Strazielle and Ghersi-Egea 2015). Today this concept is
challenged, as the entry of plasma proteins and other blood-borne molecules early in
development reflects the importance of these compounds for brain maturation rather
than a non-specific blood-to-brain leak. The greater entry of amino acids during early
development, for instance, is due to a much higher expression of their transporters in
brain ECs (reviewed in Saunders et al. 2014).

The maturity of the BBB during development is also supported by the early
expression of TJs proteins such as occludin, claudin-5 (Virgintino et al. 2004), and
ZO-1 (Nico et al. 1999) in the developing BBB. Even if these expressions appear
weak, they are sufficient to allow the formation of TJs preventing paracellular
diffusion. The permeability to endogenous albumin, for instance, is not different
between development and adulthood in mice (Vorbrodt and Dobrogowska 1994).
During later development in humans, TJs protein expression and function rapidly
reach the levels observed in adult BBB (Virgintino et al. 2004).

7.3.2 The Blood–CSF Barrier

The BCSFB is located at two different sites of the brain: the ChPs and the arachnoid.
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7.3.2.1 The Choroid Plexuses

Organization and Functions
The ChPs are secretory tissues that float in the CSF of each ventricle. The two largest
ChPs are found in the lateral ventricles, a third one is located in the fourth ventricle,
and a fourth small ChP is found in the third ventricle. They are all highly
vascularized tissues constituting a cuboidal epithelial cell monolayer surrounding a
core of connective tissue containing fenestrated blood capillaries (Fig. 7.2c). Next to
being the main source of CSF, they also act as barriers between the blood and the
CSF and participate in brain homeostasis by controlling the composition of CSF.
They transport both endogenous and exogenous compounds between the two fluids.
They also are a source of biologically active molecules that influence cerebral
development and function.

Selective Barrier Properties
Unlike the BBB, the choroidal ECs are fenestrated and do not display a tight
phenotype. The choroidal endothelium is therefore permeable not only to small
molecules and water but also to larger solutes that cross this fenestrated endothelium
by diffusion or vesicular transport to reach the stromal space. The selective barrier
between blood and CSF is shifted at the level of the choroidal epithelium whose cells
express a range of TJ proteins including integral membrane proteins (e.g., occludin,
claudin-1, 2, 3, 19) and pericellular cytoplasmic proteins (e.g., ZO-1, ZO-2) (Kratzer
et al. 2012). The BCSFB is, however, more permeable than the cerebral capillaries to
water and selected inorganic ions, and this difference in permeability may be
explained by a difference in TJ protein composition. The claudin-2 expressed in
the ChP epithelium, for instance, is responsible for a decrease in the electrical
resistance of the barrier by forming weak adhesion with other claudins (e.g.,
claudin-1) and aqueous pores with high conductance within the TJ strands (Furuse
et al. 2001).

The leaky phenotype of choroidal ECs is maintained by products secreted by the
epithelium, in particular VEGF, a factor well known for its potent angiogenic
properties. Together with transforming growth factor β signaling, VEGF/VEGF-
receptor signaling increases the vascular permeability of choroidal vessels by
mediating the formation of endothelial fenestrations during development and
throughout life (Maharaj et al. 2008).

The choroidal BCSFB is a highly active interface that, by dynamic transport
mechanisms, on the one hand allows amino acid and glucose delivery to the CSF and
on the other hand acts as a neuroprotective barrier preventing entry of noxious
compounds into the CSF. In this latter respect, multidrug resistance-associated
protein 1 (MRP1/ABCC1) and also MRP4 (ABCC4) and different organic anion
transporters of the solute carrier SLC22 and SLC21/OATP families are the predomi-
nant choroidal efflux transporters (Ghersi-Egea et al. 2018). High levels of
detoxifying enzymes (e.g., epoxide hydrolase, glutathione transferases, and
peroxidases), associated with a machinery to transport or synthesize glutathione,
cysteine, and metallothionein, also participate in protection of the brain from harmful



compounds by favoring their elimination and ensuring protection against oxidative
stress (Ghersi-Egea et al. 2018).
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Finally, infiltrating immune cells can migrate from the systemic circulation across
the fenestrated endothelium to reach the stroma and then the CSF across the
epithelium, making the ChP a gateway for immune cell entry into the CNS (see
3.3.2) (Ransohoff and Engelhardt 2012).

Transport and Secretion of Biologically Active Molecules
The ChP-CSF system has an important role in neuroendocrine signaling. ChPs are a
source of biologically active molecules that are important for the development of the
brain and the maintenance of its integrity throughout life. ChPs either synthesize
these factors or express transport proteins that allow the transport of vitamins,
growth factors, and hormones (reviewed in Nilsson et al. 1992). The high expression
of the sodium-dependent vitamin C transporter 2 within the ChP epithelium for
instance allows the distribution of this essential vitamin to the brain (Ulloa et al.
2019). ChP-secreted factors can act directly on adult stem cells located along the
lateral ventricles to regulate their behavior. During embryonic development, the ChP
secretes Shh and IGF-2 that promote the proliferation of neural progenitors. Other
factors that come from the blood and are transported across the BCSFB have also a
role in the regulation of stem cell activity. Folates, for instance, are taken up by the
epithelial cells and released within microvesicles into the CSF to reach the brain
parenchyma and participate in brain development (Grapp et al. 2013). Other
ChP-derived factors modulate global neural circuit formation, activity, and plasticity
at postnatal stages and throughout life, such as the homeobox protein Otx2
(reviewed in Ghersi-Egea et al. 2018). The distribution of such active molecules to
stem cells lining the cerebral ventricles and to cells located deeper in the brain
parenchyma is facilitated by the absence of TJs between the cells forming the CSF–
brain borders. However, the nature of these factors and their precise effects on adult
stem cells need to be clarified in humans.

The ChP epithelium also expresses carrier proteins involved in the central
distribution of circulating hormones. An example is transthyretin (TTR) which is a
thyroid hormone (TH) carrier protein whose expression in the ChP epithelium has
been first described in 1979 by Møllgård and others. THs are ubiquitous hormones
synthesized in the thyroid gland that circulate in the blood in complex with TTR,
released by the liver. During development, they regulate the transcription of specific
genes within the brain. Insufficiency of TH during prenatal development in humans
leads to cognitive retardation. In adults, it causes severe damage, including mental
impairment and clinical depression (Richardson et al. 2015). TTR is the main protein
synthesized and continuously secreted into the CSF by the ChP epithelium from
early embryonic development and throughout life (reviewed in Richardson et al.
2015). Its choroidal expression occurs just prior to the period of brain growth when
THs are required. Blood-borne THs reach the CSF by Oatp-14 (SLCO1C1)-depen-
dent choroidal uptake followed by binding to choroidal TTR released in the CSF
(reviewed in Richardson et al. 2015). THs can also be transported by Oatp14 across
the BBB to reach the extracellular space (reviewed in Bernal et al. 2015).
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The distribution of active molecules between blood and CSF is facilitated by the
high blood flow in the ChP anastomosed capillaries. Measurements in rats suggest
that the blood flow within the ChP increases during postnatal development, in line
with the progressive increase of CSF production rate at the same time (Szmydynger-
Chodobska et al. 1994).

Development of the Choroid Plexuses
Formation of the ChPs begins at early developmental stages, between GW7 and 8 in
humans (Fame et al. 2020). The establishment of interspecies grafts in birds allowed
the origin of each ChP to be followed. The different ChPs come from different
primary brain vesicles. The wall of the fourth ventricle in the hindbrain gives rise to
the first ChP. This is immediately followed by the formation of the ChP in each of
the lateral ventricles originating from the prosencephalon. The ChP of the third
ventricle, coming from the diencephalon, is the last to appear but matures more
rapidly than the others (Lun et al. 2015; Ghersi-Egea et al. 2018). The molecular
control of ChP development has not been completely elucidated. Genes and
pathways implicated in the differentiation and proliferation of the choroidal epithe-
lium include Notch, Shh, and neurogenin 2 signaling (reviewed in Lun et al. 2015).

The development of ChP tissue is linked to the development of its barrier
properties. ChPs rapidly mature during development to fulfill their neuroprotective
role. Choroidal TJs are present before GW8 in humans (Møllgård and Saunders
1986), and TJ-associated genes have been identified in ChP of early embryonic
(E15) and postnatal (P2) stages in rats (Kratzer et al. 2013). The ChP epithelium of
the developing brain also harbors various influx and efflux transport proteins. The
ABC efflux transporters, for instance, are present in the early embryonic and fetal
stages in rats, as well as in human neonates (Daood et al. 2008; Ek et al. 2010;
Kratzer et al. 2013).

The efficiency of choroidal detoxification activities during fetal and perinatal
stages suggests that a functional biochemical barrier supported by various enzymatic
systems contributes to the protection of the developing brain. High levels of gluta-
thione S-transferase (GST) mRNA expression and activity have been detected in
ChPs of newborn rats and human fetuses (Ghersi-Egea et al. 2006; Kratzer et al.
2018). Glutathione peroxidase (GPX) genes were also highly expressed in ChP
during the perinatal period (Kratzer et al. 2013; Saudrais et al. 2018). These perinatal
expression levels are more important than in the liver, which remains immature at
these stages with respect to its antioxidant and detoxifying functions.

The History of the Immature Blood–CSF Barrier Concept
As for the BBB, the BCSFB located in ChPs has long been considered immature
during embryonic and postnatal development. This classical belief was supported by
the high concentration of proteins present in the fetal CSF compared to that in adult
CSF, as well as by the apparent developmental decrease in permeability toward
lipid-insoluble diffusion markers such as sucrose or exogenous proteins
(Dziegielewska and Saunders 1988). The morphology of embryonic and adult TJs,
as well as their composition in TJ-associated proteins, is, however, similar, except



for the pore-forming claudin 2 whose appearance is delayed during development
(Johansson et al. 2008; Kratzer et al. 2013). The hypothesis of a transcellular
pathway especially active during development therefore emerged. The currently
prevailing concept is that a certain permeability to plasma proteins is not necessarily
associated with immaturity. It is now accepted that CSF proteins are important for
differentiation and migration of stem cells lining the ventricles that are in direct
contact with the fluid. They also may transport growth factors, hormones, and
vitamins. Finally, CSF proteins participate in ventricular expansion by exerting an
oncotic pressure (also known as colloid osmotic pressure) (reviewed in Johansson
et al. 2008; Saunders et al. 2012, 2018). In line with this, junctional complexes called
“strap” junctions seal the neuroepithelial cells lining the ventricular system from
GW8, when the ChP appears, up to GW22 in humans (Møllgård and Saunders
1986). These junctions have been reported in many other species and act to prevent
proteins, but not smaller molecules, from escaping from CSF into the brain. The
BCSFB is therefore selective but adapts its permeability to what the brain needs at
this crucial period of development before the parenchymal vascular network fully
develops.
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7.3.2.2 The Arachnoid
The whole brain is covered by a network of membranes called the meninges. The
meninges are organized into three layers, the dura mater against the skull, the
arachnoid membrane, and the pia mater closely appended to the cerebral paren-
chyma (Fig. 7.2d). They provide support for the cerebral vessels before they enter
the parenchyma and divide into the extensive microvascular network. The meninges
also contain the subarachnoid CSF that protects the CNS from mechanical impacts.
Because the arachnoid cells are sealed by TJs and express efflux ABC transporters
such as PGP and BCRP (reviewed in Gomez-Zepeda et al. 2019), this cell layer
forms the CSF–blood barrier at the external surface of the brain.

7.4 Neuroimmune Regulation

7.4.1 The CNS, an Immunoprivileged Site

The CNS constitutes a particular immune environment since no lymphatic circula-
tory system is present. The CNS is thus considered an immune privileged site, a
concept already described 90 years ago in pioneer observations (Shirai 1921). These
experiments showed that grafts implanted into the cerebral parenchyma were not
accompanied by an immune response, in contrast to what is observed in other organs
where polynuclear neutrophils as well as macrophages infiltrate the tissue. Addi-
tional studies also demonstrated that sources of antigens such as viruses, tumor cells,
and bacterial agents administered into the cerebral parenchyma do not induce a
stereotypic immune response (reviewed in Engelhardt et al. 2017).

This “immune privilege” makes sense as full-blown inflammatory reactions,
leading to tissue edema, for example, would have deleterious neurological



consequences. Therefore, the CNS needs effective but adapted immune responses to
face infection and tissue damage. Failure in control of these immune responses leads
to chronic immunopathological disorders (e.g., multiple sclerosis, neuromyelitis
optica) (Engelhardt et al. 2017; Wells et al. 2018). The concept of neuroimmune
privilege is now redefined to include the notion of immune surveillance.
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The CNS immune surveillance allows detection of pathogens and injuries and
determination of whether a response is required. Different populations of resident
immune cells exist in the CNS. Microglial cells are the main innate immune cells
residing in the healthy CNS parenchyma. In mice, they are generated at E8.5 from a
yolk sac progenitor (Gomez Perdiguero et al. 2015; reviewed in Forrester et al.
2018). Some of these progenitors mature and become microglial precursors that
invade the CNS at days E9.5–E10.5 (Gomez Perdiguero et al. 2015). The microglial
cells proliferate locally within the brain and their pool is maintained throughout life
without any renewal by bone marrow-derived immune cell precursors. They respond
rapidly to pathogens and injuries by secreting pro-inflammatory cytokines. These
cells are, however, unable to migrate into the peripheral lymphatic system to fulfill
the function of antigen-presenting cells (APCs), in line with the lack of lymphatic
vessels in the brain parenchyma. The situation is thus different from peripheral
organs such as the skin or gut, where activated dendritic cells migrate via lymphatic
vessels to lymph nodes.

In the last two decades, evidence has accumulated showing that immune surveil-
lance of the brain occurs through CSF-filled spaces including ventricles, SAS,
cisterns, and PVS. In line with this, tissue grafts transplanted directly into cerebral
ventricles induce a reaction that leads to their rejection. The group of cell sentinels
found in CSF and forming a line of defense against noxious immunogenic agents
includes mainly (80%) central memory lymphocytes T cells (Svenningsson et al.
1995) but also dendritic cells and macrophages (Ousman and Kubes 2012; Lun et al.
2015). In the absence of a neuroinflammatory environment, these immune cells seem
to be able to cross the brain barriers to infiltrate the fluid spaces. They play an
important role in neuroimmune surveillance (reviewed in Ousman and Kubes 2012).

7.4.2 The Role of Brain Fluid Drainage Pathways in Neuroimmune
Regulation

The CNS is not irrigated by lymphatic vessels; rather, distinct fluid drainage
pathways allow soluble antigens or immune cells to reach lymph nodes.

7.4.2.1 The Cerebrospinal Fluid
The CSF is produced in ventricles and circulates freely, to reach the SAS but also
large PVS (Fig. 7.1). All these spaces are immunologically competent since an
adaptive immune system exists with the presence of APCs. This explains the rapid
immune response that follows an infection located in a CSF compartment by
opposition to the situation in the parenchyma, which is immune privileged. The
number of immune cells in these CSF spaces remains low, however, in both humans



and rodents (Engelhardt et al. 2017). They include, in addition to central memory T
cells, myeloid cells, such as macrophages and dendritic cells, and Kolmer’s
epiplexus cells patrolling the apical surface of ChPs. Some mast cells are also
found in meninges and PVS (reviewed in Ransohoff and Engelhardt 2012). All
these resident cells promote host defense when in contact with pathogens. No other
immune cells, such as neutrophils, granulocytes, or natural killer lymphocytes, are
found in the healthy CSF. When APCs specifically interact with memory T cells, the
latter are activated, and this leads to the setting up of an adaptive immune response to
the detected danger such as an infection. Such neuroimmune surveillance needs a
connection between the CSF and lymph nodes.
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In parallel to being reabsorbed from the SAS through arachnoid granulations into
the blood of dural venous sinuses (Fig. 7.1b), the CSF also drains into lymph nodes
through different pathways (Fig. 7.3) (Ransohoff and Engelhardt 2012; Engelhardt
et al. 2017). It first reaches the deep and superficial cervical lymph nodes by two
main routes. It is reabsorbed through the cribriform plate following olfactory rootlets
that reach the nasal mucosa which is rich in lymphatics draining mainly toward deep
cervical lymph nodes (DCLNs) (Harling-berg et al. 1989). In mice, this pathway
drains more than half of the CSF (Ma et al. 2017). This has been demonstrated by
injecting labeled antigens into the CSF in ventricles. Half of these antigens were
rapidly found in the DCLNs (Ransohoff and Engelhardt 2012). CSF also drains
along the spinal nerves roots to reach the lumbar lymph nodes. Finally, CSF seems to
reach nearby dural lymphatics that drain into the DCLNs along large vessels and
cranial nerves (Aspelund et al. 2015). The dural lymphatics are highly plastic. For
instance, their number and their size increase in response to a cerebrovascular
accident. They are also involved in the development of neuroinflammatory diseases
as observed in animal models of multiple sclerosis by facilitating the entry of
immune cells into the brain (Louveau et al. 2018).

CNS-derived soluble antigens are transported via these different pathways into
the lymphatic system and accumulate in the lymph nodes. As these pathways also
allow the traffic of T cells and APCs, thus establishing efferent communication
between the CNS and immune system, they compensate to some extent for the lack
of lymphatic vessels in the CNS and are integrated in a functional neuro-
immunological circuitry (Engelhardt et al. 2017).

7.4.2.2 The Interstitial Fluid
Studies using radioactive and fluorescent tracers have demonstrated that the ISF and
its solutes drain out of the parenchyma along intramural perivascular pathways in the
wall of the arterial network to DCLNs (Fig. 7.3) (reviewed in Engelhardt et al. 2017).
The movement of molecules along basement membranes within these intramural
perivascular ISF–drainage pathways is limited by their size. Larger proteins, for
instance, aggregate and form immune complexes, thus impairing the drainage, as has
been observed in Alzheimer’s disease and ischemic stroke (Arbel-Ornath et al. 2013;
reviewed in Engelhardt et al. 2017). This pathway is too narrow and therefore does
not allow migration of APCs in lymph nodes.
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Fig. 7.3 Brain fluid drainage pathways. CSF drains into the blood across the arachnoid villi into
the dural blood sinuses (red arrow) or into the lymphatic system (outlined in green). The CSF can
reach either the dura lymphatic vessels or the nasal lymphatics through the cribriform plate to reach
the DCLNs. CSF can also follow other cranial nerves to reach the lymphatic system (not shown).
CSF from the lumbar SAS drains along spinal nerves to reach the lumbar lymph nodes. ISF drains
along the basement membranes, in the wall of the cerebrovascular network, and then in the wall of
the internal carotid artery to reach the DCLNs (black arrows). Exchanges between CSF and ISF
mostly occur along arteries penetrating the brain parenchyma and across the external glia limitans
(yellow arrows), or across the ependyma bordering the ventricles (not shown). CSF: cerebrospinal
fluid; DCLNs: deep cervical lymph nodes; ISF: interstitial fluid; SAS: subarachnoid spaces
(inspired by Ransohoff and Engelhardt 2012; Engelhardt et al. 2017)

7.4.2.3 Interconnection Between CSF and ISF
ISF and CSF drain to lymph nodes in distinct ways, but as mentioned previously, an
interconnection exists between CSF and ISF and is located at two different sites
(reviewed in Engelhardt et al. 2017). Diffusion of substances between ISF and CSF
occurs across the ventricular ependyma and external glia limitans which lack a
barrier phenotype (see 1.2). Both fluids also mix within the PVS. This gave rise to
the notion of convective influx from CSF to ISF (Rennels et al. 1985). A proportion
of tracers injected into the CSF can bypass the glia limitans surrounding cerebral
vessels to reach the ISF. This led to the concept of glymphatic system (Iliff et al.
2012, reviewed in Forrester et al. 2018). This communication between PVS and ISF
may be regulated by the water channel aquaporin 4 located in astrocyte end feet
forming the glia limitans, although the rationale behind this regulation is not
understood. Whether the PVS to ISF exchanges occur by simple diffusion or through
convective flux, the latter being the basis of the glymphatic system theory, remains
highly debated (Abbott et al. 2018). Tracers circulating in the ISF may drain back
into the subarachnoid CSF to reach the regional lymph nodes. The second drainage



pathway toward lymph nodes that occurs within the walls of cerebral arteries has
been shown but has not yet been fully characterized.
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As of today, the microanatomical basis of ISF-CSF–lymph connections as well as
the contribution of these interconnections to the drainage of antigens and immune
cell trafficking is not completely understood. The concept of a glymphatic system
remains debated and is difficult to integrate with the immune privilege concept
(Engelhardt et al. 2017; Abbott et al. 2018).

7.4.3 The Role of Brain Barriers in Neuroimmune Regulation

Brain barriers provide an anatomical basis for understanding CNS immune surveil-
lance occurring through the CSF-filled ventricles and SAS. Due to their different
properties, the barriers participate in the establishment of CNS compartmentalization
with respect to communication with the immune system. Three potential immune
cell entry sites into the CNS exist (Fig. 7.2a). Immune cells may gain access to the
brain (1) by reaching the CNS parenchyma through the BBB, mainly across the
postcapillary venules, (2) by crossing the BCSFB located at ChP epithelium to
access the CSF, and (3) by reaching the SAS at the surface of the brain through
the arachnoid barrier or across the wall of pial vessels.

7.4.3.1 The Blood–Brain Barrier
PVS formed along the cerebral vasculature and located between the basement
membrane of ECs and the glia limitans harbor myeloid cells acting as APCs
(reviewed in Ousman and Kubes 2012). That facilitates immune surveillance
along the vascular tree. In order to migrate from blood to parenchyma, a leukocyte
needs the expression of adhesion molecules at the surface of both the immune cell
membrane and the vascular endothelium. These adhesion molecules trap the cells
and initiate their transcellular migration from blood to the brain. In a healthy
condition, the cerebral endothelium has a very low expression of these surface
molecules. Therefore, migration of immune cells across the BBB remains a rare
event, limited to activated T cells. These T cells are not able to cross the glia limitans
if APCs that reside in the PVS do not recognize their cognate antigen. They undergo
apoptosis or leave the CNS, probably by CSF drainage pathways (Engelhardt et al.
2017). BBB is therefore not a gate of entry into the CNS parenchyma for adaptive
immune cells (T and B cells), and immune surveillance is limited to cerebral
ventricles and SAS filled with CSF.

In neuroinflammatory diseases, the expression of adherent molecules such as
P-selectin, Icam, and Vcam and the synthesis of chemokines are induced in the ECs,
leading to the migration of immune cells within the brain. P-selectin, for instance, is
rapidly expressed on the EC surface to fix P-selectin glycoprotein ligand 1 (PSGL-1)
on T cells and initiate their interaction with the endothelium. These changes come
from signals such as cytokines released by neural cells within the parenchyma. T
cells can recognize specific antigens presented by APCs in the CSF-filled PVS. In
multiple sclerosis, the interaction between T cells and APCs worsens the disease by



facilitating the migration of lymphocytes and monocytes across the BBB as well as
across the glia limitans to reach the nervous tissue (reviewed in Ransohoff and
Engelhardt 2012). High amounts of the chemokine CXCL12 localized at the
abluminal (brain-facing) surface of ECs are required to retain immune cells
expressing its receptors CXCR4 and CXCR7 in PVS. In some inflammatory
diseases, such as human multiple sclerosis and the animal model experimental
autoimmune encephalomyelitis, CXCL12 is internalized within the ECs and
relocates at the luminal (blood-facing) surface. This relocalization participates in
the transendothelial migration of CXCR4- and CXCR7-expressing T cells from the
blood to the PVS and parenchyma. The fine molecular mechanisms regulating both
chemokine relocalization and immune cell migration in these inflammatory diseases
remain to be deciphered (reviewed in Holman et al. 2011).
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7.4.3.2 The Blood–CSF Barriers
Immune cell infiltration into the CSF is limited to lymphocytes and especially CD4+
and CD8+ T cells in healthy conditions (i.e., in the absence of neuroinflammation).
Carrithers et al. demonstrated that the main routes of entry for these T cells are the
ChP and the meninges (Carrithers et al. 2002).

The Choroid Plexuses
The ChPs are of particular interest in the context of immune surveillance. Their
stroma harbors many resident immune cells such as short-lived macrophages,
dendritic cells and their precursors, and T cells (Lun et al. 2015). ChPs are consid-
ered to be preferred sites for T cell migration from blood to ventricular CSF both
under healthy conditions and during the early stages of neuroinflammation
(reviewed in Ransohoff and Engelhardt 2012). Lymphocytes and especially T cells
are found both in ventricular and subarachnoid CSF and in the choroidal stroma in
healthy conditions. They first migrate from blood across the fenestrated ChP endo-
thelium before reaching the CSF across the epithelial wall of the ChP. Migration
across this barrier was confirmed with in vitro models (Engelhardt and Ransohoff
2012; Strazielle et al. 2016). The cellular and molecular mechanisms of this migra-
tion, which occurs without altering the barrier properties, still need to be investigated
in detail, but chemokines and receptors implicated in these movements have been
identified (Ousman and Kubes 2012; Engelhardt and Ransohoff 2012; Engelhardt
et al. 2017). Extravasation across the ChP endothelium is facilitated by the constitu-
tive expression of P-selectin, an adhesion protein at the endothelial surface that
interacts with PSGL-1 expressed by T cells. The ChP epithelium is permissive to
T-cell migration into the CSF, through a process that appears to involve the cell-
surface proteoglycan syndecan-1 and selected chemokines (e.g., CCR6, CCL20)
secreted by epithelial cells, which attract these infiltrating T cells and promote their
entry into the CSF. The ChPs are also a gate of entry for the first T cells infiltrating
the brain in the early stages of neuroinflammatory diseases (Reboldi et al. 2009). The
epithelium also expresses cell-adhesion molecules (e.g., Icam-1, Vcam-1) capable of
interaction with T cells, but these adhesion molecules are located at the apical side of
epithelial cells, so invisible to immune cells present in the stroma. The precise



cellular and molecular cues guiding immune cells from the choroidal stroma into the
CSF without altering the epithelial barrier properties remain therefore to be
identified.
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ChPs are early sensors of both systemic and central injuries that generate inflam-
mation (cerebral stroke, trauma, ischemia, multiple sclerosis, bacterial and viral
infections). Even if ChPs are far from the injured site, these structures allow a
rapid entry of innate immune cells in the brain, including monocytes and polynuclear
neutrophils, or T lymphocytes, depending on the nature of the injury. ChP epithe-
lium reacts to the injury by secreting pro-inflammatory molecules, including
Interleukin-1 and various chemokines, in the ChP stroma and in the CSF
(Szmydynger-Chodobska et al. 2012; Mottahedin et al. 2020). This could explain
why the initial immune response in experimental autoimmune encephalomyelitis, a
model of multiple sclerosis, occurs within the CSF-filled spaces before communi-
cating with PVS and spreading within the parenchyma (Schmitt et al. 2012).
Similarly, during postnatal development, systemic exposure to lipopeptides derived
from gram-negative bacterial infection induces an infiltration of polynuclear
neutrophils and monocytes across the BCSFB (Mottahedin et al. 2020).

The Arachnoid and Pial Vessels
T cells could also reach the CSF by crossing the superficial brain barriers. Subarach-
noid CSF can be reached across the arachnoid, from the blood circulating in the dura,
or across the vessel wall of pial vessels that lie within the SAS. The CNS paren-
chyma does not contain T cells under physiological conditions. The APCs residing
in CSF decide whether T cells within the SAS-filled CSF enter the nearby paren-
chyma in response to receiving signals necessary for their activation and adhesion
(reviewed in Engelhardt and Ransohoff 2012; Schläger et al. 2016). In the presence
of such signals, T cells infiltrate the nervous tissue crossing the glia limitans to set up
an inflammatory process. The pathways and mechanisms of T-cell migration across
the glia limitans are, however, not clearly identified.

Recognition of antigens on macrophages by T cells in the SAS leads to the
upregulation of adhesion molecules on ECs of pial vessels, in a way similar to that
observed at the BBB in inflammatory conditions (see 3.3.1). This leads to a further
recruitment of blood-circulating immune cells (reviewed in Engelhardt and
Ransohoff 2012). Perturbation of immune cell trafficking through the meninges
has been associated with inflammatory diseases. For example, in ischemia, polynu-
clear neutrophils coming from the nearby bone marrow of the skull are recruited,
extravasate in the dura, and enter the brain, possibly across the arachnoid, to reach
the injured tissue (Herisson et al. 2018).

7.5 Perspectives

Our understanding of how brain fluids and blood–brain barriers regulate brain
homeostasis has been mainly established in adulthood. Although there is now a
better insight into the development of the cerebroventricular system and blood–CNS



interfaces in laboratory animal models (Box 7.1), the main challenge remains the
access to data allowing a better understanding of such developmental processes in
the human brain.
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Investigating the CSF composition allows consideration of this fluid as a vector of
active molecules that promote CNS homeostasis. Although the field is still at its
beginning, developing strategies to selectively target active compounds of the CSF
should open tracks to major therapeutic advances for neurodegenerative disorders,
stroke, and neuroinflammatory diseases. The neurogenic properties of the embryonic
CSF, for instance, have demonstrated their efficiency in adult brain repair (Carnicero
et al. 2013).

Blood–CNS barriers have long been considered to be immature during early
development, but this concept is challenged by several laboratories that emphasized
the difference between a non-specific blood-to-brain leak and an adapted system for
a growing tissue. Improved animal models, as well as in vitromodel of brain barriers
coupled with advanced imaging tools, will be useful in better understanding the
dynamics of brain barriers and the interactions between cells forming the NVU, and
between ECs and blood components (i.e., immune cells and soluble factors). The
anatomy and functions of brain barriers are relatively similar between humans and
rodents, but advances in in vivo imaging of blood vessels in the human CNS should
be interesting to translate observations made in rodents. While there are now studies
on the developmental specificities of brain barrier functions, including their neuro-
endocrine functions, little is known about how aging and neurodegenerative
disorders affect these functions. Drug delivery to the CNS is the major obstacle for
treatment of central disorders since blood–brain barriers restrict access of numerous
blood-borne therapeutic molecules to brain circuits. Advances in our understanding
of the structure and function of the blood–CNS interfaces under physiological and
pathological conditions including neurodegenerative diseases are important for the
development of innovative therapeutic approaches to circumvent these cellular
barriers. All the barrier components, and especially transporters, receptors, and
their signaling pathways, are key targets for improving CNS drug entry as well as
brain repair.

The CNS is characterized by its particular innate and adaptive immune response
compared with other peripheral tissues. The cellular basis of immune privilege
resides in the absence of a route to the lymph node for APCs from the parenchyma
and PVS. However, this “privileged” concept is not associated with the complete
absence of immune cells in the CNS and of neuroimmune surveillance but rather
with an elaborate regulation of interactions between CNS-resident and blood-borne
immune cells that take place in the fluid compartments. Adaptive immune cells, and
especially lymphocytes, carry out immune surveillance of the CNS by patrolling
CSF-filled spaces. Efferent and afferent connections between the CSF and the
peripheral immune system form the functional equivalent of a lymphatic system.
The blood–brain barriers provide an anatomical basis for immune surveillance by
regulating blood-to-CNS extravasation of immune cells. A better understanding of
the cellular and molecular mechanisms underlying immune surveillance remains,
however, crucial to designing successful therapies targeting both arms of immune



surveillance in neurological disorders such as multiple sclerosis, stroke, and
Alzheimer’s disease.
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7.6 Key References

Goldmann (1909) One of the first studies using peripheral injection of a dye to
demonstrate that the CNS is a closed compartment protected from systemic
circulation by barriers.

Harling-Berg et al. (1989) One of the first studies to propose CSF drainage pathways
into the DCLNs by injecting human serum albumin into the CSF of rats.

Shirai (1921) First demonstration of a central immune privilege concept, through the
observation that transplantation of a rat sarcoma into the mouse parenchyma does
not lead to rejection.

Ransohoff and Engelhardt (2012) This review describes the anatomical and cellular
basis of immune surveillance in the CNS, by focusing on the anatomy of the
blood–brain barriers, the molecular and cellular mechanisms involved in
immune-cell trafficking, especially T cells, and the drainage pathways of the
CSF and ISF toward lymphatics nodes.

Ghersi-Egea et al. (2018) This review describes the molecular anatomy and
functions of the BCSFB in ChP in relation to neuroprotection, neuroimmune
surveillance, and regulation of stem cell behavior.

Kadry et al. (2020) This review describes the development of the BBB, its structure,
and functions. It also discusses the biomarkers used to assess barrier permeability
in classical studies.
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Abstract

Immunoglobulin (Ig) molecules or antibodies binding neuropeptides or peptide
hormones that regulate motivated behavior, stress, and emotion, such as α-MSH,
ACTH, oxytocin, or ghrelin, are naturally present in humans and in rodents in
both healthy and disease conditions. The functional role of such autoantibodies
was analyzed, showing their constitutive participation as modulators of
peptidergic signaling in the neuroendocrine system. In particular, IgG were
shown to play a role of peptide carriers and allosteric modulators of peptide
receptors. Moreover, the pathway of discovery of the origin of α-MSH-reactive
autoantibodies leads to the identification of a specific bacterial protein, ClpB, as
an antigen mimetic of α-MSH, a key anorexigenic peptide. This discovery
contributed to a better understanding of the role of the immune system in
neuroendocrine communication between gut microbiota and the host and was
further used for the development of a new generation of probiotics to control
appetite. Furthermore, experimental data showed that an autoimmune reaction
against ClpB, leading to the production of cross-reactive pathogenic
α-MSH-reactive autoantibodies, may underlie the origin of eating disorders.
Thus, in this chapter, we show that the characteristics of autoantibodies reacting
with peptide hormones may provide valuable data that help to better understand
the molecular mechanisms of neuroendocrine communication and to create
therapeutic approaches for altered motivated behavior, response to stress and
emotions.
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8.1 Introduction. Peptide Signaling in the Neuroendocrine
System

Peptide hormones and neuropeptides are the main signaling molecules in the neuro-
endocrine system. Typically, small proteins of less than 100 amino acids are called
peptides, but larger protein molecules may play roles similar to peptides in neuroen-
docrine signaling. Peptides are co-produced and co-released with a number of
classical transmitters and combinations of both represent a chemical signature of a
specific group of neurons or endocrine cells involved in a more or less specific
function (Hökfelt et al. 2018). The distinction between peptide hormones and
neuropeptides is more terminological than functional, since both can be produced
and may act in neuronal and non-neuronal tissues; for example α-melanocyte
stimulating hormone (α-MSH) is a neuropeptide produced in the brain and a
hormone produced in the pituitary as well as a paracrine factor in some peripheral
tissues, such as skin. In this chapter, the terms neuropeptide and peptide hormone
will be used interchangeably.

The immune system has multiple ways to influence neuroendocrine signaling,
and the present chapter is focused on the role of naturally occurring autoantibodies,
i.e., immunoglobulins (Ig), reacting with some peptide hormones having well-
known functions in the neuroendocrine system. IgG and other classes of Ig are
most abundant in the blood, and therefore the discussion of their interactions with
peptide hormones will primarily concern peripheral circulation. Indeed, IgG repre-
sent about 80% of all immunoglobulins in human blood, where they are at levels of
70 μM (10–20 mg/ml), second only to albumin (Wang et al. 2008; Hortin et al.
2008). IgG are also present in the central nervous system (CNS) at concentrations of
0.1–0.2 μM, i.e., approximately 500 times lower than in the systemic circulation and
accounting for about 8% of the total protein in the cerebrospinal fluid (CSF) of adult
humans (Davson and Segal 1996). A situation opposite to that of IgG occurs with
neuropeptide hormones preferentially produced in the brain, such as oxytocin and
vasopressin, with extremely low concentrations in the blood (~1–10 pg/ml) (Leng
and Ludwig 2008). Nevertheless, systemic action of both central and peripheral
neuropeptides is of physiological importance, and hence, the mechanisms regulating



peripheral peptide signaling are of practical relevance. Moreover, since IgG are
present in the CNS, we cannot exclude their central action in modulating neuropep-
tide signaling.
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Beside their signaling properties, peptides are also a source of cellular nutrition,
and undergo degradation within a few minutes by plasma and membrane-bound
enzymes such as dipeptidyl peptidase (DPP). The only way for peptides to escape
degradation is to be bound to a larger carrier molecule that will protect the peptide
until it binds to its specific receptor. Only a few peptides, such as corticotropin-
releasing hormone (CRH), have specific binding proteins (Ketchesin et al. 2017).
Peptide stability is a key issue of their biological activity in vivo, both under natural
conditions and when peptides are used as drugs. As will be discuss below, it is
possible that IgG may improve peptide stability by playing the role of carrier
molecules.

The biological action of peptides as messengers in the neuroendocrine systems
occurs upon their binding to specific receptors, which are typically G-protein
coupled receptors (GPCR). Activation of GPCR by peptides is modulated by
endogenous allosteric modulators, e.g., activation of the melanocortin 4 receptor
(MC4R) by α-MSH is enhanced by its co-binding of Ca2+ (Yu et al. 2020). As
discussed below, IgG may also play a role as an allosteric modulator of MC4R,
which is relevant to obesity and eating disorders.

8.2 Detection of Neuropeptide-Reactive Autoantibodies:
Methodology

The term autoimmune refers to a self-reaction of the immune system. However, the
term autoantibody does not automatically imply a pathological reaction leading to
tissue damage by immune cells, which is present in autoimmune disorders such as
diabetes type 1. In fact, many so-called natural autoantibodies are present in healthy
individuals as a part of the total Ig pool (Lacroix-Desmazes et al. 1998). Table 8.1
summarizes the majority of studies showing the detection and analysis of
autoantibodies reacting with various neuropeptides and peptide hormones in humans
and rodents in health and disease. Autoantibodies of classes IgM, IgA and IgG have
been detected by several techniques. For instance, the binding of plasma IgG to
neuropeptides on brain sections has been visualized using immunohistochemistry.
This technique is also useful for screening of human plasma for the presence of
selective staining which can be further explored for the detection of binding
antigens. For instance, it was used for the identification of IgG reactive with
α-MSH in the plasma of patients with eating disorders (Fetissov et al. 2002)
(Fig. 8.1).

Most commonly, plasma levels of neuropeptide-reactive autoantibodies of vari-
ous Ig classes are assayed by enzyme-linked immunosorbent assay (ELISA). A
technical protocol for neuropeptide autoantibody detection by ELISA is available
(Fetissov 2011). The protocol allows the analysis of both the “free” and the “total”
fraction of IgG autoantibodies, by incubating the plasma or serum samples in normal
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detection Clinical relevance Reference

(continued)
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Table 8.1 Occurrence of autoantibodies reactive with neuropeptides/peptide hormones

Neuropeptide/
Peptide hormone-
reactive
autoantibodies in
plasma

Methods

α-MSH, IgG,
IgM, IgA

Hu, Rt,
Mo

ELISA,
IHC,
SPR,
RBI

Eating disorders Fetissov et al. (2002, 2005,
2006, 2008), Hamze Sinno
et al. (2009), Coquerel
et al. (2012), Lucas et al.
(2019), Tennoune et al.
(2014, 2015), Molfino
et al. (2020), Karaiskos
et al. (2010), Wallenius
et al. (2019), Roubalova
et al. (2021)

Galanin and
α-MSH IgG in
both plasma &
CSF

Hu, Rt ELISA Alzheimer’s disease Costa et al. (2011),
Fetissov et al. (2008)

ACTH IgG, IgM Hu, Rt ELISA Aggressive
behavior

Fetissov et al. (2002, 2005,
2006, 2008), Værøy et al.
(2018), Tennoune et al.
(2015), Karaiskos et al.
(2010), Schaefer et al.
(2013)

Oxytocin IgG,
IgM

Hu, Rt ELISA Depression, eating
disorders

Fetissov et al. (2006),
Karaiskos et al. (2010),
Garcia et al. (2011)

Vasopressin IgG,
IgM

Hu, Rt ELISA Depression, eating
disorders

Fetissov et al. (2006),
Karaiskos et al. (2010),
Garcia et al. (2011)

NPY, IgG, IgM,
IgA

Hu, Rt ELISA Depression Karaiskos et al. (2010),
Garcia et al. (2012)

CRH, IgG, IgA Hu, Rt ELISA Psychopathological
traits

Karaiskos et al. (2010),
Fetissov et al. (2008)

Ghrelin Hu,
Mo

ELISA,
SPR

Obesity, anorexia,
stress, rheumatoid
arthritis

Takagi et al. (2013),
Terashi et al. (2011),
François et al. (2015,
2016), Porchas-Quijada
et al. (2019), Espinoza-
Garcia et al. (2021)

Orexin/
hypocretin IgG,
IgM, IgA

Hu ELISA,
RBI

Narcolepsy Deloumeau et al. (2010),
Tanaka et al. (2006), Black
et al. (2005), Wallenius
et al. (2019)

Leptin, IgG, IgA Hu, Rt ELISA,
SPR

Obesity, diabetes Bouhajja et al. (2018),
Fetissov et al. (2008),
Espinoza-Garcia et al.
(2021)
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or dissociative buffers, respectively. Such an approach may provide complementary
data on the relative levels of “free” and “complexed” antibodies, which may reflect
altered peptidergic signaling in some pathological conditions. For instance, changes
of plasma levels of free and total fractions of IgG autoantibodies reactive with
adrenocorticotropic hormone (ACTH) in humans with various levels of aggressive
behavior showed that their relative ratio was increased in the group of most
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Table 8.1 (continued)

Neuropeptide/
Peptide hormone-
reactive
autoantibodies in
plasma

Methods

Peptide YY, IgG,
IgA

Hu, Rt ELISA Not studied Fetissov et al. (2008)

Agouti-related
protein, IgG, IgA

Hu, Rt ELISA Not studied Fetissov et al. (2008)

Melanin-
concentrating
hormone, IgG,
IgA

Hu, RT ELISA Not studied Fetissov et al. (2008)

Vasoactive
intestinal peptide
(VIP) IgG

Hu ELISA Asthma, muscular
exercise

Paul et al. (1985, 1989),
Paul and Said (1988)

Bradykinin, IgG Hu ELISA Alzheimer’s disease Myagkova et al. (2003)

Fig. 8.1 Immunohistochemical visualization of plasma IgG from a patient with bulimia nervosa in
the arcuate nucleus of the hypothalamus in a rat brain section. The patient’s plasma contains
α-MSH-reactive IgG, which binds to anorexigenic proopiomelanocortin neurons (pink). The
neighboring population of orexigenic NPY/AgRP neurons was stained with commercial rabbit
NPY antisera (green). Confocal fluorescence image by Serguei O. Fetissov



aggressive subjects and was correlated negatively with the plasma concentration of
ACTH peptide (Fig. 8.2). Such data indicate the role of plasma IgG as modulators of
peptidergic signaling in the mechanism of stress-response and in stress-related
disorders (Vaeroy et al. 2019). The role of ACTH-reactive IgG in modulating
ACTH-induced cortisol secretion is discussed below.
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Fig. 8.2 Plasma levels of free (a) and total (b) ACTH-reactive IgG, their ratios (c) and plasma
concentrations of ACTH peptide (d) in subjects with various degree of aggressive behavior. Ctr
non-aggressive controls, BB body builders, Inm inmates, Aggr inm inmates committed violent
aggression. Figure from Vaeroy et al. (2018)

Other techniques of peptide hormone reactive autoantibodies detection, such as
the liquid-phase radiobinding assay (RBA), are of clinical relevance to classic
autoimmune diseases (Sebriakova and Little 1973). For instance, it is used for
analysis of the plasma levels of anti-insulin antibodies in type 1 diabetes, which is
often performed in insulin-treated patients (Demeester et al. 2015). Because of the
abundant literature on anti-insulin autoantibodies in the autoimmune disease context,
we did not include them in Table 8.1. Nevertheless, insulin-reactive IgG can be
present at various levels in non-insulin-treated subjects and in other species, which
may also classify them as natural peptide-reactive autoantibodies (Sodoyez et al.
1990; Nishii et al. 2010). In fact, the recognition of insulin by germinal B-cells
supports the presence of natural insulin-like autoimmunity (Wan et al. 2016).
Naturally occurring insulin autoantibodies may possibly modulate glucose metabo-
lism, for instance, it was shown that the administration of anti-insulin antibodies in
the portal vein influenced feeding behavior (Surina-Baumgartner et al. 1995).

Because the IgG class of antibodies typically undergo affinity maturation, the
affinity kinetics of IgG interaction with neuropeptides can be an important property
that can be characterized. For instance, increased affinity of insulin autoantibody was
shown to be associated with diabetes type 1 (Achenbach et al. 2007). The affinity



kinetics can be analyzed using competitive RBA, typically used for the analysis of
anti-insulin autoantibodies, or by the direct analysis of protein-protein interactions
using the surface plasmon resonance (SPR) technique (Fig. 8.3).
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Fig. 8.3 SPR sensorgram obtained using a BIAcore T200 instrument for the interaction of the
oxytocin peptide with serial dilutions of IgG (shown in different colors) purified from a healthy
human plasma sample. Analysis of affinity kinetics shows that the equilibrium constant of this
interaction (KD) is 1.31 × 10-7 M. Image by Emilie Lahaye, Inserm UMR1239

8.3 Occurrence of Neuropeptide-Reactive Autoantibodies

Occurrence of autoantibodies reactive with several neuropeptides/peptide hormones
in the plasma of humans and rodents has been reported in numerous studies
(Table 8.1). It is possible that such occurrence may reflect a general phenomenon
of immunoglobulin binding to peptidergic messengers involved in the neuroendo-
crine and other types of communication, e.g., in the immune system. In fact,
autoantibodies reactive with cytokines have been detected in human plasma
(Bendtzen et al. 1998). Like any Ig, neuropeptide-reactive autoantibodies are pro-
duced by B-cells and secreted into the systemic circulation, where they are usually
detected in plasma or serum samples. For instance, the levels of IgG-reactive to
ghrelin, the hormone of hunger produced in the stomach, is about 20-fold higher in
plasma than in the hypothalamus or liver (Takagi et al. 2013).

The gastro-intestinal tract-associated lymphoid system is the largest part of the
immune system in the body that may significantly contribute to the production of
neuropeptide-reactive autoantibodies. In fact, gastric electrical stimulation was
shown to activate c-fos marker in the gastric mucosal and submucosal layers and



increase plasma levels of both ghrelin and ghrelin-reactive IgG (Gallas et al. 2011;
Gallas and Fetissov 2011). The vicinity of the gut lymphoid system to the gut
microbiota may serve as a natural antigenic stimulus for the production of
neuropeptide-cross reactive autoantibodies. Therefore, the gut is probably another
organ where neuropeptide-reactive autoantibodies can be readily detected. In the
cerebrospinal fluid (CSF), the neuropeptide-reactive IgG can be detected at low
levels, reflecting their limited passage across the blood–brain barrier (BBB). For
instance, galanin-reactive IgG, possibly transporting galanin in immune complexes,
were detected in human CSF, where their levels correlated negatively with the
severity of cognitive impairment, suggesting a functional relevance of such IgG to
Alzheimer’s disease (Costa et al. 2011). The possible role of IgG as neuropeptide
carriers to the brain is discussed below in more detail.
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When analyzing plasma neuropeptide autoantibodies in some pathological
conditions, it may be found that some patients display lower levels than healthy
controls. Such results could be interpreted by some scientists as “negative,” i.e., as
showing the absence of such autoantibodies. However, considering the physiologi-
cal role of neuropeptide-reactive IgG, such a decrease may reflect pathological
changes relevant to the disease. For instance, lower levels of orexin-reactive IgG
found in patients with narcolepsy (Black et al. 2005; Deloumeau et al. 2010)
reflected only the free fraction of circulating autoantibody, while most of orexin-
reactive-IgG in narcoleptic patients was present in the form of immune complexes
(Deloumeau et al. 2010). Nevertheless, the relevance of IgG complexes with orexin
to the pathophysiology of narcolepsy is still unknown and the search for the
mechanism of orexin neuron-directed autoimmunity continues (Mahoney et al.
2019).

8.4 Role of Autoantibodies as Peptide Carriers

The function of immunoglobulins as carrier molecules of peptide hormones serves to
improve peptide stability. Such a function was revealed by studying the peptide
ghrelin, which is highly unstable in the circulation, where it is deacylated by plasma
enzymes leading to the loss of ghrelin’s orexigenic effect. Preincubation of ghrelin
with IgG protected the hormone from deacylation, while the absence of IgG led to a
complete loss of the acylated form. Importantly, the presence of ghrelin in the
immune complex with IgG preserved its biological effect of stimulating food intake
(Takagi et al. 2013). Furthermore, using chromatographic purification of IgG from
human plasma, the same study showed that a large amount of the total pool of
circulating ghrelin is present bound to IgG, further supporting the IgG carrier role for
this peptide hormone. Moreover, while about half of the total ghrelin was found as
the bound form in healthy subjects, in obese patients it was 4 times higher, which
could be due to an increased affinity of IgG for ghrelin (Takagi et al. 2013). The
phenomenon of increased carrier function of ghrelin by IgG may explain the
enhanced orexigenic effects of exogenous ghrelin in obesity vs. non-obese subjects
(Druce et al. 2005).
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Another example, using a similar approach of peptide detection after IgG extrac-
tion from plasma, showed that IgG may serve as a carrier molecule for nerve growth
factor in both healthy humans and in patients with autoimmune disorders (Dicou and
Nerriere 1997). A protective effect of IgG for leptin was suggested by significant
correlations between increased IgG binding to leptin and lower body mass index in
healthy subjects, and inversely, decreased affinity of IgG for leptin in obesity
(Bouhajja et al. 2018). As mentioned above, plasma ACTH correlates with
ACTH-reactive IgG levels. Taken together, these data suggest that the main
biological role of neuropeptide-reactive IgG autoantibodies is to serve as peptide
carriers. This role can be exploited to improve peptide hormone stability after their
pharmacological administration. Such a possibility was supported by the demonstra-
tion of the enhanced pharmacological effects of ghrelin combined with IgG in the
alleviation of activity-based anorexia in mice (Legrand et al. 2016).

8.5 Role of Autoantibodies in Neuropeptide Receptor
Activation (a-MSH, ACTH, Oxytocin)

Here we discuss only the effects of IgG in immune complexes with neuropeptides in
activation of the corresponding neuropeptide receptors; this should not be confused
with anti-receptor antibodies, which can be relevant to neuroendocrine signaling but
constitute a different topic. As discussed above, the immune complex of IgG with
ghrelin preserved the peptide’s biological activity, suggesting that such a complex
could bind and activate the corresponding peptide receptor. Indeed, an in vitro study
indicated that ghrelin affinity of binding to its receptor GHS-R1a was increased
when ghrelin was present as an immune complex with IgG from obese subjects
(unpublished).

More detailed data of the IgG modulatory role in neuropeptide signaling were
obtained for α-MSH binding to human MC4R (Lucas et al. 2019). Using a cAMP
assay, it was found that IgG decreased the threshold of receptor activation and that
this effect of IgG was not present in obesity. Moreover, using in vitro microscopy, it
was shown that the α-MSH/IgG immune complex binds to the MC4R on the cell
membrane and is then internalized, reflecting receptor activation. Of relevance to the
critical role of MC4R activation in decreasing food intake, the internalization rate of
α-MSH/IgG immune complexes was decreased in obesity but increased in anorexia
nervosa. Analysis by epitope mapping of α-MSH binding to IgG suggested that the
C-terminal of the α-MSH peptide needs to be available for MC4R activation, while
its masking by IgG, for example in obesity, blocks the activation (Lucas et al. 2019).

The importance of binding by natural IgG to the different parts of a peptide
hormone in modulating its biological activity has also been shown for the
adrenocorticotropic hormone (ACTH) (Værøy et al. 2018). In fact, the predominant
binding of IgG to the central part of 39 amino acid-long ACTH was associated with
the preservation of ACTH-induced cortisol secretion by human cortical adrenal cells
in vitro. In contrast, IgG binding to the N-terminal, which was more frequently
observed in aggressive subjects, was associated with deficient cortisol secretion.
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Fig. 8.4 IgG modulation of oxytocin-induced Ca2+ release by HEK293 cells expressing human
oxytocin receptors. OT, oxytocin, ATP, adenosine triphosphate, HBSS, incubation buffer. IgG,
example of IgG purified from plasma of a healthy subject. The area under the curve for oxytocin/
IgG complex varies in different subjects (not shown), suggesting individual effects of IgG in
complex with oxytocin in activation of oxytocin receptors. Data from the poster presentation of
Lahaye et al. (2021)

A recent study showed that activation of the human oxytocin receptor, as assayed
by Ca2+ release, can be modulated by plasma IgG in healthy subjects. As compared
to oxytocin alone, oxytocin/IgG immune complex reduced the duration of Ca2+

release in all subjects. Furthermore, the amplitude of oxytocin/IgG complex-
stimulated Ca2+ release varied in different subjects, sometimes being as high as
after stimulation by oxytocin alone (Lahaye et al. 2021) (Fig. 8.4). Thus, the
modulatory effects of IgG on neuropeptide-induced receptor activation suggests
that naturally present IgG may contribute to the mechanism of individual variability
in neuroendocrine signaling.

8.6 Catalytic Effect of Neuropeptide-Reactive IgG

It was found that IgG autoantibodies purified from a human plasma sample produced
catalytic hydrolysis of vasoactive intestinal peptide (VIP), splitting it into two
fragments (Paul et al. 1995). VIP, a 28-amino acid peptide from the glucagon/
secretin family, stimulates vasodilation, suggesting a pathogenic role of neutralizing
VIP IgG in some diseases such as asthma (Paul et al. 1989). The functional relevance



of the proteolytic IgG activity is probably dependent on the unique IgG structure and
is a part of a more general catalytic activity of some IgG, concerning not only
proteins and peptides but also DNA and RNA (Nevinsky and Buneva 2002). In fact,
natural autoantibodies reactive to VIP are present in both healthy subjects and in
patients with various autoimmune disorders (Bangale et al. 2002). It cannot be
excluded that some catalytic IgG may occur naturally and hydrolyze peptide
hormones and neuropeptides other than VIP, contributing to individual biological
activity of neuroendocrine signaling in health and disease.
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8.7 Peptide-Autoantibody Complex Penetration Across
the Blood–Brain Barrier

IgG passes across the blood–brain barrier by saturable transport (Zlokovic et al.
1990); however, several key questions remain regarding the mechanisms involved.
For instance, the rapid perivascular transport called the “glymphatic system” has
been suggested to play a role in the spread of IgG once it has crossed the blood–brain
barrier (Iliff et al. 2012). Another study suggested that the majority of systemically
derived IgG in the brain is sequestered within the endothelial cell compartment
(St-Amour et al. 2013). IgG antibodies possess two antigen-binding domains (Fab)
for binding unique epitopes and a single fragment crystallizable domain (Fc) for the
binding of cell surface receptors and the recruitment of effector functions. Known Fc
receptors include the neonatal Fc receptor (FcRn or Brambell receptor) and Fc
receptors specific for Ig isoforms (e.g., FcγR for IgG). Several studies showed that
FcRn mediated the transport of IgG across peripheral vascular cells in both
directions, while in the CNS the transport occurs mainly in the brain-to-blood
direction (Roopenian et al. 2003; Schlachetzki et al. 2002). Nevertheless, the role
of Fc and FcRn in the transport of IgG in the CNS remain controversial, and other
mechanisms involving antigen receptor binding at the brain endothelial blood
vessels, for example to transferrin and insulin receptors, have been discussed
(Kouhi et al. 2021). Moreover, low-affinity binding to transferrin receptors may be
necessary for the transport of IgG into the CNS (Bien-Ly et al. 2014). Penetration of
the brain by neuropeptides in immune complexes with IgG still needs to be clarified,
a preliminary study showed the presence of IgG in several brain structures involved
in the barrier function after peripheral injection in the rat of α-MSH/IgG immune
complexes (Fig. 8.5).

8.8 Antigenic Origin and Discovery Pathway to New Drugs

The search for the antigenic origin of α-MSH-reactive autoantibodies led to the
identification of a bacterial mimetic protein of α-MSH, represented by caseinolytic
protease B (ClpB) (Tennoune et al. 2014). Indeed, either active immunization of
mice with ClpB or their gavage with ClpB-producing Escherichia coli (E. coli) K12
bacteria resulted in increased levels of anti-ClpB α-MSH-cross-reactive antibodies.



Importantly, when mice received a ClpB mutant E. coli strain, no increase in such
antibodies was noticed. Indeed, the protein sequence of ClpB was found to contain
an α-MSH-like fragment which is conserved in the ClpB molecule produced by a
few bacterial taxa, including the whole family of Enterobacteriaceae. This finding
suggests that a specific neuroendocrine signaling (ex. the melanocortin system) may
be functionally connected to specific gut microorganisms (ex. Enterobacteriaceae),
based on molecular mimicry between neuropeptides and bacterial proteins
synthetized by such microorganisms (Fetissov 2019).
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Fig. 8.5 Immunohistochemical detection of rat IgG in the rat brain 1 min after intracardiac
injection of α-MSH/IgG immune complexes. (a) Coronal brain section at the level -0.8 mm
from Bregma. Immunopositive structures (green) include: leptomeninges, choroid plexus, ventric-
ular ependyma and the subcortical organ. Inserts (b) and (c) are shown with higher magnification,
illustrating the choroid plexus and ventricular ependyma in (b) and the subfornical organ in (c)
Nuclear counterstaining with DAPI (blue). Fluorescence image by Mouna El Mehdi

The discovery of bacteria producing an α-MSH-like anorexigenic protein led to a
better understanding of the role of gut microbiota in the regulation of appetite and
triggered a new line of research aimed at the development of ClpB-based probiotics
for controlling appetite and body weight (Fetissov 2017). The proof of concept
preclinical study was successfully accomplished in obese mice using a food-grade
Hafnia alvei strain that expressed ClpB with an α-MSH-like epitope, similar to E.
coli (Legrand et al. 2020). A follow-up study in overweight subjects confirmed the
clinical efficacy of H. alvei by increasing a feeling of satiety and in reducing body
weight and hip circumference (Déchelotte et al. 2021). Therefore, the discovery of
α-MSH autoantibodies has served as a starting point for the development of a new
generation of precision probiotics that can be further developed into biopharmaceu-
tical drugs. Considering multiple examples of molecular mimicry between several
neuropeptides and microbial proteins produced by commensal and pathogenic
microorganisms, as well as the natural presence of neuropeptide-reactive Ig
(Table 8.1), one may suggest that such autoantibodies have been induced by



homologous antigens derived from gut microbiota. Several research projects are
ongoing to identify such antigens. Increased prevalence of some neuropeptide-
reactive autoantibodies have also been found in Helicobacter pylori and Candida
albicans-positive children and their relevance to short stature has been discussed
(Stawerska et al. 2015).
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8.9 Pathogenic Role of a-MSH Autoantibodies

Since the initial discovery of α-MSH-reactive autoantibodies in patients with eating
disorders in 2002 (Fetissov et al. 2002), several studies have pursued research on
their origin, mechanism of action, and clinical relevance. Based on this research, a
pathophysiological model of eating disorders has been proposed by Fetissov and
Hökfelt in 2019, postulating that both anorexia nervosa and bulimia appear as an
autoimmune reaction to the gut bacterial protein ClpB (Fetissov and Hökfelt 2019).
Such a model can be contrasted with the pathophysiology of diabetes type 1, where
an autoimmune reaction is directed against insulin, a protein hormone critically
involved in the regulation of glucose metabolism. In the case of eating disorders,
bacterial ClpB is naturally present in healthy gut microbiota and physiologically
participates in signaling satiety. An autoimmune reaction against ClpB, leading to
production of pathogenic α-MSH-cross reactive IgG, may lead to the chronic
activation of the melanocortin system with a loss of appetite and increased anxiety
in both anorexia nervosa and bulimia. Neutralization of ClpB may cause a bulimic
attack, also explaining why both anorexia and bulimia typically occur in the same
patient. If this pathophysiological model is correct, then therapeutic strategies aimed
at the elimination of the antigen and/or of the pathogenic α-MSH-autoantibodies
may prove effective.

8.10 Conclusions

Neuropeptide-reactive IgG are involved in neuroendocrine signaling as carriers of
neuropeptides, protecting them from degradation and as modulators of neuropeptide
receptor activation. It is possible that such a role of IgG has evolved as the immune
response to the neuropeptide-like microbial antigens constitutively present in the
microbiota of all animals with a gut. It is clear that further analysis of autoantibodies
that are reactive with neuropeptides/peptide hormones will allow a better under-
standing of their role in neuroendocrine signaling as well as their involvement in
both physiological and pathophysiological regulation of motivated behavior and
metabolism.
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Postnatal Development of Neuroimmune
Responses 9
Sarah J. Spencer

Abstract

The early-life period represents a time of particular vulnerability to environmental
and lifestyle stimuli that can shape our physiology long-term. The neuroimmune
system is somewhat immature around the time of birth and a growing body of
evidence has illustrated how immune stimuli experienced at this time can have a
lasting influence on peripheral and central responses to further immune challenge.
This chapter will detail current knowledge on the postnatal development of the
neuroimmune system and how this is shaped by exposure to various stimuli.
Further, field-relevant issues of experimental design, as well as novel techniques,
technologies, and inter-disciplinary approaches that are expanding our capacity
for understanding in this field will be discussed.

Keywords

Cytokines · Fever · Lipopolysaccharide · Microglia · Postnatal programming

Abbreviations

ACTH Adrenocorticotropic hormone
BDNF Brain-derived neurotrophic factor
BrdU Bromodeoxyuridine

S. J. Spencer (✉)
School of Health and Biomedical Sciences, RMIT University, Melbourne, VIC, Australia

ARC Centre of Excellence for Nanoscale Biophotonics, RMIT University, Melbourne, VIC,
Australia
e-mail: sarah.spencer@rmit.edu.au

# The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. P. Konsman, T. M. Reyes (eds.), Neuroendocrine-Immune System Interactions,
Masterclass in Neuroendocrinology 13,
https://doi.org/10.1007/978-3-031-21358-8_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-21358-8_9&domain=pdf
mailto:sarah.spencer@rmit.edu.au
https://doi.org/10.1007/978-3-031-21358-8_9#DOI


C1q Complement component q
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C3 Complement 3
Cd11b Cluster of differentiation molecule 11b
COX2 Cyclo-oxygenase-2
CSF1R Colony-stimulating factor 1 receptor
Cx3cr1 C-X3-C motif chemokine receptor 1
GR Glucocorticoid receptor
HPA axis Hypothalamic-pituitary-adrenal axis
Iba-1 Ionized calcium-binding adaptor molecule 1
IκB Inhibitory factor κB
IL-1β Interleukin-1β
LPS Lipopolysaccharide
NGFI-A Nerve growth factor inducible factor A
P Postnatal day
PAMPS Pathogen-associated molecular patterns
poly i:c Polyinosinic:polycytidylic acid
PSD-95 Postsynaptic density 95
SNAP-25 Synaptosomal-associated protein 25
SPF Specific-pathogen-free
TLR Toll-like receptor
TNBS Trinitrobenzenesulfonic acid

9.1 Introduction

The mammalian-acquired immune system is crucial for adaptive resilience to
pathogens encountered across the lifespan. It is also the basis upon which most
vaccinations protect against future exposure. The innate immune system, on the
other hand, responds to generalized and conserved microbial patterns, known as
pathogen-associated molecular patterns (PAMPS), raising a fast, non-specific
immune activation for effectiveness against a multitude of pathogens (Dantzer
et al. 2008; Spencer et al. 2008). While necessarily broadly responsive, this innate
immune system is still inherently adaptive, for instance becoming hyporesponsive
during pregnancy (Barrientos et al. 2019; Brunton and Russell 2011; Spencer et al.
2008). It is also eminently programmable. The innate immune system is highly
responsive to bacterial or viral infection, toxins or injury, and even to a high-fat diet,
particularly when these stimuli are encountered during specific developmental
windows of vulnerability. These programming effects can last a lifetime (Barrientos
et al. 2019). Exposure to stressful or nutritional challenges early in life can lead to
lasting changes in central and peripheral responsiveness to further challenge (Boisse
et al. 2004; Spencer et al. 2006a). These exposures can also potentially program
long-term changes in the central nervous system’s key immune cells, microglia,
priming these cells to hyper-respond to further challenges. This microglial priming



can contribute to lasting vulnerability to neuroinflammation, cognitive decline, and
aging-related diseases such as dementia and Alzheimer’s disease (De Luca et al.
2016; Hoeijmakers et al. 2017; Ziko et al. 2014). Recent developments in genetic
engineering and neuroimaging techniques have meant that our understanding of the
innate immune system’s capacity for malleability is rapidly expanding. This chapter
will describe historical knowledge on the postnatal development of neuroimmune
responses; will discuss latest advice on experimental procedures; will cover infor-
mation about novel techniques, technologies, and inter-disciplinary approaches; and
will detail future developments in research in neuroimmune neuroendocrinology.
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9.2 What Murine Postnatal Development Means for Humans

Much of our understanding of human neuroimmune and neuroendocrine develop-
ment comes from non-human animal models, chiefly rats and mice. While many of
the mechanisms and developmental sequences are well conserved between
mammals, the absolute timing of events obviously differs. Although rats, mice,
and humans are considered altricial species (under-developed at birth), many of
the developmental processes that occur prenatally in humans do not take place until
the first few weeks of life in the rat and mouse (Semple et al. 2013). These
differences can prove useful in scientific study, allowing us to interrogate the
development of physiological functions that occur in utero in humans in individual,
relatively independent, murine animal models, without the surgical access that
would otherwise be required.

For example, rodents are unresponsive to the anorexigenic effects of the adipose-
derived hormone, leptin, until approximately the second to third week of life, due to
a lack of mature connectivity between the arcuate nucleus and other regions of the
hypothalamus. This connectivity is stimulated to become fully mature by a leptin
surge that occurs at around postnatal day (P)6-10 in these species (Bouret 2010;
Bouret et al. 2004a, b; Sominsky et al. 2018b). In non-human primates, sheep, and
likely humans, the hypothalamic satiety-signaling connections are robust at birth,
probably consolidating in the third trimester of pregnancy (Grayson et al. 2006;
Oyama et al. 1992). Likewise, hypoxia-ischemia white matter injury that occurs
prenatally in humans is consistent with similar white matter injury in postnatal rats
and mice at 3–7 days after birth (Jisa et al. 2018).

On the other hand, both rodents and humans display a postnatal stress hypo-
responsive period that is directly related to maternal presence. The rat and mouse
hypothalamic-pituitary-adrenal (HPA) axis, the apex of the neuroendocrine stress
response, is immature at birth and hypo-responsive to stress throughout the first
14 days of the suckling period as shown in (Levine 1957; Levine et al. 1957;
Suchecki 2018). It develops into full adrenal responsiveness to adrenocorticotropic
hormone (ACTH) only once the dam starts leaving the nest for protracted periods or
in the case of an earlier imposed maternal separation (Levine 1957; Levine et al.
1957; Suchecki 2018). The human HPA axis displays a similar profile of postnatal
stress hypo-responsiveness, albeit with scalable differences in the broad timing. In



human babies, the cortisol response to vaccination stress is robust at 2 months of age
but dampened in the period between 4 and 18 months, before maturing to adult-like
levels after this time (Gunnar et al. 1996; Lewis and Ramsay 1995a, b). As with rats,
disrupted maternal care in humans can accelerate the maturation of the axis, as is
summarized in Suchecki (2018). In another example of convergent human and
rodent postnatal development, human prefrontal cortex connections with the rest
of the brain are thought to still be maturing even into late adolescence, meaning
children and adolescents are emotionally more reactive and can be vulnerable to
disruption of this maturation process by alcohol and other drugs of abuse until this
time (Drzewiecki and Juraska 2020). In rodents, analogous connections are
remodeling with a similar time frame (Drzewiecki and Juraska 2020).
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Table 9.1 Equating mouse, rat, and human ages at various stages of development. For instance,
the average weaning age for humans is 6 months and for mice is 28 days, therefore during the
suckling period 56 days is approximately equivalent to one human year of life, but age-equivalence
changes as the animals mature

Mice Rats Humans

Suckling period
Mice weaned at ~28 days, rats weaned at ~21 days

56.8 days 42.4 days 1 year

Adolescence
weaning to puberty

3.7 days 10.5 days 1 year

Adulthood 2.6 days 11.8 days 1 year

Reproductive senescence 8.8 days 17.1 days 1 year

Lifetime 9.1 days 13.8 days 1 year

Adapted from Dutta and Sengupta (2016); Sengupta (2013)

Pallav Sengupta and their team have put forward one of the few considered
attempts to equate human, rat, and mouse developmental ages based on life
milestones, broadly likening 1 day in the life of an adult rat to 35 days in a human
and 1 day in the life of a mouse to 40 human days (Dutta and Sengupta 2016;
Sengupta 2013). Notably, this estimated time equivalence alters somewhat across the
lifespan (Table 9.1) with a much greater proportion of the rat and mouse’s life spent
dependent upon their mother for nutrition, thermoregulation and safety than is seen
in humans. Early neuroimmune and neuroendocrine trajectories clearly do not
necessarily proceed at the same rate and these assumptions are based on lifespan
and selected physical developmental milestones. However, we can very broadly
assume that the first week of a rat/mouse’s life is approximately equivalent to the
third trimester of gestation in humans, the second week is equivalent to the human’s
first 4 months and the first 40 days is equivalent to the childhood/pre-teen phases,
with due consideration of non-linear developmental processes. Other attempts to
define equivalence between species have focused on neural development and have
concluded a similar time structure (Workman et al. 2013). While rats and mice are
the more commonly used experimental subjects in scientific research, emerging
alternatives may provide a useful additional perspective. For example, the spiny
mouse (Acomys species) is becoming commonly used in developmental research



because of its precocial development, relatively long gestation period, and small
litters, allowing different parallels with humans to be assessed (Box 9.1).
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Box 9.1: Spiny Mouse
The spiny mouse (Acomys sp.; A. cahirinus pictured) has been used in
developmental research since at least the 1980s and it continues to be a
valuable tool for investigating neurodevelopmental processes with strong
temporal parallels to those seen in humans. The desert-origin spiny mice
have a gestation period of around 38–45 days, approximately twice as long
as that of the rat (Rattus norvegicus domestica) or mouse (Mus musculus), and
they deliver pups that are advanced in their development relative to newborn
rats/mice. Organogenesis is complete at birth, as with term humans, but unlike
rats and mice. Spiny mice also undergo most of their neurogenesis prior to
birth. They thus tend to be more similar to humans around the time of birth
than are rats and mice and are useful for investigating the neuronal origins of
behavior, of in utero brain development, and of late-pregnancy developmental
defects. Other notable advantages for research include model-specificity for
near-term birth asphyxia (Hutton et al. 2009; Ireland et al. 2008), a propensity
to develop type 2 diabetes (Shafrir et al. 2006), remarkable spontaneous
non-scarring skin regeneration (Gaire et al. 2021), paternal investment in
rearing the young, and the recent finding that females menstruate as humans
do rather than resorb their uterine lining cyclically as in rats and mice
(Bellofiore et al. 2017). All of these differences make the spiny mouse a
valuable tool for neurodevelopmental and other research focuses (Dickinson
et al. 2017; Haughton et al. 2016) and a useful potential model for future
studies of postnatal neuroimmune development with relevance to humans.

Photograph courtesy of Prof. David Walker and Dr Bobbi Fleiss, RMIT
University, 2021.
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9.3 Postnatal Development of Neuroimmune Responses

9.3.1 The Postnatal Neuroimmune Environment Programs
Neuroimmune Responses Long-Term

From birth to P14, the rat and mouse neuroimmune and neuroendocrine systems are
relatively immature. The neuroendocrine stress axis, the HPA axis, is notably
immature at this time. As such, the animal responds to both psychological stress
and immune challenge with a dampened HPA axis response relative to the adult,
leading to less corticosterone release than in adulthood (Levine 2002). Corticoste-
rone usually acts to curtail nuclear factor (NF)κB-mediated transcription of
pro-inflammatory cytokines and so to suppress the immune response (Spencer
et al. 2011), reflective of a close relationship between these systems. For instance,
a peripheral immune challenge of 100 μg/kg Escherichia coli lipopolysaccharide
(LPS) is necessary to achieve the same febrile profile in neonates as 50 μg/kg is in
adults (Boisse et al. 2004).

This relative immaturity leaves the animal differentially responsive to
neuroimmune stimuli from the environment in this early period. As such, rats that
are exposed to bacterial endotoxin, LPS or the viral mimetic, polyinosinic:
polycytidylic acid (poly i:c), at P14 are hyporesponsive to a homeotypic challenge
as adults, having reduced febrile, cyclo-oxygenase-2 (COX2) and cytokine
responses (Boisse et al. 2004; Ellis et al. 2005). Early work suggested that an HPA
axis mechanism may be at play. Early-life stress and poor maternal care had been
shown to modulate later stress responses via modifications to HPA axis negative
feedback (Champagne et al. 2008; Champagne and Meaney 2001; Hellstrom et al.
2012) and Hodgson et al. had shown that exposure to Salmonella enteritidis every
second day for the first week of life also caused exacerbated corticosterone responses
to stress in later life. This effect was associated with a two-fold increase in tumor
colonization related to an impairment in natural killer cell activity (Hodgson et al.
2001). However, other studies examining adult responses to endotoxin after a
neonatal endotoxin challenge were unable to find a direct effect on HPA axis
function that might be responsible for the attenuated neuroimmune response (Walker
et al. 2006). Evidence now suggests that these suppressed adult responses to a
homeotypic immune challenge are likely to be due to the early-life endotoxin leading
to a persistent up-regulation of the LPS-receptor, toll-like receptor (TLR)4 (or in the
case of poly i:c, TLR3), and to the constitutive expression of COX2 in the liver.
These changes represent essentially a priming of peripheral tissues that leads to
heightened efficiency of the prostaglandin-mediated response to the LPS, faster
activation of the HPA axis, and more robust corticosterone-mediated negative
feedback on the transcription of pro-inflammatory cytokines (Mouihate et al.
2010). The basis for these long-term changes may also lie in alterations to the central
nervous system’s major immune cell population, microglia. Microglia are immature
during the perinatal period in the rat and postnatal endotoxin has an enduring effect
on these cells, increasing the number of new microglia in the hippocampus, parietal
cortex and prefrontal cortex in both the neonatal and adult phases (as assessed with



bromodeoxyuridine (BrdU) and ionized calcium-binding adaptor molecule 1 (Iba-1)
co-labeling) (Bland et al. 2010). We discuss postnatal microglial development in
more detail in Sect. 9.4.
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Notably, such a programming effect of LPS on future immune responses is not
seen if a single exposure to the LPS challenge is experienced as early as P7; an effect
that may be related to the postnatal development of the stress-hyporesponsive period
coming into effect after this time. Although multiple endotoxin exposures prior to P7
can stimulate a similar effect to that seen with a single dose at P14 (Walker et al.
2006), a single P7 LPS exposure leads to a lasting reduction in body weight, but no
effect on febrile responses (Spencer et al. 2006b). P14 and P21 LPS reduce adult
febrile responses to a second challenge of the same type, with corresponding
reductions in COX2, and by P28 LPS yields adult-like responses and no lasting
programming effect. Similarly, LPS at P14 but not P28 exacerbates later
trinitrobenzenesulfonic acid (TNBS)-colitis (Spencer et al. 2007). It is also notable
that in contrast to LPS, infection of rat pups on P4 with native E. coli sensitizes their
febrile responses as adults to LPS and reduces, rather than increases, the corticoste-
rone response (Bilbo et al. 2010). These findings with E. coli indicate that different
neuroimmune stimuli can have contrasting outcomes for the individual, potentially
dependent upon changes to the various TLRs involved.

9.3.2 The Postnatal Neuroimmune Environment Programs Stress
and Anxiety

Additionally to a lasting neuroimmune phenotype, neonatal LPS can also lead to
long-term anxiety-like behavior and an enhanced corticosterone response to psycho-
logical stress. This effect may be mediated by persistent microglial activation since
hippocampal microglial soma density is lastingly increased in rats given LPS at P5
and this is associated with reduced open-arm exploration in the elevated plus maze
(Sominsky et al. 2012). Notably, these effects are potentially even transmitted to the
next generation, with the offspring of neonatally LPS-exposed males and females
displaying increased anxiety-like behavior and those of neonatally LPS-exposed
females also showing a potentiated corticosterone response to stress. It is likely that
at least the anxiogenic effect is due to an impact on parenting behavior, since cross-
fostering normalized the behavior (Walker et al. 2012). Neonatal immune challenge
can also reprogram the adrenal and central catecholaminergic network, leading to an
increase in tyrosine hydroxylase activity in the adrenal gland, locus coeruleus,
ventral tegmental area and substantia nigra, with an increase in tyrosine hydroxylase
protein and increased phosphorylation of all three serine residues in the N-terminal
region of tyrosine hydroxylase, potentially facilitating differential activation of the
sympathomedullary system (Ong et al. 2017; Sominsky et al. 2012).
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9.3.3 Postnatal Diet and Its Neuroimmune Programming Effects

It is not only direct stimulation of the developing immune system with a bacterial or
viral stimulus that can result in long-term changes to neuroimmune function. The
environmental and dietary postnatal milieu can have a pronounced long-term impact.
Childhood obesity is associated with increased rates of periodontal inflammation and
respiratory or chemotherapy-related infections (Falagas and Kompoti 2006). Rats
and mice that are overfed as neonates undergo accelerated weight gain that is
reminiscent of postnatal catchup growth following in utero growth restriction.
They have accelerated maturation of their HPA axes (Boullu-Ciocca et al. 2005)
and as adults they have disrupted HPA axis function, including excessive HPA axis
responses to restraint stress in females (Cai et al. 2016; Sominsky et al. 2017;
Spencer and Tilbrook 2009). They also have over-active responses to challenge
with LPS (but not with poly i:c) (Clarke et al. 2012). Mechanistically, these effects
are likely to be related to the early overfeeding causing an increased expression of
TLR4 in the inguinal fat, and hyper-phosphorylation of inhibitory factor (I)κB,
which leads to an overexpression of pro-inflammatory cytokines to the stimulus
(Clarke et al. 2012). Postnatally overfed rats also have long-term changes in
microglial morphology and function that may contribute to exaggerated responses
to immune challenge. As such, rats fed in small litters during lactation, with
subsequent increased access to the dam’s milk and consequent obesity, have more
microglia in the hippocampus and hypothalamus. Furthermore, these microglia are
primed to be hyper-reactive to LPS, with E. coli LPS triggering microglial prolifera-
tion in these regions 24 h later while having no proliferative effect in controls (Cai
et al. 2015; Ziko et al. 2014).

9.4 Postnatal Development of Microglia

9.4.1 Microglia Express an Age-Dependent Morphological
and Gene Signature Through Postnatal Development

Alongside the developmental programming of peripheral innate immune functional-
ity, the central immune system also undergoes significant postnatal development in
rodents. The major immune cell population of the brain, spinal cord, and retina is the
microglial cell. Microglia start to develop early in prenatal life, first appearing from a
yolk sac origin at around 8 days after conception in mice and 4.5–5 weeks into the
pregnancy in humans (Ginhoux et al. 2010; Sominsky et al. 2018a). This prolifera-
tion is followed by a second wave of microglia infiltrating from hematopoietic-
derived monocytes at around P3 in mice. This latter wave of cells likely contributes
to microglia-dependent central nervous system development but then these cells
undergo apoptosis such that principally those of yolk sac origin remain into maturity
(Askew et al. 2017; Swinnen et al. 2013).

As they develop, the morphology, gene expression, and even primary function of
these immune cells change substantially. Microglia in the embryonic rodent brain are



ameboid (blob-like) in shape with either no processes or a single stout process and no
evidence of ramified branches. On the day of birth in the rodent, the overall
morphology is similar to that seen at early ages, but females have more microglia
than males in some brain regions (cortex, hippocampal CA3, and amygdala). By P4,
ramified microglia start to appear in both sexes, but the number of microglia is now
higher in males in most brain regions. By P30 the brain microglia start to take on
adult-like appearance and distribution, with more ramified than ameboid cells in
most regions and a balance of more microglia in females than in males, a pattern that
is largely consistent with that seen in young adulthood (P60; Box 9.2) (Hanamsagar
et al. 2017; Matcovitch-Natan et al. 2016; Schwarz et al. 2012). In the adult animal,
microglial morphology differs throughout the brain, depending upon the tissue type,
region, age, sex, and the presence or absence of an immune challenge or injury
(Arcuri et al. 2017; Masuda et al. 2019). For example, they are more elongated in
white matter than in gray matter, more populous in females than in males, and more
ameboid in response to pathogens or injury than in the healthy brain, as is compre-
hensively reviewed in (Sominsky et al. 2018a). This observation, that males have
more cortical, hippocampal, and amygdala microglia than females in the early
postnatal phase was elegantly derived by Schwarz and Bilbo and may explain why
males are more vulnerable to immune challenge at this time than females and likely
to overexpress central cytokines in response to such a challenge (Schwarz and Bilbo
2012). As microglia develop, they also express an age-dependent gene expression
signature (Hanamsagar et al. 2017; Matcovitch-Natan et al. 2016). Microglia present
in the young brain have relatively increased expression of genes relating to cell cycle
and differentiation. Immediately prior to birth, the expression of neuronal develop-
ment genes peaks and these are relatively reduced by adulthood (Matcovitch-Natan
et al. 2016).
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Box 9.2: Microglial Development

At parturition, microglial morphology is similar to that in embryonic
development, but females have more microglia than males in some brain
regions. By postnatal day (P)4, ramified microglia are seen in both males

(continued)



Box 9.2 (continued)
and females, but there are now more microglia in males than in females,
potentially making males more vulnerable to immune challenge at this time.
By P30 the microglia are similar to those seen in adults (P60), with more
ramified than ameboid cells and more microglia in females than in males.
Adapted from (Schwarz et al. 2012).
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9.4.2 Microglia Support Functional Development
of the Postnatal Brain

These morphological and gene changes as the microglia mature support different
functions as the brain develops. For example, microglia refine neuronal networks by
promoting programmed cell death and phagocytosis of apoptotic cells. As cortical
neurogenesis proceeds, microglia in this region transition from being ameboid in
morphology and phagocytic in activity prenatally to ramified in morphology and
promoting of cell survival postnatally (Cunningham et al. 2013; Ueno et al. 2013). In
the prenatal cortical neurogenesis phase, microglia actively phagocytose neural
precursor cells; microglial suppression or depletion at this time leads to an aberrant
increase in the numbers of these cells (Cunningham et al. 2013). Postnatally, on the
other hand, microglia promote neuronal white matter survival, as is seen with a
reduction in subcortical white matter development in mice deficient in functional
microglial elements cluster of differentiation molecule (Cd)11b or C-X3-C motif
chemokine receptor 1 (Cx3cr1) (Ueno et al. 2013).

As the brain develops, microglia are also important in eliminating supernumerary
synapses and strengthening important synaptic connections, a process that can be
influenced by exposure to immune and other challenges at this time (Paolicelli et al.
2011; Stevens et al. 2007). Electron- and stimulated emission depletion microscopy
of presynaptic terminal proteins (synaptosomal-associated protein 25, SNAP-25)
and excitatory post-synaptic proteins (post-synaptic density 95, PSD-95) located
within the cytoplasm of microglial cells in the first postnatal week has revealed that
microglia phagocytose synaptic elements, at least in the hippocampus (Paolicelli
et al. 2011). In the absence of functional microglia, this pruning does not take place
as it should and excitatory synapses are delayed in their maturation (Paolicelli et al.
2011; Zhan et al. 2014). Likewise, during the development of the retina in rodents,
both eyes receive inputs from overlapping ganglion cells until a few days after
eye-opening at the beginning of the second week after birth. These ganglion cells are
then rearranged into eye-specific regions in a process of selective pruning. Microglia
selectively prune those projections and synapses in a complement-dependent manner
with those synapses that contain complement component q (C1q) and complement
3 (C3) being specifically targeted for elimination (Stephan et al. 2012; Stevens et al.
2007). Emerging work suggests that microglia may accomplish this perinatal synap-
tic refinement not by a direct phagocytic role, but by reshaping the synaptic material



through a process of “nibbling” or “trogocytosis” (Weinhard et al. 2018). Microglia
are also likely to be important in synaptic pruning or reshaping in humans. At least,
similar timing of microglial gene changes during development and synaptic pruning
in the cerebral cortex have been identified in non-human primates (Sasaki et al.
2014a, b). Furthermore, a microglial developmental index of gene expression
derived from mice has been established as useful in identifying differences between
healthy and diseased human brain samples, and between human males and females,
suggesting similar developmental progression (Hanamsagar et al. 2017).
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In addition to a programming role for microglia in eliminating unnecessary
synaptic connections, these cells are also important in the postnatal phase for
synapse formation and maturation, as is reviewed in Sominsky et al. (2018a). In
the absence of microglia, the turnover of dendritic spines in the mouse motor cortex
pyramidal neurons is disrupted, leading to fewer spines in this region (Parkhurst
et al. 2013). This effect is principally driven by microglial brain-derived
neurotrophic factor (BDNF), since specific elimination of this factor within
microglia recapitulates this effect (Parkhurst et al. 2013). The end result is fewer
new dendritic spines in the neonatal cortex, and impaired motor learning and fear-
conditioning performance in adulthood (Parkhurst et al. 2013). Specific cytokines
are also important in this microglia-dependent synaptic plasticity. For example,
interleukin (IL)-1β is a microglia- (and other central nervous system cell-) derived
pro-inflammatory cytokine that may contribute to deficits in synaptic plasticity in the
hippocampus when microglia are absent, since antagonizing IL-1β signaling rescues
these effects (Rogers et al. 2011).

9.4.3 Postnatal Microglial Perturbations Can Program Long-Term
Brain Development

These mechanisms all speak to the importance of the neuroimmune milieu in
pathways and processes that are not traditionally considered part of the immune
system or an immune response. They also illustrate how these systems, already in
place to carefully sculpt the developing brain, can be particularly vulnerable to early-
life immune challenges. Notably, then, postnatal (and prenatal) immune challenge
with LPS, E. coli, S. enteritidis, or an over-nutrition model, leads to short- and long-
term microglial proliferation, pre-disposition to a less ramified morphology, hyper-
reactivity to subsequent immune challenge and impairments in synaptic pruning
(Bland et al. 2010; O’Loughlin et al. 2017). For example, P4 E. coli infection leads
to an early increase in the expression of microglial surface antigens that are
associated with microglial activation, including Cd11b, C3, and major histocompat-
ibility complex (MHC)II; these are further increased in response to LPS in adult-
hood. Notably, there are no early-life or long-term alterations in the expression of the
astrocyte marker glial fibrillary acidic protein (GFAP) (Bilbo et al. 2005, 2007).
Likewise, postnatal LPS leads to persistent increases in microglial soma density in
the hippocampus (Sominsky et al. 2012), while postnatal overfeeding leads to early
and lasting microglial activation in the paraventricular nucleus of the hypothalamus



and in the hippocampus and vulnerability of these microglia to stimulation with
further immune challenge (De Luca et al. 2016; Ziko et al. 2014). These morpho-
logical and gene expression differences in microglia are associated with functional
deficits, including anxiety-like behavior (Sominsky et al. 2012) and cognitive
deficits (De Luca et al. 2016). Williamson and colleagues have illustrated that
Cd11b-positive cells, i.e. microglia, release IL-1β during hippocampal-dependent
learning and that this release is exaggerated in microglial cells from rats that were
exposed to an immune challenge during the postnatal period. In vivo, LPS prior to a
learning task leads to a similar exaggerated IL-1β response and a memory
impairment (Williamson et al. 2011). Interestingly, a transient absence of microglia
and their peripheral equivalent, circulating monocytes, in early postnatal life does
not appear to impair long-term cognitive hippocampal or microglial development
(Soch et al. 2020), although short-term plasticity may be affected (Paolicelli et al.
2011). This work suggests that developmental plasticity of the neuroimmune/neuro-
endocrine axes may be highly resilient.
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9.5 The Positive and Negative of Postnatal Programming

Whether this neonatal programming of differences in the response to immune
challenge is a positive or negative adaptation is still unclear. On the one hand, a
more efficient immune response might appear to be a positive outcome, with the
individual displaying less sickness behavior and less withdrawal from functional
behaviors. On the other hand, we also know that a robust febrile response is highly
adaptive in the removal of pathogens. Rabbits show increased survival associated
with increased elevated temperatures (up to a point) in response to Pasteurella
multocida challenge (Kluger et al. 1998). Likewise, when individuals cannot
mount a febrile response, such as when exothermic animals are maintained in
afebrile ambient temperatures, they present with higher pathogen loads and
increased mortality (Hart 1988; Kluger et al. 1998). It is likely that fever is useful
for creating an environment that is not conducive to pathogen survival (Jiang et al.
2000). Fever also enhances additional host defense strategies including neutrophil
phagocytosis of pathogens. There also seem to be some clear detrimental effects of
neonatal immune challenge in some cases. For instance, multiple immune challenges
with S. enteritidis over several days lead to tumor colonization (Hodgson et al.
2001). A similar protocol leads to anxiety and HPA axis hyperactivity (Sominsky
et al. 2012). Postnatal overfeeding, leading to lasting hyper-responsiveness to
immune challenge with bacterial endotoxin, also appears to be clearly detrimental.
These individuals have impaired cognition, fertility, and HPA axis responses, and
their altered microglial profile suggests they will be vulnerable to further immune or
stress challenges in adulthood (Soch and Spencer 2020).

In a series of experiments in the rat, we attempted to address the question of
whether neonatal immune programming of the adult immune response is adaptive or
detrimental, by giving adult animals a potentially life-threatening sepsis-like chal-
lenge (Spencer et al. 2010). In this work, male rats treated neonatally with E. coli



LPS had, respectively, reduced hypothermic and enhanced hyperthermic responses
to 1 or 3 mg/kg of the same LPS in adulthood. Since the hypothermic component of
the response to a septic dose of endotoxin is thought to be a dysregulated, maladap-
tive response (Blatteis 2006; Remick and Xioa 2006), it may be argued that the
neonatal programming effect was beneficial in this case. However, the effect was not
associated with alterations in other indices of health, such as weight loss, food intake
or activity (Spencer et al. 2010). It can also be argued that our experimental animals
routinely live in quite artificial surroundings, where specific-pathogen-free (SPF)
conditions prevent their access to normal immune stimuli that would otherwise
provide necessary training to both the acquired and innate immune systems (Pittman
2019). With this in mind, it would seem that neonatal immune challenge under these
experimental conditions may be beneficial or normalizing, but this may depend upon
the timing and type of neonatal challenge, the sex of the individual and the outcome
measured later in life.
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9.6 Experimental Considerations

9.6.1 The Maternal-Offspring Unit

One of the major experimental considerations associated with perinatal research is
the maternal-offspring unit. In addition to the genetic impact, maternal behavior is a
key determinant of lifelong behavior of the offspring. Mothers of all species are
somewhat heterogeneous in their parenting style and such differences can manifest
in their offspring. A well-known illustration of this is the high-intensity maternal
licking-grooming behavior identified by Meaney and colleagues in the early 2000s,
which can program HPA axis responsiveness to later stress. High-intensity parenting
leads to an increase in the hippocampal expression of nerve growth factor inducible
factor A (NGFI-A) during grooming, relative to low-intensity nursing (Hellstrom
et al. 2012). This NGFI-A increases histone acetylation of the glucocorticoid
receptor (GR), facilitating demethylation and therefore increased expression and
activity of the GR and efficient negative feedback in response to HPA axis activation
when the individual encounters stress (Champagne et al. 2008; Champagne and
Meaney 2001). This postnatal variable of maternal behavior, coupled with maternal
physiology (dictating milk composition, thermoregulatory capacity, etc.), antenatal
impacts, and indeed the genetic component, means that littermates tend to be more
similar than non-littermates by most measures (Zorrilla 1997). As such, littermates
represent technical replicates or pseudo-replicates and should not be treated as fully
independent experimental subjects.

Most rodents, including mice and rats, are multiparous species and can produce
litters of ten or more offspring. Practically and ethically, it is clearly not desirable to
discard nine pups in favor of using a single randomly selected representative from
each litter (Chhor et al. 2017). Allocating littermates to different experimental
outcomes within the same design is a useful strategy (e.g., one to an immunohisto-
chemical analysis, one to analysis of gene expression, one to behavior, etc.).



Alternatively, statistical analysis could incorporate litter as a covariate that is nested
under each treatment condition or could include a randomized complete block
design to statistically define any effect of litter and account for the variation due to
this effect (Lazic and Essioux 2013; Zorrilla 1997). In a between-litter design, it may
also be ideal to include at least one “experimental” and one control animal within a
litter to ensure that any influence of maternal care is spread evenly across the groups.
Likewise, both males and females can be utilized as representatives of their separate
experimental groups from the same litter, allowing additional valuable information
to be obtained.
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It is worth noting that this problem is not only a consideration for work
investigating perinatal determinants of lifelong physiology. It is likely that animal
suppliers deliver to the consumer groups of animals from the same litters, without
necessarily reporting this, since pups are usually weaned into sibling groups and
introducing adult rats and mice to new conspecifics is stressful for them, leading to
fighting or dominance displays. The litter of origin is rarely reported in studies of
adult animals, yet is just as likely to confound these experiments as in perinatal
studies, a factor that should be considered going forward. These considerations are
discussed in detail in Spencer and Meyer (2017). Consideration of the role of
maternal-care and other maternally derived factors should be carefully made when
designing studies into early-life programming of developmental factors and these
considerations need to be carefully documented in reporting.

9.6.2 Litter Sizes

As described, the postnatal nutritional environment is important in programming
long-term neuroimmune function. Postnatal overfeeding can lead to microglial
proliferation and priming that lasts into adulthood, as well as hyper-responsiveness
to an endotoxin challenge (Clarke et al. 2012; Ziko et al. 2014). Alongside these
directly-neuroimmune-related considerations, postnatal overfeeding can influence
fertility, cognitive function, satiety signaling, HPA axis reactivity and many other
outcomes (Boullu-Ciocca et al. 2005; Morris et al. 2005; Plagemann 2006; Soch and
Spencer 2020; Spencer and Tilbrook 2009). While studies on the postnatal
nutritional impact of various physiological outcomes have been conducted by
deliberately imposing a nutritional stimulus, such as manipulating litter sizes to
create small or large litters (reflecting over- or under-nutrition respectively), these
conditions can arise spontaneously in a laboratory breeding program and should be
considered. Litters that are spontaneously abnormally large or small are likely to
impose different nutritional challenges with long-term outcomes that could influence
experimental findings. Unusually small litters can also reflect pregnancy issues that
may be reflected in differences later on. Appropriately designed studies will use a
standardized litter size and preferably report these considerations (e.g., Dinel et al.
2016).
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9.6.3 Sex Differences

Despite a historical preference for animal experimentation being conducted on male
subjects, there is now an expanding base of evidence that postnatal programming effects
on male offspring can be quite different from those on females, and some funding
agencies are now mandating that experimenters utilize both sexes (Chap. 10). For
example, females show a remarkable resilience to early-life immune challenges in
most studies, compared with males. Female microglia mature faster than male microglia
do, and their maturation rate (unlike in males) is not affected by immune challenge with
LPS (Hanamsagar et al. 2017). Female play behavior is not affected by pre- or postnatal
exposure to LPS (unlike in males) (Hoffman et al. 2016; Taylor et al. 2012) and female
HPA axis responses to stress are not hyper-activated after prenatal stress exposure
(unlike in males) (Bronson and Bale 2014; Mueller and Bale 2008). On the other
hand, females show an exacerbated inflammatory response, relative to males, in adult-
hood following a neonatal inflammatory injury (LaPrairie and Murphy 2007). These
differences may be, in part, due to differences in the way responses to inflammatory
challenge are mediated between the sexes. For example, in females, the response to
mechanical pain hypersensitivity is thought to be of T cell origin, whereas in males it is
driven by microglia (Sorge et al. 2015). It is currently recommended and becoming
more commonplace that all discovery studies incorporate both males and females and
even in cases where phenomenology is similar between the sexes, mechanistic
explanations established in one should be verified in the other, as is discussed in detail
in (Barrientos et al. 2019).

9.6.4 Gut Microbiome

In an extension of these points, it is only now becoming evident that the gut
microbiome has an important role (Chap. 12), both in sculpting postnatal behavior
and physiology and in possibly reversing the effects of early-life interventions. The
perinatal microbiome can alter microglial maturation (Erny et al. 2015; Matcovitch-
Natan et al. 2016; Thion et al. 2018) and can also influence peripheral macrophage
development, including the postnatal replacement of tissue-resident macrophages
from a bone-marrow-derived population (Bain et al. 2014). The perinatal role of the
microbiome in programming the developing immune system is comprehensively
reviewed in (Henneke et al. 2021). Rodents are coprophagic, and feces from controls
and experimental animals may alter the gut microbiome of cage-mates when con-
sumed. Standard experimental design is currently to house controls and experimental
animals together in the same space, if not the same cage after weaning, a strategy that
allows the animals to experience identical postnatal husbandry conditions. However,
the shared microbiome that eventuates could actually partially mitigate the effects of
the early-life interventions (e.g., Doenni et al. 2017). These considerations make it
very important that the postnatal housing environment be considered and clearly
defined to enable replication.
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With these considerations in mind, it has been noted that our current approach to
animal experimentation in removing extraneous variables actually leaves us with
models that no longer closely represent wild or free-living animals (Pittman 2019).
Most experimental animals are raised under SPF conditions, meaning they are not
exposed to key developmental pathogens that may stimulate and train their immune
systems. Likewise, most experimental animals are raised under uniquely stress-free
and stimulation-free conditions, eliminating opportunities for training the HPA axis
and limiting cognitive development. These artificial housing conditions are highly
likely to chronically influence the animals’ development and given the evident
importance of the postnatal period in programming long-term neuroimmune func-
tion, the absence of such stimulation at this time may limit the applicability of these
models to humans. For example, Bilbo and colleagues have demonstrated that wild-
caught rats display very different short- and long-term responses to immune chal-
lenge and that colonization of pregnant rats with parasitic worms Hymenolepsis
diminuta ameliorates the neonatal cytokine response to immune challenge with
E. coli and prevents the microglial priming and cognitive dysfunction that otherwise
occurs in adulthood after postnatal immune challenge (Williamson et al. 2016).

9.7 Latest Developments in the Field

9.7.1 Genetic and Dietary Supplements for Modifying
Immune Cells

Recent years have seen an explosion of new experimental technologies that are
advancing our understanding of how the postnatal environment can influence long-
term neuroimmune development. Early genetic modifications to knock out (or in)
specific genes of interest were immensely useful in our emerging understanding of
their roles. For example, Paolicelli and colleagues used a cx3cr1 knockout mouse
model to essentially remove the capacity for microglial activity (Paolicelli et al.
2011). With this model, they demonstrated that the lack of brain cx3cr1 leads to a
deficit in synaptic pruning and an increase in long-term depression in the neonatal
brain that is restored to normal by adulthood. These findings are indicative that
microglial disruption during the developmental period (in utero and in the postnatal
period) causes a delay but not a permanent disruption in the maturation of brain
circuits (Paolicelli et al. 2011). Yet, Rogers and colleagues have shown long-term
deficits in motor learning and hippocampal-dependent learning and memory in the
same model, with some long-term deficits in cytokine production as well (Rogers
et al. 2011). However, for the study of postnatal development, such knockout tools
came with a significant limitation that any role for the gene in earlier developmental
trajectories would obscure its involvement in postnatal outcomes. Thus, in the
example of the Paolicelli study, the role of microglia in the postnatal period could
not be distinguished from that in the antenatal.

This limitation has been overcome for study of adult animals with the advent of
conditional knockout models. These models have been used to good effect in

https://www-sciencedirect-com.ezproxy.lib.rmit.edu.au/topics/immunology-and-microbiology/hymenolepis-diminuta
https://www-sciencedirect-com.ezproxy.lib.rmit.edu.au/topics/immunology-and-microbiology/hymenolepis-diminuta


examining refined time periods across the lifespan. In a pioneering study, Parkhurst
and team used conditional transgenic models to create a sophisticated solution for
investigating the role of microglia in brain development without the confounding
influence of circulating monocytes (Parkhurst et al. 2013). They initially removed
both microglia and monocytes from the system by activating a tamoxifen-inducible
cre-mediated recombinase that drove diphtheria toxin receptor (DTR) expression in
both microglia and monocytes (CX3CR1CreER/+:R26DsRed/+). Since monocytes
turn over rapidly and microglia were thought to be relatively more long-lived, the
premise here is that the recombination is short-lived in monocytes but retained in
microglia. This then allows microglia to be exclusively targeted with diphtheria
toxin once sufficient time has elapsed (Parkhurst et al. 2013). With this model,
Parkhurst et al demonstrated that microglial depletion from P19 leads to long-term
deficits in conditioned fear, spatial memory, and motor learning-dependent synapse
formation (Parkhurst et al. 2013). While again useful for study in adults, this work
needed at least 18 days allowed for turnover of the monocyte population before
microglia could be targeted, limiting the model’s usefulness in mouse studies of
postnatal development. It is also worth noting that recent data have suggested that
microglial turnover, of at least some of the population, may be much faster than
previously anticipated. Askew and colleagues have estimated that the entire
microglial population could be replaced in a matter of 96 days in rodents, or that
there are subpopulations of rapidly replacing microglia (Askew et al. 2017).
Parkhurst and colleagues did report ablation of up to 99.1% of microglia in their
model based on the presence of CD11b and Iba1 in whole brain and motor cortex,
however (Parkhurst et al. 2013). Conditional knockouts targeting Cx3cr1 in the rat
and Cx3cr1 or Cd11b in the mouse are also increasingly being utilized, albeit that
they influence multiple immune cell types (De Luca et al. 2019).
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Dietary models of immune cell manipulation have likewise been limited to the
late postnatal phase or later, for the simple reason that mice and rats do not feed
independently until this time. The Plexxikon “PLX” colony-stimulating factor
1 receptor (CSF1R)-inhibitors have been well-used in recent years to investigate
microglial function in adults (Elmore et al. 2014; O’Neil et al. 2018). However, these
have so far been nearly exclusively administered in the diet and so have not been
used in studies of perinatal programming. Recent examples where these compounds
have been delivered successfully via an intraperitoneal injection and showing that
they are as effective in rats as in mice, albeit at different doses (Riquier and Sollars
2020), prove encouraging for the postnatal programming field.

9.7.2 Precision Imaging of Immune Cells

In addition to emerging tools for manipulating immune cells and neurons to deter-
mine their functions in postnatal programming, technologies for imaging changes in
these cells in real time are emerging (Hutchinson 2020). Photo-stable nanoparticles
can now be used to tag antigens of interest. For instance, nanodiamond can be
imaged over minutes without deterioration of the signal and can stably emit a light



signal for years (unlike traditional fluorescent labels) (Reineck et al. 2016; Reineck
and Gibson 2017). Multiplexing can be achieved by utilizing multiple nanoparticle
types with different wavelengths as well as different emission decay properties to
separate the signals spectrally and temporally.
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For cell culture applications the OnCELISA is proving useful in marrying cellular
identity, morphological and functional characteristics to their activity, with respect to
cytokine release. Here, the principle of the sandwich ELISA is employed, where the
cell surface is functionalized with capture antibodies. When the cells are stimulated
to release pro-inflammatory cytokines, these cytokines are captured on the cell. The
preparation can then be visualized using a detection antibody tagged with a fluores-
cent label, allowing the identification of which cells are releasing cytokines (Liu
et al. 2019). An in vivo analogue of this technology has also been developed in fiber-
based sensing and imaging. The same principle applies with a fiber-based sensor
bearing capture antibodies, allowing repeated sampling of cytokine release events.
Using this technology, Zhang and colleagues were able to establish that IL-1β is
released in the hippocampus within one hour of a peripheral LPS exposure and this
response is resolved within four hours (Zhang et al. 2018). Fiber-optics approaches
are also being developed for imaging specific regions of the brain with additional
applications such as brain temperature measurements in the context of a pyrogenic
stimulus (Musolino et al. 2016, 2019).

9.7.3 ‘Omics-Level Understanding of Postnatal Programming
Changes

Recent years have seen unprecedented capacity for the generation of “big data” in
the emergence of various 'omics technologies. Essentially detailing the entire spec-
trum of possible outputs, genomics refers to defining the entire genome;
transcriptomics, the entire transcriptome; proteomics, all proteins expressed;
metabolomics, the metabolic status, etc. While the data sets derived from these
techniques are huge, requiring strong bioinformatics strategies, so too is the amount
of detail we can obtain. Hanamsagar and colleagues have demonstrated this in the
context of postnatal neuroimmune development by using transcriptomic profiling to
derive a microglial developmental gene expression program from which they
characterized a simplified microglial development index. An initial transcriptomic
analysis was obtained from isolated mouse hippocampal microglia using Next-
Generation RNA Sequencing. This analysis yielded thousands of genes with expres-
sion levels that increased or decreased across development. They then developed a
microglia-specific developmental index based on global gene expression patterns by
grouping significantly up- or down-regulated genes and scaling. This microglial
development index can then be used within species to identify differences between
sexes and between naïve and immune-challenged mice, as well as across species, to
reveal differences between healthy brain samples and those with diseases such as
Alzheimer’s or autism (Hanamsagar et al. 2017). Thus, analysis of the whole
transcriptome of a cell type is a powerful technique that can yield insight into how



these cells develop and how they may be perturbed by external stimuli. Ultimately,
this level of detail will allow us to build personalized medicine strategies based
around an individual’s own profile and responses to stimuli (Pintus et al. 2017). For
example, such data are being used practically to help identify specific profiles
associated with protective immunogenicity in response to vaccines (Cotugno et al.
2019).
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9.8 Perspectives

The historical understanding that the innate immune system is established early in
life and develops little throughout maturity is now being overturned by data
demonstrating the continued growth and malleability of this system throughout
life. Despite this, the perinatal period (in utero and immediately postnatally) remains
a significant time of substantial change to this system. As such, it also represents a
period of vulnerability when external influences, from immune to dietary, to envi-
ronmental and psychological, can have lasting effects on how we respond to immune
challenge and disease for the rest of our lives. This vulnerability encompasses both
peripheral and central aspects of the neuroimmune response with the potential for
prolonged changes to both depending upon early life experience. Indeed, our current
understanding has broadened from a system-centric view of the body’s immune
responses to conceptualization of the immune system as being crucially
interconnected with other body systems including the central and enteric nervous
systems. This multisystem, multicellular interplay layers onto early life experience
as the building blocks of the adult individual. Current advances in genetic manipu-
lation, imaging, and computational technologies are giving us insight into how all
these systems interact and how they are impacted by programming challenges during
the early-life postnatal period. Future directions in the field will undoubtedly lead to
personalized understanding and therapeutic interventions based on our biomarker
signatures that reflect our early life experience. To achieve this end point it is crucial
that we understand the steps in between for both biological sexes and across the
lifespan, i.e., how early-life immunological, dietary, environmental, and psycholog-
ical experience change our immune systems; how these changes persist, and how, if
necessary, they can be reversed.

9.9 Key References

Barrientos et al., Brain, Behavior and Immunity, 2019. This article discusses why it
is important to include both males and females in all discovery and mechanistic
studies.

Schwarz & Bilbo, Hormones and Behavior, 2012. This publication describes how
males have more cortical, hippocampal, and amygdala microglia than females in
the early postnatal phase, which, in turn, may explain why the former are more
vulnerable to immune challenges than the latter during this time period.



Sengupta, International Journal of Preventive Medicine, 2013. This article contains
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an attempt to equate human, rat, and mouse developmental ages based on life
milestones, broadly likening 1 day in the life of an adult rat to 35 days in a human
and 1 day in the life of a mouse to 40 human days.

Sominsky et al., The International Journal of Biochemistry and Cell Biology, 2018.
This review briefly summarizes that microglia are more elongated in white matter
than gray matter, more populous in females than in males, and more ameboid in
response to pathogens or injury than in the healthy brain.

Spencer & Meyer, Brain Behavior and Immunity, 2017. This introductory review
discusses important considerations relevant to the investigation of perinatal
determinants of lifelong physiology in experimental animals.

Suchecki, Journal of Neuroendocrinology, 2018. This review discusses the hypo-
responsiveness of the HPA axis to stress throughout the initial suckling period
and how disrupted maternal care can accelerate the maturation of the axis in
humans.
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Abstract

The contribution of sex to differences in immune function is integral for our
understanding of diseases and disorders; however, systematic study of the contri-
bution of sex to diseases and disorders and assessment of the contributing
mechanisms did not develop as an area of study until the early 2000s. Our
collective understanding of the influence of sex on immune function and the
role of the endocrine system in these interactions is a burgeoning area of study
promoted by the 2015 policy changes from the National Institutes of Health
(NIH). Females are prone to neuroinflammatory disorders such as Alzheimer’s
disease, whereas males are more susceptible to peripheral inflammatory diseases
such as cardiovascular disease. This chapter provides essential information on the
known points of interactions between the immune and endocrine systems and
aims to further understand the means by which sex influences these interactions.
In addition, this chapter highlights critical aspects of design and interpretation in
order to promote rigorous experimental design of future studies aimed at further-
ing our understanding of sex differences in immune-endocrine interactions.
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10.1 Introduction

The contribution of sex to differences in immune function permeates our under-
standing of diseases and disorders; however, systematic study of the contribution of
sex to diseases and disorders and assessment of the contributing mechanisms did not
develop as an area of study until the early 2000s. Our collective understanding of the
influence of sex on immune function and the role of the endocrine system in these
interactions is a burgeoning area of study promoted by the 2015 policy changes from
the National Institutes of Health (NIH) (Box 10.1). Similar initiatives are evident
outside of the USA. In 2010, the Canada Institutes of Health Research (CIHR)
implemented a portfolio policy that requires biomedical researchers to address their
choice to include or exclude both sexes in all grant proposal types (Johnson et al.
2014), while the European Commission has issued a similar policy statement
(European Commission 2020)

Box 10.1: NIH’s Mandate on the Study of Sex as a Biological Variable
(SABV)
The landmark mandate issued in 2015 presents “The Four Cs of Studying Sex
to Strengthen Science” as a way of promoting the inclusion of male and female
subjects in preclinical biomedical studies (Clayton and Collins 2014). The four
Cs, or the four major pillars of studying sex as a biological variable (SABV),
are to consider the male and female sex, collection of data within each sex,
characterization of sex differences, and to communicate sex-stratified data
(Arnegard et al. 2020). It is critical to creating experimental designs that are
consistent with these guidelines to fully encompass any and all sex-specific
differences. Up-to-date information on the NIH position regarding the study of
SABV and recommended resources can be found at: https://orwh.od.nih.gov/
sex-gender/nih-policy-sex-biological-variable

Although the purposeful study of sex differences in diseases and disorders is a
relatively new subfield, physicians, scientists, and the general public have long
appreciated that women are more likely than men to develop autoimmune disorders
such as Multiple Sclerosis, while men are more likely than women to succumb to
disorders and diseases associated with inflammation, including heart disease
(Shames 2002; Da Silva 1995). Specific to the central nervous system, females are
more prone to neuroinflammatory disorders such as Alzheimer’s disease and neuro-
pathic pain, with gut microbiome-driven changes in autoimmunity acting as possible
modulators (Loram et al. 2012; Markle et al. 2013), whereas males are more likely to
develop inflammatory diseases (Mirza et al. 2015). Sex differences in immune
responses are even demonstrated in our developing understanding of the sequalae
that follow infection with SARS-CoV2, such that men are reported to be more likely
to experience acute COVID-related complications due to a generalized uncontrolled
cytokine response, also known as a cytokine storm (Shcherbak et al. 2021), whereas

https://orwh.od.nih.gov/sex-gender/nih-policy-sex-biological-variable
https://orwh.od.nih.gov/sex-gender/nih-policy-sex-biological-variable


women are more likely to develop prolonged residual symptoms following COVID,
perhaps due to residual immune activation (Förster et al. 2022). This chapter
provides essential information to understand the known points at which sex
influences interactions between the immune and endocrine systems. In addition,
we discuss critical aspects of experimental design in order to promote rigorous
experimental inquiry for future studies aimed at furthering our understanding of
sex differences in neuroendocrine-immune interactions.
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10.2 Primer on the Immune System

The immune system protects the organism from a wide range of perturbations
including challenges external to the body like viruses and challenges internal to
the body such as cancer cells. Like all systems, a delicate balance is required to
ensure that the immune system eradicates threats to the organism without excessive
collateral damage to the organism. Dysfunction of the immune system is bivalent
between immunosuppression which can result in an inability to protect the organism
and overactivation of the immune system which can damage the organism through
excessive inflammation or autoimmune activation. There are two major branches to
the immune system: innate and adaptive (Box 10.2). These systems together protect
against both new challenges and recurrent exposures.

Box 10.2: Basic Composition of the Immune System
The two branches of the immune system are: innate and adaptive. The innate
immune system shows a rapid response at the expense of specificity. The
major cells of the innate immune system are epithelial cells, phagocytes
(monocytes/macrophages, dendritic cells, neutrophils, microglia) and natural
killer cells. The innate immune system responds to both pathogens and tissue
damage. The innate response is characterized by an inflammatory response and
this arm of the immune system has recently been proposed to also be engaged
by non-pathogenic stimuli, including psychological stressors (Barrett et al.
2021; Bekhbat et al. 2019; Neigh and Ali 2016; Priyadarshini and Aich 2012).
The adaptive (acquired) immune system is the slower portion of the immune
response and is highly specific. Adaptive immune responses are facilitated by
the actions of T cells and B cells and include both cytotoxic action and
antibody production. The adaptive immune system is engaged by vaccination
and holds a “memory” of prior immune challenges which enables an
accelerated and highly specific response to a repetitive challenge.

The immune system, like the endocrine system, is distributed throughout the
body and is capable of autocrine, paracrine, and endocrine communication.
Cytokines and chemokines are two major classes of immune molecules which,
like hormones, are capable of engaging most cells in all systems of the body. The



complex biology of the immune system extends beyond the scope of this chapter.
Additional resources to assist with developing an understanding of the immune
system are provided in Sect. 10.7.
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10.3 Primer on the Hypothalamic-Pituitary-Immune System
(HPA) and Glucocorticoid Receptor (GR)

The HPA axis is named from its three major components: hypothalamus, pituitary
and adrenals. Exposure to a pharmacological, physical, or physiological stressor
causes release of corticotropin-releasing hormone (CRH) from the paraventricular
nucleus of the hypothalamus. CRH-receptor binding in the anterior pituitary leads to
adrenocorticotropic hormone (ACTH) production and release, which then binds to
melanocortin type-2 receptors to promote glucocorticoid production and secretion
from the adrenals. The primary glucocorticoid in humans is cortisol, while in most
rodents the primary glucocorticoid is corticosterone. Glucocorticoids are transported
throughout the body bound to corticosterone-binding globulin, and upon dissocia-
tion, the lipophilic nature of glucocorticoids allows them to readily access the
intracellular space. Glucocorticoids function through two primary receptors: miner-
alocorticoid receptors and glucocorticoid receptors (GR). The culmination of the
HPA axis response and the impact of HPA axis activation on immune system
function is primarily mediated by actions of the GR. GRs are present on nearly
every cell of the body and primarily function as transcription factors. The HPA axis
response is terminated through negative feedback mediated by GRs at both the
cellular level across organ systems and at the system level within the central nervous
system. Dysfunction of the HPA axis can occur at the system level through either
increased or prolonged activation, stemming from either increased activation of the
system or deficits in negative feedback (Kennedy et al. 1988). HPA axis
perturbations can also occur at the level of the cell across organ systems through a
phenomenon known as glucocorticoid resistance (Binder 2009). In short, despite
ample presence of circulating glucocorticoids, the receptor can become resistant to
activation, frequently through alterations in co-chaperone protein function. An
additional area of Further Reading recommended below delves into the critical
nature of co-chaperones and glucocorticoid resistance (Bourke et al. 2012).

Glucocorticoids, through binding to GR, can mediate the body’s anti-
inflammatory and immunosuppressive responses via inhibition of hormones and
hormone-like compounds, including prostaglandins and leukotrienes. In contrast,
another transcription factor, NFkB, mediates pro-inflammatory responses through
increasing the expression of genes that control pro-inflammatory cytokines and
chemokines (Liu et al. 2017). Together, the GR and NFkB are capable of
transactivation and transrepression such that the action of one of these transcrip-
tion factors can regulate action of the other (McKay and Cidlowski 1999). For
instance, the common clinical practice of prescribing corticosteroids to suppress
inflammation is a result of the ability of GR to transrepress NFkB and thereby reduce
inflammation. This critical crosstalk is also illustrated by the laboratory observation



athat a lab-based psychological stressor, the Trier Social Stress Test (TSST),
method commonly used to assess reactivity to stress in humans (Heim et al. 2000), is
capable of engaging activity of NFkB and promoting the production of systemic
cytokines (Bierhaus et al. 2003). This response is typically kept in check, in part
through the interactions of NFkB and GR, which prevent the inflammatory response
from becoming excessive.
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10.4 Sex and the Immune System

10.4.1 Tripartite Relationship Among HPA Axis,
Hypothalamic-Pituitary-Gonadal (HPG) Axis, and Immune
System

Interactions among key signaling molecules in the HPA axis and those within the
HPG axis modify the function of the immune system and underlie a component of
sex differences in immune function. Although commonly referred to as sex steroids
and implied to be specific to each sex, the primary sex steroids, estrogens,
progestins, and androgens, are present and functional in both sexes. Sex steroids
interact with the HPA axis from the system level to molecular interactions. For
instance, in the proestrus phase, in which serum progesterone and estradiol
concentrations are higher, female rats exhibit prolonged CRH expression after
exposure to an acute stressor, in comparison to females in diestrus (lower hormone
levels) or males (Iwasaki-Sekino et al. 2009). In contrast, using an anxiety-related
behavior prone strain of Wistar rats, female animals (in proestrus/estrus) exhibited a
more rapid reduction in ACTH and cortisol post-CRH stimulation in comparison to
male counterparts (Keck et al. 2002), indicating an important role for strain/genetics
in the interactions of sex and HPA responsivity. Additional influence of sex on the
HPA axis response occurs through actions of estradiol. Estradiol can impair gluco-
corticoid negative feedback, as dexamethasone (a synthetic glucocorticoid) was less
effective in blocking diurnal and stress-induced HPA activation in ovariectomized
females. Further, it was shown that estrogen receptor α acting in the hypothalamus
was responsible for the ability of estradiol to prolong the HPA axis response (Weiser
and Handa 2009). Other isoforms of estrogen receptors have also been shown to
impact HPA regulation, such as estrogen receptor β (Frye et al. 2008; Shaw 2021)
and the membrane-bound G-protein coupled estrogen receptor (Zheng et al. 2020).
Given the intricate relationship between the HPA axis and the immune system,
neuroendocrine effects of sex on the HPA axis can indirectly cause sex-related
alterations in the immune response.

This complex multi-system interaction can also be shaped by early life
experiences to fuel aberrant stress-related immune responses. Previous life experi-
ence shapes HPA axis function and sex is a critical regulator of this process (Bourke
et al. 2012). Use of the TSST demonstrates an interaction between sex and stressful
life history on the function of the HPA axis. Women with a history of early life stress
and depression respond to the TSST with an ACTH and cortisol response six times



greater than the control participants, due to HPA axis hyperactivity (Heim et al.
2000). Men with a prior history of depression showed a normal cortisol response to
TSST, while women with a prior history of depression demonstrated an atypical
response (Bagley et al. 2011). Research also found that prior trauma correlated
negatively with basal ACTH concentrations in men but correlated positively in
women (DeSantis et al. 2011). Importantly, as mentioned above, the TSST also
activates NFkB and an associated cytokine response in peripheral blood mononu-
clear cells (Bierhaus et al. 2003) and this is dependent on sex, such that after the
TSST, men demonstrate greater glucocorticoid sensitivity and reduced cytokine
production compared to women (Rohleder et al. 2001). In addition, the effects of
the TSST on the inflammatory response are modified by a life history of stress (Pace
et al. 2006). Given that the HPG axis is known to interact with the HPA axis, and
vice versa, stress-induced alterations in the HPA axis can interact with the function
of the HPG axis and collectively, this may impact the immune system. These studies
highlight the potential for neuroendocrine remodeling due to early life stress to exert
recurrent system-level influences on immune responses to acute stressors throughout
the lifespan.
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Examination of the influence of adolescent stress on neural and immune
endpoints has highlighted the sex-specific implications of environmental
perturbations during puberty when the HPA and HPG axes are maturing. Exposure
to adolescent stress interacts with sex to alter the adult response to an immune
challenge of exposure to lipopolysaccharide (LPS). Female rats exposed to adoles-
cent stress manifest an exaggerated neuroinflammatory response in the hippocampus
following adult challenge with LPS, whereas male rats exposed to adult LPS
following adolescent stress manifest a suppressed HPA axis response to LPS and
an exaggerated peripheral inflammatory response (Bekhbat et al. 2019, 2021;
Rowson et al. 2019). Further assessment of the pathways integral to these sex
differences suggests that alterations in the response of estrogen receptor-alpha are
key to the adult effects of adolescent stress in both sexes, despite the divergent
phenotypic manifestations (Bekhbat et al. 2019, 2021) (Fig. 10.1).

10.4.2 Sex and the Immune System: Beyond the HPA Axis
Connection

The interrelationship of the HPG axis, HPA axis, and immune system are funda-
mentally important to health and disease, but the HPA axis is not critical to all
aspects of sex-immune interactions. Importantly, the immune system plays a key
role in mediating brain sexual differentiation (Arambula and McCarthy 2020). For
instance, the preoptic area (POA) is highly sexually dimorphic, in part due to
differences in the immune system. Male POAs are exposed to higher concentrations
of estrogens and androgens during the perinatal period. Estradiol promotes produc-
tion of cyclooxygenase enzyme (COX2), the rate-limiting enzyme in synthesis of
prostaglandin E2 (PGE2) in males. PGE2, an eicosanoid known for cytokine
stimulation, subsequently activates a signal transduction pathway that stabilizes
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Fig. 10.1 Sex differences in neuroendocrine influences on the immune system are multifaceted,
but one multimodal demonstration of the sustained effects of neuroendocrine engagement on
immune-related outcomes comes from the work of Bekhbat and colleagues. A series of studies
demonstrated that exposure to adolescent stress caused sustained changes in immune-related
responses that differed by sex. Rats were exposed to chronic stress during adolescence and given
an LPS challenge in adulthood. Panels a and b demonstrate the effects of a history of adolescent
stress on the NFkB response to LPS in adulthood. RNA-Seq was used to assess the impact of an
LPS trigger on gene expression in the hippocampus and leading-edge analysis demonstrated that
rats with a history of adolescent stress (females in red and males in blue) manifested an exaggerated
engagement of NFkB target genes as compared to the response in rats of the same sex but that
lacked a chronic stress history. Although both sexes demonstrate an increased engagement of
NFkB, the response diverges such that females exhibit enhanced neuroinflammatory markers
(panel c shows IL-1B gene expression in the hippocampus and panel d shows the impact of stress
history on microglial complexity) and males demonstrate an enhanced peripheral response (panel
e shows a suppressed glucocorticoid response to LPS in males with a history of stress that cooccurs
with an exaggerated peripheral IL-1B response shown in panel f). Collectively this work
demonstrates that a neuroendocrine challenge such as chronic stress during development manifests



dendritic spine synapses on POA neurons. Thus, the activity of PGE2 in males
allows the spine synapse density per dendrite unit to be almost twice that of females,
which can then affect the neuroendocrine capacity of males. Cerebellar development
also relies on such neuroendocrine-immune interactions. Male neonates have
microglia that are more numerous and in a more activated state than in females
(Arambula and McCarthy 2020). In contrast, females possess more numerous and
activated microglia during early puberty (Schwarz et al. 2012) and exhibit a more
sustained effect of adolescent stress on adult microglial morphology (Bekhbat et al.
2021). In addition, glial cells from male and female organisms respond differently to
sex steroids: for example, stimulation with estradiol suppressed LPS-induced
microglial IL-1β expression in neonatal males, while the opposite occurs in
microglia of female origin (Loram et al. 2012).
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Sex steroids can also directly impact immune cells. Lower cytokine production,
particularly in male and ovariectomized female rodents, is associated with impaired
immune function and decreased survival rates following hemorrhage and sepsis
(Choudhry et al. 2005), while exogenous estradiol can combat this immunosuppres-
sion in males and ovariectomized females (Choudhry et al. 2007). The influence of
estrogen on immune function is at least in part mediated by the ability of estrogen to
promote antibody production and inhibit T cell proliferation (McMurray et al. 2001).
In contrast, progesterone has an immune influence that differs by sex, such that
progesterone mediates inhibition of dendritic cell function to a greater degree in
females than in males (Butts et al. 2008). Furthermore, while testosterone and
estradiol promote glucocorticoid-induced apoptosis of thymocytes, progesterone
inhibits the process.

Much of the developing work related to the interactions among neuroendocrine
and immune factors within the brain has been in the context of human immunodefi-
ciency virus (HIV). HIV can be well controlled with antiretroviral therapy, but the
chronic presence of foreign viral proteins precipitates chronic inflammation in the
absence of viral replication or immunosuppression (Stadtler et al. 2021). Examina-
tion of people living with HIV (PLWH) has provided growing insight into the
interactions among the neuroendocrine and immune systems in the context of sex.
To date, it has been demonstrated that the chronic inflammatory nature of HIV has
differential cognitive consequences for men versus women (Rubin et al. 2019), and
the mediators of this difference may be a combination of alterations in glucocorticoid
function (Bekhbat et al. 2018; Rubin et al. 2020) and sex steroids (Das et al. 2018;
Devadas et al. 2018; Maki and Martin-Thormeyer 2009) and include cross-talk
between steroid receptors and NfκB, which are capable of both transactivation and
transrepression (Arambula and McCarthy 2020; Bekhbat et al. 2021). To illustrate
this complexity, both sex and HIV status were found to impact the cytokine and HPA
response to an acute stressor. HIV-positive men and women both showed a

Fig. 10.1 (continued) as differential immune outcomes in adulthood as a function of sex (panels
a and b generated from data previously published in Bekhbat et al. 2021; panels c and d previously
published in Bekhbat et al. 2021; panels e and f previously published in Bekhbat et al. 2019)



diminished TNF-α response to an acute stressor when compared to HIV controls.
However, stressor-evoked cortisol increases over time were only observed in HIV+
men, a response that was absent in HIV males and all females regardless of HIV
status (Hantsoo et al. 2019). Further study of interactions among glucocorticoids, sex
steroids, and immune factors will be needed to understand sex differences in
cognitive outcomes in the presence of chronic inflammation. Insight gained from
examination of these relationships in the context of HIV will garner benefits for
PLWH as well as provide a framework for understanding other conditions of chronic
inflammation including aging, obesity, and autoimmune disorders.
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10.5 Key Experimental Factors in Consideration of Sex
Differences

Understanding similarities and differences between the sexes is of critical impor-
tance for the maintenance of health and defense against disease for both sexes. In
order to effectively include SABV in scientific studies, an appreciation of the types
of sex differences (Box 10.3) and awareness of the dimensions in which sex can
influence outcomes are essential. Explaining sex differences requires careful consid-
eration of origin of the difference. Sex differences can be precipitated by differences
in sex chromosomes. In contrast, sex differences can be mediated by sex steroids
either via exposure during development, as organizational effects, or due to steroid
hormones in adulthood, as activational effects. Early sensitive periods, such as
perinatal and puberty, determine the long-term effects of hormones and establish the
organizational background on which activational effects of sex steroids function in
adulthood (Sisk and Zehr 2005). Additional considerations such as sample source
are important as peripheral and central nervous system concentrations of sex steroids
are not necessarily equivalent or even reflective of one another.

Box 10.3: Classifications of Sex Differences
Sex differences in neuroendocrine-immune (NEI) interactions, particularly in
response to stress, can be categorized into one of three classifications: sexual
dimorphism, convergence, or quantitative/continuous. Sexual dimorphism
refers to a behavioral, physiological, or morphological trait that has two
different, exclusive forms: one in males and one in females. This type of
trait is present in one sex and absent in the other, including male-exclusive
courtship displays and female-specific postpartum aggression (McCarthy et al.
2012). Convergent, or compensatory, sex differences occur when both males
and females exhibit similar behaviors or characteristics, but the contributing
etiologies and underlying neurophysiology differ. An example of a convergent
trait includes the biparental role of prairie voles, which is attributed to the
increase in vasopressin in males and hormonal influences of pregnancy in

(continued)



Box 10.3 (continued)
females that lead to caregiver tendencies (Bangasser and Wicks 2017). In
quantitative sexual differences, the disparate trait exists along a continuum of
which the average male or female response falls separately, with varying
degrees of overlap. Examples of quantitative/continuous sex differences
include male and female responses to fear and stress, food preferences, and
pain sensitivity (McCarthy et al. 2012).
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10.5.1 Sex Chromosome Influences on Design

The effect of genetic factors on sex differences is a relatively new area of study,
facilitated by the pivotal work of Art Arnold and the development of the Four-Core-
Genotypes (Arnold 2020). The Four-Core-Genotypes model is a mouse model in
which mice have been genetically modified such that the Sry gene, which is
responsible for testicular development, is moved from the Y sex chromosome to
another chromosome. The resulting XX mice develop testes, while XY mice, now
lacking Sry, develop ovaries. Comparing these Four-Core-Genotypes mice with
mice lacking the genetic modification reveals a distinction between sex differences
related to sex chromosomes versus those related to gonadal hormones. In other
words, if an endpoint differs by gonadal phenotype, then it is driven by sex steroids.
However, if it differs by chromosome complement, it is driven by genetic variation.
The two modulators may also interact to affect trait expression. Use of this model has
begun to illuminate the sex chromosome complement influence versus the sex
steroid influence on immune function. The origin of the sex difference of pathoge-
nicity of some viruses has been linked to sex chromosome complement (Robinson
et al. 2011) while critical components of immune system development have instead
been linked to sex steroids (Ghosh et al. 2021). Continued work in this area will be
foundational in developing a full understanding of the origin of sex differences in
immune function and understanding the limits of the role of neuroendocrine
mediators.

10.5.2 Organizational Influences of Sex Steroids

The organizational impact of steroids during development has a profound influence
on sex differences observed in adulthood. Steroid biology changes markedly over
the developmental window, including changes in available binding globulins and the
dual roles of many steroids as both primary ligands for receptors and metabolic
precursors for other steroids. For example, while testosterone has masculinizing
effects on the brain and spinal cord of rats and mice, it is the conversion of
testosterone to estradiol by aromatization that is responsible for many of these effects
(McCarthy et al. 2012).
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10.5.3 Activational Influences of Sex Steroid Influences
on Experimental Design

Activational effects of sex steroids are those that are generated by the acute presence
of the steroid hormone and are largely reversible by the removal of the steroid
hormone. For instance, secondary sex characteristics (e.g., facial hair in males) are
enhanced by the acute presence of sex steroids but decrease or removal of those sex
steroids will modify the characteristic, and therefore the impact of sex steroid
variation must be considered in experimental design at least in terms of interpretation
of data, even if not fully incorporated into the design of the groups. Any trait that
varies with the stages of the female reproductive cycle is necessarily classified as
sexually dimorphic, as males lack this long-term cyclic variation. Consequently, the
use of an experimental design that does not consider sex as a factor may be
incomplete. A two-group design, including complete sample sizes for males and
females, can be used to identify similarities and differences between males and
females, but it will not account for the changing levels of female sex steroids
(estrogen and progesterone) that vary across the female estrus cycle. Although a
two-group design provides initial insight into the influence of SABV, interpretations
of the data should acknowledge the limitations of a composite female group which
includes subjects in varying stages of the estrous or menstrual cycle. A more
comprehensive design could use a three-group or five-group design comparing
males and females on days two or four of the reproductive cycle, which allows a
nuanced understanding of potential sex differences (Becker et al. 2005). Realisti-
cally, a robust design of this nature is challenging to fund without demonstration of a
sex difference, and the two-group design, with measurement of female sex steroid
concentrations and histological assessment of cycle stage is an accepted approach for
initial framework building work. Design strategies have also been proposed that
allow for the assessment of effect size and power in smaller groups that can be built
upon to inform design of more comprehensive studies of sex differences (Diester
et al. 2019).

Study of gonadally intact males and females assesses sex-specific traits and
behaviors, including endocrine feedback mechanisms and gonadal secretions, in
the most translationally relevant manner. However, removal of gonads can facilitate
the identification of sex differences as either sex hormone-related or sex
chromosome-related. For example, if sex differences continue post-gonadectomy,
the source can be narrowed down to organizational hormonal exposure, defined as
steroid exposure during development, or variation in sex chromosome complement.
Another commonly used method is to provide hormones to gonadectomized
animals. To test for a male- or female-biased sex difference, researchers may
administer testosterone or estradiol and/or progesterone to both sexes respectively.
If the sex differences diminish, then these variations were likely due to adult gonadal
steroid hormone levels. If sex differences persist, then the role of developmental
steroid exposure and sex chromosome complements should be further explored. It is
critical to emphasize that gonadectomy is a contrived experimental condition and



interpretations should be limited (e.g., it is not appropriate to equate an ovariecto-
mized female rodent to a menopausal human).
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10.5.4 Additional Considerations: Aging and Gender

The global number of people aged 65 and older is expected to double between 2012
and 2050 (United Nations 2019). Sex, defined as the biological differences between
men and women, and gender, defined as the sociocultural standards of masculinity
and femininity, have both influenced the difference in disease rates between males
and females. Adult women are more likely to develop autoimmune disorders than
men, while men are more likely to develop inflammatory diseases such as cardio-
vascular disease. These differences have a plethora of causes, including genetic and
microbiome differences between males and females (Markle et al. 2013; Arnold
2020; Bekhbat et al. 2021). The hormone milieu of females, in particular, changes
significantly with increasing age. Concentrations of steroid hormones such as
estrogen/progesterone and testosterone decrease in females and males, respectively
(Neal-Perry et al. 2010). While some studies have highlighted differences between
pre- and post-menopausal women, very little is known about changes in hormonal
concentrations as they relate to age-related immune changes in males. Possible
interventions, such as using testosterone replacement therapy to modulate immune
response in aged males, have not been thoroughly explored. There is limited research
on the efficacy of immunotherapies for therapeutic use in older men and women to
improve cancer and autoimmunity interventions (Bupp et al. 2018) and these will be
important areas of continued study.

10.6 Perspectives

Attention to the role of sex in the interactions between the neuroendocrine and
immune systems will be critical in the development of robust and reliable
interventions for diseases and disorders that engage the immune system. This
chapter has identified some of the ways that sex can influence neuroendocrine and
immune interactions and highlighted the critical need for consideration of sex in the
design and interpretation of research within this field.

10.7 Key References

Bekhbat et al. (2019, 2021) demonstrate the long-standing effect of stress exposure
during adolescence on the brain and provide a foundational characterization of
the sex differences in manifestation of altered neuroendocrine-immune
interactions.



Bourke et al. ( ) reviews the interactions among sex steroids and the glucocorti-2012
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coid receptor and the critical role of co-chaperones as mediators of these
interactions.

Dhabhar (2018) assesses the impact of short-term activation of the endocrine system
in the enhancement of the immune system.

McCarthy et al. (2012) provides an accessible framework to categorize differences
between the sexes into three categories: sexual dimorphism, sexual convergence,
or quantitative/continuous sex differences.

Rohleder et al. (2001) was the first paper to directly explore the intersection of sex,
acute stress, and immune reactivity in human subjects.

Kennedy et al. (1988) reviewed the influence that interpersonal relationships have on
the impact of short- and long-term stressors on immune reactivity and suscepti-
bility to disease onset.

Bierhaus et al. (2003) was the first to propose a mechanism to connect psychosocial
stress to immune reactivity via the NFĸB adrenergic signaling pathway.
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Abstract

Circadian rhythms are internal manifestations of the 24-h solar day that allow
synchronization of biological and behavioral processes to the external temporal
environment. In mammals, circadian rhythms are generated and sustained by the
hypothalamic master clock, or suprachiasmatic nucleus (SCN). Within the SCN,
a highly coupled network of rhythmically active neuronal and glial oscillators
function to maintain rhythms of approximately 24 h. These circadian rhythms are
set to precisely 24 h by exposure to the light-dark cycle or other external
synchronizers (zeitgebers). Virtually all aspects of physiology display circadian
variation, including immune function. This chapter provides a brief review of the
circadian system. We detail the neuroendocrine and autonomic nervous
mechanisms by which circadian clocks communicate time of day signals to the
immune system and how the immune system can feedback to alter circadian
clocks. Next, we describe daily rhythms in immune function and circadian
regulation of immune cell trafficking. We illustrate the functional relevance of
circadian regulation of immune function via the effects of circadian disruption on
disease. Finally, potential pitfalls and future directions in the field are discussed.
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11.1 Introduction

As a result of the Earth’s 24-h periodic cycling of sunlight and temperature, circadian
rhythms are thought to have convergently evolved to internalize this predictable light
schedule and temporally regulate individuals’ physiology and behavior. By
synchronizing physiology with the Earth’s solar days, organisms can better antici-
pate, adapt, and optimize the timing of biological processes and behaviors, poten-
tially reducing energy expenditure and increasing fitness. Given this evolutionary
advantage, circadian rhythms are highly conserved and exist across all kingdoms of
life - animals (both vertebrates and invertebrates), plants, fungi, protists, archaea,
and even bacteria. From redox reactions and gene transcription to sleep-wake and
feeding behaviors, 24-h rhythms are essential to orchestrating life on Earth (Bhadra
et al. 2017; Edgar et al. 2012; Patke et al. 2020).

In mammals, cellular and system-level rhythms are generated and sustained by an
anterior hypothalamic region of the brain named the suprachiasmatic nucleus (SCN).
Within the SCN, a highly coupled network of rhythmically active neuronal and glial
oscillators function to maintain rhythms of approximately 24-h in the absence of
environmental cues; however, for these rhythms to remain aligned with the Earth’s
periodic cycling of light days and dark nights, the SCN must be entrained through
zeitgebers, or “time givers” (Welsh et al. 2010). Notably, environmental light serves
as the most potent zeitgeber for the SCN. Photic information is transduced by the
activity of intrinsically light-sensitive retinal ganglion cells in the eye that directly
project to the SCN via the retinohypothalamic tract (Berson et al. 2002; Do and Yau
2010; Hastings et al. 2018). This environmental photic information adjusts or
entrains the phase of the SCN’s rhythmic activity (i.e., when it peaks and troughs
within a 24-h period relative to the solar day). The SCN then relays this temporal
information throughout the organism by synchronizing and organizing the rhythmic
activity of a hierarchy of subsidiary oscillators (e.g., both extra-SCN central
oscillators and peripheral oscillators) via hormonal, metabolic and autonomic sig-
naling (Fig. 11.1a) (Mohawk et al. 2012). Although there are many mechanisms in
place to facilitate circadian organization of physiology, the primary molecular
mechanism of entrainment is thought to occur by phosphorylation-mediated activa-
tion of the transcription factor CREB and its subsequent phase shifting of circadian
molecular clock gene transcription (see the following studies for a more in-depth
overview of this mechanism: Albrecht et al. 1997; Gau et al. 2002; Ginty et al. 1993;
Lee et al. 2010; von Gall et al. 1998).

At the molecular level, circadian rhythms are generated and maintained by a
complex series of interlocking transcription-translation feedback loops (TTFLs)
called the “circadian molecular clock.” The molecular clock primarily works to
drive 24-h rhythms in gene and protein expression through transcriptional, post-
transcriptional, translational, and post-translational mechanisms, in turn temporally
organizing nearly all aspects of cellular function (Chaix et al. 2016; Partch et al.
2014; Takahashi 2017). In mammals, transcriptome-wide sequencing studies have
revealed that 43% of the rodent genome exhibits circadian rhythmicity, and approxi-
mately 80% of genes are thought to be rhythmic in primates (Mure et al. 2018; Zhang



et al. 2014). Highly conserved across species, many homologous transcription
factors have been identified and characterized to serve as the basis of molecular
rhythm generation (Dunlap 1999), all sharing a similar function of maintaining
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Fig. 11.1 Circadian rhythms are generated and maintained at both the system and cellular levels.
(a) In mammals, the suprachiasmatic nucleus (SCN) is the principal rhythm-generating endogenous
“clock”, located in the anterior hypothalamus of the brain. Environmental light activates intrinsi-
cally light-sensitive retinal ganglion cells in the eye and this photic information is then relayed
directly to the SCN via the retinohypothalamic tract (RHT). Entrained by this light, the SCN then
coordinates and synchronizes the rhythmic activity of many central (extra-SCN) and peripheral
oscillators (e.g., heart, liver, spleen, GI tract, etc.) through various endocrine, metabolic, and
autonomic signaling mechanisms. Together, this hierarchical circadian system temporally regulates
nearly all physiology and behavior, from sleep-wake and feeding behaviors down to metabolism
and immune function. This temporal organization allows the organism to anticipate, adapt to and
survive in the Earth’s discrete periods of light and dark. (b) In mammals, cellular rhythms are
generated by the circadian molecular clock, a complex series of transcription-translation feedback
loops (TTFLs). At its core, the transcription factors CLOCK (or its paralogue NPAS2) and BMAL1
heterodimerize and bind to E-Box elements to promote the transcription and expression of hundreds
of clock-controlled genes (CCGs). Among these CCGs, CLOCK/NPAS2:BMAL1 drive the expres-
sion of PERs and CRYs, which accumulate in the cytoplasm throughout the day. Into the night,
PER and CRY will eventually heterodimerize and shuttle back into the nucleus to inhibit their own
expression through repressing CLOCK/NPAS2:BMAL1 activity – thus completing the main TTFL.
Alongside the main TTFL, CLOCK/NPAS2:BMAL1 also drive the expression of REV-ERBα and
RORα as one of the auxiliary TTFLs that help sustain and strengthen the molecular clock. These
two nuclear receptors compete at ROR response elements (RRE’s) to competitively regulate the
transcription and expression of BMAL1, CRY1, and many other CCGs – where RORα promotes
expression and REV-ERBα inhibits expression. Taken together, this complex series of interlocking
TTFLs cycles roughly every 24-h and temporally controls nearly all aspects of cellular physiology.
Figure created with BioRender.com
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oscillating feedback loops that regulate downstream clock-controlled genes (CCGs).
Although the molecular clock was first extensively characterized in Drosophila
(Rosato et al. 2006), seminal work that was awarded the Nobel Prize in Physiology
or Medicine in 2017 (Sehgal 2017), here we will primarily focus on the mammalian
circadian molecular clock.
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In mammals, circadian locomotor output cycles kaput (CLOCK), or the CLOCK
paralogue neuronal PAS domain protein 2 (NPAS2), and brain and muscle ARNT-
like protein 1 (BMAL1; encoded by Arntl) serve as integral transcription factors that
drive the positive arm of the core TTFL (i.e., activators of the system, promoting the
transcription of both the negative arm core clock genes, as well as the expression of
clock-controlled genes (Fig. 11.1b) (Hogenesch et al. 1997; Ikeda and Nomura
1997; King et al. 1997; Zhou et al. 1997). Notably, CLOCK/NPAS2 and BMAL1
contain basic helix-loop-helix (bHLH) domains that allow for binding to regulatory
E-box elements to drive transcription of hundreds of clock-controlled genes (CCGs),
genes that are directly or indirectly regulated by the positive arm but do not play a
role in the core clock complex. Period and Cryptochrome serve as the key repressors
in the negative arm of the core TTFL (i.e., repressors of the system, genes when
translated feedback to inhibit transcription of the positive arm core clock genes.)
(Griffin et al. 1999; Shearman et al. 1997). Throughout the day, CLOCK/NPAS2:
BMAL1 heterodimerize in the nucleus to drive the transcription and translation of
Per and Cry genes (Per1, Per2, Per3 & Cry1, Cry2), yielding an accumulation of
PERs and CRYs in the cytoplasm. Into the night, PERs and CRYs heterodimerize,
translocate back into the nucleus, and together repress their own transcription
through inhibition of the CLOCK/NPAS2:BMAL1 complex – completing the feed-
back loop (Shearman et al. 2000). This feedback loop resets upon targeted
ubiquitylation-dependent proteasomal degradation of the PERs and CRYs, relieving
the CLOCK/NPAS2:BMAL1 complex to resume activity again (Gallego and
Virshup 2007). Notably, this self-sustaining TTFL takes roughly 24 h to cycle and
serves to bottom-up coordinate rhythmicity in physiology (Partch et al. 2014;
Takahashi 2017).

Although CLOCK/NPAS2, BMAL1, PER, and CRY are indeed integral to
driving the molecular clock, there are many auxiliary TTFLs that contribute to the
stability and robustness of the molecular clock’s rhythmicity. The most prominent of
these auxiliary TTFLs is the regulation of BMAL1 and CRY1 by reverse-ErbA
alpha (REV-ERBα; encoded by Nr1d1) and RAR-related orphan receptor alpha
(RORα; encoded by Nr1f1). These clock-controlled nuclear receptors compete at
retinoic acid-related orphan receptor response elements (RRE) to regulate the
expression of BMAL1, CRY1, and many other CCGs – where RORα promotes
expression and REV-ERBα represses expression, opposite of each other (Akashi and
Takumi 2005; Preitner et al. 2002). Interlaced with the core TTFL, the RORα and
REV-ERBα feedback loop runs in antiphase with PER expression and has been
shown to both sustain and strengthen the rhythmicity of the circadian molecular
clock through regulating BMAL1 activity and subsequently delaying CRY1 expres-
sion (Bugge et al. 2012; Cho et al. 2012; Pett et al. 2016; Relógio et al. 2011; Ukai-
Tadenuma et al. 2011). This auxiliary TTFL, as well as others, creates a system of



redundancy to not only reinforce the rhythmicity of the molecular clock, but also
protect its function, such that mutation or loss of clock proteins can be compensated
for to minimize interruption to rhythmicity. Importantly, the only clock protein that
cannot be compensated for is BMAL1; loss of BMAL1 in mice (Bmal1-/-
knockouts) entirely abolishes rhythms across the molecular, cellular, and behavioral
levels (McDearmon et al. 2006). Disruption to circadian rhythms by loss of BMAL1
and subsequent molecular clock function results in decreased activity, disrupted
metabolism, impaired immune function, and early mortality (Kondratov et al. 2006;
McDearmon et al. 2006; Sun et al. 2006; Yang et al. 2016). These results further
underscore the critical importance of circadian rhythmicity of physiology for
survival.
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Taken together, circadian rhythms are integral to life on Earth and are regulated
by a dynamic, highly coordinated system of rhythmic signaling entrained to the
environmental light-dark cycle. The SCN is the central endogenous clock in
mammals that serves to transduce environmental light information to generate and
synchronize rhythms in physiology at the system level all the way down to the
cellular level via circadian molecular clock function. While there is extensive
literature on the many physiological processes regulated by this pervasive endoge-
nous time-keeping system, here we will cover (1) the current understanding of how
the circadian system temporally controls immune function in mammals through
neuroendocrine and autonomic nervous system mechanisms and (2) the
consequences of disrupting this circadian regulation, as demonstrated in both clinical
and preclinical studies.

11.2 Rhythms in Immune Function

More than 60 years ago studies began to demonstrate diurnal variations in host
response to lethal immune challenges (Halberg et al. 1960; Shackelford and Feigin
1973). More recently, however, the mechanisms underlying this response have been
uncovered. To date, there is evidence for rhythms in virtually every immune cell type
and aspect of immune function (Labrecque and Cermakian 2015; Man et al. 2016;
Scheiermann et al. 2018; Waggoner 2020). Studies report circadian oscillations in
immune cell trafficking, phagocytosis, secretion of complement, production of
chemokines/cytokines and histamine, and expression of pattern recognition
receptors (He et al. 2018; Keller et al. 2009; Man et al. 2016; Nakamura et al.
2017; Scheiermann et al. 2012, 2018; Silver et al. 2012). Furthermore, the function-
ality of these oscillations has become apparent as there are clear time-of-day effects
in susceptibility to bacterial infections, vulnerability to viral infections, response to
vaccination, and propensity to tumor development (Cermakian et al. 2021; Halberg
et al. 1960; He et al. 2018; Hrushesky et al. 1999; Long et al. 2016; Shackelford and
Feigin 1973; Zhuang et al. 2017).

Circadian rhythms in immune function are well described in both the innate and
adaptive immune systems. For example, the circadian clock regulates the inflamma-
tory immune response in macrophages (Keller et al. 2009). Also, isolated splenic



macrophages demonstrate oscillations in TNF-α and IL-6 secretion following ex vivo
treatment of LPS. Peak expression occurred following isolation during the subjective
day ~ CT8-CT12 (i.e., 8–12 h into the inactive phase) with a ~twofold change from
peak to nadir (Keller et al. 2009). Additionally, isolated splenic macrophages from
adrenalectomized mice display oscillations in TNF-α and IL-6 secretion
demonstrating that glucocorticoid secretion was not responsible for the daily varia-
tion in cytokine production. Rather, the authors concluded that the cell-intrinsic
clock within splenic macrophages likely governs these oscillations. The authors also
reported that ~8% of the macrophage transcriptome oscillates across the day,
including genes that regulate pattern recognition receptors and cytokine secretion
(Keller et al. 2009).
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Additional studies have demonstrated the importance of the cell-intrinsic clock
within macrophages. For instance, BMAL-1 regulates macrophage IL-1β production
(Early et al. 2018). Macrophage-specific BMAL-1 knockout prevents the
oscillations in endotoxin-induced cytokine response in vivo and in cultured cells
(Gibbs et al. 2012). Administration of synthetic nuclear receptor subfamily 1 group
D member 1 (NR1D1 a.k.a REV-ERBɑ) ligand to cultured macrophages suppresses
IL-6 secretion following LPS treatment (Gibbs et al. 2012). The proportion of
macrophages that produce the pro-inflammatory cytokine IL-12 in response to an
LPS challenge is dependent on the phase of the circadian clock (Allen et al. 2019).
Specifically, Allen and colleagues have demonstrated that the relative expression of
Dbp and Nfil3 determines the cells that produce IL-12 following LPS challenge
(Allen et al. 2019). The importance of clock genes in regulating immune function is
not a macrophage-specific trait. Indeed, Per 1 knockout mice display significantly
altered rhythms of IFN-γ and cytolytic factor (e.g., granzyme B/perforin) secretion in
splenic natural killer (NK) cells. Furthermore, BMAL-1 is necessary for optimal
dendritic cell (DC) function as DC-specific BMAL-1 knockout mice lose time-of-
day differences in gut mucosa parasite clearance (Hopwood et al. 2018). The
circadian clock is also necessary for optimal mast cell function. Loss of CLOCK
within bone marrow-derived mast cells abolishes rhythms in histamine production
across the day (Nakamura et al. 2017). Additionally, desynchronization of the clock
via aberrant light/dark cycles or chronic restraint stress prevents daily oscillations in
plasma histamine levels (Nakamura et al. 2017).

For an adaptive immune response to be generated optimal interaction between
antigen-presenting cells and lymphocytes must occur within lymph nodes, the
timing of which has demonstrated functional relevance. For example, intravenous
injections of ovalbumin (OVA) peptide-loaded DCs during the day increased the
number of OVA-specific CD8+ T cells relative to nighttime injections in mice
(Fortier et al. 2011). In addition, immunizing mice with a toll-like receptor 9 ligand
(TLR9) at a time of enhanced TLR9 responsiveness (i.e., when peritoneal
macrophages expressed the highest amount of TLR9) results in an improved adap-
tive immune response as measured by lymphocyte proliferation within the lymph
nodes (Silver et al. 2012). The cell-intrinsic clock is also necessary for optimal T cell
function. Indeed, CLOCKmutant mice display blunted T cell proliferation following
stimulation of the T cell receptor (Fortier et al. 2011). CD8+ T cell specific BMAL-1



knockout abolishes time of day differences in CD8+ T cell response following
vaccination with OVA peptide-loaded DCs (Nobis et al. 2019). Additionally, in a
mouse model of experimental autoimmune encephalomyelitis (EAE), T cell specific
BMAL-1 deletion prevented the previously reported time-of-day differences in
disease severity, which is dependent on the timing immunization in mice (i.e.,
mice immunized during the late light phase have accelerated disease progression)
(Druzd et al. 2017). Rhythms in B cell function are less studied and remain an area of
active investigation. However, studies have demonstrated time-of-day differences in
B cell trafficking to lymph nodes. B cell-specific BMAL-1 knockout abolishes daily
oscillations in B cell trafficking to lymph nodes (Druzd et al. 2017). Furthermore,
similarly to T cells, timing of lymph node trafficking has functional significance, as
immunization during the period of lymphocyte accumulation in LNs enhances
antibody responses (Suzuki et al. 2016).
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11.3 Clock Signaling to the Immune System (Autonomic
and Endocrine Systems)

As detailed above, the mammalian circadian clock (SCN) integrates signals from
photic and other visual cues along with neural and environmental inputs to coordi-
nate both central and peripheral downstream outputs in physiology and behavior. As
a result, the SCN communicates locally by secreting neuropeptides,
neurotransmitters (Kalsbeek and Buijs 2002; Reghunandanan and Reghunandanan
2006), and via direct axonal projections primarily within other hypothalamic nuclei
that consequently relay molecular signals (Gamble et al. 2014; Hastings et al. 2007;
Tonsfeldt and Chappell 2012) to specific brain regions that then facilitate the
circadian outputs in physiology and behavior (Inouye and Kawamura 1979;
Meyer-Bernstein et al. 1999; Silver et al. 1996). However, despite the vast influence
of the SCN on multiple physiological rhythms, its immediate outputs are few
(Vujovic et al. 2015). The SCN primarily communicates within the hypothalamus,
through direct innervation of the subparaventricular zone (SPZ) (Abrahamson and
Moore 2001; Kriegsfeld et al. 2004; Swanson and Cowan 1975), and both direct and
indirect innervation of the dorsomedial (DMH) nuclei (Vujovic et al. 2015). From
these regions, specialized effector neurons relay the cellular message to other brain
regions controlling rhythmic behaviors. The dorsal SPZ projects to the medial
preoptic area which regulates rhythms in body temperature, whereas the ventral
SPZ projects to the DMH, along with GABAergic inputs from the SCN, triggering
humoral and neurotransmitter release to regions governing rhythms in corticosteroid
production (medial paraventricular nucleus; PVN), arousal states (lateral hypotha-
lamic area) (Berthoud and Münzberg 2011; Leibowitz 1970), and sleep (ventrolat-
eral preoptic area) (Arrigoni et al. 2019; Asala et al. 1990; Lu et al. 2001; Mondino
et al. 2021). Thus, lesions to the DMH impair all of these biological rhythms (Chou
et al. 2003). Altogether, these hypothalamic nuclei work in concert to maintain
organism-wide energetic homeostasis.
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The SCN also mediates neuroendocrine (Nader et al. 2010) and autonomic
control (Dibner et al. 2010), primarily via GABAergic (Kalsbeek et al. 2006;
Wang et al. 2003), and vasoactive intestinal peptide-mediated signaling to the
PVN (Jones et al. 2021). These neurons project to corticotropin-releasing hormone
(CRH)-containing neurons of the PVN (Vrang et al. 1995), which in turn, extend to
the median eminence, and secrete CRH to the hypophyseal portal system. These
facilitate the release of adenocorticotropic hormone (ACTH) from the anterior
pituitary. Circulating ACTH then stimulates the adrenal secretion of corticosterone
(Buijs et al. 2003b). Corticosterone, a “stress” hormone, can modulate the immune
response by reducing inflammation; however, sustained or dramatically elevated
corticosterone levels may impair both innate (Gao et al. 2017) and inducible (Stier
et al. 2009) immune responses. Further, glucocorticoids entrain peripheral oscillators
by binding to the promoter region, the glucocorticoid response element (GRE),
resulting in shifted clock gene expression in these tissues (Ramakrishnan et al.
2002). Immune cells are one such example; cytokine production, leukocyte distribu-
tion, cell proliferation, and apoptosis have been proved to be regulated by circadian
variation in glucocorticoid concentrations (Fu and Lee 2003).

Other targets of SCN projections include oxytocin-containing neurons of
the PVN. These, along with CRH-producing neurons, mediate autonomic inputs to
the periphery through direct projections to sympathetic preganglionic neurons of the
intermediolateral column of the spinal cord and in the dorsal motor nucleus of the
vagus (Buijs et al. 2003a; Dibner et al. 2010). Sympathetic innervation of the spleen
and bone marrow elicits a rhythmic norepinephrine (NE) release, which triggers a
similarly rhythmic immune cell response (Bellinger et al. 1993; Cano et al. 2001;
Dokur et al. 2004; Elenkov et al. 2000; Pick et al. 2019). Indeed, various studies have
demonstrated that severing or otherwise losing splenic or bone marrow sympathetic
tracts impair the rhythmic immune response, in both rodents (Logan et al. 2011;
Rosas-Ballina et al. 2008; Pick et al. 2019) and humans (Hoover et al. 2017), further
supporting the understanding that sympathetic innervation mediates the
NE-dependent circadian immune cell activity.

Perhaps the most distinct and well-known SCN-mediated autonomic output is
pineal melatonin release. Melatonin is a sleep-promoting hormone, primarily by
signaling night or “dark” information. During daytime, SCN release of GABA to the
PVN inhibits PVN neuronal activity; however, during the nighttime, a multisynaptic
pathway (SCN → PVN → intermediolateral cell column of the spinal cord →
superior cervical ganglion → pineal gland) stimulates melatonin release (Kalsbeek
et al. 2000). Removal of the GABAergic ‘brakes’ on the PVN allows the PVN to
signal to the intermediolateral cell column of the spinal cord. Next, preganglionic
NEergic neurons project to the superior cervical ganglion, which subsequently
innervate the pineal gland. NE from these fibers then promote the biosynthesis of
melatonin (Fig. 11.2). As it is synthesized by the pinealocytes, melatonin is released
into the blood and CSF (Reiter et al. 2014). Melatonin serves as the endogenous
ligand for two G-protein coupled receptors, MT1 and MT2, and binds to these
receptors both peripherally and centrally to carry out its diverse actions. Specifically
relevant to this chapter, MT2 receptors are present in the spleen and MT1 receptors
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Fig. 11.2 Hypothalamic nuclei, primary neuroendocrine pathways, and output rhythms. (a) The
suprachiasmatic nucleus (SCN) is the central circadian clock regulator, which projects to other
hypothalamic nuclei to initiate the signaling of autonomic and neuroendocrine cascades, concluding
in rhythms in glucocorticoid production, temperature, activity, sleep-wake, and feeding. (b The
paraventricular nucleus (PVN) projects to the intermediolateral cell column (IML) of the spinal
cord, from where preganglionic NEergic neurons project to the superior cervical ganglion (SCG),
which subsequently innervate the pineal gland, causing the release of melatonin. The
suprachiasmatic nuclei (SCN) send GABAergic projections to corticotropin-releasing hormone
(CRH)-containing neurons of the paraventricular nucleus (PVN). These extend to the median
eminence (ME), where they secrete CRH to the hypophyseal portal system. These facilitate the
release of adrenocorticotropic hormone (ACTH) from the anterior pituitary (AP). Circulating
ACTH then stimulates the adrenal secretion of corticosterone. Other abbreviations: DMH:
dorsomedial hypothalamus; VMN: ventromedial nucleus; AHN: anterior hypothalamic area; AP:
anterior pituitary: PP: posterior pituitary; Pin: pineal; Mel: melatonin. Figure created with
BioRender.com
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are found in the thymus, spleen, as well as in CD4 T cells, CD8 T cells, B cells, and
monocytes (Slominski et al. 2012; Ren et al. 2017). Melatonin has immunomodula-
tory effects that can act as pro- or anti-inflammatory agents and has been posited to
be an ‘immune buffer’ acting to promote immune response under immunosuppres-
sive conditions, and as an anti-inflammatory agent under excess immunoreactivity
(Carrillo-Vico et al. 2013). For example, melatonin increases survival and improves
outcomes in rodent models of septic shock, reduces mortality following viral
infections, increases antibody titers following vaccination, and can prevent rejection
in experimental models of transplant (for a detailed review on melatonin and the
immune system see Carrillo-Vico et al. 2013). Thus, melatonin exerts a wide range
of actions on the immune system which are dependent on the immune environment
at the time of signaling.
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11.4 Crosstalk Between the Immune System
and Circadian Clock

Signaling between the immune system and the circadian clock is not unidirectional.
There is a clear bidirectional link by which components of the immune system can
alter the circadian clock and lead to changes in behavioral output. Indeed, inflamma-
tion reduces activity rhythms and alters daily body temperature oscillations
(Cavadini et al. 2007; Gegout-Pottie et al. 1999; Laste et al. 2013). Continuous
subcutaneous administration of TNFα for three days significantly reduces locomotor
activity and prolongs rest time (Cavadini et al. 2007). In addition, administration of
lipopolysaccharide (LPS; a cell wall component of gram-negative bacteria), tumor
necrosis factor (TNF), or interleukin-1 beta (IL-1β) phase-shifts activity rhythms
(M Leone et al. 2012; Marpegán et al. 2005). However, this only occurs when
animals are treated during the early active phase (Marpegán et al. 2005), and in the
case of LPS is toll-like receptor-4 dependent and can be blocked via pretreatment
with a TNF-α soluble receptor I antagonist (M Leone et al. 2012; Paladino et al.
2010).

Immune signaling can alter the circadian system at both the level of the SCN or
peripheral clocks. Weekly intraperitoneal (i.p.) LPS administration for 60 days
dampened SCN activation following photic stimulation (Palomba and Bentivoglio
2008). In addition, six days of subcutaneous injections of interferon-α (IFN-α;
2 MIU/kg) prevented photic induction of Per mRNA in the SCN (Ohdo et al.
2001). Photic induction of Per mRNA in the SCN was only abolished when
IFN-α was administered at ZT12 and not ZT0 (Ohdo et al. 2001). Furthermore,
independent of photic induction, subcutaneous administration of IFN-α altered the
rhythms of Bmal1, Clock, Per 1, Per 2 and Per 3 mRNA within the SCN. A similar
suppression of Per 1 and DBP mRNA within the SCN was described following a
single intravenous injection of LPS (1mg/kg) (Okada et al. 2008). In vivo, intrave-
nous LPS administration (100 μg/kg) at ZT14, but not ZT2, or i.p. injection of LPS
(5mg/kg) at ZT5 significantly increased SCN neuronal activation (measured via
c-Fos) (Beynon and Coogan 2010; Guerrero-Vargas et al. 2014). A similar increase



in c-Fos expression within the SCN was reported following a single active phase
ICV injection of interferon-γ (IFN-γ) + TNF-α (Sadki et al. 2007). Co-culture of
SCN slice preparations with LPS + IFN-γ + TNF-α reduced the frequency, but not
amplitude, of the excitatory postsynaptic events (Lundkvist et al. 2002). Similarly,
SCN co-cultured with IFN-γ alone lowered the average spike frequency and signifi-
cantly reduced the Per1-Luc rhythm amplitude in individual SCN neurons (Kwak
et al. 2008). The effects of immune signaling are not restricted to SCN neurons as
other brain structures demonstrate time of day differences in c-Fos expression
following an immune stimulus (Mul Fedele et al. 2020).

11 Biological Clocks and Immune Function 259

Importantly, astrocytes within the SCN respond to immune signals and may serve
as an interface for immune-circadian signaling (Leone et al. 2006). TNF-α applied to
cultures of SCN astrocytes altered both the phase and amplitude of PER2-Luc
expression rhythms (Duhart et al. 2013). ICV injection of conditioned media from
TNF-α treated SCN astrocytes at CT15 induced phase delays in activity rhythms and
SCN activation in control mice, but not in tumor necrosis factor receptor 1 (TNFR-1)
mutant mice (Duhart et al. 2013). Microglia within the SCN also respond to cytokine
signaling. ICV injections of IFN-γ + TNF-α increased the number of microglia
(measured by F4/80+ and CD11b+) and altered the morphology of microglia within
the SCN (Bentivoglio et al. 2006; Deng et al. 2010). The studies examining the
effects of immune signals on astrocytes and microglia within the SCN were obtained
under rather artificial conditions (i.e., in vitro or ICV). Therefore, the physiological
relevance remains to be examined, due to the high dose of cytokines or whether SCN
glia are altered under basal conditions.

Immune signaling can also alter peripheral clocks. A single i.v. injection of LPS
(0.045 μg/kg) is sufficient to transiently synchronize clock gene expression in equine
peripheral blood (Murphy et al. 2007). Co-administration of phenylbutazone, a
non-steroidal anti-inflammatory drug that inhibits prostaglandin PGE2 synthesis,
and LPS prevented synchronized clock gene expression. Ex vivo treatment of
peripheral blood mononuclear cells (PBMC) with LPS or PGE2 did not result in
synchronized clock gene expression (Murphy et al. 2007). This suggests that the
effects of LPS synchronization of clock genes in peripheral blood may be due to
indirect actions on PBMCs. In humans, a single i.v. bolus of LPS (2 ng/kg) substan-
tially (80–90%) reduced clock gene expression (Clock, Cry1-2, Per2-3, CSNK1ε,
Rora, and Rev-erb) in peripheral blood leukocytes, neutrophils, and monocytes for
up to 17 h post-infusion, irrespective of the time of administration (Haimovich et al.
2010). Similar disruptive effects on peripheral clock genes have been reported in
rodent studies. Indeed, a single i.v. injection of LPS (1mg/kg) at ZT1 transiently
suppressed clock gene expression (Per1, Per2, DBP) within the liver (Okada et al.
2008). In addition, reduced Per1 and Per2 expression in the heart following LPS
administration has been reported (Yamamura et al. 2010). Furthermore, subcutane-
ous administration of IFN-α significantly altered Per expression within the adrenal
glands and liver at ZT12, but not ZT0 (Ohdo et al. 2001).

Together, these studies suggest that the SCN and peripheral clocks are responsive
to immune signaling. However, there are some caveats that should be considered.
First, the current data demonstrate that the SCN and peripheral clocks are altered



following an immune challenge/cytokine treatment; whether there is neuroimmune
modulation of the circadian system under basal conditions remains to be determined.
There is clear evidence that the SCN expresses receptors for several cytokines in a
resting immune state, and these receptors display daily oscillations in expression
(Beynon and Coogan 2010; Sadki et al. 2007). However, much work is needed to
discover the role, if any, that these systems may play in maintaining and setting the
circadian phase and output. For instance, mice lacking IL-1 or type I IFN receptors
demonstrate unaltered body temperature and activity rhythms (Bohnet et al. 2004;
Furuzawa et al. 2002). Also, the data demonstrate that the timing of the immune
challenge plays an important role in the response of the circadian system, particu-
larly the SCN. The SCN is primarily responsive to immune challenges during the
early active phase of nocturnal animals and is less responsive or non-responsive to
immune challenges during the rest phase; there are some exceptions to this phenom-
enon (Boggio et al. 2003; Guerrero-Vargas et al. 2014). Future studies should
ascertain whether diurnal animals display altered daily sensitivity to immune
challenges and determine the phase relationship relative to nocturnal animals. The
role of immune signaling altering the biological clock is not yet fully understood.
However, the putative role described by Cermakian and colleagues is likely. The
authors argue that similarly to locomotion, temperature, and melatonin secretion,
which have been demonstrated to exert feedback onto the SCN, immune humoral
factors might interact with the SCN and subtly adjust entrainment and adaptation to
environmental cues to aid in disease recovery (Cermakian et al. 2013). There are also
data supporting this idea, as ablation of the SCN following an immune challenge
leads to an exacerbated inflammatory response (Guerrero-Vargas et al. 2014).
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11.5 Circadian Control of Immune Cell Trafficking

Immune cells display daily variations in both blood circulation and tissue surveil-
lance. Broadly, blood leukocyte counts peak during the behavioral rest phase of
animals (Pick et al. 2019). This effect has been demonstrated across multiple
nocturnal and diurnal species including humans, mice, rats, and hamsters
(Ackermann et al. 2012; Born et al. 1997; Dimitrov et al. 2009; He et al. 2018;
Pelegrí et al. 2003; Prendergast et al. 2013). The number of circulating blood
leukocytes is controlled via two mechanisms. First, the egress of leukocytes from
hematopoietic organs (e.g., the bone marrow), which increases counts within the
blood, and second, the migration of leukocytes from the blood into tissues, which
decreases cell counts. Egress from the bone marrow primarily occurs during the rest
phase of an organism (Lucas et al. 2008; Méndez-Ferrer et al. 2008). The migration
of leukocytes into peripheral organs generally occurs during the active phase of
individuals (He et al. 2018; Scheiermann et al. 2012). Egress and migration together
are responsible for the peak of blood leukocyte counts occurring during the behav-
ioral rest phase of animals (Fig. 11.3).

The mechanisms governing daily oscillations in egress of hematopoietic stem
cells (HSCs) and their progenitors from the bone marrow have been well described



(Lucas et al. 2008; Méndez-Ferrer et al. 2008). Circulating HSC and their
progenitors oscillate antiphase with the expression of CXCL12 within the bone
marrow; HSCs peak in the general circulation about 5 h into the rest phase and
reach their nadir approximately 5 h into the active phase (Méndez-Ferrer et al. 2008).
CXCL12 expression is controlled via daily oscillations in norepinephrine secretion
by the sympathetic nervous system and is clock-gene dependent as Bmal-1-/- mice
fail to demonstrate oscillations in CXCL12 expression (Méndez-Ferrer et al. 2008).
Specifically, secretion of norepinephrine from sympathetic nerves that innervate the
bone marrow signal to stromal cells via the β3-adrenergic receptors resulting in
decreased nuclear Sp1 transcription factor and the rapid downregulation of CXCL12
(Méndez-Ferrer et al. 2008). In addition to CXCL12, its receptor CXCR4 is also
under circadian control (Lucas et al. 2008). CXCR4 expression on HSCs is
synchronized with CXCL12 secretion from bone marrow stromal cells. Furthermore,
similarly to CXCL12, oscillations in CXCR4 are clock-gene dependent, as Bmal-1-/-

mice fail to demonstrate oscillations in CXCR4 expression on HSCs and are
responsive to alterations in the circadian cycle via continuous light or conditions
of jet lag (Lucas et al. 2008). As expected, circadian oscillations in CXCR4
expression are antiphase in humans and mice. In addition to sympathetic nervous
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Fig. 11.3 Daily Rhythms in Blood Leukocyte Concentrations. The number of circulating blood
leukocytes is controlled via the egress of leukocytes from hematopoietic organs (e.g., the bone
marrow), which increases counts within the blood, and the migration of leukocytes from the blood
into tissues, which decreases cell counts. Egress from the bone marrow primarily occurs during the
rest phase, whereas emigration into tissues occurs primarily during the active phase. This holds true
for both nocturnal (e.g., most mice and rats) and diurnal (e.g., humans) species. Figure created with
BioRender.com

http://biorender.com


system regulation of HSC bone marrow egress, recent studies have demonstrated a
role for parasympathetic signaling as well (García-García et al. 2019). Specifically,
García-García et al. (2019) reported that at night, which corresponds to the active
phase of mice, parasympathetic cholinergic signals dampen sympathetic noradren-
ergic tone and decrease bone marrow egress of HSCs and leukocytes in mice.
Additionally, parasympathetic activity triggered by light onset inhibits bone marrow
vascular cell adhesion and homing, thus further promoting the release of cells within
the blood during the rest phase of mice (García-García et al. 2019).
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Circadian control of bone marrow egress is not specific to HSCs (García-García
et al. 2019; Scheiermann et al. 2012). Indeed, monocytes also display daily
variations in CXCR4 expression which control their release from the bone marrow
(Chong et al. 2016). Alternatively, CXCR4 expression regulates bone marrow
homing in neutrophils and some T cell subsets (Casanova-Acebes et al. 2013;
Dimitrov et al. 2009; Zhang et al. 2015). Blockade of CXCR4 expression on
neutrophils abolishes oscillations of neutrophils within the blood (Casanova-Acebes
et al. 2013). In humans, naïve CD4+ and CD8+ T cell subsets in blood demonstrate a
daytime nadir (Dimitrov et al. 2009). The numbers of naïve CD4+ and CD8+ T cells
negatively correlate with cortisol rhythms (i.e., antiphase) and decrease after cortisol
administration. Notably, naïve CD4+ and CD8+ T cells express the highest amounts
of CXCR4, and CXCR4 expression is upregulated following cortisol administration.
Thus, it is likely that daytime increases in cortisol act via CXCR4 to redistribute
naïve T cells to the bone marrow linking the HPA-axis with daily rhythms in
leukocyte concentrations within the circulation (Dimitrov et al. 2009).

In addition to examining daily alterations in egress from and homing to the bone
marrow, much research has been conducted examining circadian oscillations in
leukocyte migration to lymph nodes and other tissues (Druzd et al. 2017; He et al.
2018; Scheiermann et al. 2012; Shimba et al. 2018; Suzuki et al. 2016). As
mentioned, leukocyte migration into peripheral tissues primarily occurs during the
active phase. Similarly to the egress of leukocytes from the bone marrow, local
sympathetic signals play major roles in the recruitment of leukocytes in tissues
(Scheiermann et al. 2012). Perivascular sympathetic nerves act on
β-adrenoreceptors expressed by endothelial cells and lead to tissue-specific
oscillations in endothelial cell adhesion molecules and chemokine expression. Spe-
cifically, endothelial cell expression of CCL2 and ICAM-1 within skeletal muscle
and endothelial cell P- and E-selectins, CXCL12 and VCAM-1 within the bone
marrow are modulated via sympathetic signaling (Scheiermann et al. 2012). These
effects are clock-gene dependent as circadian rhythms in leukocytes counts within
the blood and tissues are absent in Bmal-1-/- mice (Scheiermann et al. 2012).
Subjecting mice to an experimental jet lag paradigm abolishes circadian oscillations
in the expression of ICAM-1 and in the recruitment of leukocytes to skeletal
muscles. Furthermore, experimental jet lag eliminates leukocyte homing to the
bone marrow during the active phase (Scheiermann et al. 2012). To date, the most
thorough study demonstrating and describing circadian oscillations in immune cell
trafficking was performed by He and colleagues (He et al. 2018). The authors first
assessed oscillations in endothelial cell adhesion molecules in eight different tissues



(thymus, spleen, lymph node, liver, skin, gut, lung, and Peyer’s patches). They
demonstrate that oscillations in endothelial cell adhesion molecules are tissue-
specific. However, each tissue displays oscillations of at least one of the cell
adhesion molecules examined (ICAM-1, ICAM-2, VCAM-1, P-selectin,
E-selectin, CD44), and when assessed as a whole, endothelial cell adhesion molecule
expression peaks during the active phase. This corresponds with previous studies
demonstrating the nadir of blood leukocyte counts occurring during the active phase
(Ackermann et al. 2012; Born et al. 1997; Dimitrov et al. 2009; He et al. 2018;
Pelegrí et al. 2003; Prendergast et al. 2013). In addition to oscillations in endothelial
cell adhesion molecules, there are also leukocyte-specific oscillations in
pro-migratory factors (i.e., adhesion molecules and chemokine receptors (He et al.
2018)). Oscillations in leukocyte numbers were most sensitive to blockade of
adhesion molecules, CD49d (α4-integrin) or L-selectin and chemokine receptor
CXCR4. Administration of AMD3100, a CXCR4 antagonist, prevented oscillations
in all assessed leukocytes (He et al. 2018). When examining tissue-specific homing
following adoptive transfer, the authors demonstrate significant homing to the bone
marrow, lymph nodes, spleen, liver, and lungs. However, there was little homing to
the gut, skin, or thymus (He et al. 2018). Furthermore, each subset of leukocytes
demonstrated a distinctive capacity in homing to tissues (detailed in He et al. 2018).
Notably, knockout of BMAL-1 in leukocytes or endothelial cells abolished daily
oscillations in immune cell trafficking, demonstrating that rhythmic recruitment is
clock gene dependent (He et al. 2018).
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In sum, it is apparent that there are circadian oscillations in blood leukocyte
counts and migration of leukocytes into tissues. This occurs via multiple
mechanisms working in concert. For example, signaling of the autonomic nervous
system to the bone marrow to regulate egress and sympathetic nerves acting on
β-adrenoreceptors expressed by endothelial cells, which leads to tissue-specific
oscillations in endothelial cell adhesion molecules and chemokine expression,
allowing the emigration of leukocytes. Additionally, daily cortisol rhythms can
alter leukocyte expression of CXCR4 and redistribute these cells to the bone
marrow. Both regulation of egress and emigration of leukocytes are clock-gene-
dependent and sensitive to disrupted circadian rhythms.

11.6 Effects of Disrupted Circadian Rhythms on Disease

The immune system is heavily regulated by circadian rhythmicity, both directly,
through cellular and molecular cues that either promote or inhibit the production and
activity of immune cells, or indirectly, by environmental changes that modulate
those cellular pathways. These findings are based on epidemiological studies,
clinical observations (e.g., in those engaged in night shift work), and through
translational research using nonhuman animals. In animal studies, disruption to the
circadian clock via light at night, sleep deprivation, mistimed eating and jet-lag or
selective disruption via core clock gene knockouts or SCN ablation indicates the
important role the circadian system plays in the regulation of immune function.



Furthermore, this work has provided insights to the pathophysiological immune
responses evoked by the disrupted clock. We primarily focus on cancer as a well-
studied immunopathological disease with distinct circadian controls, but this is not
the only disease affected by disrupted circadian rhythms (Hou et al. 2020). A number
of studies also implicate direct effects of disrupted circadian rhythms on functional
immune responses (e.g, Walker et al. 2019). Below we discuss data from epidemio-
logical studies tracking health outcomes in nurses and other night shift workers, as
these populations often experience multiple forms of circadian disruption, such as
exposure to artificial light during the nighttime, sleep deprivation, mistimed eating,
and social jet-lag.
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Shift work is characterized by working during hours other than the commonplace
“9 to 5.” Night shift work impairs many physiological processes, including the
incidence of various cancers, such as endometrial (Viswanathan et al. 2007), prostate
(Arafa et al. 2021; Behrens et al. 2017; Conlon et al. 2007; Du et al. 2017; Gan et al.
2018; Kubo et al. 2006), colon (Kloog et al. 2009; Schwartzbaum et al. 2007;
Wichert et al. 2020) and breast (Hansen 2017; Kloog et al. 2008, 2010) cancer.
Further, the risk of development of these is elevated with the frequency of rotating
night shifts worked (Schernhammer et al. 2001, 2006; Wegrzyn et al. 2017), as well
as by the total of years working night shifts (S. Davis et al. 2001; Schernhammer
et al. 2001, 2003; Viswanathan et al. 2007); women who worked night shifts for
more than 6 months of a year had increased risk of developing breast cancer (Hansen
2001; Schernhammer et al. 2001). Marked circadian rhythms in cortisol
(Abercrombie et al. 2004; Sephton et al. 2000) and distinct 24 h rest-activity phases
(Mormont et al. 2000) are significant predictors of survival and quality of life. One
caveat when interpreting these results is that night shift workers experience more
than one simultaneous source of disrupted circadian rhythms, thus complicating
identification of specific molecular pathways and mechanisms that underlie disease
development and progression. Nonetheless, impaired biological rhythms contribute
to the development of diseases, at least partially, through alterations to homeostatic
immune pathways. However, controlled experimental studies, mostly in rodents,
have begun to uncover some of the cellular mechanisms linking disrupted circadian
rhythms and cancer.

In both human and rodent studies, sleep deprivation (Graves et al. 2003; Irwin
et al. 2010; Mullington et al. 2010; Richardson and Churilla 2017), forced
desynchrony (Cuesta et al. 2016) and simulated jet-lag (Chen et al. 2021) are
common experimental tools used to elicit hindered rhythms, with output measures
of immune responses, learning, memory and general activity, among others. Studies
in humans of sleep deprivation between 24 and 69 h, and intermittently for up to
5 days, have reported increased neutrophils and monocytes (Born et al. 1997;
Boudjeltia et al. 2008; Dinges et al. 1994; Heiser et al. 2000; Kuhn et al. 1969).
Elevation of these primary immune response cells, along with elevated
concentrations of IL-1β, IL-6, and TNF-α, reflected an exacerbated immune
response that was associated with increased pain- sensitivity in healthy volunteers
(Haack et al. 2007) and elevated C-reactive protein (CRP), an inflammatory marker
associated with cardiovascular disease (Meier-Ewert et al. 2004). However, other



studies assessing the same inflammatory markers in healthy volunteers present less
consistent data. For instance, males allowed to sleep a total of 4 h per day, in 2 h
intervals over 4 days, showed no increase in these markers (Shearer et al. 2001),
however, another study that limited sleep to 4 h per night over 10 days reported
elevated IL-6 concentrations with no effects on TNF-α (Haack et al. 2007). Another
two studies subjecting participants to only 4 h of sleep per night reported increased
IL-6 and CRP in both sexes (Meier-Ewert et al. 2004), with elevated TNF-α levels
only in men (Vgontzas et al. 2004). Various factors may have contributed to the
apparent discrepancies in these studies, despite all subjects being classified as
healthy volunteers. For example, variations in activity and/or stress levels prior to
initiation of the study, or other lifestyle factors such as smoker status or dietary
habits (timing of meal intake and caloric composition) may have contributed to the
disparate outcomes. Further, individual differences in endogenous neuroendocrine
rhythms can modulate circulating cytokines and neutrophils. Finally, it is worth
noting that most of these studies analyzed a very small number of participants
(~20–30), which can accentuate individual differences.
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Animal models have provided some perspective into the underlying association
between disrupted circadian rhythms and cancer. At the molecular level, clock gene
expression regulates various tumor suppressor genes (Davis et al. 2019; Fu and Lee
2003; Soták et al. 2013); thus, tumor progression successfully downregulates clock
genes in the affected tissues. Similarly, disruption of the splenic molecular clock by
hampered sympathetic innervation results in altered rhythms in cytokines and
cytolytic factors in NK cells and splenocytes (Logan et al. 2011). Hindering of the
molecular clock at the central (SCN) level, or by means of environmental disruption,
similarly affect levels of circulating immune cells. SCN ablation or rhythm disrup-
tion by experimental chronic jet-lag alter daily rhythms in total circulating lympho-
cyte, which is associated with an exacerbated tumor growth rate (Aiello et al. 2020;
Filipski et al. 2003, 2006; Guerrero-Vargas et al. 2017; Inokawa et al. 2020;
Yasuniwa et al. 2010). On the other hand, inducing circadian rhythmicity in the
tumor microenvironment by dexamethasone administration triggers renewed rhyth-
mic clock gene expression, resulting in more cells in G1, rather than S phase
(Kiessling et al. 2017). Moreover, modulating entrainment cues, such as exercise
(Eschke et al. 2019) or timed-feeding (Walker et al. 2021), restrict growth (Eschke
et al. 2019) and energetic supply (Walker et al. 2021), thus reducing the growth
efficiency of tumors. Together, these data suggest that, although dysfunctional
environmental cues and/or malfunctioning molecular circadian systems negatively
affect immune cell response, this process is dynamic, and can be modulated at
various levels.

11.7 Conclusions, Pitfalls, Future Directions

In summary, daily rhythms exist across all aspects of the immune system. The
organization of these rhythms is determined by individuals’ diurnal or nocturnal
nature. For example, disrupting circadian rhythms by exposure to light at night



impairs both innate and adaptive immune function in invertebrates, birds, and
rodents with robust pineal melatonin rhythms. In contrast, in diurnal rodents and
nocturnal species lacking robust pineal melatonin rhythms, light at night may
enhance some features of innate and adaptive immune systems. Because nocturnal
rodents are the most common species used in studies investigating the effects of
nighttime light exposure on immune function, it is important to recognize their
limitation in translating the results to humans. To the extent possible, future studies
should pivot and focus on diurnal rodents with robust pineal melatonin rhythms to
model interactions between circadian rhythms and immune function in humans.
Also, future studies should ascertain whether diurnal animals display altered daily
sensitivity to immune challenges and determine the phase relationship relative to
nocturnal animals (Cermakian et al. 2013).
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Another potential pitfall is that the vast majority of studies cited above were
conducted on males. Future studies should be conducted on both sexes to provide a
more realistic biological perspective on circadian rhythms and immune function.
This is also critical because of the significant sex differences in both immune
function and circadian rhythms, particularly given the role of sex hormones in
regulating immune responses (Taneja 2018).

Finally, few studies examined report the time of day of tissue collection or
immune challenge. Time-of-day is a crucial biological variable in biomedical
research. Time-of-day should be considered in all analyses and reported to improve
reproducibility of studies and to provide the appropriate context to the conclusions.
Despite strong daily fluctuations in immune function, physiology, and behavior,
most studies of neuroendocrinology and immune function conduct tissue and blood
sampling during the light phase of nocturnal animal models. Given the circadian
regulation of immune function and the renewed call for time-of-day reporting in all
biological studies (e.g., Nelson et al. 2021), future studies must be required to report
time of day. A long-term, but achievable, goal would involve clinical studies that
elucidate the best time of day for patients to take anti-inflammatory or other drugs
that affect immune function to optimize drug efficacy.

11.8 Key References
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Abstract

Body surfaces are colonized by an enormous array of microbes collectively
referred to as the microbiota. In the past decade, there has been an increase in
research activity directed toward understanding the importance of microbiota for
human health and disease. This research activity has clearly established that the
commensal microbiota play an essential role in the development and maintenance
of physiological processes, including neuroendocrine and immune responses,
throughout life. Although our understanding of exactly how these microbes
exert their effects on the host is still in its infancy, multiple pathways have been
identified in recent years. These pathways are described here, along with a
description of some of the tools needed for their study.
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12.1 Introduction

Body surfaces are colonized by a vast array of microbes that are collectively referred
to as the microbiota. The relatively recent development of next-generation, high
throughput “Omic” techniques has led to our understanding that these microbes
contribute to nearly every aspect of host physiology, ranging from digestion and
absorption of nutrients from the diet to regulation of immune responses and devel-
opment of the brain and behavior. Despite our newfound appreciation of the
importance of the microbiota for maintaining health, or contributing to disease,
our understanding of the biological pathways through which the microbiota exert
their effects is still burgeoning. This review will discuss the gastrointestinal
(GI) microbiota and pathways through which they can impact neuroendocrine and
immune responses.

12.2 The Microbiota

Every surface of the body is colonized by microbes, including the skin, oral cavity,
respiratory tract, and reproductive tract. But, the vast majority of microbes in the
body reside within the GI tract as part of the GI (or commonly referred to as the gut)
microbiota. The upper regions of the GI tract, namely the stomach and duodenum,
maintain relatively low bacterial numbers ranging from 102 bacteria in the stomach
to 104 bacteria per gram in the duodenum. Low levels of bacteria are maintained in
these regions through normal physiological processes, such as the low gastric pH,
secretion of bile into the duodenum and the relatively rapid motility in these upper
GI locations (Berg 1996). In more distal regions, however, such as the ileum and the
colon, motility slows and bacterial numbers range from 106 in the ileum to over 1012

bacteria per gram in the colon (Berg 1996) (Fig. 12.1). When considered in total,
there are approximately three times as many bacteria as there are human cells in the
body (Jones et al. 2014).

In addition to having a large number of bacteria in the intestine, there is also a
large diversity of bacteria. The human body can harbor between 500 and 1000
different species of bacteria. These bacteria primarily belong to 11 different phyla
(i.e., Bacteroidetes, Firmicutes, Actinobacteria, Proteobacteria, Verrucomicrobia,
Fusobacteria, Spirochaetes, Tenericutes, Chlamydiae and Synergistetes (Hugon
et al. 2015)), but the majority of bacteria (~85%) belong to the Bacteroidetes and
Firmicutes, with Proteobacteria, Actinobacteria, Verrocomicrobia and Fusobacteria
also commonly found (Bilen et al. 2018; Eckburg et al. 2005; Hugon et al. 2015; Li
et al. 2014). Despite belonging to a relatively small number of bacterial phyla, the
bacterial species found in the body are genetically diverse. As a result, when all
members of the microbiome are considered together, there are approximately
150 times as many bacterial genes that can be expressed in the body as there are
genes in the human genome (Qin et al. 2010).

Although this chapter focuses on bacteria, and bacteria have been the most widely
studied members of the microbiome in relation to host neuroendocrinology,



neuroimmunology, and behavior, it is important to remember that prokaryotic
microorganisms (that do not have a nucleus and includes Archaea in addition to
bacteria), eukaryotic microorganisms (that do have a nucleus and includes the myco-
(i.e., fungal) biome) and viruses (which are non-living entities and comprise the
virome) are all part of the microbiome. The importance of the virome for health and
disease has become apparent in recent years (Liang et al. 2022), but our
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Fig. 12.1 Gut microbiota and neuroendocrine-immune interactions. Both the abundance and
the diversity of microbes are low in proximal portions of the intestine (i.e., stomach and upper small
intestine), but in more distal regions of the intestine (i.e., distal small intestine and large intestine)
bacterial abundance and bacterial diversity significantly increase. In addition, intestinal microbial
diversity and abundance are low in early infancy but increase into adulthood (bottom panel). There
is a layer of mucus that lines intestinal epithelial cells and secretory immune components, such as
secretory IgA and antimicrobial peptides, are embedded in the mucus to keep bacteria spatially
separated from the intestinal epithelium. In addition, there are tight junctions between epithelial
cells to prevent microbes from entering the body. Neuroendocrine activation can lead to reductions
in mucus and secretory immunity and disrupt intestinal tight junctions allowing microbes or
microbial products (like LPS) to translocate into the body and triggering a low-grade activation
of macrophages, neutrophils, and lymphocytes. Neuroendocrine activation, or neuroendocrine-
immune activation, can also disrupt microbial communities in the intestine leading to changes in
the production of microbial metabolites, such as vitamins, tryptophan metabolites, glutamate/
GABA, and short-chain fatty acids. These metabolites can significantly alter immune system
activity (such as by altering the cytokine IL-22 which regulates antimicrobial peptide secretion)
or the neuroendocrine system (such as by stimulating the vagus nerve)



understanding of the human gut virome is underdeveloped, in part because of
technical challenges with characterizing the virome using nucleic acid sequencing
(Garmaeva et al. 2019). However, it is thought that there are approximately as many
viral-like particles (defined as particles that are presumed to be viruses (often by their
genetic sequence) but have not been verified as replication competent) as there are
bacteria in the gut, with many additional prophages (defined as genetic material
predicted to be viral that is integrated into a bacterial genome) (Hoyles et al. 2014;
Shkoporov and Hill 2019). The impact of these viruses on the host is not well
understood, but they can have indirect effects by changing the host bacteriome
(Gregory et al. 2020; Jahn et al. 2019). The fungal mycobiome is present in much
lower numbers, but fungal overgrowth (e.g., Candida yeast) has been linked to
various disease states and has the capacity to affect the brain and behavior (Markey
et al. 2020). Future studies will benefit from a comprehensive view of all members of
the microbiome community, many of which are often overlooked.
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12.2.1 Genetic Tools for Microbiome Characterization

The human microbiome is highly individualized, and its structure is typically
characterized in terms of diversity. Alpha diversity is an assessment of the richness
(i.e., the number of types of bacteria in a community) and evenness (i.e., the
distribution of individual bacterial types) in a specific sample or group of samples,
whereas beta diversity assesses differences in microbial community composition
between groups/individuals. In general, alpha diversity assesses how many different
types of bacteria are found in a group of individuals, whereas beta diversity assesses
how many different bacterial types are shared or distinct between groups of
individuals. This diversity can be assessed using genetic tools, the most basic of
which is 16S rRNA gene sequencing (Finotello et al. 2018) (Table 12.1). With this
approach, a variable region of the bacterial 16S rRNA gene (often variable region
4, or V4) is amplified using PCR, and the PCR amplicons are then sequenced. This is
done because the 16S rRNA gene is unique to bacteria (i.e., eukaryotes have an 18S
rRNA that is genetically distinct from the bacterial 16S rRNA) and because the 16S
rRNA gene consists of variable and non-variable regions for which designed primers
are used to bind the non-variable region (found in all bacteria) and to amplify
variable regions (that are unique to specific bacteria). The 16S rRNA sequences
are then aligned to databases of known bacterial 16S rRNA gene sequences and the
taxonomy (typically to the genus level) and the relative abundances of bacteria in the
samples are determined. This allows one to characterize bacterial diversity and
relative abundances within a single sample (Finotello et al. 2018).

Bacterial diversity in the intestine is very low early in the lifespan, but diversity
significantly increases at later ages (Dominguez-Bello et al. 2011). The developing
fetus is largely devoid of large numbers of bacteria. Although whether there is fetal
bacterial colonization has been a subject of debate (Perez-Munoz et al. 2017; Zakis
et al. 2022), what is clear is that during birth, the infant is exposed to maternal and
environmental bacteria that are the first to colonize the newborn. These microbes



(continued)
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Table 12.1 Tools for microbiome research

“Omic” tools What it captures Strengths Weaknesses
16S rRNA gene
sequencing

• Sequence of short
region of 16S rRNA
gene

• Preferred for
characterizing
community
composition

• Bacterial species
are not able to be
identified
consistently

• Overall microbial
community structure

• Unable to
determine what
bacterial genes are
present

• Relative abundances
of individual bacterial
taxa

Shotgun
metagenomic
sequencing

• Sequence of short
regions of all bacterial
DNA in a community

• Characterizes what
bacteria are capable of
doing based on gene
abundances and
MAGs

• Unable to
determine functional
state of bacteria
(only their genetic
potential)

• Abundance of
bacterial genes in a
community

• Bacterial genomes
inferred from
metagenome-
assembled genomes
(MAGs)

Metatranscriptomics • Characterizes genes
being expressed
within an entire
bacterial community

• Provides a snapshot
of bacterial gene
expression at the time
of sampling

• Bacterial gene
expression can be
very transient and
sensitive to multiple
signals

• Offers insight into
what bacteria are
doing

• Not all expressed
genes are translated

Proteomics/
metabolomics

• Characterizes all of
the proteins and/or
small molecules
within an
environment

• Identifies
compounds within a
microenvironment
that may have
important biological
outcomes

• Many proteins and
metabolites are
produced by both the
host and its
microbiota making it
difficult to determine
the nature of host–
bacterial
interactions.

Animal models Approach Strengths Weaknesses
Germfree/
gnotobiotics

• Germfree (not
colonized or
previously exposed to
any type of microbe)
or gnotobiotic
(colonized by a single
microbe or a defined

• Germfree mice are
relatively easy to
colonize with a
specific microbe or
microbial consortium
providing greater
experimental control

• Host physiology
develops abnormally
in the absence of
microbes



microbial consortium)
animals compared to
conventional animals

dominate in the infant, thus, alpha diversity in the neonate is very low. However, as
the infant develops, the microbiome becomes more diverse and is shaped by both
intrinsic factors (e.g., host genetics, digestive physiology, immune functioning) and
extrinsic factors (e.g., mode of delivery, antibiotic use, and diet (formula
fed vs. breastfed)). As the infant begins to eat a more consistent adult-like diet,
diversity increases even more and a microbial structure develops that is relatively
stable throughout later childhood and into adulthood (Dominguez-Bello et al. 2011).
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Table 12.1 (continued)

• Specialized
vivarium and
approaches required;
labor-intensive

Antibiotic-treatment • Antibiotic cocktails
administered to
conventional animals
to disrupt the
commensal
microbiota

• Unlike germfree
animals, conventional
animals have normal
physiological
development prior to
disrupting the
microbiota

• Antibiotic cocktails
do not completely
eliminate the host
microbiota

• Used alone or prior
to administering an
experimental
microbe/microbial
consortium

• Newly
administered
microbes or
microbial consortia
may have difficulty
engrafting and/or
persisting

Pre/probiotics • Prebiotics
administered to alter
bacterial abundances
and/or bacterial
activity

• Ability to modify
beneficial bacteria is
highly translational
when successful

• Approaches are not
always targeted and
mechanisms of
action are not always
clear

• Probiotic
administered to study
how specific microbes
impact host immunity
and physiology

• Probiotics do not
easily colonize hosts
and must be
administered
repeatedly

When bacterial diversity and community composition are “altered” it is often
referred to as “dysbiosis”. Although widely found throughout both the lay and
scientific literatures, the appropriateness and usefulness of this term has been
debated (Brussow 2020; Hooks and O’Malley 2017; Tiffany and Baumler 2019).
Olesen and Alm (2016) even argue that the term is based on prescientific thought and
is not useful in more modern microbiome science (Olesen and Alm 2016). Many of
the problems with the term dysbiosis revolve around the fact that the microbiome is
highly individualized in humans. As a result, it is not yet clear what distinguishes a



“normal” microbiome from a “dysbiotic” microbiome. We conceptualize dysbiosis
as a difference or change in microbial community composition that has been
experimentally verified to be causally linked to an effect on host physiology. This
is the conceptualization that will be used here.
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While determining microbial community structure can be insightful for determin-
ing whether a specific treatment or condition is related to changes in the microbiome
(Fuhrman 2009), it is really differences in microbiome function that are important for
understanding the microbiome’s role in host physiology. Differences in microbial
community structure imply differences in community function (Fuhrman 2009),
with the function of a community referring to the biological effects of the
microbiome on the microbial community itself (such as nutrient flow between
bacteria) or the biological effects on the host (O’Hara and Shanahan 2006). It has
been known for decades that the microbiome has positive (as well as negative)
influences on the host, with perhaps the most well-studied influence being protection
from invading pathogens (Bailey 2012). Common microbiota, including
Bifidobacterium and Lactobacillus species are known to prevent pathogen coloniza-
tion and can increase protective immune responses (Bailey 2012). More recently,
however, it has become evident that the microbiota can impact multiple physiologi-
cal processes that impinge on neuroendocrine-immune interactions.

12.2.2 Tools to Characterize Microbial Community Functions

Microbial community function can be inferred from microbial community composi-
tion using predictive software (for example Douglas et al. (2020)), but determining
the genetic potential of the microbiome (i.e., the metagenome), the expression of
genes (i.e., the metatranscriptome), or the production of proteins and small
molecules (i.e., the proteome and metabolome) can provide greater insight into
microbiome function (Franzosa et al. 2015, 2018) (Table 12.1). Shotgun
metagenomic sequencing is a sequencing approach wherein all the bacterial genes
within a sample can be sequenced and characterized (Sharpton 2014). This allows
for the determination of gene abundances within a community, or can be used to
assemble the genomes of specific bacteria to create metagenome-assembled
genomes (MAGs) (Goussarov et al. 2022). If sampled deeply enough, these
MAGs describe the genetic capability of all bacteria in a community. Thus, more
information is gleaned from this approach, compared to traditional 16S rRNA gene
sequencing, because it allows for the characterization of the taxonomy and the
genomic functional potential from the bacterial population (Franzosa et al. 2015).

Metagenomics and the analysis of MAGs are powerful tools in microbiome
research, but these approaches do not describe what bacteria are doing, only what
bacteria are capable of doing. In contrast, metatranscriptomics, which entails directly
sequencing the microbial community transcript pool, specifically messenger RNA
(mRNA), can be used to identify which genes are being expressed within a microbial
community (Shakya et al. 2019) (Table 12.1). This approach can provide an impor-
tant snapshot of microbial community function, but this technology is still



developing and does have some significant limitations. For example, bacterial
mRNA transcripts exhibit varying levels of stability and genes may be expressed
for varying lengths of time (ranging from several seconds to several minutes) based
on bacterial replication and environmental conditions, such as temperature, nutrient
availability, and oxygen levels (Vargas-Blanco and Shell 2020) that are commonly
affected during disease and dysbiosis. Ultimately, this complicates
metatranscriptome characterization and interpretation and makes sampling
considerations crucial (Franzosa et al. 2015).
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An alternative to metatranscriptomics is the use of proteomics and metabolomics,
which avoid the issue of mRNA stability and can be used to characterize all of the
proteins or metabolites in a specific microbial community (Misheva et al. 2021)
(Table 12.1). The most commonly used metabolomics platforms involve
characterizing all of the compounds in a sample based on mass and charge, using
Mass Spectometry (MS). The mass and charge of the molecules are then compared
to various databases to identify the compounds, classify metabolic functions, and
reconstruct metabolic pathways within the sample. When used with metagenomic
sequencing, it is possible to determine which genes are present (and possibly
expressed), along with which gene products are produced (Franzosa et al. 2015).
Through the use of inter-omic software (Liu et al. 2021), it is becoming increasingly
possible to differentiate bacterial from host products and determine which bacterial
products differ between groups and individuals. It is these bacterial products that
have the capacity to affect the host.

12.2.3 Neuroendocrine Effects on Microbiome Stability

The adult intestinal microbiota form climax communities, wherein the members of
the community have reached a steady/balanced state as a result of ecological
successions involving the selection of microbes best adapted for their given niche
(Huffnagle 2010). During homeostasis, climax communities are largely stable and
the types of bacteria, and their relative proportions within the community, remain
relatively constant and resistant to change (Allison and Martiny 2008). However,
there are multiple factors that can disrupt microbial community composition, includ-
ing disease, medications, antibiotics, and diet. Of interest to the topic of this chapter,
neuroendocrine activation can impact gut microbiota composition. This has been
studied in multiple contexts, including multiple studies in rodents, nonhuman
primates, and humans, that demonstrate that exposure to stress can lead to changes
in microbiome structure and function.

Multiple studies in rodents show that behavioral stressors, including prenatal
restraint stress, maternal separation, social defeat, physical restraint, overcrowding,
tail shock, and chronic subordinate housing, change gut microbiome structure and
function (Antonson et al. 2020; Bharwani et al. 2016; Gur and Bailey 2016; Gur
et al. 2016, 2018; Jasarevic et al. 2015, 2017; Maslanik et al. 2012; Reber et al.
2016). The mechanisms by which this occurs are not yet defined, but it is known that
microbes can recognize and respond to neuroendocrine factors. Early studies



focused on neuroendocrine factors related to the stress response, including those
involved with the sympathetic nervous system (SNS) and the hypothalamic-
pituitary-adrenal (HPA) axis. Activation of the SNS leads to the release of
catecholamines, i.e., norepinephrine and epinephrine, from nerve terminals in
innervated organs or from the medulla of the adrenal gland (respectively). The
catecholamines are largely responsible for the classical fight or flight response to
stress, including increasing vigilance, heart and breathing rate and blood flow to
essential organs (e.g., brain, heart, and lungs) and peripheral muscles. This arm of
the stress response is activated almost instantaneously, whereas activation of the
HPA axis occurs over the course of several minutes and leads to the release of
glucocorticoids (namely cortisol in humans or corticosterone in laboratory rodents)
from the adrenal cortex. The glucocorticoids are necessary for maintaining high
glucose levels in the body to help support the fight or flight response (Russell and
Lightman 2019).

12 Influence of the Gut Microbiota on Neuroendocrine-Immune Interactions 287

Bacteria are able to respond to stressor-induced neuroendocrine factors of the
SNS and HPA axis. This was first described for pathogenic bacteria, such as Yersinia
enterocolitica and pathogenic Escherichia coli, that have significant increases in
growth and enhanced production of virulence factors when in vitro, serum-based
growth media are supplemented with norepinephrine, epinephrine, or dopamine
(Bansal et al. 2007; Freestone et al. 2002; Lyte et al. 1997; Vlisidou et al. 2004).
While multiple studies have focused on catecholamines (Hughes et al. 2009; Moreira
et al. 2016; Moreira and Sperandio 2012; Pullinger et al. 2010; Sandrini et al. 2010),
it is also recognized that glucocorticoids can affect bacterial metabolism (Morris and
Brem 2019; Morris and Ridlon 2017). Although it is recognized that these neuroen-
docrine factors can reach the lumen of the intestine, further work is needed to
determine the extent to which hormones can impact gut microbiota in vivo. It is
highly likely that luminal neurotransmitters and hormones directly affect bacteria
in vivo, since early studies showed that chemical sympathectomy, which increased
norepinephrine levels in the intestine acutely, also led to increases in commensal
E. coli (Lyte and Bailey 1997). More recently, Moreira et al. (2016) showed that the
murine pathogen, Citrobacter rodentium, which is very closely related to entero-
pathogenic E. coli, has a decreased ability to colonize mice lacking dopamine
β-hydroxylase, which is needed to produce norepinephrine and epinephrine (Moreira
et al. 2016). This study demonstrates that host catecholamines directly affect intesti-
nal luminal bacteria.

12.2.4 Involvement of the Immune System in Neuroendocrine
Effects on the Microbiome

The neuroendocrine system may also have a more indirect effect on the microbiome
by acting on host immune and physiological factors known to shape the microbiome.
A single layer of epithelial cells separates intestinal microbes from the interior of the
body. Given the enormous number of bacteria in the intestine, it is not surprising that
the epithelial barrier is reinforced. The intestine is lined with a protective layer of



mucus comprised of glycosylated mucins that are constitutively produced and
secreted by goblet cells. Exposing mice to a social defeat stressor significantly
reduces mucus thickness (Allen et al. 2022; Jaggers et al. 2022). This reduction in
mucus thickness was associated with significant changes in intestinal epithelium
gene transcription, especially of genes related to immune activation and the produc-
tion of antimicrobial peptides (Allen et al. 2022; Jaggers et al. 2022). Antimicrobial
compounds, such as defensins, lysozym, and regenerating islet-derived protein
3 (Reg3) are secreted into the intestinal mucus layer to help prevent bacterial
penetration (Bevins and Salzman 2011; Meyer-Hoffert et al. 2008; Vaishnava
et al. 2011). As a result, intestinal bacteria are kept spatially separated from intestinal
tissue, and antimicrobial peptides shape the microbiome (Hooper 2015). Although
stress has been shown to alter the production of antimicrobial peptides (Allen et al.
2022), whether this is due to the effects of glucocorticoids and catecholamines has
not been extensively studied. However, glucocorticoids have the potential to affect
antimicrobial peptides. For example, glucocorticoid treatment increased beta-
defensin production by respiratory epithelial cells in the absence of pathogen
challenge but decreased beta-defensins in the presence of a pathogen (Marin-
Luevano et al. 2021).
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Antimicrobial peptide secretion is strongly influenced by cytokine signals, with
the cytokine IL-22 playing a prominent role. IL-22 belongs to the IL-10 family of
cytokines (Parks et al. 2015) and exerts its action by binding to the IL-22 receptor
(Dumoutier et al. 2000; Kotenko et al. 2001; Xie et al. 2000). When IL-22 binds to
its receptor on epithelial cells, it leads to the secretion of antimicrobial peptides (e.g.,
Reg3β and Reg3γ) by epithelial cells (Zheng et al. 2008), as well as expansion of
intestinal stem cells (Lindemans et al. 2015). Thus, it is not surprising that IL-22 has
been found to have multiple effects on microbiome composition. For example,
administering IL-22 antibody to ex-germfree mice significantly microbiome compo-
sition (Nagao-Kitamoto et al. 2020). Likewise, mice lacking the IL-22 receptor have
significant differences in microbiome composition (Gaudino et al. 2021) that
increase susceptibility to intestinal pathogens (Pham et al. 2014). Although the
effects of hormones and neurotransmitters on IL-22 secretion have not been well
studied, it is known that calcitonin-gene related peptide upregulates IL-22 produc-
tion by γ/δ T cells (Peng et al. 2022), whereas glucocorticoids can induce apoptosis
in IL-22 producing CD45+CD90+ innate lymphoid cells (Shaler et al. 2021). In
animals exposed to experimental stressors, IL-22 levels have been found to be
increased (Elkhatib et al. 2022; Li et al. 2022) or decreased (Shaler et al. 2021).
The discrepant effects of stress exposure on IL-22 levels may be dependent upon gut
microbes, which can produce metabolites of the amino acid tryptophan to stimulate
IL-22 release through activation of the aryl-hydrocarbon receptor (AhR) (Pernomian
et al. 2020; Safe et al. 2020; Zelante et al. 2013). Undoubtedly, IL-22 and subsequent
antimicrobial peptides are important components of the brain-gut axis, but further
research is needed to fully understand how these factors impact health and disease.

In addition to antimicrobial peptides, immunoglobulin A (IgA) helps to shape
microbial communities. In response to the cytokines IL-4, IL-5, IL-6, and IL-10, IgA
+ plasmablasts synthesize and release dimeric IgA (Cerutti and Rescigno 2008;



Pabst 2012). In the intestine, the IgA is passed into the lumen of the intestine as
secretory IgA (sIgA) (Cerutti and Rescigno 2008; Kaetzel et al. 2017; Mowat and
Agace 2014; Pabst 2012). The sIgA plays a role in neutralizing pathogens as well as
commensal microbes. Although the majority of commensal microbes bind to sIgA
with low affinity, during inflammatory conditions coating of gut bacteria with sIgA
is increased to reduce bacterial invasion (Chen et al. 2020; Li et al. 2020;
Macpherson et al. 2015; Pietrzak et al. 2020). Multiple studies demonstrate that
stress can change sIgA in the intestine, with most (Eriksson et al. 2004; Jarillo-Luna
et al. 2007; Liu et al. 2012; Martinez-Carrillo et al. 2011), but not all (Aguilera et al.
2013; Reyna-Garfias et al. 2010) studies showing that stress decreases intestinal
sIgA. Both the HPA axis and the sympathetic nervous system are thought to
contribute to stress-induced reductions in sIgA, since adrenalectomy completely
prevented, and treating mice with a glucocorticoid receptor antagonist (i.e.,
RU-486) or with a sympathetic neurotoxin (i.e., 6-hydroxydopamine) partially
prevented the stress-induced reduction in sIgA (Jarillo-Luna et al. 2007). In studies
assessing the microbiome, concomitant changes in the microbiome suggest that the
stress-induced effects on sIgA impact the microbiome (Aoki-Yoshida et al. 2016;
Rengarajan et al. 2020).
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12.2.5 Neuroendocrine-Immune Effects on the Microbiome
in Humans in Humans

The effects of neuroendocrine hormones and immune system activity on the human
bacteriome have not been studied, but there is evidence to support that stress affects
microbiome composition in humans. For example, in a study of Japanese medical
students, it was found that exam stress significantly reduced Bifidobacterium relative
abundance (Nishida et al. 2019). Although few studies have examined the
microbiome in response to specific stressors, there have been multiple studies that
have tested whether perceived stress is related to microbiome composition, and the
results have been mixed. In one study, individuals with different levels of perceived
stress were not found to have any differences in microbiome composition (Kleiman
et al. 2017). However, others have found perceived stress to be related to
microbiome differences. Interestingly, these associations were dependent upon the
ancestry of the host. In caucasian women, higher levels of perceived stress were
associated with higher relative abundances of Clostridium and Ruminococcus, but
lower relative abundances of Fusobacterium. However, this pattern was reversed in
black women (Carson et al. 2018). It is important to note, however, that this study
did not control for factors, such as diet, that may be related to race and ethnicity,
making it difficult to discern whether there are differences in the relationship
between perceived stress and the microbiome in these populations. However, other
studies have also found a relationship between perceived stress and the microbiome.
For example, perceived stress has been studied in individuals with inflammatory
bowel disease, which is characterized by chronic intestinal inflammation. In both
adult (Humbel et al. 2020) and pediatric patients (Mackner et al. 2020) with



inflammatory bowel disease, perceived stress was associated with significant
changes in microbiome composition. Although the specific bacterial genera that
were associated with perceived stress were different in adults and children, the study
still demonstrates significant associations between perceived stress and the
microbiome in individuals with chronic intestinal inflammation.
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Exposure to stressful stimuli may have stronger effects on microbiome composi-
tion early in the life span compared to later in life, since stable climax communities
have not yet developed in the young infant. In support of this, early life stressors
have significant effects on microbiome composition in animal models (Bailey and
Coe 1999; Jasarevic et al. 2015; O’Mahoney et al. 2009; Park et al. 2021). Support
for early life stress effects on the microbiome is evident in humans as well. For
example, a study of neonates in a neonatal intensive care unit found that higher
levels of neonatal infant stressors were associated with differences in the
microbiome compared to infants with lower exposure to neonatal infant stressors
(D’Agata et al. 2019). Studies of adverse childhood events have also found that
individuals with higher childhood adversity had differences in the microbiome than
individuals with lower childhood adversity. Interestingly, these microbiome
differences were evident in adulthood even though the adversity occurred in child-
hood (Hantsoo et al. 2019), demonstrating that early life stress can have lasting
effects on microbiome composition.

Anxiety and depression are common sequelae to chronic stress, and it is now
evident that in addition to stress, both anxiety and depression have been linked to
changes in the gut microbiome. For example, depression has been associated with
increases in Bacteroidales and Alistipes (Jiang et al. 2015; Naseribafrouei et al.
2014), whereas Prevotella have been found to be decreased (Jiang et al. 2015; Kelly
et al. 2016). Microbiome composition has also been found to be distinct in patients
with irritable bowel syndrome and comorbid anxiety (De Palma et al. 2017), and in
patients with obsessive compulsive disorder, the relative abundances of
Oscillospira, Odoribacter, and Anaerostipes were found to be lower than in healthy
controls (Turna et al. 2020). Although there is an increasing number of studies
demonstrating differences in intestinal bacteria in individuals with high levels of
stress, anxiety, depression, and other emotional and neurological disorders, the
mechanisms by which this occurs are not yet clear. Because stress, anxiety, and
depression are associated with changes in neuroendocrine axes and sympathetic
nervous system activity, it is tempting to speculate that changes in intestinal bacteria
occur through effects of hormones and neurotransmitters directly on bacteria, or
indirectly through changes in immune system activity. However, these neuroendo-
crine factors can also change gastrointestinal physiology. For example, the secretion
of gastric acid in the stomach (Yang et al. 2000), motility in the small and large
intestine (Tache et al. 2001; Tache and Perdue 2004; O’Malley et al. 2010;
Shigeshiro et al. 2012), are altered through HPA and SNS activation. Because
gastrointestinal physiology strongly influences which types of bacteria can reside
within the intestine, as well as the level to which those microbes can grow (Berg
1996), it is likely that changes in gastrointestinal physiology are additional factors
linking the brain and behavior to changes in the gut microbiota. Importantly, these



interactions are often bidirectional. Early studies regarding interactions between the
brain and gut microbes were correlational in nature; thus, addressing causality of the
interactions has been difficult (Cryan and Mazmanian 2022). As a result, researchers
have developed additional tools to determine pathways by which neuroendocrine
systems and gut microbiota interact.
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12.2.6 Tools to Assess the Impact of the Microbiome on the Host

“Omic” studies provide a rationale for suggesting that gut bacteria are related to
neuroendocrine functioning, but these studies are limited by their largely correla-
tional nature. Thus, experimental methods have been developed to test causal
relationships between gut microbes and host physiology. The most direct way to
test whether a microbe affects host physiology is to simply administer the microbe
and test the host. However, it is extremely difficult to introduce a new bacterium into
an established microbial ecosystem due to colonization resistance, defined as the
resistance to colonization by ingested bacteria or inhibition of overgrowth of resident
bacteria normally present at low levels (Lawley and Walker 2013). In order for
newly administered/ingested bacteria to colonize the intestine, they must survive the
low pH of the stomach, locate a suitable niche for growth in the intestine, and
outcompete the already established microbiota for access to nutrients (Lawley and
Walker 2013). This is a formidable task for commensal microbes. An alternative
approach would be to selectively remove bacteria to study their effects on the host.
However, it is currently not possible to selectively remove specific bacterial types
from a microbial community due to a lack of specificity of available tools (e.g.,
antibiotics). As a result, researchers have relied on the use of germfree mice, which
can be colonized by a single microbe or by a defined microbial consortium
(Table 12.1). Germfree mice have been born and raised in sterile environments
and fed sterilized food and water. They have never come into contact with any
microbes, and as a result are easily colonized by experimental bacteria. Mice
colonized with defined microbes, which are then referred to as gnotobiotic mice,
can be tested to determine the effects that a specific microbe or a specific microbial
consortium has on host physiology (Table 12.1). Although these mice are incredibly
useful and are increasingly used in microbiome research, it must be noted that
microbes are necessary for normal animal development. As a result, germfree mice
have underdeveloped immune systems and multiple abnormalities in brain and
behavioral responses (Kennedy et al. 2018). Consequently, studies exclusively
using germfree and/or gnotobiotic models must be interpreted with caution.

An alternative approach to the use of germfree mice is the use of antibiotics to
disrupt the microbiome (Table 12.1). Antibiotics are not specific enough to eliminate
a single species (or even genus) of microbes, and contrary to popular belief, antibi-
otic cocktails do not remove all bacteria from a host. However, through the use of
broad-spectrum antibiotic cocktails over prolonged periods of time, it is possible to
significantly reduce the number of bacteria in the intestine (Kennedy et al. 2018).
This reduction in bacterial numbers leaves the host susceptible to colonization by



new microbes. Thus, studies can use broad-spectrum antibiotic cocktails to either
determine if bacterial load is related to neuroendocrine-immune outcomes, or to
leave mice susceptible to colonization by newly administered bacteria (or bacterial
consortia). After the new colonization, the host can be studied to determine if the
newly administered bacteria have effects on host physiology. Although this
approach has the advantage that normal, conventional mice are utilized, and thus
the mice have fully developed immune and physiological systems, the newly
administered microbes do not engraft in antibiotic-treated mice as well as they do
in germfree mice (Kennedy et al. 2018). As a result, microbial community composi-
tion is not always easily transferred in antibiotic-treated mice, which can lead to
results that are difficult to interpret.
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The ability of gut microbes to impact neuroendocrine-immune interactions has
also been studied through the use of probiotics and prebiotics (Table 12.1).
Probiotics are traditionally defined as live microorganisms that when administered
in adequate amounts confer a health benefit on the host (Hill et al. 2014). These
microbes are often isolated from healthy humans and are commonly members of the
genus Lactobacillus or Bifidobacterium. Prebiotics, on the other hand, are substrates
that are selectively used by host microorganisms that confer a health benefit (Gibson
et al. 2017). Prebiotics are often fibers that cannot be digested by the host but can be
broken down by bacteria. Commensal probiotic bacteria commonly break down
these fibers. Thus, prebiotics often have beneficial effects because they enhance the
growth and/or activity of probiotic bacteria (Gibson et al. 2017). There are now
multiple studies suggesting that prebiotics and probiotics can positively impact the
neuroendocrine and immune systems to improve mental health and wellbeing
through mechanisms involving the brain-gut-microbiota axis which are described
below.

12.3 The Brain-Gut Microbiota Axis

12.3.1 The Brain-Gut Axis

There is extensive bidirectional communication between the brain and the gut, such
that activity in one impacts activity in the other. Gastrointestinal functioning is
highly influenced by the autonomic nervous system (both the sympathetic and
parasympathetic branches) as well as the HPA axis. The autonomic nervous system
interacts with the enteric nervous system (ENS), which is the intrinsic nervous
system within the gastrointestinal tract. The ENS is comprised of two neuronal
plexi in the intestine, i.e., the submucosal and the myenteric plexi, which coordinate
intestinal motility and intestinal secretions (Furness et al. 2014). Interneurons that
signal between the plexi allow the intestine to function independently of the brain
through reflex circuits that detect physiological conditions of the gastrointestinal
tract, integrate signals pertaining to physiological conditions, and trigger appropriate
secretory and motility responses. Homeostasis in the intestine is maintained by the
enteric nervous system, but when challenged, intestinal dysregulation induces



autonomic nervous system activity that can lead to altered motility and intestinal
secretions (Wehrwein et al. 2016). Because the microbiome is affected by gut
motility and secretions, enteric nervous system activity can have significant effects
on the gut microbiome. These effects, though, are bidirectional, and stimulation of
the enteric nervous system, such as through mechanoreceptors or chemoreceptors,
can lead to activation of the autonomic nervous system (Furness et al. 2014). Thus,
the enteric nervous system is a key component of microbe-host interactions with
specific mechanisms discussed below.
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The CNS and the ENS are strongly influenced by gastrointestinal hormones that
are mainly secreted by endocrine cells throughout the epithelium of the stomach and
small intestine in response to specific nutrients in the intestinal lumen. These
enteroendocrine cells are diverse, with each cell type secreting different molecules.
For example, cholecystokinin (CCK) is released by duodenum and jejunum
enteroendocrine cells called I cells in response to the presence of fatty acids in
food being digested (called chyme). The CCK binds to receptors in the stomach
(to reduce gastric emptying) and in the pancreas (to increase pancreatic enzyme
secretion), which ultimately facilitates digestion and absorption (Borovicka et al.
1997; Schwizer et al. 1997). The CCK also binds to receptors in pancreatic ducts to
relax the ducts while stimulating the contraction of the gallbladder to enhance the
passage of the digestive enzymes from the pancreas into the duodenum where they
will break down fats (Borovicka et al. 1997). The CCK can also stimulate vagal
afferent pathways in the CNS to reduce food intake (Smith et al. 1981). Once fats are
broken down into monoglycerides or free fatty acids that can be absorbed into the
body, CCK is no longer secreted. Similarly, glucagon-like peptide 1 (GLP-1) and
peptide YY (PYY) are released from jejunum enteroendocrine cells (specifically L
cells) (Habib et al. 2013) in response to luminal glucose and protein (respectively)
(Spreckley and Murphy 2015). The GLP-1 and PYY can bind to receptors in the
hypothalamus to inhibit food intake (Abbott et al. 2005; Turton et al. 1996) as well as
in the stomach to decrease gastric emptying and the pancreas to increase insulin
secretion (Spreckley and Murphy 2015). While the importance of these hormones
for digestive physiology and related diseases (e.g., obesity) has been well studied
(Kuhne and Stengel 2019), interactions with gut microbes have been relatively
unexplored. However, it has been shown that CCK antagonists can affect gut
microbes in a murine model of nonalcoholic steatohepatitis (NASH) (Gay et al.
2022 and that a GLP-1 receptor agonist can change bacterial abundance in the
murine cecum (Kato et al. 2021).

12.3.2 Influence of Microbes on Gut-Derived Peptide Hormones
and Immune System Activity

There is increasing recognition that microbes and their products can influence the
secretion of gut-derived hormones. For example, many bacteria can ferment
polysaccharides leading to the production of short-chain fatty acids (e.g., acetate,
propionate, and butyrate) (Tingirikari 2018). These SCFAs are known to have



beneficial effects on the host, including anti-inflammatory effects, energy homeosta-
sis effects and effects on lipid and carbohydrate metabolism (De Vadder et al. 2014;
Tan et al. 2014). Intestinal L cells express G-protein coupled receptors for SCFA’s
(Holst 2007; Holzer et al. 2012; Samuel et al. 2008), and bacterial colonization in the
gut leads to the release of GLP-1 and PYY through G-protein coupled receptor-
dependent mechanisms (Samuel et al. 2008). In addition, administering prebiotics
such as inulin-type fructans that result in increased bacterial SCFA production also
increases GLP-1 and PYY in healthy individuals (Cani and Delzenne 2009; Cani
et al. 2009). These data indicate that bacterial SCFAs can increase GLP-1 and PYY.
Short-chain fatty acids are not the only way in which the microbiota may impact
gut-derived peptide hormones. For example, bacterial-produced caseinolytic prote-
ase B stimulates the secretion of PYY in culture (Dominique et al. 2019a, b) and
reduces food intake, body weight gain and fat mass in obese mice, which are
physiological effects related to PYY signaling (Legrand et al. 2020). In addition,
lipopolysaccharide (LPS) produced by Gram-negative bacteria can reduce CCK
signaling (de La Serre et al. 2015), demonstrating multiple ways in which gut
bacteria can influence gut hormone release and functions.
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Not only are there interactions between gut-derived hormones and the
microbiome, but also between these hormones and immune system activity.
Although it is not heavily studied, mice lacking the T cell receptor alpha chain
have a decrease in CCK, 5-HT, and PYY enteroendocrine cells in infancy, showing
that there are immune to enteroendocrine cell interactions (Rubin et al. 2000).
However, there is more evidence for enteroendocrine-to immune effects. For exam-
ple, CCK has been shown to disrupt cytokine production in dendritic cells (Jia et al.
2014) and helper T cells (Oiry et al. 1997; Zhang et al. 2014). CCK can also affect B
cells (Zhang et al. 2011), and interestingly the reduction in IgA that commonly
occurs with parenteral nutrition can be prevented via the administration of CCK
(Genton and Kudsk 2003; Hanna and Kudsk 2000). Agonists of the GLP-1 receptor
have been studied for use as anti-inflammatory therapies (Yang et al. 2021). Activa-
tion of the GLP-1 receptor can significantly reduce inflammatory cytokine produc-
tion by LPS-stimulated neutrophils (including IL-1β, IL-6, TNF-α, and IFN-γ
(Yanay et al. 2015; Yusta et al. 2015) as well Th2-type cytokines such as IL-4,
IL-8, and IL-13 produced by eosinophils (Mitchell et al. 2017). Fewer studies have
focused on the effects of PYY on immune system activity, but in early studies,
physiologically relevant concentrations of PYY were shown to significantly increase
peritoneal macrophage phagocytosis (De la Fuente et al. 1993). It is likely that
gut-derived peptide hormones can mediate some of the interactions between gut
microbes and immune system activity, but the extent of these interactions and their
importance for maintaining health or precipitating disease needs further study.

12.3.3 Gut Microbes and the Gut-Brain Axis

While there have been ample studies showing that exposure to stress, and the
ensuing neuroendocrine response, can impact the gut microbiome, it was not until



the pioneering study by Sudo et al. that it became evident that the gut microbes also
impact the neuroendocrine system (Sudo et al. 2004). In this study, germfree mice
had higher adrenocorticotrophic hormone (ACTH) and corticosterone responses to a
restraint stressor than did conventional mice. Interestingly, colonizing the mice with
commensal bacteria, but not with bacteria that were potentially pathogenic,
normalized ACTH and corticosterone responses to stress (Sudo et al. 2004). This
colonization, however, had to occur early in life; colonization later in life did not
normalize the HPA response to stress (Sudo et al. 2004). There are now multiple
studies demonstrating that gut microbes can impact HPA axis activity (Clarke et al.
2013; Crumeyrolle-Arias et al. 2014; Neufeld et al. 2011). These studies spurred
research into the role of gut microbes in the gut-brain axis.
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12.3.3.1 The Vagus Nerve and Gut Microbe to Brain Signaling
Early studies of microbial influences on gut-brain signaling suggested that bacterial
stimulation of the vagus nerve may be a key component (Figure 12.1). Colonizing
specific pathogen-free mice with a bacterium not typically found in the murine gut,
i.e., Campylobacter jejuni, led to the development of anxiety-like behavior. In
addition, c-Fos expression in the cell bodies of vagal afferents suggested that
bacterial stimulation of the vagus nerve could lead to behavioral changes (Goehler
et al. 2005, 2007, 2008). In support of this contention, studies on the mechanisms of
action of prebiotics and probiotics have provided evidence of bacterial activation of
the vagus nerve. For example, healthy rats given the prebiotic 2’-fucosyllactose have
improvements in cognitive behavior (as assessed by operant conditioning), but these
effects could be abolished by subdiaphragmatic vagotomy (Vazquez et al. 2016).
Similarly, Shank3B-/- mice, which are commonly used to model behavioral deficits
consistent with autism spectrum disorder, have improvements in social behavior
when given L. reuteri; this effect is prevented by subdiaphragmatic vagotomy
(Sgritta et al. 2019). From a cellular level, it is evident that probiotic bacteria can
stimulate neurons in the myenteric plexus, which contains vagal afferents (Perez-
Burgos et al. 2013). It is important to note, however, that not all bacterial effects on
the brain and behavior are due to signaling through the vagus nerve. This was
evident in early studies when Bercik et al showed that colonizing germfree Balb/C
mice with microbiota from NIH Swiss mice increased exploratory behavior and
hippocampal brain-derived neurotrophic factor (BDNF). Interestingly,
subdiaphragmatic vagotomy did not prevent this effect (Bercik et al. 2011). While
more research is needed to understand how gut microbes can impact the brain and
behavior through vagal-dependent pathways, this study illustrated that there are
additional mechanisms by which gut microbes can impact the brain and behavior.

12.3.4 Interkingdom Communication Through the Use of Common
Ligands and Receptors

Molecules used by mammals as neurotransmitters and hormones are found through-
out nature. For example, catecholamines have been identified in plants (Kulma and



Szopa 2007), insects (Pitman 1971), and fish (Guerrero et al. 1990). As a result, these
molecules in higher-level organisms are thought to have evolved from lower-level
organisms, even single-cell organisms like bacteria, that have the genetic capacity to
produce them (Roth et al. 1982). For example, acetylcholine (Stephenson and
Rowatt 1947), histamine (Devalia et al. 1989; Masson et al. 1996; Thomas et al.
2012), serotonin (Hurley et al. 1971; Kuley and Ozogul 2011; Kuley et al. 2011),
and the catecholamines (Asano et al. 2012; Kuley and Ozogul 2011; Kuley et al.
2011; Tsavkelova et al. 2000) have been identified in a wide diversity of bacteria.
Germfree mice have significantly lower levels of biologically active catecholamines
in the intestinal lumen compared to conventional mice, but colonizing the germfree
mice normalized luminal catecholamine levels (Asano et al. 2012). Although these
studies suggest that the secretion of these molecules may directly contribute to host
behavioral and immune responses, the extent to which this occurs is influenced by
multiple factors, as outlined below.
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12.3.4.1 Tryptophan and Its Metabolites
The neurotransmitter serotonin (5-HT) is produced from tryptophan and is a promi-
nent signaling molecule throughout the body. Intestinal enterochromaffin cells are
the major source of 5-HT in the body, which is released in response to chemical and
mechanical stimulation in the intestine itself. Serotonin is used to control intestinal
physiology, such as peristaltic reflexes. Although intestinal 5-HT plays multiple
roles in the intestine, it is not likely that intestinal 5-HT influences behavioral states,
since it cannot pass the blood-brain barrier. However, gut microbes may be able to
influence behavioral states by indirectly influencing 5-HT through the metabolism of
tryptophan (Trp). The amount of 5-HT produced in the brain is largely affected by
the amount of Trp that is transported from the intestine into the blood and eventually
into the brain through L-type amino acid transporters (Fotiadis et al. 2013; Ruddick
et al. 2006). Bacterial metabolism significantly decreases Trp levels in the host, as
exemplified by findings that germfree mice have higher Trp levels than do conven-
tional mice (Clarke et al. 2013). This is because many bacteria can metabolize Trp.
For example, bacteria can express tryptophan decarboxylases that decarboxylate Trp
to form tryptamine (Agus et al. 2018). This enzyme is commonly found in bacteria
such as Clostridium, Ruminococcus, Blautia, and Lactobacillus spp., all of which are
known Trp metabolizers (Williams et al. 2014). Tryptophan can also be metabolized
by gut bacteria to form indoles, such as indole-3-aldehyde, indole-3-acetic acid, and
indole-3-propionic acid (Agus et al. 2018). In some bacteria, this is regulated by
bacterial expression of the enzyme tryptophanase, which is found in a wide diversity
of bacteria (Lee et al. 2012; Smith and Macfarlane 1996). Multiple bacteria can also
express an aromatic amino acid transferase, which converts Trp to indole-3-pyru-
vate, which can be further converted into indole-3-lactate, indole-3-acetaldehyde, or
indole-3-acetate (Kumavath et al. 2010).

Bacterial metabolism of Trp may have important implications for the brain,
behavior, and immunity beyond just reducing the amount of Trp available for the
synthesis of 5-HT in the brain. For example, bacterial-derived Trp metabolites have
been shown to affect astrocyte activation. Rothhammer et al. (2016) showed that



indoxyl-3-sulfate (produced when bacterial-derived indole is metabolized in the
liver), as well as bacterial metabolites indole-3-aldehyde and indole-3-pyruvate,
reduce astrocyte activation (Rothhammer et al. 2016). Bacterial-derived tryptophan
derivatives have also been shown to suppress immune system activity throughout the
body, and some of the anti-inflammatory effects of probiotic bacteria such as
Lactobacillus reuteri have been shown to occur through the production of Trp
metabolites (Zelante et al. 2013). For example, under low sugar conditions and
high Trp conditions, L. reuteri utilizes Trp as an energy source, leading to the
production of indole derivatives. The indole derivatives bind to the aryl hydrocarbon
receptor (AhR), which has a myriad of effects on the immune system. Bacterial
indoles are known to stimulate the production of IL-22 through activation of the
AhR on innate lymphoid cells (Zelante et al. 2013). As described earlier, IL-22 leads
to the production of antimicrobial peptides that can alter microbiome composition,
showing how gut bacteria can influence neuroendocrine-immune interactions
(Zheng et al. 2008) (Fig. 12.1). In addition to these interactions, bacterial indole
acid-induced activation of the AhR can have potent anti-inflammatory effects, which
has been well illustrated in studies of necrotizing enterocolitis (Lu et al. 2021; Meng
et al. 2020; Nolan et al. 2021) involving hyperinflammatory responses in the
intestines of newborn infants, particularly low birthweight/premature infants (Mara
et al. 2018). In animal models, activation of the AhR prevents necrotizing
enterocolitis-associated inflammation (Nolan et al. 2021). This does not occur in
mice lacking AhR expression on dendritic cells. In contrast, these mice have
significant increases in necrotizing enterocolitis (Nolan et al. 2021). Interestingly,
probiotic microbes, such as L. rueteri and B. longum, which are known to metabolize
tryptophan and produce AhR ligands, can also prevent necrotizing enterocolitis in
animal models (Meng et al. 2020; Olson et al. 2016, 2018). Thus, probiotic metabo-
lism of tryptophan is an exciting area of research that is likely to lead to treatment
strategies to affect neuroendocrine and immune responses.
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12.3.4.2 Glutamate and GABA: Bacterial Influences
on Excitatory-Inhibitory Balance

The balance of the main excitatory (i.e., glutamate (Glu)) and the main inhibitory
(i.e., gamma-amino butyric acid (GABA)) neurotransmitters in the body is thought
to contribute to a wide range of diseases and conditions, such as autism spectrum
disorder, epilepsy, and anxiety/depression (Braat et al. 2015; Braat and Kooy 2015;
Luscher et al. 2011; Wallace et al. 2001; Wong et al. 2003). Both of these are
produced from dietary glutamine. In the host, Glu is produced through transamina-
tion of α-ketoglutarate and by hydrolytic deamination of glutamine by glutaminase
(McKenna 2013). Bacteria can also produce Glu. In fact, many probiotic, lactic acid-
producing bacteria, such as L. paracasei and L. lactis, are capable of synthesizing
Glu through deamination of glutamine (Sanchez et al. 2017). Although Glu does not
typically pass across the intestinal barrier to reach circulation, Glu receptors, includ-
ing both ionotropic and metabotropic Glu receptors, are found through the length of
the intestine in neurons that control the regulation of intestinal sensory, secretory and
motor functions (Filpa et al. 2016; Julio-Pieper et al. 2011). The effects of



bacterial-derived Glu on host behavior and neuroendocrine responses have yet to be
fully understood, but it is known that intragastric administration of monosodium
glutamate activates the hippocampus and amygdala, two brain regions known to be
involved with memory, learning, and emotion. Interestingly, vagotomy reduced this
response (Tsurugizawa et al. 2010, 2014; Tsurugizawa and Uneyama 2014)
providing a plausible pathway through which bacterial Glu could signal through
the vagus nerve to impact the neuroendocrine system (Fig. 12.1).
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In the brain, Glu and GABA are maintained in a homeostatic balance, referred to
as the excitatory-inhibitory balance (Fee et al. 2017). Although this has not been
studied in the intestine, GABA is produced throughout the mammalian nervous
system, including the enteric nervous system, and it is also widely produced by
bacteria. In mammals, as well as bacteria, GABA can be produced from Glu by the
enzyme glutamate decarboxylase (GAD) (Feehily and Karatzas 2013; Feehily et al.
2013; Strausbauch and Fischer 1970). GABA can also be derived from putrescine,
arginine, and ornithine in bacteria (Strandwitz et al. 2019). In many bacteria,
resistance to low pH involves the activation of a GABA shunt and the subsequent
production of GABA, which helps to buffer the bacteria from harsh acidic
environments (Feehily and Karatzas 2013; Feehily et al. 2013). The importance of
bacterial-derived GABA for the host is not completely understood, but it is known
that the administration of GABA-producing bacteria, such as probiotic
Bifidobacterium dentium, but not of genetically similar Bifidobacterium spp. that
lack the GAD gene (e.g., B. breve), inhibits visceral pain in rats (Pokusaeva et al.
2017). It is currently not clear whether bacterial-produced GABA can reach the brain
(Boonstra et al. 2015), but there are GABA transporters that are expressed in the
BBB as well as the intestinal epithelial barrier (Takanaga et al. 2001). Bacterial
influences on brain GABA need not occur only through passage of GABA into the
brain. Administration of L. rhamnosus was shown to increase the expression of
GABA receptors in the brain, which was associated with reductions in anxiety-like
behavior (Bravo et al. 2011). This effect was blocked by vagotomy, again suggesting
that bacterial stimulation of the vagus nerve can directly impact the brain and
subsequent behavioral responses.

Both Glu and GABA can significantly impact immune system functioning.
Feeding Glu to laboratory animals significantly increased the expression of intestinal
tight junctions and mucins, which was associated with changes in the microbiome
and lower levels of IL-6 and TNF-α in the blood (Kyoung et al. 2021). GABA can
also affect immune system activity, with studies showing that GABA signaling can
have either detrimental or protective effects, depending upon multiple factors. In
murine models of ulcerative colitis induced by administering dextran sulfate sodium
salt (DSS), activation of the GABA A receptors in colonic epithelial cells signifi-
cantly increased colonic inflammation (Ma et al. 2018). In human patients with
ulcerative colitis, however, GABA levels (and the abundance of GABA-producing
bacteria) were lower, suggesting that GABA-producing bacteria may be protective
(Aggarwal et al. 2017). Protective effects of GABA-producing bacteria were also
evident in mice challenged with the intestinal pathogen enterotoxigenic E. coli
(ETEC). In this model, resistance to the pathogen is dependent upon the intestinal



IL-17 immune response. Interestingly, the IL-17 response was enhanced by
bacterial-produced GABA, demonstrating important bacterial-neuroendocrine-
immune interactions (Ren et al. 2016). Bacterial-produced GABA may also have
important effects on the intestinal barrier by stimulating mucus production and
autophagy-mediated calcium signaling in intestinal epithelial cells (Engevik et al.
2019). The extent to which bacterial-produced Glu or GABA affect immune
responses outside of the intestine has not yet been well studied, but it is evident
that mucosal immune responses are widely affected (Fig. 12.1).
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12.3.4.3 Bacterial Stimulation of Oxytocin
Studies showing that orally administering antibiotic cocktails that are not easily
absorbed from the intestine in mice reduces oxytocin levels in the hypothalamus
were among the first to suggest that gut microbes can impact brain oxytocin
(Desbonnet et al. 2015). Administering antibiotics also disrupted social behavior,
which is not surprising when considering that oxytocin plays an essential role in
social behavior (Desbonnet et al. 2015). This finding was consistent with studies in
germfree mice that have abnormal social behavior that can be normalized by
colonization with normal microbiota (Desbonnet et al. 2014). Environmental
influences on the microbiome can have downstream effects on host oxytocin. For
example, the offspring of pregnant mice with diet-induced obesity were found to
have lower oxytocin, and lower social behavior, than offspring from normal-weight
mice. The dams with diet-induced obesity had lower levels of L. reuteri, and when
L. reuteri were administered to their offspring, oxytocin and social behavior were
normalized (Buffington et al. 2016). Interestingly, the probiotic L. reuteri has now
been shown to increase host oxytocin in a variety of different studies (Buffington
et al. 2016, 2021; Poutahidis et al. 2013; Sgritta et al. 2019; Varian et al. 2017),
including in studies assessing animal models of autism spectrum disorder (Sgritta
et al. 2019). The mechanisms by which L. reuteri can increase oxytocin are not yet
clear, but findings that L. reuteri can increase oxytocin and social behavior, even in
genetic murine models of autism spectrum disorder, have led to clinical trials
involving L. reuteri (for example Clinical Trial: NCT04944901) to determine
whether L. reuteri may be useful in the treatment of autism spectrum disorders.

Beyond its role in social behaviors, oxytocin has been gaining recognition for its
ability to alter the immune response. The oxytocin receptor is found on both innate
and adaptive leukocytes, and stimulation of the oxytocin receptor is largely thought
to be anti-inflammatory (Mehdi et al. 2022). For example, oxytocin can reduce Toll-
like receptor expression on neutrophils and can inhibit IL-6 production (Iseri et al.
2005a, b; Szeto et al. 2017). Interestingly, activation of the transcription factor
NF-κβ, which leads to the expression of multiple inflammatory cytokines and
chemokines, also increases the expression of the oxytocin receptor (Szeto et al.
2017). Stimulation of the oxytocin receptor, in turn, inhibits the mitogen-activated
protein (MAP) kinases and downstream NADPH oxidases (Rashed et al. 2011;
Szeto et al. 2008). The extent to which gut microbes influence immune system
activity by altering oxytocin levels is not yet clearly known, but this possibility



seems highly likely given the ability of probiotic microbes to both alter immunity
and stimulate oxytocin.
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12.3.5 Other Microbial Metabolites that Can Affect the Brain,
Behavior, and Immunity

12.3.5.1 Short-Chain Fatty Acids (SCFA)
Alterations in molecules that can be used as hormones and neurotransmitters are not
the only ways in which bacteria can communicate with the host. Wikoff’s study from
2009 showed that there are hundreds of metabolites in the plasma of conventional
mice that are not found in germfree mice (Wikoff et al. 2009), and many of these
bacterial metabolites can impact the immune system, brain, and behavior. For
example, the short-chain fatty acids, primarily butyrate, propionate, and acetate,
are produced by bacterial fermentation of carbohydrates in the diet (Champ 2004;
den Besten et al. 2013; Louis and Flint 2009, 2017; Louis et al. 2010). These SCFAs
are metabolized by the liver, but compounds that escape this metabolism are able to
affect the brain and behavior through multiple routes. One of these routes involves
SCFA-induced increases in tyrosine hydroxylase, which is needed for the synthesis
of dopamine, norepinephrine, and epinephrine (DeCastro et al. 2005; Stilling et al.
2016). In addition, treating rat pheochromocytoma (PC12) cell lines with SCFA
(primarily butyrate and propionate) leads to significant changes in dopamine and
serotonin signaling pathways (Nankova et al. 2014). The SCFAs can also affect
depressive-like behavior through effects on histone acetylation (Schroeder et al.
2007) and can affect microglial activity to impact behavior (Erny et al. 2015;
Huuskonen et al. 2004). The SCFAs are also well known for their effects on the
immune system. For example, butyrate can increase the production of antimicrobial
peptides by intestinal epithelial cells (Hase et al. 2002; Zhao et al. 2018) and
macrophages (Schulthess et al. 2019). Butyrate also increases neutrophil chemotaxis
and microbicidal activity (Sina et al. 2009; Vinolo et al. 2011a, b). Interestingly,
butyrate can have different effects on monocytes/macrophage inflammatory profiles,
with a general inhibitory/anti-inflammatory effect on colonic lamina propria
macrophages (Chang et al. 2014), but pro-inflammatory effects on peripheral
blood monocytes (Mirmonsef et al. 2012). Butyrate can also have anti-inflammatory
effects on dendritic cells (Liu et al. 2012; Millard et al. 2002 and facilitates the
differentiation of naïve T cells into regulatory T cells (Kespohl et al. 2017). Thus,
there are multiple routes through which bacterial-derived SCFA’s can impact
immune system activity, the brain, and behavior.

12.3.5.2 Bacterial Vitamins
There is a broad range of gut bacteria that have the capacity for synthesis and
metabolism of essential vitamins, including multiple B vitamins (i.e., B1, B2, B3,
B5, B6, B7, B9, and B12), vitamin K and vitamin A (Das et al. 2019; Iyer and
Vaishnava 2019; Magnusdottir et al. 2015). The importance of bacteria for the
maintenance of host vitamins was first realized when it was observed that germfree



mice quickly develop vitamin K deficiency if their diets are not supplemented with
vitamin K or if they are not colonized by conventional microbiota (Gustafsson 1959;
Gustafsson et al. 1962). Diseases and conditions that involve alterations in the gut
microbiome, such as type 2 diabetes or inflammatory bowel disease, have been
associated with abnormalities in the abundance of bacterial genes necessary for the
synthesis and metabolism of B vitamins (Das et al. 2019; Magnusdottir et al. 2015).
In addition, exposure to social stress in mice (Allen et al. 2019) or high levels of
perceived stress in pediatric patients with inflammatory bowel disease (Mackner
et al. 2020) has been shown to lead to lower levels of B vitamins, as well as the
abundance and diversity of bacteria capable of vitamin B biosynthesis (Allen et al.
2019). This suggests that activation of the endocrine system can impact bacteria
capable of vitamin biosynthesis.
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Vitamin deficiencies can result in severe symptoms and conditions, including
conditions that affect the brain, behavior, and immune responses. For example,
deficiency of vitamin B3 (niacin) leads to a condition called pellagra that can involve
the development of dementia, delirium, and psychosis (Badawy 2014; Rudzki et al.
2021). Vitamin B1 (thiamine) deficiency can also lead to confusion, psychosis,
delirium, and memory loss (Rudzki et al. 2021), whereas vitamin B6 (pyridoxal)
deficiency may contribute to major depressive disorder, bipolar disorder, schizo-
phrenia, autism, dementia, or Parkinson’s disease (Douaud et al. 2013; Rudzki et al.
2021; Sato 2018; Skarupski et al. 2010) The B vitamins are particularly important for
brain health and proper endocrine functioning, because they are co-factors for
hundreds of enzymic reactions in the host, including neurotransmitter and hormone
metabolism, such as of serotonin, which is dependent upon vitamin B6 and involves
vitamin B3 (Kennedy 2016). Moreover, B vitamins can also strongly affect immune
system activity (Lee et al. 2015; Lipszyc et al. 2013). For example, vitamin B3 can
attenuate inflammation, including colonic inflammation (Singh et al. 2014). This is
in part due to the fact that niacin shares a receptor with butyrate (namely Niacr1 or
GPR109a) which promotes anti-inflammatory responses and attenuates experimen-
tal, chemical-induced colitis (Li et al. 2017; Singh et al. 2014). In fact, studies in
humans suggest that daily enema with niacin can improve colonic inflammation
(Li et al. 2017). Given that essential vitamins can affect both the brain and the
immune system, bacterial-produced vitamins may be an important mechanism by
which the gut microbiota impact neuroendocrine-immune interactions.

Prebiotics have the potential to increase the abundance of bacteria capable of
vitamin B metabolism (Allen et al. 2019), and studies have suggested that probiotics
can be used to increase host vitamin B (Das et al. 2019; Hill 1997; LeBlanc et al.
2011, 2013; Magnusdottir et al. 2015). The extent to which prebiotics or probiotics
can have beneficial effects on neuroendocrine-immune interactions by sustaining
essential vitamin levels is not yet known, but bacterial production of essential
vitamins for the maintenance of brain health is a new horizon for brain-gut-
microbiota axis research (Rudzki et al. 2021).
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12.4 Importance of the Intestinal Epithelium
in the Brain-Gut-Microbiota Axis

The intestinal epithelium forms an effective barrier that prevents the luminal
contents of the intestine from diffusing across the barrier into the blood. As a result,
bacterial-produced compounds, including amino acids and their derivatives,
vitamins, biogenic amines, and polyamines have to bind to epithelial receptors or
be passed through transporters from the lumen of the intestine to the interior of the
body to have biological effects on the host. These interactions are complex and
multi-stepped, as elegantly demonstrated by Ye et al. (2021) who used zebrafish to
show that bacterial tryptophan metabolites bind to the receptor Trpa1 on intestinal
epithelial enteroendocrine cells to stimulate the release of serotonin. Intestinal
serotonin has been shown to significantly alter mucosal immune responses (Gross
Margolis et al. 2017; Margolis and Gershon 2016), but in this study the authors also
found that the serotonin stimulates enteric and vagal neurons, demonstrating the
multistep process for bacterial signals to be propagated from the lumen of the
intestines to the interior of the body.

The epithelial barrier in the context of neuroendocrine-immune interactions has
been understudied but is likely a crucial player in this axis (Kelly et al. 2015; Rudzki
and Maes 2020, 2021). When the epithelial barrier becomes leaky, bacteria and/or
bacterial products can migrate from the lumen of the intestine to the interior of the
body to affect host physiology and immune responses. While intestinal mucus keeps
bacteria spatially separated from the lumen of the intestine, if bacteria are able to
penetrate the mucus layer, tight junctional proteins between epithelial cells are
essential for preventing intercellular passage of bacteria/bacterial products across
the epithelium (Hooper 2015), but can be affected by the endocrine and immune
systems (Zong et al. 2019). For example, in rats exposed to heat stress, stress-related
increases in norepinephrine were related to decreased expression of tight junction
proteins (e.g., zona occludin 1 and occludin). Interestingly, in epithelial cell cultures,
exposure to norepinephrine acutely (6 h) increased these tight junction proteins, but
prolonged exposure (24 h) led to decreases (Luo et al. 2021). Cortisol induces
similar effects on occludin in epithelial cell cultures (Zong et al. 2019), indicating
that the catecholamines and glucocorticoids can downregulate tight junction protein
expression.

It has long been recognized that stressor exposure can increase gut permeability in
animal models, leading to inflammatory responses. Low-grade inflammation is well
known to affect host physiology, including the brain and behavior. In fact, it is now
appreciated that low-grade inflammation can lead to depression in susceptible
individuals. In our studies, treating stressor-exposed mice with a broad-spectrum
antibiotic could prevent stressor-induced disruption in cognitive behavior (Jaggers
et al. 2022). This disruption in cognitive behavior was correlated with the expression
of LPS-binding protein (LBP), which is released by intestinal epithelial cells (as well
as by cells in the liver) as part of the acute phase response to bacterial challenge
(Tobias et al. 1995; Zweigner et al. 2006). When mice lacking the receptor to LBP
(i.e., CD14-/- mice) were exposed to stress, they were resistant to stressor-induced



changes in cognitive behavior (Jaggers et al. 2022). When taken together, these data
show that stressor-induced disruption of the protective mucosal barrier leads to
immune activation and the expression of LBP which are part of the natural response
to bacterial infection. This low level of immune activation originating in the gut
epithelium leads to behavioral changes in stressor-exposed mice, thus illustrating the
importance of the intestinal epithelium in the stress response.
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Stressor-induced alterations in epithelial integrity are not limited to murine
studies. There are now a number of studies that have found increases in markers
of epithelial disruption (such as LBP, as well as tight junction proteins such as
zonulin) in individuals with higher levels of stress (Kiecolt-Glaser et al. 2018, 2021;
Shrout et al. 2022) or in persons with psychiatric disease, such as major depressive
disorder (Maes et al. 2013; Rudzki and Maes 2020; Stevens et al. 2018). Markers of
gut permeability have also been identified in bipolar disorder and autism spectrum
disorder (Doney et al. 2021; Piras et al. 2022).

The importance of the epithelium extends beyond just the regulation of protective
and potentially deleterious immune responses. Bacterial metabolites and food
components are not able to diffuse directly across the intestinal epithelium. If the
gut is not leaky, as described above, then microbial metabolites and food
components must either bind to an active receptor or be transported across the
epithelium. Receptors and transporters for some bacterial metabolites have been
well studied, such as the 5-HT transporters (e.g., SLC6A4, a.k.a. SERT), which are
found in the intestinal epithelium, as well as on enteric neurons. And although this
transporter is known to be important for neuronal development, its importance for
bacterial signaling to the endocrine system is just beginning to be understood
(Margolis 2017). As we identify additional, bacterial-produced metabolites that
have the capacity to impact neuroendocrine-immune interactions, it will become
increasingly important to understand how the bacterial metabolites propagate a
signal across the formidable intestinal barrier.

12.5 Conclusion

There are extensive bidirectional interactions between the host and its microbiota
through the shared production of ligands and their receptors. Activation of the host
neuroendocrine system can affect the gut microbiome through direct
neuroendocrine-bacterial interactions, through effects on gastrointestinal physiol-
ogy, or through effects on the host immune system. The gut microbiota are metabol-
ically active, and alterations in microbiome structure and function in turn influence
the endocrine and immune systems. The field of psychoneuroimmunology has
studied these neuroendocrine-immune interactions for approximately 50 years,
with the first edition of the book “Psychoneuroimmunology” published in 1981
(Ader 1981). However, it has been only recently that the contributing role of the gut
microbiota in neuroendocrine-immune interactions has been considered. We now
know that gut bacteria are essential for the development and maintenance of the
nervous, endocrine, and immune systems. This has been suggested through genomic



and metabolomic studies that have demonstrated associations between gut bacteria,
their products and host responses to a variety of behavioral, endocrine, and immune
outcomes. However, the mechanisms responsible for these associations have been
harder to define. This is, in part, due to the fact that bacteria are metabolically very
active and produce hundreds of molecules that can impact host physiology. While
some of these molecules have been identified, such as the short-chain fatty acids, Trp
derivatives, Glu and GABA, as well as essential vitamins, we are simply at the tip of
the iceberg when it comes to understanding how microbial metabolites support host
homeostasis or contribute to disease. As we continue to identify pathways by which
microbes can impact the host, understanding the primary gatekeeper separating
microbes and their products from the interior of the body (i.e., the intestinal epithe-
lium) should be a high priority. Understanding how microbes and their metabolites
interact with these barriers to impact the neuroendocrine and immune systems will
provide for new approaches, including holistic/dietary approaches, to improve health
and prevent disease.
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12.6 Key References

Bravo et al. (2011)—Bacteria had been suggested to impact the brain and endocrine
responses through stimulation of the vagus nerve. However, this was one of the
first studies to demonstrate that some of the beneficial effects of probiotic bacteria
on emotional behavior are dependent upon signaling through the vagus nerve.

Jaggers et al. (2022)—Stressor-induced changes in immune system activity have
been linked to behavioral responses to stress. However, whether neuroendocrine-
immune-behavioral interactions involve the gut microbiota has not been as well
studied. This study showed that intestinal bacteria are needed for stressor-induced
changes in cognitive behavior and that this effect was dependent upon bacterial
LPS signaling.

Rothheammer et al. (2016)—This study demonstrated that microbial tryptophan
metabolites not only affect mucosal immunity, but can also affect brain glia.
Together with the Zalente et al. (2013) study, this study demonstrates how
microbial metabolites can alter neuroimmune responses.

Sgritta et al. (2019)—There is increasing interest in the potential of probiotic bacteria
to treat brain and gut disorders. This mechanistic study shows that the probiotic
bacterium L. reuteri improves social behavior in a murine model of autism
spectrum disorder by stimulating oxytocin release.

Zelante et al. (2013)—This mechanistic study was among the first to demonstrate
how a microbial metabolite of an amino acid shapes mucosal immunity. This
study was among the first to demonstrate that bacterial metabolites of tryptophan
have strong immunomodulatory effects.
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Abstract

The central nervous and immune systems are often in competition for energy
substrates. After infection or injury, energy expenditure typically increases while
exploratory behavior and food intake decrease (sickness behavior). However, in
the absence of food intake, animal bodies can only sustain increased expenditure
for 3–7 weeks before energy substrates run out. Nevertheless, symptoms remi-
niscent of wasting and sickness behavior can be observed in autoimmunity, and in
chronic inflammatory or brain-related disorders. The hypothesis defended here is
that chronic diseases can exist because they mostly occur after reproductive age
and involve responses that were selected during evolution in response to acute
infection and injury. Indeed, fever and reduced food intake can increase survival
in response to acute bacterial infection and are brought about by actions of
pro-inflammatory cytokines on the brain, resulting in autonomic, behavioral,
and neuroendocrine responses in a context of energy trade-offs. While these
responses may be adaptive and actively brought about when an organism
responds to acute infection, they seem maladaptive when lasting too long, such
as in chronic diseases, as they contribute to a negative energy balance.
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13.1 Introduction

The often cited title: “Nothing makes sense in biology except in the light of
evolution” was intended to emphasize the importance of “biological integration
[at] levels above the molecular one” (Dobzhansky 1964, p. 445). The light of
evolution hit medicine much later, presumably because medicine was considered
to deal only with the maladaptive pathological processes. However, when in the
1970s and 1980s evidence indicating that non-specific disease symptoms were,
under certain conditions, positively linked to survival of infected animals, these
symptoms started to be considered as potentially evolutionarily selected inflamma-
tory responses. While these responses may be adaptive and actively brought about
when an organism responds to acute infection, they seem maladaptive when long-
lasting, as they can then contribute to a negative energy balance. One of the main
challenges of evolutionary medicine is therefore to explain why symptoms and
pathophysiological processes that occur during chronic inflammatory and neoplastic
diseases can be so prevalent. Here, the argument will be developed that these
symptoms and pathophysiological processes are adaptive in response to acute
infection and injury in young reproducing individuals and have been retained during
evolution, even though they may be detrimental later in life during chronic
conditions. Although there are many ways in which elements of the neuroendocrine
and immune systems interact during disease, the focus here will be on inflammation
and neuroendocrine signaling involved in corticosteroid secretion and energy bal-
ance. Indeed, these interactions have been the most widely studied and can thus be
compared to some extent to acute responses to infection or injury and chronic disease
conditions.

13.2 Evolutionary Medicine and Energy Regulation

13.2.1 Evolutionary Medicine Fundamentals

So-called Darwinian medicine was proposed in the early 1990s with the promise to
“provide . . . new insights into the causes of medical disorders” by considering the
signs and symptoms of infection or responses to injuries and toxins as adaptive
(Williams and Nesse 1991, p. 1). For example, susceptibility to breast and ovarian
cancer has been suggested to be related to “genotypes selected for high fertility”
(Greaves 2007, p. 219) and predisposition to chronic inflammatory disease to
“immunodysregulation resulting from lack of exposure to microorganisms” in
childhood (Rook 2010, p. 70). Although the terms “Darwinian medicine” and
“evolutionary medicine” have been used in parallel for some time, the latter has
been adopted progressively because it “is more general and acknowledges other
important aspects of the theory of evolution [other than natural selection and
adaptation] such as symbiosis [and] the role of epigenetic processes” (Methot
2011, p. 76).
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“Evolutionary medicine thus consists of all areas in which evolutionary thought
productively informs medical and epidemiological issues,” including physiology
and metabolism (Stearns 2012, p. 4305). In this context, the principle of antagonistic
pleiotropy, according to which “genes [can] have opposite effects on fitness in the
young compared to later ages” (Williams 1957, p. 400), has been put forward to
render explicit the idea that “genes being adaptive at an early age, [can be] maladap-
tive at older age” and lead, for example, to chronic inflammatory disorders (Straub
and Schradin 2016, p. 42). Most recently, proponents of evolutionary medicine have
reached a consensus, according to which, (1) in addition to natural selection,
constraints and trade-offs are among the core evolutionary processes, (2) “disease
risks can be altered for organisms living in environments that differ from those in
which their ancestors evolved,” and (3) disease symptoms and signs “are useful
defenses, which can be pathological if dysregulated” and long-lasting (Grunspan
et al. 2018, Table 2).

13.2.2 Energy Balance in Health and Acute Disease

Animal life comes with challenges such as being a potential prey and the necessity of
obtaining food, which, in turn, imply risks of injury, infection, and other stressful
events. It has been argued that animals weigh their “energy landscape” that includes
food sources against their “fear landscape” regarding predators when they explore
and move about in their environment (Gallagher et al. 2017). It is therefore not
surprising that animals seem to be equipped with food and threat detection systems
(Illius et al. 2002; Douglas et al. 2005; Forbey et al. 2018; Fendt et al. 2020). In
addition, animals generate and respond to their own bodily signals like hormones
and cytokines after having consumed food or being injured or infected (Medzhitov
2001; Kono and Rock 2008; Keestra-Gounder et al. 2015; Baral et al. 2019;
Donnelly et al. 2020; Olson et al. 2020).

Infections, either foodborne or injury-related, can develop into life-threatening
situations, including for humans (Lederberg 1997; High 2004; Smith and Lewin
2009; Francisco et al. 2018; Mcnamara et al. 2018). Responses to injury or infection
are energetically costly because inflammation and tissue repair increase energy
expenditure and, in parallel, energy intake is often reduced due to event-associated
anorexia (Hart 1988; Goldstein and Elwyn 1989; Archie 2013). Indeed, “[m]ultiple
bone fractures increase heat production by 15–30% . . . [,] sepsis [systemic inflam-
matory response to infection]. . . by 50% . . . [and] [e]xtensive burns . . . well in
excess of 100%” (Blaxter 1989, p. 218). Even though considerations of energy
balance have been part of a long tradition in endocrinology and have recently been
incorporated into eco-immunology (Martin et al. 2006), this seems to have been less
the case for medicine.

The fact that several of the responses to injury and infection, such as reduced
activity and fever, are present in many different animals considered to represent
various stages of evolution, such as lizards, mice, and humans (Hart 1988; Kluger
1991; Walters 1994; Sylvia and Demas 2017; Hite et al. 2020; Lopes et al. 2021),



suggests that these are evolutionarily conserved responses. In this context, it is
important to keep in mind that such responses can be transferred to offspring only
if they did not put at risk the parents’ survival prior to or during reproduction. Given
the negative effects of the responses to injury or infection on energy balance, fever,
reduced food intake, and low activity can therefore be hypothesized to increase
survival of young animals. Since the administration of antipyretics, force-feeding or
sleep deprivation increases mortality in experimental models of bacterial infection in
young adult rodents (Murray and Murray 1979; Vaughn et al. 1980; Friese et al.
2009; Wang et al. 2016), fever, reduced food intake and increased sleep seem indeed
to enhance survival when animals capable of reproduction are subject to bacterial
infection.
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Among biological systems and organs, the “threat-detecting” nervous and
immune systems are capable of shunting energy flows to assure their own functions,
to the potential detriment of other bodily organs and systems, and have therefore
been termed “selfish” (Straub 2017). If one considers the brain as an “information-
processing” system it is not surprising that, in particular in primates and human
beings, it requires a lot of energy relative to its weight and that techniques sensitive
to glucose and oxygen consumption have been proposed to image brain “informa-
tion-processing” activities (Shulman et al. 2004; Herculano-Houzel 2012;
Magistretti and Allaman 2015; Bordone et al. 2019). For example, during acute
visual activity or a card-sorting task, brain glucose uptake increases between 10 and
50%, and often more than oxygen consumption (Fox et al. 1988; Madsen et al.
1995). Interestingly, restricting caloric intake lowers plasma concentrations of
glucose and creatine, a nitrogenous organic acid that can serve as a high-energy
substrate, but increases cerebral concentrations of creatine, while reducing brain
glucose uptake (Wijeyesekera et al. 2012; Guo et al. 2015). Moreover, caloric
restriction has repeatedly been shown to induce only minor changes in brain mass,
as opposed to important reductions in body mass (Sprengell et al. 2021). These
findings can be interpreted as suggesting that the brain can use different energy
substrates and obtain these from peripheral tissues, for example, from muscle in the
case of creatine.

Although the immune system is less easy to circumscribe than the nervous
system, it can be estimated to be composed of 5.8 × 1011 leukocytes, which, when
activated, require a 25–30% increase of basal metabolic rate (Straub et al. 2010).
While the initial inflammatory response is typically fueled by glucose and glycoly-
sis, later phases are often characterized by the mobilization and utilization of a
variety of energy-providing substrates and pathways, including proteolysis and
fatty acid oxidation (Straub et al. 2010; Liu et al. 2012). Chronic caloric restriction
attenuates fever and reduces circulating interleukin-6 concentrations after systemic
administration of bacterial lipopolysaccharide (Macdonald et al. 2011; Macdonald
et al. 2012; Macdonald et al. 2014). However, although a 20 h fast or chronic
intermittent fasting in mice reduces the number of circulating monocytes and
induces a more “quiescent” metabolism, monocyte mobilization after inoculation
with Listeria monocytogenes or a skin injury is not altered (Jordan et al. 2019). Thus
the immune system, like the central nervous system, seems to assure different energy



substrate flows, and both are capable of maintaining functional reactivity under
conditions of limited energy intake.
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13.2.3 Why Chronic Disease?

The central nervous and immune systems can be considered to be often in competi-
tion for energy provided by the rest of the body. This competition, in the case of a
response to acute infection or injury, may be expressed as sickness behavior,
characterized by decreased energy expenditure in the form of locomotor activity.
However, even though reduced locomotor behavior can mitigate the negative energy
balance of responding to infection or injury with fever and tissue repair, animal
bodies, in the absence of food intake, can typically only sustain such responses for
3–7 weeks before energy substrates run out (Straub 2012). Nevertheless it is well
known that many disease symptoms and processes occur beyond this time frame.
Indeed, chronic symptoms, reminiscent of sickness behavior or chronic inflamma-
tion and tissue growth, can be observed in chronic brain-related disorders, autoim-
munity, and cancer. Before addressing the question of how this can be brought about
(proximate causation in medicine), it is interesting to consider why this may be the
case (ultimate causation). Indeed, given the suffering, handicaps and costs associated
with autoimmune and chronic inflammatory diseases, cancer, and depression, one
may well wonder why these conditions seem to be so frequent and have not been
selected against more during evolution.

One way to start addressing the “why question” involves (1) postulating that these
chronic disease symptoms and processes are related to positively selected responses
to acute tissue infection, acute injury or acute stressful events, (2) appealing to the
antagonistic pleiotropy principle (Williams 1957) to propose that “genes being
adaptive at an early age, [can be] maladaptive at older age” (Straub and Schradin
2016, p. 42), and (3) keeping in mind that many of the chronic disease symptoms and
processes emerge after reproductive age and may therefore have little influence on
the transmission of genes to offspring. So the same kind of responses may occur both
in acute and chronic conditions and may be adaptive in the former and maladaptive
in the latter. But often the triggering events seem to be different between acute and
chronic diseases. In the case of an acute infection or injury, the host may detect
so-called pathogen- or danger-associated molecular patterns (PAMPs or DAMPs),
while in the case of chronic infections, microorganisms often seem to have devel-
oped strategies to escape such detection. In chronic autoimmune disease, the host
seems to be mounting immune responses against so-called self-components,
whereas in cancer the immune system does not seem to detect the
supposedly transformed self. Indeed, in cancer, reactivity of the immune system
often fails because of cancer-driven immunosuppression.

Notwithstanding the capacity of the immune system to efficiently detect tumor
cells, many cancers have been related to chronic infection, inflammation, and tissue
repair (Furman et al. 2019; Fishbein et al. 2021; Iriana et al. 2021; Okada et al.
2021). Interestingly, tumors can shunt energy streams towards cancer tissue in ways



similar to those of the immune system in chronic inflammatory conditions and
autoimmune diseases (Cheng et al. 2014; Goretzki et al. 2021; Schuster et al.
2021; Suchard and Savulescu 2021; Vaupel and Multhoff 2021). Moreover, all of
these conditions can lead to states of cachexia or lean tissue wasting, even though
this is sometimes hidden by obesity (Tisdale 2002; Delano and Moldawer 2006;
Straub et al. 2010; Baracos et al. 2018; Santo et al. 2018; Biswas and Acharyya
2020; Olson et al. 2020; Berardi et al. 2021). Importantly, caloric restriction can
improve anti-tumor immunity (Farazi et al. 2014; Kishton et al. 2017). Overall, this
suggests that evolution may have selected the “selfish” bodily systems of the brain
and the immune system, provided that their activation does not last beyond
3–7 weeks. However longer activation of such systems may occur due to erroneous
continuous stimulation and result in systems that seem to be on an “ego-trip,” for
example, in chronic inflammatory disease (immunity against an autoantigen) and
cancer (erroneous growth pathways and missing cell death).
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In the case of chronic activation of these systems, when they are on an ‘ego-trip,’
reducing behavioral activity is not the only way to save energy and mitigate tissue
wasting. Indeed, different forms of storage and memory may allow the saving of
energy, and thus more flexible responses of the organism, and may therefore have
been selected for during evolution. In particular, in a terrestrial environment, where
food sources may be more scattered than in a marine environment, the possibility of
an organism being able to store nutrients in some form would be an obvious
advantage for survival. Interestingly, while many organisms, from yeast to
C. elegans, can synthesize triacylglycerol and form lipid droplets and insects contain
a fat body, only vertebrates have adipose tissue (Ottaviani et al. 2011). Although
storage in fat tissues has been most widely studied, it is important to keep in mind
that nutrient storage also occurs in the liver and skeletal muscle of mammals (Efeyan
et al. 2015). These forms of storage correspond to what Walter Cannon called
“storage by segregation” and that he proposed “to be subject to nervous or neuro-
endocrine government” (Cannon 1929, p. 407).

In addition to nutrient storage, it has also been argued that “[e]volutionary
pressure to optimize decision-making has led to the inevitable exploitation of past
history” or memory, which “can be defined as experience-dependent modification of
internal structure, in a stimulus-specific manner that alters the way the system will
respond to stimuli in the future as a function of its past” (Baluska and Levin 2016,
pp. 1–2). Neural memory enables an organism to rapidly access already encountered
food sources while “immune memory . . . leads to shorter, more effective and,
finally, less energy-consuming reactions towards microbes” (Straub and Schradin
2016, p. 44). In this context, it is also interesting to note that dietary restriction results
in an accumulation of memory T-cells in the bone marrow and enhanced protection
against infections and tumors (Collins et al. 2019). Similarly, “immunological
tolerance versus harmless foreign antigens (e.g. of microbes on the skin) or harmless
autoantigens” can be considered “a memory function that spares energy reserves”
(Straub and Schradin 2016, p. 44). Besides these neural and immune memories,
other “environmental and/or physiological events” may “leave[] traces in a labile
intracellular or extracellular medium which can be read as memories in the future by



cells making decisions” (Baluska and Levin 2016, p. 4), for example in the form of
epigenetic modifications of chromatin (Ginsburg and Jablonka 2009). The possibil-
ity that fatty acids, in addition to constituting a nutrient storage system in adipose
tissues, could represent some memory system has recently been put forward as a
stimulating perspective (Straub 2020).
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Taken together, the evidence discussed above suggests that chronic diseases
ultimately exist because they mostly occur after reproductive age, when natural
selection no longer has an effect on the genes that are transmitted to offspring, and
involve responses that were selected during evolution in response to acute infection
and injury. These responses are typically driven by the immune system and/or
the brain, which take control of the organism’s physiology and behavior. While
the immune system and the brain can thus be considered to act ‘selfishly’ when the
responses are adaptive to overcome acutely dangerous events, such as infection, it
seems that they are on an ‘ego-trip’ during chronic inflammatory diseases or chronic
brain activation and thus put the organism’s energy balance and tissue integrity at
stake. Even though forms of memory and reduced behavioral activity can mitigate
the consequences of chronic immune or central nervous activation or cancer some-
what, survival is nevertheless often threatened in these chronic conditions.

13.3 Neuroendocrine-Immune System Interactions: Focus
on the Hypothalamo-Pituitary-Adrenal Axis and Energy
Balance Signals

13.3.1 Possible Origins of Neuroendocrine-Immune System
Interactions

After considering why (ultimate causation) chronic symptoms reminiscent of sick-
ness behavior or chronic inflammation and tissue repair can be observed in cancer,
autoimmune and chronic inflammatory diseases, it is now time to address the
question of how (proximate causation) this can be brought about by interactions
between the neuroendocrine and immune systems. In this context, it is worth
considering that neuroendocrine and immune systems may have a common cellular
ancestor (see also Chap. 1). This hypothesis was first put forward based on the
observation that a common set of molecules involved in inflammation, phagocytosis,
and stress response, such as proopiomelanocortin-derived peptides and cytokines,
exist in invertebrates and vertebrates, and it has subsequently been corroborated by
protein-folding recognition algorithms (Ottaviani and Franceschi 1997; Ottaviani
et al. 2007). Another interesting and related hypothesis, indicating evolutionary
ancient interactions between the neuroendocrine and immune system, emerged
after the finding that neurons of the primitive nervous system of the freshwater
polyp Hydra can not only alter the production of antimicrobial peptides in other cell
types (Kasahara and Bosch 2003), but can themselves also secrete antimicrobial
peptides in some cases (Augustin et al. 2017; Klimovich et al. 2020).
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Although evolutionarily ancient, less complex organisms are useful in indicating
a possible common origin or the first types of interaction between neuroendocrine
and immune cells, it is important to keep in mind that these labels may not
correspond neatly to the functions of cells and tissues of these organisms. Indeed,
the labels “neuroendocrine” and “immune” have emerged mainly in the context of
the study of mammals, for which it makes sense to talk about neuroendocrine and
immune systems. However, in mammals the wealth of potential interactions between
neuroendocrine and immune system elements may be perceived as close to over-
whelming, making it challenging to determine where to start. Here, some of these
interactions will be considered, first for healthy organisms and then for animals
(including humans) in response to an acute infection or injury and finally for chronic
disease conditions.

Under physiological conditions, animals show rhythms of neuroendocrine and
immune responses that may be linked. Indeed, ectotherm vertebrates show seasonal
variations in immune system components that seem to be mediated by corticosteroid
and sex hormones as a result of neuroendocrine modulation (Zapata et al. 1992). In
endotherm mammals like rodents, circadian patterns of peripheral immune cells,
mediators and responses, such as the number of peripheral leukocytes, cytokine
concentrations, and natural killer cell function, are regulated by the superchiasmatic
nucleus of the hypothalamus, indicating communication through the autonomic
nervous system or neuroendocrine systems (Arjona and Sarkar 2008; Mavroudis
et al. 2013; Prendergast et al. 2013; Jacquelot et al. 2021). In healthy human beings,
correlations have been found between circadian variations in neuroendocrine
hormones and immune cell populations, indicating causal relationships or a common
cause (Mazzoccoli et al. 2010a; Straub et al. 2010; Mazzoccoli et al. 2011).

13.3.2 Interactions between the Hypothalamo-Pituitary-Adrenal
Axis and pro-Inflammatory Cytokines in Acute Disease
Models

Work in animal models of acute infection and injury has established some causal
interactions between the neuroendocrine and immune system. Several decades ago it
was shown that exposure of rats to new antigens increased the firing rate of
hypothalamic neurons and that administration of the pro-inflammatory cytokine
interleukin-1 resulted in activation of corticotropin-releasing hormone (CRH)-
containing hypothalamic neurons, which, in turn, stimulated adrenocorticotropic
hormone (ACTH) release from the pituitary (Besedovsky et al. 1977; Berkenbosch
et al. 1987). These findings gave rise to a set of studies showing that prostaglandin
synthesis at the interface between the nervous system and peripheral tissues and
brainstem to hypothalamus catecholaminergic projection are involved in activation
of hypothalamic CRH neurons after administration of interleukin-1 (Ericsson et al.
1994; Ericsson et al. 1997; Lacroix and Rivest 1997; Ek et al. 1998; Matsuwaki et al.
2014). The resulting release of glucocorticoids from the adrenal glands (activation of
the Hypothalamo-Pituitary Adrenal (HPA-)axis), in turn, mobilizes energy from



liver, adipose tissue and muscle to sustain the inflammatory response, and, at higher
concentrations, inhibits the synthesis and action of pro-inflammatory mediators
(Straub 2014). Although other neuroendocrine axes are also altered in response to
acute infection or injury, the most detailed knowledge of interactions between the
immune and neuroendocrine systems has been obtained regarding activation of the
HPA-axis in animal models of infection.
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13.3.3 Interactions Between Neuroendocrine Signaling Underlying
Energy Balance and Pro-Inflammatory Cytokines in Acute
Disease Models

Another set of neuroendocrine pathways that are modified during host immune
activation in response to detection of microbial fragments are those involved in the
regulation of food intake. As outlined above, reduced food intake in response to
bacterial infection can be considered an adaptive response. The pathways underlying
different aspects of food intake can therefore be expected to be altered by immune
mediators. Gastrointestinal tract-derived ghrelin and adipose tissue-produced leptin
are, respectively, orexigenic and anorexigenic hormones through their actions on the
nervous system, but also have anabolic and catabolic effects on metabolism, respec-
tively (Shan and Yeo 2011; Frago and Chowen 2015; Klockars et al. 2019).
Interestingly, bacterial lipopolysaccharide and interleukin-1 increase the synthesis
of leptin and decrease that of ghrelin (Grunfeld and Feingold 1996; Sarraf et al.
1997; Faggioni et al. 1998; Asakawa et al. 2001; Basa et al. 2003; Wang et al.
2006)). In addition, it has been shown recently that interleukin-1 can also act directly
on orexigenic and anabolic hypothalamic neurons that constitute targets for ghrelin
and leptin (Chaskiel et al. 2019). Thus, pro-inflammatory immune mediators interact
with neuroendocrine systems regulating energy intake and expenditure, but the
converse also occurs, as part of the reactions to limit inflammatory responses (see
above). Finally, and in regard to the previous section, it is important to point out that
neuroendocrine and immune responses and interactions during acute infection-
induced inflammation and injury-related wound healing seem to occur in a context
of energy trade-offs in a wide variety of animals (French et al. 2011; Ashley and
Demas 2017; Sylvia and Demas 2017).

13.3.4 Interactions Between Neuroendocrine and Immune Systems
in Chronic Disease

In chronic diseases, such as arthritis and cancer, the circadian rhythms of neuroen-
docrine hormones, cytokines, and leukocyte populations as well as their phasic or
antiphasic relationship are often altered (Lissoni et al. 2007; Cutolo and Straub 2008;
Meyer-Hermann et al. 2009; Mazzoccoli et al. 2010b; Sierakowski and Cutolo
2011). These observations, along with the energy costs of long-term activation of
immune responses, raise the question of how this is brought about. However, and in



contrast to acute diseases, much less is known about the etiology of chronic diseases
and about the possible transitions from acute to chronic conditions.
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While evidence in favor of a link between a gastrointestinal infectious episode
and chronic gut-related symptoms certainly exists, it is not yet clear whether and
how it can cause a first flare of chronic inflammatory bowel disease (Chervy et al.
2020; Axelrad et al. 2021). Similarly, epidemiology has linked Helicobacter Pylori
infection and autoimmune diseases such as rheumatoid arthritis, but biomedical
research has yet to elucidate the mechanisms that could explain such a connection
(Youssefi et al. 2021). As outlined above, many cancers have been related to chronic
infection, inflammation, and tissue repair/growth, with some of the mediating
mechanisms being progressively unraveled (Furman et al. 2019; Fishbein et al.
2021; Iriana et al. 2021; Okada et al. 2021). So beyond some similarity in terms of
symptoms and pathophysiological processes, like inflammation, between the acute
response to tissue infection or injury and chronic conditions, such as arthritis, cancer,
and inflammatory bowel disease, discussed above, there are also epidemiological
associations between infection and these chronic conditions.

13.3.5 Interactions Between the HPA-Axis and pro-Inflammatory
Cytokines in Chronic Disease and their Animal Models

Although bacterial sepsis has long been considered a subacute condition,
characterized by systemic inflammatory responses and high mortality, successful
reduction of short-term mortality (< 30 days) has recently revealed long-term
mortality and morbidity as emerging clinical challenges (Delano and Ward 2016).
Interestingly, plasma cortisol concentrations during the first 24 h after diagnosis
correlate with both short- and long-term mortality in sepsis (De Castro et al. 2019)
and septic shock-related long-term mortality is associated with less frequent admin-
istration of corticosteroids (Nesseler et al. 2013). But circulating corticosteroid
concentrations should not be taken to reflect the activity of the HPA-axis in sepsis,
as lower ACTH concentrations than expected and loss of diurnal cortisol and ACTH
rhythms are often observed (Kanczkowski et al. 2015; Peeters et al. 2017). Instead,
increased corticosteroid concentrations may be due to direct adrenal or peripheral
immune cell action of bacterial fragments and pro-inflammatory cytokines
(Engstrom et al. 2008; Kanczkowski et al. 2013) and reduced breakdown of
corticosteroids (Peeters et al. 2017).

Contrary to sepsis, the clinical benefits of corticosteroid administration on
symptoms and disease processes in arthritis have been well established (Da Silva
and Bijlsma 2000; Spies et al. 2014). In chronic rheumatoid arthritis “cortisol
secretion appears to be inadequate in relation to inflammation” with cortisol/
ACTH and cortisol/pro-inflammatory cytokine ratios being lower than expected
(Spies et al. 2014, p. 2). Interestingly, the diurnal rhythm of cortisol secretion in
rheumatoid arthritis patients with low to moderate disease activity does not differ
from that of healthy individuals with pro-inflammatory cytokine levels, peaking
when cortisol is low (Straub and Cutolo 2007). These observations thus provide a



good rationale for attempts to ‘time’ the therapeutic effects of corticosteroids during
the day-night cycle (Spies et al. 2014). But regardless of the issue of the therapeutic
use of corticosteroids, it is clear that both in sepsis and arthritis, the lower cortisol/
ACTH ratio indicates endocrine dysfunction. However, it does not yet seem clear
that the whole neuroendocrine axis would be involved. Although patient-specific
psychological stress-induced activation of the HPA-axis can be hypothesized to
influence rheumatoid arthritis disease and symptoms, daily stressor- and
worrying-associated exacerbated disease activity and symptoms have been found
to be independent of plasma cortisol concentrations (Evers et al. 2014). Similarly,
psychological stress has been proposed to predispose to tumor growth in part via
HPA-axis activation (Shin et al. 2016; Colon-Echevarria et al. 2019).
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While research on patients suffering from chronic conditions is certainly most
relevant, animal models of such conditions can also provide insight into early events
that typically occur before a patient consults a physician. Thus, it has been shown in
animal models that neurons of the paraventricular nucleus of the hypothalamus,
many of which control HPA-axis activity, express Fos immediate-early gene cellular
activation markers at the onset of sepsis, arthritis-related hyperalgesia and cancer-
associated anorexia, but also during chronic disease phases (Harbuz and Jessop
1999; Konsman and Blomqvist 2005; Carlson et al. 2007; Nishimura et al. 2020).
So transcriptional activation at the hypothalamic stage of the HPA-axis may occur
both during the initial and chronic phases of animal models of arthritis, cancer, and
sepsis.

13.3.6 Interactions Between Neuroendocrine Signaling Underlying
Energy Balance and Cytokines in Chronic Disease

In terms of energy balance, cancer, chronic inflammatory bowel disease and rheu-
matoid arthritis are all conditions in which food intake often does not match energy
expenditure and this can lead to wasting of lean tissue or cachexia. In fact, reduced
food intake is not adaptive when energy expenditure is chronically increased.
Interestingly, rodents fully recover their food intake after a couple of days in
standardized experimental models of infection (Valles et al. 2000; Crowell et al.
2017), but display a progressive loss of recovery of food consumption in cancer
models (Konsman and Blomqvist 2005; Pourtau et al. 2011). Indeed, the lack of
compensatory food intake in response to weight loss seems to characterize the
cancer-associated anorexia cachexia syndrome (Olson et al. 2020) and the same
seems to be the case in autoimmune diseases, such as arthritis. In terms of
interactions between neuroendocrine and immune systems, it is important to point
out that many tumors seem to be capable of “hijacking” cytokine and leptin signaling
to promote angiogenesis and growth (Le Bitoux and Stamenkovic 2008; Ray and
Cleary 2017; Shalapour and Karin 2019; Angelucci et al. 2020). In this respect, the
hypothalamic action of a higher leptin concentration than expected for body weight
and of relatively lower plasma ghrelin, along with brainstem action of the macro-
phage inhibitory cytokine-1/growth differentiation factor 15 (MIC-1/GDF15), may



explain the lack of compensatory food intake in response to weight loss in slowly-
growing tumors (Pourtau et al. 2011; Borner et al. 2017). However, muscle protein
degradation does not seem to be fully related to overall nutrient intake in cancer
cachexia (Kawamura et al. 1982; Del Fabbro 2019; Yang et al. 2020), indicating that
food intake is not the sole factor determining the outcome when chronically
activated bodily systems seem to be on an “ego-trip.”
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Similarly, both clinical and experimental arthritis are characterized by changes in
body weight and cell mass that cannot be solely explained by reduced or lack of
compensatory food intake (Roubenoff et al. 1994; Roubenoff et al. 1997; Skurlova
et al. 2010; Olson et al. 2020). However, loss of body weight in humans may often
not be apparent in arthritis, despite increased protein catabolism, because reduced
activity may lead to fat gain (Roubenoff et al. 1994; Straub et al. 2010). Elevated
pro-inflammatory cytokine production, along with normal to slightly raised
circulating leptin levels and lower than expected increased plasma ghrelin
concentrations (Roubenoff et al. 1997; Skurlova et al. 2010), constitute neuroendo-
crine signals that will most likely not increase food intake as to mitigate protein
catabolism. Moreover, the inflammation-driven activation of the neuroendocrine
HPA-axis and sympathetic nervous system will not only result in gluconeogenesis
in the liver and lipolysis in adipose tissue, but also in breakdown of muscle protein,
and provide further energy substrates for sustained inflammation (Straub et al. 2010).
The activation of these neuroendocrine systems can thus be considered to underlie an
energy appeal reaction providing “fuels for the inflammatory processes” (Straub
et al. 2010, p. 6) that serves the immune system, which seems to be on an ‘ego-trip,’
but at the expense of a progressive loss of function, for example when it comes to
energy balance and muscle function. Therefore it seems reasonable to postulate that
sustained or repeated activation of the immune system, in interaction with the
neuroendocrine system, plays an important role in the symptoms and disease
processes of chronic inflammatory diseases (Straub 2014, 2017).

13.4 Conclusion

In this chapter, energy balance was considered for acute and chronic diseases in the
context of evolutionary medicine and neuroendocrine-immune regulations. Fever
and reduced food intake seem to increase the survival of bacterially infected animals
and are brought about by direct and indirect actions of pro-inflammatory cytokines
on the brain. This, in turn, also gives rise to activation of the HPA-axis, allowing for
the mobilization of energy reserves and ultimately for mitigating inflammatory
responses. While these responses may be adaptive and actively brought about
when an organism responds to acute infection, they seem maladaptive when lasting
too long, as they contribute to a negative energy balance and cachexia. One of the
main challenges is therefore to explain why symptoms and pathophysiological
processes, which occur during chronic inflammatory and neoplastic diseases and
put the organism’s energy balance at stake, can be so prevalent. The argument was
developed that these symptoms and pathophysiological processes are adaptive in



response to acute infection and injury in young reproducing individuals, and may
therefore have been retained during evolution, but can be detrimental later in life
during chronic conditions. In terms of potential immune-neuroendocrine
interactions, it seems that components of the HPA-axis and energy balance-related
signals are less or differently activated in arthritis and cancer, compared to acute
infectious disease models. For example, the HPA-axis may be readily activated by
acute inflammatory signals, but much less so when these same signals occur
chronically.
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13.5 Key References

Grunspan et al., Evol Med Public Health, 2018. This review provides an insightful
overview of the core principles of evolutionary medicine.

Olson et al., J Cachexia Sarcopenia Muscle, 2020. This review discusses meta-
bolic and behavioral responses during starvation, protein malnutrition and cachexia.

Straub, Nat Rev Rheumatol, 2017. This review lays out how the central nervous
and immune systems can induce energy shortage during chronic inflammation and
aging.
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Abstract

Anorexia nervosa (AN) is the psychiatric disorder with the highest mortality rate,
whose etiology remains largely unknown. It mainly concerns women and is
characterized notably by a voluntary food restriction leading to a state of under-
nutrition often associated with excessive physical activity. Despite specialized
care, relapse is common and affects approximately 40% of patients. AN is
comorbid with several other psychiatric diseases such as depression, anxiety, or
compulsivity. Patients suffering from AN also present autonomic, immune,
metabolic, and neuroendocrine alterations that participate in the worsening of
the disease. We describe here how the autonomic and hormonal systems, main
contributors to the brain-body homeostasis, participate directly or indirectly in the
modulation of the immune system in AN. The complexity of the interactions
between these processes reflects the complexity of AN. The understanding of
such complexity could help adjust procedures to personalize medical approaches,
integrating the diversity of factors leading to AN manifestations.
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ACTH adrenocorticotropic hormone
AN anorexia nervosa
AN-BP anorexia nervosa binge-purging type
AN-R anorexia nervosa restrictive type
ANS autonomic nervous system
BMI body mass index
BP blood pressure
CRH corticotropin-releasing hormone
ED eating disorders
EDA electrodermal activity
ENS enteric nervous system
GC glucocorticoid hormones
GHS-R growth hormone secretagogue receptor
GR glucocorticoid receptor
GWAS genome-wide association study
HPA hypothalamo-pituitary-adrenal axis
HF-HRV high-frequency heart rate variability
HR heart rate
HRV heart rate variability
Ig immunoglobulin
IFNg interferon gamma
IL interleukin
LF-HRV low-frequency heart rate variability
PBMC peripheral blood mononuclear cells
PNS parasympathetic nervous system
qPCR quantitative polymerase chain reaction
RIA radioimmunoassay
SC skin conductance
SCRs skin conductance responses
SNS sympathetic nervous system
SNP single nucleotide polymorphism
TGFβ transforming growth factor beta
TNFα tumor necrosis factor alpha
Treg regulatory T lymphocytes

14.1 Introduction

Anorexia nervosa (AN) is a complex and multifactorial psychiatric disorder belong-
ing to the category of eating disorders (Box 14.1). It mainly affects women, with sex
ratios of approximately 10/1 to 15/1 (Treasure et al. 2015), and is characterized by a
voluntary restriction of caloric intake leading to a state of undernutrition with a high
morbidity and mortality, with a mortality rate of 5 per 1000 person/year (Arcelus
et al. 2011). After specialized care, it takes several months for the patient to return to



normal eating habits. There is significant variability across patients in this normali-
zation process and relapse is common, rendering AN among the most serious and
potentially lethal disorders in psychiatry and clinical psychology (Arcelus et al.
2011; Fichter and Quadflieg 2016; Fichter et al. 2017). The etiology of this disorder
is complex, due to the contribution of genetic factors, as revealed by twin studies,
where 58–70% of variance is due to additive genetic factors (Bulik et al. 2006), or
recent genome-wide association studies (GWAS) (Duncan et al. 2017; Watson et al.
2019), but also environmental, metabolic, immune, and neurobiological factors
(Schaumberg et al. 2017; Viltart et al. 2018; Duriez et al. 2019). As the pathophysi-
ology underlying AN is still poorly understood, there are no current medications to
target the core biology of the disorder. In these conditions, even though various
psychotherapeutic approaches are currently offered to patients, it becomes urgent to
better understand how biological factors could influence the gravity of the illness and
the duration of the recovery. In this context, it becomes necessary to consider an
integrative view of neurobiological, immune and metabolic factors associated with
the AN.
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Box 14.1 Criteria for and Characteristics of Anorexia Nervosa
Anorexia nervosa (AN) is one category of eating disorders that also encom-
pass: anorexia avoidant restrictive food-intake disorder, bulimia nervosa,
binge-eating disorder, pica, rumination disorder, other specified feeding or
eating disorder, and unspecified feeding or eating disorder.

1.

The criteria for AN established by the DSM-5 are the following:

Restriction of energy intake relative to requirements, leading to a signifi-
cantly low body weight in the context of age, sex, developmental trajectory,
and physical health. Significantly low weight is defined as a body weight
that is less than minimally normal or, for children and adolescents, less than
that minimally expected.

2. Intense fear of gaining weight or of becoming fat, or persistent behavior
that interferes with weight gain, even though at a significantly low weight.

3. Disturbance in the way in which one’s body weight or shape is experienced,
undue influence of body weight or shape on self-evaluation, or persistent
lack of recognition of the seriousness of the current low body weight.

Two subtypes are classically described: restricting type and binge eating/
purging type. The restricting type concerns individuals whose weight loss is
accomplished primarily through dieting, fasting, and/or excessive exercise and
who have no recurrent episodes of binge eating or purging behavior (i.e., self-
induced vomiting or the misuse of laxatives, diuretics, or enemas) during the
last 3 months. In the binge eating/purging type, individuals have recurrent
episodes of binge eating (i.e., eating large amounts of food in a discrete period

(continued)



Box 14.1 (continued)
of time when not feeling physically hungry, accompanied by a sense of lack of
control) or purging behavior (as mentioned above) lasting longer than
3 months.
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Additionally, some features related to personality or temperament traits, not
mentioned in the DSM-5, also characterize AN: cognitive rigidity, compulsiv-
ity, low self-directedness, perfectionism, and anxiety that can amend coping
strategies to a changing environment. Compared with restrictive type AN,
patients with binge eating/purging type have higher rates of impulsivity and
may be more likely to develop substance abuse (Treasure et al. 2015).

Anorexia nervosa is mainly characterized by a dramatic weight loss, self-induced
by a chronic alteration of feeding behavior from a severe food restriction (restrictive
subtype) to a binge eating consumption of food followed by various purging
strategies (Box 14.1). One of the difficulties encountered in this disease is to
decipher, among the psychiatric and somatic dysfunctions, what would be the causes
and the consequences. Indeed, the refusal to maintain a normal weight can be related
to an intense fear of gaining weight, a dysregulation in the emotional and nutritional
valence (taste, texture...) given to food, a strategy for coping with negative emotions
through weight loss, or a need to exercise in excess. Another difficulty is highlighted
by neuroimaging studies performed with inpatients after several months of recovery.
Imaging studies, using, for example, functional magnetic resonance, positron emis-
sion tomography, indicate differences of activation or in the microstructural envi-
ronment revealed by magnetic resonance diffusion tensor imaging in a wide range of
brain areas such as the hypothalamus (food intake), prefrontal cortex (executive
function, cognitive flexibility), dorsal and ventral striatum (habit versus goal-
directed behavior, reward), amygdala (emotion, fear), insula (taste, interoceptive
emotional evaluation), or ventral tegmental area (motivation, reward), to cite only
the most relevant (Frank 2012; Monteleone et al. 2018; Florent et al. 2020; Iorio-
Morin et al. 2022). This reveals the heterogeneity of implicated cerebral regions and
the potential complexity of subsequent physiological and behavioral manifestations.

Besides differences in activation or inhibition of specific brain areas that can
sustain symptoms classically described in clinic, such as cognitive rigidity, body
distortion, habit-driven behavior, anxiety, or depression, patients suffering from AN
display autonomic, immune, metabolic, and neuroendocrine alterations that need to
be considered as key pathophysiological determinants of the disorder as emphasized
by recent GWAS (Duncan et al. 2017; Watson et al. 2019). Indeed, patients suffering
from AN are also characterized by autonomic nervous system dysregulations (see
point 14.2). In particular, cardiovascular complications, especially bradycardia,
occur in up to 80% of these patients and account for up to 30% of mortality
(Spaulding-Barclay et al. 2016). In addition, and as observed in several other
psychiatric disorders, AN is accompanied by a dysregulated immune system (Gibson
and Mehler 2019; Nilsson et al. 2020, see point 14.3). Moreover, restrictive-type AN



is associated with numerous endocrine dysregulations, such as growth hormone
resistance, hypercortisolemia, low levels of T3 (non-thyroidal illness syndrome),
or reduced hypothalamic-pituitary-gonadal axis function (hypothalamic amenor-
rhea) (Schorr and Miller 2017). Furthermore, peripheral metabolic sensors, also
challenged in this pathology, are considered as partly adaptive to the state of chronic
caloric restriction, as weight restoration normalizes some of these dysregulations
(see point 14.4). The endocrine and metabolic changes contribute to low bone
mineral density and increased risk of fractures, which are common complications
of AN (Steinman and Shibli-Rahhal 2019).
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All these dysregulations lead clinicians and researchers to consider AN as a
metabo-psychiatric disorder, making treatment options difficult (Fig. 14.1). Patients
with AN are followed in specialized centers that use different therapeutic
approaches, such as family or nutritional interventions (Watson and Bulik 2013),
phone application devices (Esfandiari et al. 2018) and cognitive, behavioral or
interpersonal therapies (Brockmeyer et al. 2018).

In brief, and as already evoked, despite the quality of the psychotherapeutic
approach, a significant relapse rate, between 72.2% to 67.5%, is noted (Eddy et al.
2008). Therefore, there is an urgent need for a better understanding of the nature of
interactions between several interconnected systems, such as the central and the
autonomic nervous systems, the digestive and the immune systems, all of which
could maintain the vicious circle of undernutrition.

14.2 Autonomic Alterations in AN

Autonomic nervous system activity corresponds to involuntary physiological pro-
cesses that ensure body regulation. Such activity facilitates adaptive responses of
neuroendocrine, immune, sensorimotor, and cognitive systems (Porges 1995). In
addition, autonomic nervous system activity provides support to complex
behaviours by reacting to specific stimuli, as in emotional reactions, or by anticipa-
tory adjustments, as in preparation to the action.

14.2.1 Autonomic Organization and Control

The autonomic nervous system is a component of the peripheral nervous system that
regulates the sensorimotor traffic to cardiac and smooth muscles (most visceral
targets), glands (endocrine and exocrine), and sensory systems (eyes, skin)
(Table 14.1).

14.2.1.1 Autonomic Components
The ANS is anatomically divided into sympathetic (SNS), parasympathetic (PNS),
and enteric nervous systems (ENS). The SNS and the PNS contain both afferent and
efferent fibers that interact with the ENS and provide sensory inputs to the central
nervous system and motor outputs to the target organs (Fig. 14.2).
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Fig. 14.2 The sympathetic (left, red) and parasympathetic (right, green) division of the autonomic
nervous system innervating target tissues. The sympathetic nervous system (SNS) is a
thoracolumbar (T1–L3) system arising from the intermediolateral cell column of the lateral horn
of the spinal cord, acting through chain ganglia and collateral ganglia. It is a system enabling fight-
or-flight reactions in case of an emergency. The parasympathetic nervous system (PNS) is a
craniosacral system arising from brain stem nuclei associated with cranial nerves (CNs) III, VII,
IX, and X and from the intermediate gray in the S2–S4 spinal cord. Connections from CNs III, VII,
and IX act through cranial nerve ganglia; connections from the vagal system and sacral system act
through intramural ganglia in or near the target tissue. The PNS is a homeostatic reparative system

The ENS is a complex, extensive, and quite autonomous network of neurons
located in the wall of the gut and in accessory visceral organs such as the pancreas
and gallbladder. This network interacts with SNS and PNS, ensuring the control of
motility (contraction/absorption), exocrine and endocrine secretions and the micro-
circulation of the gastrointestinal tract, and is implicated in the regulation of immune
and inflammatory processes (Goyal and Hirano 1996; Lake and Heuckeroth 2013).
The ENS neurons also produce a large range of neurotransmitters with the possibility
to modify digestive functions (Furness 2012).

The SNS and PNS exchange motor and sensory information with the central
autonomic network which includes cortical, subcortical, and neural circuits of the
brainstem and the spinal cord. These circuits ensure neural processes constituting the



basis for the general body regulation, expressed by homeostatic and allostatic
adaptations.
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Motor pathways of SNS and PNS consist of a preganglionic neuron, for which the
cell body is located at spinal or brain stem levels, and a postganglionic neuron, for
which the cell body, located at the peripheral nervous system, directly innervates
target tissues. The efferent components of SNS and PNS generally have an opposite
excitatory and inhibitory control on most target organs, except on those receiving
only SNS innervation (e.g., sweat and adrenal glands). Neurochemically, acetylcho-
line is the preganglionic neurotransmitter for both SNS and PNS and norepinephrine/
noradrenalin and acetylcholine are neurotransmitters at postganglionic level, respec-
tively, for SNS and PNS. In addition to these classical neurotransmitters, pregangli-
onic and postganglionic transmissions include others as well, such as substance P,
neuropeptide Y, and vasoactive intestinal peptide (Cameron 2009).

Concerning sensory pathways, SNS and PNS continuously transmit spontaneous
or induced activity from autonomic targets to the cardiovascular brainstem circuits,
the amygdala and the basal forebrain networks (Berntson et al. 2003). Overall, there
are fewer sympathetic fibers than parasympathetic ones (Hardy and Naftel 1997); in
particular, the vagus nerve is the main parasympathetic pathway sending afferents
from a wide range of viscera (heart, lungs, esophagus, abdominal organs, etc.) to
several key brain stem nuclei (tractus solitarius, dorsal vagal, ambiguus), which are
linked to limbic and cortical areas. Considering its extended sensorimotor impact,
the vagus nerve has been implicated in several psychosomatic disorders involving
cardiovascular, immunological, and endocrine dysfunctions (Cameron 2009).

14.2.1.2 Autonomic Control
The ANS plays a crucial role in the maintenance of homeostasis through the
induction of adaptive physiological responses, particularly in stressful or emotional
contexts. The capacity of an organism to maintain homeostasis is based on its ability
to initiate adaptive physiological responses to cope, for example, with the stressor,
and to inhibit these responses when the stressor is no longer present (Sterling and
Eyer 1988; McEwen 1998). In this context, the modulation of autonomic nervous
activities is involved in the alarm phase of the stress response, allowing a quick
adaptation. More particularly, the SNS activity mobilizes energy resources, prepar-
ing individuals to act in a so-called “fight or flight” response, while the PNS is
associated with “rest-and-digest” or “feed-and-breed” activities. Sympathetic fibers
innervate many effectors, including adrenal glands. Chromaffin cells of the adrenal
medulla synthesize epinephrine/adrenalin and norepinephrine/noradrenalin, which
provide a burst of energy. Consequently, SNS increases heart rate (HR), eccrine
sweating, classically measured as skin conductance (SC) variations, the redness or
pallor (subcutaneous vasodilation or vasoconstriction), measured by temperature
variations in skin regions, and pupil diameter. This alarm phase is followed by a
resistance phase, underpinned by hormonal responses depending on the neuroendo-
crine Hypothalamic-Pituitary-Adrenal (HPA) axis (Selye 1956). Since the burst of
energy mediated by epinephrine/adrenalin and norepinephrine/noradrenalin cannot
be sustained, other hormones come into play in a delayed response to stressors.



Thus, the hypothalamus releases corticotropin-releasing hormone (CRH), which
travels to the pituitary gland, triggering the release of adrenocorticotropic hormone
(ACTH). The blood diffusion of this hormone then reaches the adrenal glands,
prompting them to release cortisol (in humans) and corticosterone (in rodents).
The body thus stays aroused and on high alert (see point 14.4.3). Interestingly,
physiological activities at rest, during a baseline period, can predict autonomic
responses to a stressor or to emotional stimuli. Therefore, having a high autonomic
arousal at rest would lead to a smaller stress-induced arousal, and probably to a
maladaptive autonomic response.
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14.2.1.3 Autonomic Responses
The ANS ensures the control of a large range of physiological activities providing
monitoring, response and regulation of all systems in the body. Here, we will focus
on responses that have been associated with clinical expressions of AN: heart rate
(HR) and heart rate variability (HRV), skin conductance, and skin temperature.

The HR corresponds to the number of contractions the heart makes per minute.
For adults, a normal resting HR normally ranges from 60 to 100; thus, HR over
100 is considered as tachycardia and below 60 as bradycardia, both corresponding to
the risk of various cardiovascular dysfunctions (Fox et al. 2007). Cardiac activity is
significantly modulated by physical efforts, preparation for action, environmental
detection of or for certain stimuli and by emotion. Both branches of the ANS ensure
such modulation: HR increases or the inter-beat interval decreases with the SNS
activity and the HR decreases or the inter-beat interval increases with the PNS
activity (Berntson et al. 1997). The parasympathetic-mediated initial deceleration
occurs in the context of environmental detection, leading to a sensory intake and an
enhanced orienting response (Bradley 2009), while the subsequent sympathetic-
mediated acceleration is a response to the preparation for action, indicating sensory
rejection and defensive arousal (Bradley et al. 2001; Bradley 2009; Jennings and van
der Molen 2005). The HR slows further in response to unpleasant cues while it
increases with emotional arousal and pleasant stimuli (Lang et al. 1993; Bradley
2009).

The HRV measures fluctuations in the time intervals between successive
heartbeats. HRV seems critical for physiological functioning, is sensitive to patho-
logical conditions, and extreme values have been associated with psychopathology
(Heiss et al. 2021). HRV is used to investigate the sympatho-vagal balance and
therefore the physiological flexibility (Thayer et al. 2012). More precisely, the HRV
is often assessed by temporal and frequency measurements: in the time domain, i.e.,
how much HR varies in the time intervals between consecutive heartbeats, higher
values meaning higher or increased HRV; in the frequency domain, i.e., how much
signal power is associated with a specific frequency band, observed low (LF-HRV)
and high (HF-HRV) frequencies indicating respectively a sympathetic and parasym-
pathetic (vagal) modulation of the HR. In short-term resting recordings, the primary
source of HR variation is parasympathetically-mediated respiratory sinus arrhyth-
mia, which refers to the respiration-driven speeding and slowing of HR via the vagus
nerve.
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Electrodermal activity, usually recorded as skin conductance responses (SCRs), is
under the exclusive control of the SNS and constitutes a robust index of central
levels of activation. SCRs are directly related to eccrine sweat gland activity, are
preferentially recorded at the skin level of hands, and reflect increases of sympathetic
discharges related to emotional induction, initial attentional capture and preparation
for action (Bradley 2009; Critchley 2002; De Zorzi et al. 2021; Sequeira et al. 2009).

Another index of emotional arousal, also under sympathetic control, is the
thermal variation of the skin, which depends on cutaneous blood perfusion con-
trolled by the ANS innervating the vessels that irrigate the skin (Kosonogov et al.
2017). Though the PNS has an influence through the endothelial cells, in glabrous
skin (palmar and plantar surfaces, tip of the nose), the vasomotion appeared
regulated principally by sympathetic noradrenergic fibers, whose activation leads
to vasoconstriction and, therefore, to a decrease in local temperature (Donadio et al.
2006; Westcott and Segal 2013). The functional salience of peripheral skin temper-
ature had been shown by Kosonogov et al. (2017): these authors observed that the
temperature of the tip of the nose decreases with emotional arousal, regardless of the
valence, and is correlated with the subjective evaluation of emotional stimulation.
Some authors (Chudecka and Lubkowska 2016) also have proposed that the skin
temperature, as an indicator of sympathetic influences on blood flow to the skin,
could also be used to explore further eating disorders. Thus, some studies have
attempted to link other autonomic indices, such as blood pressure (Sachs et al. 2016)
and pupil response (Couton et al. 2022) to AN.

14.2.2 Autonomic Activity in AN

Both SNS and PNS are tonically active and constitute a dynamic sympatho-vagal
balance important for organism flexibility and adaptability. In contrast, autonomic
imbalances, characterized by maladaptive physiological responses to stressors or
emotional induction, lead to pathophysiological consequences (McEwen and Stellar
1993). Autonomic imbalance, in particular, is associated with a higher risk of
cardiovascular and other physical health complications (Malliani et al. 1991;
Tonhajzerova et al. 2016), and contributes to the risk of development of psychiatric
disorders (Tonhajzerova and Mestanik 2017).

In this context, disturbances in cardiac autonomic regulation may contribute to
the increased cardiovascular complications and mortality observed in AN (Mazurak
et al. 2011). Indeed, the energy deprivation and malnutrition associated with AN
place immense pressure on the cardiovascular system, with up to 80% of patients
suffering from cardiovascular complications (Spaulding-Barclay et al. 2016). There
are also specific cardiac complications of AN that arise during the process of
refeeding, such as arrhythmia, tachycardia, and congestive heart failure (Casiero
and Frishman 2006; Vignaud et al. 2010). Based on this observation, a recent
systematic review (Jenkins et al. 2021) aimed to synthesize the evidence of basal
ANS function in individuals with AN.
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Fig. 14.3 Autonomic control of the heart rate. Heart rate (HR) is controlled by the two branches of
the autonomic nervous system: the sympathetic nervous system (SNS) and the parasympathetic
nervous system (PNS). Sympathetic efferent fibers increase HR via cardiac sympathetic nerves,
while parasympathetic efferent fibers decrease HR via the vagal nerve (X). Baroreceptors are
mechanoreceptors located in both the carotid sinus and the aortic arch. They detect changes in
arterial pressure and communicate this to the nucleus of solitary tract of the medulla oblongata
through Hering (IX) and Cyon (X) nerves. The nucleus solitarius is a major integrative center for
ascending (limbic and hypothalamic), local brain stem and descending regulation of autonomic
preganglionic responses (dorsal motor nucleus of X for parasympathetic, intermediolateral cell
column for sympathetic). In anorexia nervosa (AN), sympathetic influence on HR seems decreased
(blue arrow), while parasympathetic influence on HR seems increased (red arrow). Besides AN
seems associated with increased blood pressure sensitivity (red arrows)

Concerning measures of baseline HR, patients with AN generally show a signifi-
cantly lower HR compared to healthy individuals (Palomba et al. 2017). Otherwise,
some results showed that chronic AN patients have a significantly higher HR when
compared to acute AN patients (Platisa et al. 2006). These results could suggest that
the duration of AN potentially influences cardiac regulation and also contribute to
explaining contradictory results reporting baseline rates lower or higher than normal
(e.g., Farasat et al. 2020; Krantz and Mehler 2004).

Regarding the HRV, which is used to investigate the sympatho-vagal balance and
therefore the physiological flexibility (Thayer et al. 2012), Jenkins et al. (2021)
reported increased heart rate variance, increased parasympathetic activity and
decreased sympathetic activity in AN. More precisely, assessment of HRV in the
time domain revealed increased beat-to-beat variability in HR in the acute state of
AN, which does not continue following weight restoration. In short-term resting



recordings, the primary source of such variation is parasympathetically-mediated
respiratory sinus arrhythmia, which refers to the respiration-driven speeding and
slowing of HR via the vagus nerve. Assessment of HRV in the frequency domain
showed increased high-frequency HRV and decreased low-frequency HRV, which
was reflected in a trend toward decreased LF/HF ratios in patients with a current
diagnosis of AN. Interestingly, data from Jenkins et al. (2021) suggest that weight
restoration normalizes HRV parameters, with either no difference or levels trending
toward controls. In brief, most findings indicate that, in patients with AN, the HRV
seems characterized by an increased parasympathetic modulation and a decreased
sympathetic modulation.
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Some studies recorded blood pressure (BP) or baroreflex sensitivity to assess
autonomic repercussions of AN. Decreased mean BP (hypotension) is a typical
finding for AN (Sachs et al. 2016). More precisely, results indicate decreased
systolic BP (Gross et al. 1979), decreased diastolic BP (Casu et al. 2002) or both
decreased systolic and diastolic BP (Lesem et al. 1989; Sánchez-Muniz et al. 1991;
Awazu et al. 2000; Murialdo et al. 2007). Based on BP variability analysis, studies
revealed sympathetic hypofunction in both the resting and the standing positions in
patients with AN (Ishizawa et al. 2008; Takimoto et al. 2014). For baroreflex
sensitivity, individuals with AN show increased indices of sensitivity (Kollai et al.
1994; Ishizawa et al. 2008; Takimoto et al. 2014) even if one study did not show any
differences between AN and control participants (Tonhajzerova et al. 2020).
Associated with higher HRV, increased baroreflex sensitivity argues for an enhanced
parasympathetic reflex of HR control in AN (Fig. 14.3).

Regarding other indices of ANS, individuals with AN do not show the expected
increased adrenergic outflow in response to orthostasis (Gross et al. 1979; Lechin
et al. 2010), yet are comparable to controls after weight restoration (Gross et al.
1979; Lesem et al. 1989). Besides, studies indicate decreased plasma and urinary
levels of noradrenaline or MHPG (3-methyl-4-hydroxyphenylglycol: the major
catecholamine metabolite) in individuals with AN (Jenkins et al. 2021). Further-
more, there is some evidence of altered SC level between AN subtypes (Calloway
et al. 1983) and SC level alterations in AN are observed to be associated with
psychological factors, including anxiety (Léonard et al. 1998; Palomba et al.
2017). Especially, patients with AN show a greater frequency of SC responses
than controls when categorizing underweight body shapes, and greater frequency
in responses to underweight than normal body shapes (Clarke et al. 2016). In
general, patients with AN manifest lower overall SC than healthy individuals
(Knejzlíková et al. 2021). Studies that explored peripheral skin temperature show
lower values for AN than for healthy controls (Bär et al. 2006) or no significant
differences (Papezová et al. 2005). Finally, concerning pupil response, highly
modulated by both branches of the ANS, one study showed decreased sympathetic
and increased parasympathetic pupil response in a light reflex paradigm (Bär et al.
2006). In response to different types of body shapes, another study has shown
differences in pupillary response that correlate with the subjective rating of emo-
tional arousal that was observed in controls but not in AN (Couton et al. 2022).



Overall, autonomic dysregulation in AN seems characterized by an increased para-
sympathetic and a decreased sympathetic influence.
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14.3 Immune Alterations in Anorexia Nervosa

Drastic metabolic changes as observed in obesity, cachexia associated with somatic
disorders (Tan and Fearon 2008) or malnutrition (Rodríguez et al. 2007) strongly
alter the immune system, rendering affected individuals more vulnerable to
infections. The links between the immune system and psychiatric disorders have
intrigued researchers for decades. Indeed, GWAS analyses demonstrated genomic
regions common in both psychiatric and immune system disorders (Wang et al.
2015). More specifically, in the case of AN, a GWAS performed on 3495 cases with
this eating disorder and 10,982 healthy controls identified for the first time a robust
locus for anorexia, the single nucleotide polymorphism (SNP) rs4622308 located on
chromosome 12. This SNP is in high linkage disequilibrium with rs11171739, which
has been found to be associated in GWASs of type 1 diabetes and rheumatoid
arthritis (autoimmune disease) (Duncan et al. 2017). As mentioned by the authors
(p. 858, discussion): “Multiple reports of shared effects between anorexia nervosa
and immune phenotypes fit into a broader pattern of above-chance comorbidity
across psychiatric and immune phenotypes.”

The immune system must be considered to be a central and pivotal element in AN
since it is involved in physiological and psychological adaptation to stimuli. Many
studies have highlighted the link between the abnormal production of certain
cytokines, an inappropriate immune response and the response to stress, whether
metabolic or psychosocial. For example, in obesity, the metabolic changes inherent
in weight gain can lead to low-grade inflammation (Hotamisligil 2006). Similarly,
acute or repeated psychosocial stress, anxiety or depression are often associated with
multiple impairments of the immune function in humans and other animal species
(Brambilla 2001; Dantzer et al. 1993; Viltart and Vanbesien 2013).

The literature on the immune system of patients with AN contains many
discrepancies. These differences may be due to patient selection (small sample,
age, body mass index or BMI, subtypes of AN, length of illness, pharmacological
treatment, nutritional feeding habits), method of assay (RIA, ELISA, or qPCR),
protocol of investigation (patients at the beginning of hospitalization or in advanced
nutritional rehabilitation) or to the type of compartment examined (changes in
lymphocyte subsets, in vivo circulatory concentrations of cytokines or in vitro
stimulated (production of cytokines from peripheral blood mononuclear cells or
PBMC). Furthermore, as will be discussed below, a range of processes that are
frequently comorbid with AN are themselves known to adversely impact immune
function, e.g., nutritional deficiencies, neuroendocrine changes, anxiety, depression,
chronic stressful life events and excessive exercise. Considering these limitations
and the complexity of the immune system, evaluation of the immune modifications
in AN remains a difficult exercise. In the following sections, we try to indicate the



main changes that can impact directly or indirectly the metabolic and psychological
health of AN patients.
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14.3.1 Immune Disturbances in AN

As reported in the review of Brown et al. (2008), mild changes occur in a range of
immune measures in AN. Indeed, patients display several abnormalities in the
proportion of immune cells, including in particular decreased or normal peripheral
blood leukocyte counts, decreased or normal natural killer cells and total
T-lymphocyte counts. The CD4/CD8 ratio (Box 14.2) was found to be either
increased or decreased. In addition, granulocyte-macrophage colony-forming cell
numbers in peripheral blood are decreased in patients with AN, relative to controls.
The number of naïve T cells is decreased relative to memory T cell numbers,
although selective depletion of memory T cells has also been reported. B lympho-
cyte numbers are reported to be normal.

Box 14.2 Cytokines and Inflammation
Cytokines are small secreted proteins released by specific cells and responsible
for most of the biological effects in the immune system. They participate in
interactions and communications between cells. Cytokine is a general name,
within which can be distinguished lymphokines, or cytokines produced by
lymphocytes, monokines, or cytokines made by monocytes, chemokines, or
cytokines with chemotactic activities, adipokines, or cytokines released by
adipocytes and interleukins (ILs) or cytokines made by one leukocyte and
acting on other leukocytes.

Cytokines are produced by many cell populations, but the predominant
producers are macrophages and helper T cells (Th). T lymphocytes have been
divided into two main subsets, according to the presence of cell surface
molecules known as CD4 and CD8. T lymphocytes expressing CD4 or helper
T cells are regarded as being the most prolific cytokine producers (Mosmann
et al., 1987). This subset of T lymphocytes can be further subdivided into Th1,
Th2, Th9, Th17, and more recently in Th22. Briefly, the Th1 subtype type
induces pro-inflammatory responses to kill intracellular pathogens, including
protozoa, bacteria, and viruses. Interferon-gamma, TNFα, and IL-2 are the
main Th1 cytokines. Th2 subtypes are primarily important in helping to mount
a defense against extracellular pathogens such as helminth infections. They
also participate in different types of allergic diseases (asthma, atopic dermati-
tis, allergic rhinitis, or food allergy). They release principally IL-4, IL-5, and
IL-13. More recently other subtypes have been discovered, such as Th17
subtype, which is involved in inflammatory autoimmune pathologies (Crohn's
disease, for example), carcinogenesis (pro- or anti-tumorigenic effects,

(continued)



Box 14.2 (continued)
depending on the tumor) and produces mainly IL-17, IL-21, and IL-26; Th9
subtype is implicated in tissue inflammation and immunity against parasites
and cancer, and able to release IL-9 and IL-21 or the Th22 subtype, which is
able to secrete IL-22 and whose main function is to protect epithelial barrier
organs (skin, lung), and to modulate inflamed and injured tissue.
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The activation of these cells requires the release of several cytokines that
are classically subdivided into two categories: pro-inflammatory and anti-
inflammatory cytokines. The pro-inflammatory cytokines are involved in the
acute phase response. They concern mostly TNFα (Tumor Necrosis Factor α),
IL-1β, and IL-6. The anti-inflammatory cytokines are a series of immunoregu-
latory molecules that control the pro-inflammatory cytokine response to regu-
late the immune response. Their physiological role in inflammation and
pathological role in systemic inflammatory states are increasingly recognized.
Major anti-inflammatory cytokines include the IL-1 receptor antagonist, IL-4,
IL-6, IL-10, IL-11, and IL-13.

Brown and colleagues also reported abnormalities in immune function with
decreased natural killer cell activity, deficits in T-lymphocyte cytotoxicity,
decreased or normal granulocyte adherence and neutrophil chemotaxis and increased
platelet aggregation. Lymphoproliferative responses to mitogenic stimulation did
not reveal significant differences between AN patients and controls. Finally, data
pertaining to delayed-type hypersensitivity skin responses showed slightly
decreased, normal, or increased activity in AN, while anergy, which is a mechanism
of immunologic self-tolerance in which T cells become functionally inactivated after
previous stimulation, is elevated in patients with AN relative to controls.

Most of these immune disturbances do appear to normalize with refeeding and
clinical recovery (Allende et al. 1998; Nagata et al. 1999). Besides these differences
observed in production of immune cells, patients suffering from AN also present
alterations in the release of several inflammatory cytokines (Box 14.2).

14.3.2 Cytokine Disturbances in AN

Anorexia nervosa is associated with various abnormalities in the spontaneous
(in plasma) and stimulated (from PBMC) concentration of different cytokines
(Box 14.2).

14.3.2.1 Comparison of AN Patients and Healthy Control Subjects
Data obtained on the plasma levels of IL-1β, IL-6, tumor necrosis factor (TNFα) and
transforming growth factor β are not wholly consistent and seem to depend on BMI
(Brown et al. 2008). Nevertheless, two meta-analyses have reported increased
plasma concentrations of IL-6 and TNFα and decreased TGF β (Solmi et al. 2015;



Dalton et al. 2018) in patients with AN, compared to controls. When only patients
suffering from restrictive AN were considered, IL-1β was found to be elevated
compared to healthy controls (Solmi et al. 2015). However, a recent study using
an “Olink Proteomics inflammatory panel” on 113 plasma samples from women
with active and recovered AN and 114 control subjects did not support these results
(Nilsson et al. 2020), as previously indicated by Brambilla (2001).
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In addition, different results for cytokine production by PBMC have been
reported. Indeed, in the study of Nova et al. (2002), in which cytokine production
by phytohaemagglutinin-stimulated PBMC was assessed in two AN groups (AN-R
and AN-BP) upon admission to the hospital, the production of TNF-α and IL-6 was
lower, whereas production of IL-1β, was higher in patients with AN than in the
control group. In another study, in which isolated PBMC were stimulated with
concanavalin A, Raymond et al. (2000) reported that only IL-6 production tended
to be higher in the AN group than in the controls. These differences could be
attributed to (1) the population of patients considered (AN-R vs. AN-BP; age),
(2) the medication taken by the patients, since it is known that, for example,
benzodiazepines would be more likely to inhibit pro-inflammatory cytokine produc-
tion and (3) the agent used to stimulate the PBMC (concanavalin A or phytohemag-
glutinin, two lectins that stimulate cellular mitogen capacity of immune cells).

The evaluation of plasma cytokine levels can be assessed by another method,
highly sensitive, reliable, and easy to perform, using whole blood mRNA analysis by
qPCR (quantitative real-time polymerase chain reaction). The mRNA expression
patterns for TNF-α and IL-6 in whole blood have been found to be higher in patients
with AN than in controls (Kahl et al. 2004). These data are thus in a good correlation
with protein production.

One can note that very few studies reported changes in other cytokines (inter-
feron-γ, IL-2, Il-4, IL-5, IL-7, IL-10, macrophage inhibitory cytokine-1. . .). How-
ever, as an example, IL-17, another pro-inflammatory cytokine, which induces
activation and mobilization of neutrophils to sites of inflammation, is also consid-
ered to be a potent mediator of inflammatory responses in multiple sclerosis and
other autoimmune diseases (Steinman 2007; Waisman et al. 2015). IL-17 is a main
cytokine in central nervous system inflammatory disorders (Tzartos et al. 2008). Its
plasma concentrations are increased and decreased in depression and schizophrenia,
respectively, without the mechanistic consequences being elucidated at present,
though its pro-inflammatory action is described in the brain through the activation
of glial cells (Borovcanin et al. 2012; Davami et al. 2016; Waisman et al. 2015).
Similarly, IL-7, a constitutive pleiotropic cytokine, is also involved in energy
metabolism. In rodents, it protects from obesity through regulation of adipose tissue
via a lymphocyte-independent mechanism, whereas administration of exogenous
IL-7 decreased food intake in a situation of refeeding after fasting, by modulating the
activity of hypothalamic neurons expressing the anorexigenic neuropeptide
pro-opiomelanocortin (Macia et al. 2010; Lucas et al. 2012). Furthermore, the 24 h
mean IL-7 plasma concentrations are decreased in patients with AN-R compared to
controls (Germain et al. 2016). Finally, using a Proteomics inflammatory panel,
Nilsson et al. (2020) showed a dysregulated inflammatory profile in acute AN, with



18 proteins having lower plasma concentrations compared to controls and 6 proteins
displaying higher plasma concentrations. The concentrations of several plasma
markers were also found to be correlated with variations in BMI. These data
encourage us to extend future studies to a broader range of cytokines to better
understand their role in the evolution of the illness. Interestingly, most of the studies
showed that in women who had recovered from AN (after a period of weight gain),
the plasma concentrations of most of the inflammatory markers had normalized
(Nilsson et al. 2020; Solmi et al. 2015; Brown et al. 2008; Kahl et al. 2004; Nagata
et al. 1999), but that TNF-α mRNA expression remained high even after refeeding.
This suggests that this cytokine could contribute to later metabolic abnormalities in
AN (see point 14.4).
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To conclude, data from the literature confirm that alterations in the inflammatory
profile in AN, particularly the restrictive subtype, are associated with low BMI and
that some of these alterations may maintain or even reinforce metabolic
abnormalities.

14.3.2.2 Are the Cytokine Disturbances in AN Caused by Inflammatory
Conditions or by Nutritional Deprivation?

Despite the changes observed in various plasma proteins involved in inflammatory
processes, several studies revealed that underweight AN patients are surprisingly
free from common viral infections (Armstrong-Esther et al. 1978; Golla et al. 1981;
Wade et al. 1985). A bidirectional relationship between inflammation and food
intake is now commonly accepted: (1) reduced food intake is one symptom of the
sickness behavior (Dantzer et al. 2008); (2) several cytokines, such as IL1β, IL6, and
TNFα, are known to profoundly suppress food intake in animals and humans by
acting at different brain sites involved in the homeostatic and hedonic control of food
intake (Brown et al. 2008; Gautron and Layé 2010); (3) obesity and being over-
weight are now well accepted to be a state of chronic low-grade systemic inflamma-
tion, characterized by increased pro-inflammatory cytokine secretion from adipose
tissue and infiltration of leukocytes, including macrophages, into this tissue
(Hotamisligil 2006); (4) people suffering from undernutrition or malnutrition are at
increased risk for infections and they also show a different cytokine profile compared
to AN patients (Rytter et al. 2014; Gibson and Mehler 2019). Altogether, these data
are intriguing. Patients suffering from AN experience metabolic and psychological
conditions that should have an impact on their immune dynamic capacities. Severe
malnutrition, anxiety, depression, and socially related tension that are present in
AN-R lead to striking neurotransmitter and neuroendocrine changes, all of which
can result in modulation of immune activity. As an example, the HPA axis, known to
regulate stress response, metabolic homeostasis and to inhibit inflammatory activity,
is upregulated in AN. Indeed, the continuous stress of nutritional deprivation leads to
chronic HPA axis stimulation resulting in hypercortisolism in patients with AN and a
blunted HPA axis reactivity in response to acute stress (Estour et al. 2010; Het et al.
2015; Sekaninova et al. 2020). In view of this data, one can hypothesize that in AN
the immune function has become unresponsive to internal stimuli. The relative
paucity of viral infections in AN in spite of these changes could be explained by



the lack of nutrients which, in association with a low body temperature, might
provide an environment that does not support pathogen survival. The interrelations
between the function of the immune and central nervous system are complex and the
differences in the ability of patients with AN to establish a compensatory mechanism
through the autonomic nervous or the neuroendocrine systems could explain the
variability of the results obtained.
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14.4 Metabolic Alterations in Anorexia Nervosa

Patients with AN-R present several metabolic and endocrine abnormalities that need
to be considered as key pathophysiological determinants of AN (Viltart et al. 2018;
Duncan et al. 2017; Duriez et al. 2019; Estour et al. 2010). These alterations are
partly adaptive to the state of chronic starvation since weight restoration usually
normalizes many of those dysfunctions. Nevertheless, during the active phase of
AN, these abnormalities worsen the patient’s condition through their direct or
indirect action on the immune system and ANS.

We focus here on three hormones implicated in the regulation of food intake,
energy homeostasis, immune system and emotional/motivational aspects,
dysregulated in AN: leptin, ghrelin, and glucocorticoids.

14.4.1 Ghrelin and Anorexia Nervosa

Ghrelin mRNA codes for the 117-amino acid preproghrelin, which is then enzymat-
ically cleaved to produce ghrelin and obestatin. Ghrelin (based on “ghre” a word root
in Proto-Indo-European languages meaning “grow”) is thus a 28-amino acid hor-
mone with a unique fatty acid modification on Ser-3, mainly produced by the gastric
mucosa. This hormone was first identified as the endogenous ligand of the growth
hormone secretagogue receptor (GHS-R) and for its ability to stimulate growth
hormone secretion (Kojima et al. 1999). It has also been detected in other organs
such as pancreas and gastrointestinal tract (Méquinion et al. 2015a, 2015b). This
peptide is post-translationally modified with an eight-carbon fatty acid moiety by the
enzyme ghrelin-O-acyl-transferase, giving rise to acyl-ghrelin. This acylation is
necessary to activate the GHS-R (Wren et al. 2000). Its receptors are expressed in
several brain structures, in many organs such as kidney, heart, intestine, liver, and
adipose tissue, and in immune cells such as monocytes, macrophages, monocyte-
derived dendritic cells, and T cells (Müller et al. 2015; Mathur et al. 2021). Ghrelin is
a pleiotropic hormone whose primary role is to trigger growth hormone secretion, to
modulate energy balance and to ensure that an organism seeks out and consumes
food. Its main targets are hypothalamic neurons involved in the homeostatic regula-
tion of food intake, and dopaminergic neurons located in the ventral tegmental area
(brainstem) which is implicated in the motivational and rewarding aspects of feeding
(Stoltenborg et al. 2022; Müller et al. 2015; Méquinion et al. 2015a, 2015b). Ghrelin
is also pivotal in metabolic processes such as glucose homeostasis, gastric emptying



or fat oxidation (Müller et al. 2015; Gorwood et al. 2016), and in immune regulation,
since a number of reports have described ghrelin as a potent anti-inflammatory agent
exerting inhibitory effects in colonic inflammation, arthritis, pancreatitis, and sepsis
(Baatar et al. 2011; Pintér et al. 2014). A recent review suggests ghrelin may be
considered an “anti-sepsis peptide” (Mathur et al. 2021). This gastric hormone
downregulates the expression of pro-inflammatory cytokines such as TNF-α, IL-6,
and IL-1β, and upregulates the expression of anti-inflammatory cytokines, e.g.,
IL-10 and TGFβ via a GHS-R-specific mechanism (Taub 2008), thus limiting the
cytokine firing induced by the septic shock. Indeed, pre-clinical studies demonstrate
that treatment with either ghrelin or ghrelin agonists decreases inflammation, by
downregulating pro-inflammatory cytokines through activation of the vagus nerve or
inhibition of the SNS activity (Wu et al. 2007a; Wu et al. 2007b) thus reducing the
severity of inflammatory processes in animal models of sepsis, inflammatory bowel
disease, arthritis, pancreatitis, or obesity, which is a state of low-grade inflammation
(Mathur et al. 2021). Furthermore, its anti-inflammatory properties also lead to
neuroprotective effects, making ghrelin a potentially effective therapeutic agent in
disorders where chronic inflammation and neuroinflammation are present.
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Patients suffering from AN-R display increased 24 h plasma ghrelin
concentrations (Tolle et al. 2003; Germain et al. 2009). Elevated levels of this
orexigenic hormone in undernourished patients appear paradoxical, because patients
with AN do not respond to this meal initiation signal and maintain a self-restriction
for food; the mechanisms responsible for such an increase are unknown. Indeed, in
pathophysiological conditions, decrease in food intake associated or not with
anorexia-cachexia is one of the most common symptoms of illness, injury, or
inflammation. The cachectic state is usually associated with high plasma levels of
ghrelin, as in the case of chronic heart failure (Nagaya et al. 2001). Because
increased ghrelin failed to compensate for increased appetite and regulation of
metabolic state, numerous authors suggest a ghrelin-resistant state. Similarly, the
simultaneous presence of elevated plasma ghrelin concentration and a rather
pro-inflammatory state in AN is counter-intuitive. Given that, one may wonder
about potential central and/or peripheral resistance to ghrelin or antagonism of
ghrelin’s effects by other molecules involved in the regulation of appetite and energy
balance. Indeed, on the one hand, immune cells are very sensitive to changes in
energy balance in a tissue microenvironment and require an appropriate signal to
alert or adjust immune responses and, on the other hand, inflammatory cytokines
released from immune cells act on the central nervous system to modulate food
intake and energy homeostasis. Ghrelin was also found to significantly inhibit leptin-
induced increase in pro-inflammatory cytokines and Th1 responses in human mono-
nuclear and T cells (Dixit et al. 2004; Taub 2008).

14.4.2 Leptin and Anorexia Nervosa

In humans, leptin (from the Greek word leptos, meaning “thin”) is produced from the
lep gene, located on chromosome 7, which transcribes a 167-amino acid peptide (see



review, Münzberg and Morrison 2015). From its discovery in 1994 by Friedman and
colleagues (Halaas et al. 1995), this adiposity hormone, produced mainly in white
adipose tissues, is now well recognized as a valuable marker of long-term energy
stores and is highly sensitive to changes in metabolic status. Circulating leptin
positively reflects adipose tissue size and thus belongs to the family of adipokines,
with increased and decreased levels in obesity and fasting or anorexia, respectively
(Frederich et al. 1995; Ahima et al. 1996; Schwartz et al. 1996). This hormone plays
an important role in body weight homeostasis through communication of the energy
storage status to the brain, through leptin receptors that are located in several brain
regions, peripheral tissue and immune cells (Münzberg and Morrison 2015;
Gainsford et al. 1996; Dixit et al. 2004). One of the most important functions is to
reduce food intake by stimulating the anorexigenic hypothalamic pathway and
inhibiting the orexigenic pathway. Furthermore, leptin has been shown to exert
pleiotropic effects and influences a wide spectrum of biological functions, such as
reproduction, since it is required for the normal onset of puberty (Salem 2021),
regulation of adaptive thermogenesis (Genchi et al. 2021), muscle and bone metab-
olism (Kirk et al. 2020), or immunity (Maurya et al. 2021). Indeed, this adipokine is
an essential link between energy metabolism and optimal immune function, since its
excessive release in obesity contributes to chronic low-grade inflammation, by
inducing the production of inflammatory cytokines, including IL-1β, IL-6, and
MCP-1 in eosinophils (Wong et al. 2007). Conversely, during fasting, starvation
and AN, the decreased plasma concentrations of leptin are associated with
impairments in cell-mediated immunity, proliferation of monocytes, and decreased
release of IL1β, IL6, and TNFα (Wong et al. 2007, see Taylor 2021). Many immune
cells, such as immature granulocytes, mature monocytes, macrophages, and
lymphocytes, express leptin receptors (Gainsford et al. 1996). Leptin affects both
innate and adaptive immunity through modulation of immune cell survival and
proliferation, as well as activity (Francisco et al. 2018). Briefly, regarding innate
immunity, leptin increases the cytotoxicity of natural killer cells and promotes the
activation of granulocytes, macrophages and dendritic cells. As for adaptive immu-
nity, leptin increases the proliferation of naïve T cells and B cells while reducing that
of regulatory T cells (Treg). Leptin also promotes pro-inflammatory Th1 profile
(Box 14.2) and facilitates Th17 responses. Furthermore, most immune cells express
leptin receptors on their surface, which supports a direct effect of leptin in the
modulation of the immune response (Procaccini et al. 2017). In mouse models
deficient in leptin or in leptin-receptor, an augmented number and activity of Treg
cells together with a resistance to autoimmune diseases were noted. This can be
rescued by leptin treatment of leptin-deficient mice (Matarese et al. 2010).
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These data, once again, indicate the complexity of immune system regulation in
patients with AN, where the severe weight loss induces shrinking of adipose tissue
and thus altered leptin release. The decreased circulating leptin levels can either
directly impact immune cell functioning (innate and adaptive) or affect their func-
tioning indirectly through a central action on the hypothalamus mediated, in part, by
inhibition of HPA axis (see part 14.4.3) and activation of the sympatho-adrenal axis
(see part 14.2.2) (Pérez-Pérez et al. 2017).
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14.4.3 Glucocorticoids and Anorexia Nervosa: Involvement
of the Hypothalamo-Pituitary-Adrenal Axis

Glucocorticoid hormones (GC) belong to a class of steroids that are synthesized by
the adrenal cortex, primarily under the control of the HPA axis. Briefly, in a stressful
situation, neurons located in the hypothalamic paraventricular nucleus release
corticotropin-releasing hormone and vasopressin. They synergistically stimulate
the secretion of stored adrenocorticotropic hormone (ACTH) from anterior pituitary
gland cells. Then, ACTH is released into the blood to target the adrenal cortex, where
it rapidly stimulates biosynthesis of corticosteroids such as cortisol from cholesterol
(Del Rey and Besedovsky 2008). The function of GC is mediated by the GC receptor
(GR), which is a member of the nuclear receptor superfamily of ligand-dependent
transcription factors, widely distributed into the brain and numerous organs and by
mineralocorticoid receptors (MRs) which are mainly found in the hippocampus
(Kalinyak et al. 1989; Reul and de Kloet 1985; Reul et al. 2000). They both
participate in the regulation of the HPA axis. Briefly, GRs mediate negative feed-
back signals of elevated GC levels, whereas MRs control the inhibitory tone of the
hippocampus on HPA axis activity (Reul et al. 2000). Adrenal secretions are
modulated by various hormones such as leptin, which directly regulates adrenal
secretions via its receptors on adrenocortical cells by exerting an inhibitory effect on
cortisol release (Bornstein et al. 1997).

In AN, evidence supports the idea that an overactive HPA axis may contribute to
maintaining the neuroendocrine, emotional, and behavioral alterations observed in
this disorder (Viltart et al. 2018). In the Minnesota Starvation Experiment, Keys
(1950) was the first to link stress, anxious and depressive symptoms with starvation,
in healthy male volunteers. The co-morbidity between AN and anxiety disorders,
obsessive-compulsive disorders, and depression are often reported (Mattar et al.
2012), also because the latter can be characterized by altered HPA axis activity.
When an individual is confronted with a stressful event or stressor, activation of the
HPA axis and release of GCs enable coping strategies to face the stressful situation.
This phenomenon becomes deleterious in case of chronic psychological and/or
metabolic stress and regulation of the HPA axis is altered, as is the case in AN
(Lo Sauro et al. 2008). Indeed, patients suffering from AN show elevated
concentrations of cortisol as reported in various clinical studies (Estour et al. 2010;
Bou Khalil et al. 2017). Several factors may account in this deregulation, such as
(1) altered stress tolerance that is proposed to participate in the onset and course of
AN and thus in the occurrence of anxious or depressive behavior; (2) pre/perinatal
vulnerabilities that may program anxious/depressive diseases later in life; (3) meta-
bolic stress generated by chronic starvation that prompts activation of the HPA axis
to restore metabolic needs and (4) inappropriately elevated physical activity cur-
rently described in AN patients that might be considered as a strategy to lose weight
or to be a reinforcer to alleviate anxious feelings.

Like the hormones previously detailed, GC has pleiotropic effects, being
involved in metabolic, inflammatory, cardiovascular, and behavioral processes.
The metabolic effects of GC are associated with hepatic and peripheral insulin



resistance, hyperglycemia and dyslipidemia. As an example, after a fast GC
stimulates lipolysis in adipocytes, resulting in generation of glycerol that is then
used in gluconeogenesis, and free fatty acids that are oxidized. In chronic caloric
restriction, such as in AN, GC actively participates in several biochemical processes
that collectively serve to increase and maintain normal concentrations of glucose in
the blood (Akalestou et al. 2020). The immune effects of GC are also well
documented. They play a role in the development and homeostasis of T
lymphocytes, up-regulating the expression of anti-inflammatory proteins and
downregulating the expression of pro-inflammatory proteins. Indeed, chronic stress
is known to suppress immune function, increase the susceptibility to infections and
cancer, but also to exacerbate asthma, allergy, autoimmune, and inflammatory
diseases (Dhabhar 2009). In this view, the consequences of stress might be beneficial
or harmful depending on the type of immune reactions elicited and for the duration
of the stress. In the case of acute stress, a biphasic effect on blood leukocytes is
noted. Interestingly, Dhabhar and McEwen (1997) have described an initial increase
in the number of blood leukocytes, occurring within minutes of the beginning of the
stress response and correlated with high levels of catecholamines released through
the activation of the SNS. Then, activation of the HPA axis results in a decreased
number of blood leukocytes, paralleled by their extravasation from blood vessels to
reach peripheral targets (skin, lungs, gastrointestinal, and urinary-genital tracts) to
prepare the organism for potential lasting immune challenges as a consequence of
the stressor (Dhabhar and McEwen 1997). Such a biphasic immune response is
considered adaptive, with the release of GC producing anti-inflammatory effects
through the production of IL-10, for example, which is both immunosuppressive and
immunomodulatory. When individuals are subject to chronic stress, a
downregulation of various components of the immune system occurs. The sustained
release of GC occurring during such long-lasting stress might exert opposite effects
depending on their targets. In the periphery, GC inhibit lymphocyte proliferation and
dendritic cell maturation, induce the apoptosis of basophils, eosinophils, and T cells,
whereas in the central nervous system, GC are not systematically anti-inflammatory
and can even have pro-inflammatory effects, promoting extravasation and migration
of immune cells and inducing the release and accumulation of nitric oxide and
cytokines (TNFα, IL-1β, IL-6, or IFNγ) into the brain (Sorrells and Sapolsky 2007).
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In AN, the metabolic stress induced by chronic caloric restriction is associated
with altered HPA axis activity, as mentioned above, which can result in a
dysregulation of the immune system. The anti-inflammatory role of GC might
fluctuate according to the gravity of the disorder, established with the BMI, render-
ing the patients more or less vulnerable to the effect of pro-inflammatory cytokines
and thus aggravating potentially their mood state. The plasma concentrations of
these hormones vary according to the extent of weight loss, and as suggested in the
previous parts, the immune system is not regulated only by one process. The
divergent results concerning the functioning of the immune system in AN can be
explained by taking into account the severity of weight loss, which generates a
certain variability in the plasma concentrations of those hormones primarily
involved in metabolic adaptations. Also, the variations of the immune system in



AN could reflect the adaptive flexibility of each patient according to its metabolic
state. Finally, parameters such as age and duration of the disorder should also be
taken into consideration. Maturation of the immune system continues during adoles-
cence, where it is modulated by the surge of sex hormones and consequently has a
direct impact on the maturation of several brain areas through neuroimmune
interactions (Brenhouse and Schwarz 2016). We can thus hypothesize that the longer
the duration of exposure to caloric restriction, the more chronic stress sets in, the
more metabolic dysregulations worsens and the more immune alterations appear,
leading the individual into a vicious circle that is difficult to break.
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14.5 Conclusion and Perspectives

The difficulty encountered by clinicians in finding effective therapeutic solutions to
the behavioral, psychological, and physiological problems of patients suffering from
AN may be a consequence of the multi-faceted aspects of this disorder. The etiology
of this disease is still poorly understood, although recent evidence points to a gene-
environment interaction; indeed, GWAS and other genetic approaches support the
existence of strong heritability (Duncan et al. 2017; Watson et al. 2019). Further-
more, the involvement of personal history or socio-cultural factors should not be
neglected, as they may be key elements in the onset and the evolution of the disease,
particularly in terms of relapse. Patients with AN often enter a vicious circle in which
drastic variations in body weight induce significant physiological and behavioral
consequences, including ANS manifestations and variations in various hormones
involved in the regulation of energy expenditure and eating behavior. As a conse-
quence, alterations of the immune system occur, which seem to be directly linked to
the severity of weight loss. Indeed, the implication of PNS and SNS in immunity is
well documented with a “yin-yang” participation in the inflammatory process, the
PNS inhibiting the production of pro-inflammatory cytokines and SNS favoring it. In
addition to this modulation, there are effects induced by metabolic hormones whose
plasma concentrations fluctuate according to the patient’s nutritional state. Finally, it
is also essential to consider the patient’s emotional state, measured in particular by
variations in the autonomic nervous system and the HPA. The latter is likely to be
activated both by metabolic stress as a consequence of food restriction and by the
anxiety linked to food intake. Consequently, the chronic increases in plasma cortisol
levels contribute to the disorganization of the immune system. The coping strategies
implemented to reduce this anxiety by purging or intense physical activity will be
factors modulating the activity of the ANS, the HPA and the metabolic hormones.
Finally, intense physical activity, commonly described in patients with AN, should
be considered carefully, since high physical activity level is associated with high
HRV, as observed in high-level athletes, rendering the PNS more efficient
(Fig. 14.4).

Understanding the involvement of these different systems is complicated by the
individual variations of each patient, over time and according to the coping strategies
they have adopted. Finding an appropriate therapeutic strategy therefore requires a
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greater understanding of such systems and holistic and personalized management of
the disorder.
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14.6 Key References: See Main List for Reference Details

Jenkins et al. (2021)—A systematic review synthesizing the evidence for basal
ANS function in individuals with a current diagnosis of anorexia nervosa and those
with a previous diagnosis who had achieved weight restoration.

De Zorzi et al. (2021)—Article that explores autonomic measures associated
with emotions, in particular variations in electrodermal activity, temperature, heart
rate and pupillary diameter.

Nilsson et al. (2020)—The most recent and complete analysis of the inflamma-
tion alterations in patients with active anorexia nervosa and those recovered from
anorexia nervosa, using a specific proteomics inflammatory panel allowing the
investigation of 92 preselected inflammation-related proteins.

Viltart et al. (2018)—Review of metabolic and neuroendocrine modifications in
anorexia nervosa. They describe how variations in key hormones involved in the
energy metabolism might support the various symptoms observed in patients with
anorexia nervosa.

Treasure et al. (2015)—This review describes all that you need to know about
anorexia nervosa, from epidemiologic studies to existing therapeutic treatments. The
authors detail the mechanisms and the pathophysiology of this disorder using
genetics, neuroimaging, and metabolic data obtained from clinical research and
also present the therapeutic options (psychotherapy, pharmacology, transcranial
stimulation) and preventative approaches.
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Activational Effects of Hormones Influence of hormones that is acute and
sustained only in the presence of the hormone.

Adaptive Immune System Slower-acting arm of the immune system characterized
by highly specific actions of B cells and T cells.

AdhesionMolecules Cell-surface proteins that mediate the interaction between two
cells or between cells and the extracellular matrix. Different families of adhesion
molecules exist, which include immunoglobulin-like molecules, integrins,
cadherins, and selectins.

Anorexia Nervosa Eating disorder mainly characterized by distorted body image,
excessive dieting leading to severe weight loss with a pathological fear of
becoming fat, and cognitive rigidity.

Antagonistic Pleiotropy Principle formulated by George C. Williams in 1957,
according to which the same genes can “have opposite effects on fitness” at
different ages of organisms.

Antigen-Presenting Cells A heterogeneous group of immune cells mediating an
immune response by presenting antigens for recognition by lymphocytes and
more precisely T cells. Concerning the latter, antigen-presenting cells include
dendritic cells, macrophages, Langerhans cells, and another type of lymphocytic
cells, B cells.

Autoimmune Antibodies (Autoantibodies) Autoimmune antibodies or
autoantibodies are the immunoglobulin molecules that have the capacity to bind
to self-structures. Each immunoglobulin molecule is composed of two heavy and
two light polypeptide chains. Five different types of heavy chains in humans
define five classes of immunoglobulins: A, D, G, E, and M.

Autonomic Nervous System The autonomic nervous system is a two-neuron chain
connecting preganglionic neurons through ganglia to visceral target tissues (car-
diac muscle, smooth muscles, secretory glands, metabolic cells, cells of the
immune system). The system controls involuntary physiological functions,
which ensure the body regulation.

Behavioural Fever It is the behavioural response of ectothermic animals to infec-
tion and is characterized by a change in the preferred thermal zone and movement
of infected animals to an environment with a higher temperature.
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Behavioural Immune System (BIS) It is a coordinated set of emotional and
cognitive mechanisms that allow animals to detect a potential source of pathogens
and to modify behaviour so as to distance them from this source. The idea of BIS
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was developed by Schaller in 2006.
Biological System Notion referring to a combination of body tissues or organs

having the same characteristics in physiology.
Brain Homeostasis It refers to a self-regulating process that preserves constancy in

the internal cerebral environment in view of maintaining optimal conditions for
cell survival and functions. It includes maintenance of a stable inorganic and
organic composition of brain fluids, of osmolarity, and of the concentration of
carbonic gas, the regulation of the acid–base balance, and the control of
blood flow.

Brain-Gut Microbiota Axis Complete array of interactions between the central
nervous system and the gut microbiota that involves neural activation, endocrine
responses, immune activity, and intestinal bacteria and their metabolites.

Cell Theory Theory stipulating that cells are the basic structural, functional, and
organizational units of living organisms, that cells divide to pass on hereditary
information and that energy flows within and between cells of an organism or
different organism(s) to maintain life.

Circadian Rhythms. Naturally occurring internal rhythms of an organism’s physi-
ology or behavior with a 24-h period, synchronized to the environment (e.g.,
Earth’s cycling of available light, or solar day).

Cytokine Storm Exaggerated inflammatory response generated by the innate
immune system that can result in multi-organ damage.

Cytokines A class of intercellular messenger molecules that can be distinguished
from hormones and neurotransmitters (although no absolute separations exist
between these categories) based on their mostly local mode of action, biological
activity at very low concentrations and pleiotropic (one molecule having many
different effects) and redundant (the same effect brought about by different
molecules) actions.

Diurnal. Peak activity, physiology or behavior naturally occurring during the
Earth’s day (i.e., period of light between sunrise and sunset). Compare nocturnal.

DSM-V This manual is the standard classification of mental disorders used by
mental health professionals in the United States. It is classically used in all clinical
settings by clinicians of different theoretical orientations. It can be used by mental
health and other health professionals, including psychiatrists and other
physicians, psychologists, social workers, nurses, occupational and rehabilitation
therapists, and counselors. DSM-5 can also be used for research in clinical and
community populations. It is also a necessary tool for collecting and communi-
cating accurate public-health statistics (http://psychiatry.org/psychiatrists/prac
tice/dsm).

Dural Lymphatics This specific lymphatic network is localized in the dura mater
of the meninges. Dural lymphatics may transport interstitial fluid/CSF or CSF

http://psychiatry.org/psychiatrists/practice/dsm
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components from the subarachnoid space into deep cervical lymph nodes via
foramina at the base of the skull.
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Dysbiosis Any change in microbial community composition that may be causally
linked to an effect on host physiology.

Eating Disorders These concern behavioral conditions characterized by severe and
persistent disturbance in eating behaviors and associated distressing thoughts and
emotions. They can be very serious conditions affecting physical, psychological,
and social function. Types of eating disorders include anorexia nervosa, bulimia
nervosa, binge eating disorder, avoidant restrictive food intake disorder, and other
specified feeding and eating disorders, such as pica and rumination disorder
(American Psychological Association or APA, https://www.psychiatry.org/
patients-families/eating-disorders/what-are-eating-disorders).

Eco-Evo-Devo Ecological evolutionary developmental biology (eco-evo-devo) is
an area of biology that focuses on the ecological context of development and
evolution. Eco-evo-devo acknowledges that organism–environment interactions,
including symbiosis, niche construction, plasticity, etc., are important sources of
variation, inheritance, development, and natural selection. Eco-evo-devo is a
branch of evo-devo (evolutionary developmental biology), which treats develop-
ment, not genes, as the fundamental unit of evolution. Evolution from an
evo-devo perspective is characterized as changes in the heritable properties of
development. This is contrary to the standard definition of evolution as changes in
the genetic frequencies of a population.

Electrodermal Activity (EDA) This activity corresponds to electrical skin
variations related to the functioning of eccrine sweat glands, mainly located in
the hypodermis of palmar and plantar regions. These glands are under the control
of sympathetic innervation, and eccrine sweating has been used as a reliable
physiological indicator of neural activations evoked by events of a novel, signifi-
cant, or intense nature. Sympathetic discharges induce increases in sweating,
which are recorded as variations of skin conductance (SC) or resistance. Follow-
ing the guidelines on EDA research by the Society for Psychophysiological
Research, the SC method became the international standard technique to record
and analyze the EDA. The EDA is constituted of two main components: skin
conductance level (SCL) and skin conductance responses (SCRs). Both
components can index variations of central activations related to main cognitive,
emotional, and executive functions.

Energy Balance State in which energy intake and energy expenditure are com-
pared and that can describe modifications of body weight and composition after
changes in energy intake and expenditure.

Evolutionary Medicine A discipline that uses the principles of evolutionary biol-
ogy. It applies this knowledge to questions of acute and chronic diseases in
humans.

FKBP5 A 51 kDa protein that acts as a co-chaperone for heat-shock protein
90 (Hsp90) and binds to the glucocorticoid receptor, thereby reducing

https://www.psychiatry.org/patients-families/eating-disorders/what-are-eating-disorders
https://www.psychiatry.org/patients-families/eating-disorders/what-are-eating-disorders


glucocorticoid receptor binding affinity for cortisol, inhibiting normal GR trans-
location to the cell nucleus and thus preventing transcription.
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Four-Core Genotype Genetically modified mouse model that facilitates isolation
of sex differences due to sex steroids or sex chromosome complement.

Function Usually considered to be closely related to their corresponding structures,
functions often describe what certain structures (or systems) do. Sometimes,
researchers have in mind why they do something, i.e., they want to explain why
it has been evolutionarily selected for. Philosophers have amply debated these
various conceptions of “function” and the relationships between them. Biologists
frequently use “knock-out” experiments or investigate pathological cases to study
what happens when a certain part is removed/dysfunctional and infer its normal
function from how the system changes.

Gender According to the World Health Organization, gender refers to “the
characteristics of women, men, girls and boys that are socially constructed.
This includes norms, behaviours and roles associated with being a woman,
man, girl or boy, as well as relationships with each other. As a social construct,
gender varies from society to society and can change over time.” It is not
appropriate to refer to gender in Non-human animals. While many organisms
have a sex, only humans can have an associated gender. Gender is not a biological
construct. Reference: https://www.who.int/health-topics/gender#tab=tab_1

Genome-Wide Association Study (GWAS) Genome-wide association studies are
a way to identify genes involved in human diseases. This method searches the
genome for small variations, called single nucleotide polymorphisms or SNPs
that occur more frequently in people with a particular disease than in people
without the disease. Each study can look at hundreds or thousands of SNPs at the
same time. Researchers use data from this type of study to pinpoint genes that
may contribute to a person’s risk of developing a certain disease.

Glucocorticoid Resistance A phenomenon by which the glucocorticoid receptor
has sufficient ligand available but no longer engages in the expected anti-
inflammatory actions.

Heart Rate Variability Heart rate variability (HRV) is defined as the variation in
duration between successive heartbeats, based on measurement of the intervals
between two subsequent R waves of an electrocardiogram. HRV can be analyzed
through three methods: temporal, frequency, and nonlinear. The time-domain
methods are applied straight to the series of successive RR interval values. In the
frequency domain methods, a power spectrum density (PSD) estimate is calcu-
lated for the RR interval series. Finally, the nonlinear properties of HRV
reflecting the dynamical structure of the signal can also be analyzed using
measures such as Poincaré plot, approximate and sample entropy that quantifies
the predictability of fluctuations in the time series, detrended fluctuation analysis,
correlation dimension and recurrence plots.

History of Scientific Ideas A history of science that highlights the role of concepts,
hypotheses, and theories to account for changes over time in a field of science.

https://www.who.int/health-topics/gender#tab=tab_1
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History of Scientific Techniques A history of science that focuses on and
emphasizes the role of observational and measuring instruments, experimental
approaches, and technologies employed in a field of science to describe its
evolution.

Holism Holism is a theoretical position, often opposed to reductionism, according
to which the properties of a system cannot be explained exclusively through its
individual components, since the functional sum of the parts is always greater
than (or in any case different from) the same parts taken individually. For
instance, in biology a holistic approach conceives an organism as such, as not
reducible to a simple assembly of its constituent parts. Some types of holism are
more tangible than others.

Hormones Signaling molecules released by glands in the bloodstream and
transported to distant organs within the body. They allow communication
between different tissues and cell types.

Hypothalamic-Pituitary-Adrenal (HPA) Axis The neuroendocrine response to
psychological and physical stress. During stress corticotropin-releasing hormone
(CRH) and arginine vasopressin (AVP) neurons in the medial parvocellular
region of the paraventricular nucleus of the hypothalamus become activated
and release CRH and AVP into the median eminence, where they activate
corticotrophs to release adrenocorticotropic hormone (ACTH) into the blood-
stream. ACTH circulates in the blood before acting on the adrenal cortex to
stimulate the release of cortisol. Cortisol co-ordinates a global non-specific stress
response and negatively feeds back onto the pituitary gland and hypothalamus to
curtail further HPA axis activation in the short term.

Immune Privilege A concept referring to a specific site that protects foreign-tissue
grafts from rejection contrary to other body sites. The brain, the testis, and the eye
are some of these immune privileged sites. These sites are characterized by a
special microenvironment where the immune responses are reduced and highly
controlled.

Inflammation Inflammation is classically considered as the response to tissue
injury and infection. It is triggered by sentinel cells that monitor tissue stress
and malfunction (disruption of homeostasis) and molecules that participate in the
inflammatory process to restore normal homeostasis (Box 14.2). Recently,
molecules and cells associated with inflammation have also been shown to be
activated or expressed at high concentrations during psychological and metabolic
stress, and in the absence of tissue injury or infection. The concept of inflamma-
tion must be enlarged to include classic innate immune responses to potentially
harmful stimuli such as pathogens or injury, and to metabolic and psychiatric
stress.

Innate Immune System The generalized, immediate, non-specific immune system
response to invading pathogens. It acts in parallel with the acquired immune
system, which mounts a pathogen-specific response dependent upon acquired
recognition of the pathogen.
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Intercellular Communication Signals exchanged between cells that allow them to
regulate and coordinate one another’s behavior.

Linkage Disequilibrium This is the correlation between nearby variants such that
the alleles at neighboring polymorphisms (observed on the same chromosome)
are associated within a population more often than if they were unlinked.

Lipopolysaccharide A common non-infectious immune stimulus used in labora-
tory assessment of immune function.

Melatonin. A hormone produced primarily by the pineal gland within the brain
during the night. Extrapineal sites of production include the gut, skin, Harderian
gland, and leukocytes. Numerous biological functions including regulation of
sleep/wake cycles and circadian rhythms, antioxidant properties, immunomodu-
lator, etc.

Microbiome The combined genetic material of all microbes (i.e., the microbiota) in
a given niche.

Microbiota All of the microbes (including bacteria, viruses, fungi/yeast, and
archaea) in a given niche.

Microglia Immunocompetent cells of the central nervous system, microglia are
glial cells derived from mesoderm with a similar function to peripheral nervous
system macrophages.

Microglial Activation It is a state of activation of microglia upon infection and/or
neuroinflammation. In the milieu of pro-inflammatory mediators, they change
their morphology and phenotype. Activated microglia have three prominent
features: great numbers, an enlarged cell body and fewer branches. In mammals
the most used protein marker of microglia activation is an elevated level of
calcium-binding protein IBA-1.

Microglial Priming Sensitization of microglia such that they display more spheri-
cal cell bodies, de-ramification, fragmented cytoplasm, and an exaggerated
inflammatory response to an immune stimulus (without a basal inflammatory
profile).

Molecular Circadian Clock. Internal, self-sustaining biological oscillator within
an organism’s cells that generates 24-h rhythms in gene transcription and protein
translation that afford temporal organization of cellular function.

NEIMS Neuro-endocrine-immune-microbiota systems, a term used to indicate a
recomposition of elements of historically distinct biological systems (which were
largely based on anatomical criteria or the mapping of one function to one
structure) based on functional criteria at a systemic level.

Neuroendocrine–Immune Interactions The relationships between and integration
of the nervous, endocrine and immune system.

Neuroendocrine Communications Neuroendocrine communications involve
chemical substances produced by the nervous system and acting as endocrine
signals, i.e., acting on distant targets after release into systemic circulation.
Among these neuroendocrine signals are classical transmitters (amino acids,
monoamines), neuropeptides, etc.
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Neuroimmune System The systems and processes involved in the interaction
between the immune system and the nervous system.

Neuropeptides Neuropeptides are small proteinaceous substances that are
expressed and released by neurons in a regulated fashion and that mediate or
modulate neuronal communication as signaling molecules. About 90 neuropep-
tide gene precursors are known in humans. (From Encyclopedia of Neuroscience,
Acad. Press, 2009)

Neurotransmitters Chemical compounds produced and released by neuronal cells
that transmit a signal across the synapse to an adjacent target cell, which can be a
neuron, a muscle cell, or a gland cell. They normally act directly after release, but
they can also be transported in the bloodstream, although they are in general
unstable and quickly degraded.

Neurovascular Unit A relatively recent concept defined as an anatomical and
functional structure composed of closely linked components around brain
microvessels (endothelial cells, pericytes and smooth muscle cells, basal lamina
and extracellular matrix, astrocytes, neurons, and interneurons).

Nocturnal. Peak activity, physiology, or behavior naturally occurring during the
Earth’s night (i.e., period of dark between sunset and sunrise). Compare diurnal.

Nuclear Factor Kappa B A major transcription factor that mediates inflammatory
responses and engages with glucocorticoid and sex steroid receptors.

Organizational effects of hormones Effects of sex steroids that occur during early
developmental periods and are not reversible.

PLWH People Living With HIV and adherent to antiretroviral therapy who expe-
rience chronic inflammation. Study of their condition provides valuable insight to
neuroendocrine-immune interactions.

Progenitor Cells Cells that are descendants of stem cells and differentiate to form
specialized cell types. Progenitor cells can differentiate into different cells of a
same tissue or organ. Contrary to stem cells, the cell potency of progenitor cells is
more restricted since their self-replication is not infinite and they are not
pluripotent.

Reductionism In philosophy, the term “reductionism,” with respect to any science,
holds that the entities, methodologies, or concepts of a research field can be traced
back to a more fundamental level, sufficiently to explain the facts of the theory in
question. For example, according to reductionism, psychology can be reduced
and explained in biological terms. In turn, biology can be reduced and explained
in chemical-physical terms. Reductionism, therefore, argues that it is possible to
formulate the concepts and language of a scientific theory in terms of another
theory considered more fundamental.

SABV Sex As a Biological Variable is a critical aspect of rigor and reproducibility
and the 2015 NIH mandate stipulates that SABV must be considered in experi-
mental design and interpretation.

Selfish Organs or Systems Bodily organs or systems, such as the brain or the
immune system, that under certain circumstances have the capacity to drain
important energy flows, at the potential expense of other body parts.
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Sex Differences The dimensions in which non-reproductive differences between
the sexes can occur are most frequently in the category of differences as opposed
to dimorphism such that the sexes occupy divergent but overlapping aspects of a
continuum.

Sickness Behaviour It is a synchronized set of behavioural changes induced by
infections and mediated by pro-inflammatory cytokines. It includes depression of
locomotor, social and sexual activity, anxiety, malaise, loss of appetite, sleepiness
and failure to concentrate. It is often accompanied by fever and it aids survival.
Sickness behaviour is a motivational state and enhances recovery by conserving
energy to combat pathogens.

Stress Although no consensus definition exists because this term is employed in
different fields of research, it is safe to say that in psychology stress refers more to
a state of an organism, whereas in physiology it is more considered as a response
of an organism to a threat to homeostasis.

Structure Roughly, anything that can be ordered with respect to some criteria can
be considered “structured.” On the molecular level, primary, secondary, and
tertiary structure denote sequences or three-dimensional folding patterns, respec-
tively. On a “higher” level, cellular structures or objects at higher levels of
organization are often divided into individual structures (e.g., organelles, organs,
specific systems).

Suprachiasmatic Nucleus (SCN). A bilateral collection of cell bodies located
above the optic chiasm in the anterior hypothalamic region of the brain. In
mammals, the SCN functions as the master or central clock, which is necessary
for the generation of circadian rhythms.

System Although the term is widely used in science, it is hardly ever defined, and
thus ends up referring to many different things. Here it is considered as a
collection of things that are either spatially connected, i.e., for structural reasons,
or working together, i.e., for functional reasons, is frequently subsumed under the
umbrella of being a system. Whether these are divisions that correspond to
something in nature or rather arbitrary divisions through the researchers’ perspec-
tive is often an issue of debate. Sometimes systems will be characterized in a
circular manner, e.g. the immune system is anything of interest to the
immunologist.

Trier Social Stress Test A common laboratory stressor to induce an acute stress
response in humans which consists of a recorded impromptu speech in front of an
impassive audience and counting backward from 100 in increments of 13.
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