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Preface

We’re living in an era of fast and unpredictable change. Billions of people are
connected to each other through their mobile devices. Data is being collected and
processed each day like never before. With 5G and IoT set to generate an estimated
1 billion terabytes of data by 2025, companies continue to search for new techniques
and tools that can help them practice data collection effectively in promoting their
business. A large portion of this data will come from smart devices, smart communi-
ties. The era of big data through reliability and statistical computing with almost all
applications in our daily life has experienced a dramatic shift in the past two decades
to a truly global industry. The forces that have driven this change are still at play and
will continue. Most of the products which affect our daily lives are becoming even
more complex than ever.

The book consists of 15 chapters that covers a selection of recent developments
and applications on various related topics in reliability and statistical computing.
The emphasis of this book is on the practical applications of reliability and statis-
tical methods and techniques in various disciplines using machine learning, risk
assessment, modeling and optimization, and other computational methods.

All chapters in the book arewritten by leading researchers and practitioners in their
respective fields with a hope to connect the gap between the theoretical and practical
computations in the application areas of reliability and statistical computing.

I acknowledgeSpringer for this opportunity andprofessional support. Importantly,
I would like to thank all the chapter authors and reviewers for their availability for
this work.

Piscataway, NJ, USA
September 2022

Hoang Pham
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Forecasting The Long-Term Growth
of S&P 500 Index

Stephen H.-T. Lihn

Keywords Forecast model · Economic cycle · Mean reversion · CAPE · Stock
market · Wavelet

JEL Classification: C38 · C53 · E32 · E37 · E47

1 Introduction

The U.S. stock market has exhibited amazing resilience in the long run. Its long-
term growth is a wonderful story of American capitalism. In the past 200 years, it
has produced a consistent real return of about 6.6% per year (Fig. 1 and Siegel [20]).
However, this wonderful return comes with many ups and downs every decade. In
some cases, the market went down more than 50%. In other cases, the market was
stagnant for more than a decade. The longest and largest drawdown in history was
from 1929 to 1948. More recently, the peak reached in 2000 had not been surpassed
until 2012.Making thingsmore intricate, these two large bear markets were preceded
by two strongest ten-year bull markets in history. How do we make sense of them?
More importantly, are they forecastable?
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2 S. H.-T. Lihn

Fig. 1 Panel (1) The nominal total return index for the U.S. stock market X (t) in the logarithmic
scale since 1802. Panel (2) shows the real total return index Xreal (t). The slope βrep = 6.55% is the
long-term real equity premium over inflation. The linear regression has an impressive R2 = 0.994
with the standard error of 0.32. Panel (3) shows the mean-reverting behavior of the residuals ε (t)
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For most typical investors, It is believed that the S&P 500 index (SPX) is the
best single gauge of the U.S. stock market.1 This index consists of 500 largest public
corporations in theU.S., weighted by theirmarket capitalizations. In a 2017 interview
with CNBC,2 Warren Buffett said, “Consistently buy an S&P 500 low-cost index
fund, I think it’s the thing that makes the most sense practically all of the time.” At
the 2021 Berkshire Hathaway annual meeting, he reiterated his conviction, “I just
think that the best thing to do is buy 90% in S&P 500 index fund.”3 What is the
rationale behind these statements? How much faith should we have in it? What kind
of returns can be expected from SPX if we “surrender our freedom”, so to speak, of
selecting from thousands of stocks, mutual funds and ETFs. This research is intended
to answer some of these questions in an econometric setting.

Recent application of trend filtering technique has revealed linear characteristics
of market trends [16]. In the short term, the market process is highly lepkurtotic
(kurtosis � 3) and influenced heavily by the underlying volatility process. In the
long term, however, the market process is not a random walk process. It is a mean-
reverting process with linear growth. More interestingly, when the time horizon is
extended to decades, themean-reverting process is slightly platykurtic (kurtosis< 3),
which is strikingly different from the lepkurtotic random walk process observed in
the short term.

The mean-reverting process can be confirmed by the model-free wavelet analysis.
The Morlet wavelet [13, 14] provides the ability to decipher the market cycles in
a financial time series. By applying the wavelet analysis to both the 10-year and
20-year returns, we are able to show that the U.S. stock market exhibited a 36-year
cycle after World War II (WWII).

Next, we review the algorithm developed in [10] that separates themean-reversion
component from the linear growth component in the market process. The mean-
reversion component is associatedwith the “cyclically adjusted P/E ratio”, akaCAPE
[1], in a profoundway. The nickname of ourmodel is called “jubilee tectonicmodel”.
The “jubilee” name comes from its optimal trend-following window of 45 years and
the periodicity of 36 years from the wavelet analysis. The “tectonic” name comes
from the hypothesis that there are fault lines in the historical CAPE, which can be cal-
ibrated and corrected in this model through statistical learning. Such “model breaks”
have been categorically discussed in Chap.19 of [7]. We apply a more restrictive
approach to capture these breaks, and attempt to give them economic interpretation
when appropriate.

The forecast of future equity return is an important topic for policy makers and
asset allocators. Research from Vanguard [6] found that “many commonly cited
signals have had very weak and erratic correlations with actual subsequent returns.”
CAPE remains one of the most powerful predictors. Even then, it has explained only

1 https://www.spglobal.com/spdji/en/indices/equity/sp-500/.
2 https://www.cnbc.com/2017/05/12/warren-buffett-says-index-funds-make-the-best-retirement-
sense-practically-all-the-time.html.
3 https://www.cnbc.com/2021/05/03/investing-lessons-from-warren-buffett-at-berkshire-
hathaway-meeting.html.

https://www.spglobal.com/spdji/en/indices/equity/sp-500/
https://www.cnbc.com/2017/05/12/warren-buffett-says-index-funds-make-the-best-retirement-sense-practically-all-the-time.html
https://www.cnbc.com/2017/05/12/warren-buffett-says-index-funds-make-the-best-retirement-sense-practically-all-the-time.html
https://www.cnbc.com/2021/05/03/investing-lessons-from-warren-buffett-at-berkshire-hathaway-meeting.html
https://www.cnbc.com/2021/05/03/investing-lessons-from-warren-buffett-at-berkshire-hathaway-meeting.html


4 S. H.-T. Lihn

about 34% of the time variation.4 Recent forecasts using CAPE have been over-
pessimistic. The lofty CAPE issue continues to trouble the academic community,
as [24] wrote on Project Syndicate: “It is impossible to pin down the full cause of
the high price of the U.S. stock market.” In an attempt to address such issue, Siegel
[21] studied six variations: reported earnings, operating earnings, and NIPA profits,
in combination with price index portfolio and total return portfolio. The R2 was
increased from 34 to 40% in the best case scenario.

In the jubilee tectonicmodel, the tectonically adjusted CAPE, plusmean reversion
and inflation, form the five-factor econometric model that forecasts long-term equity
returns with R2 above 80%. This model produces different predictions for the future:
The original CAPE model predicts below average real returns for the next decade.
But the jubilee tectonic model predicts much higher returns and very positive outlook
for the next decade.

1.1 Objectives

The key points of this chapter are:

• Setup, global linear regression, and equity risk premium
• Wavelet analysis on periodicity
• Channel deviation framework and CAPE
• The 20-year forecast model.

1.2 Data Sources, Tools, and Abbreviations

This chapter uses the jubilee package [11] and theWaveletComp package [17] in R
to produce the analysis. The S&P 500 data in the jubilee package is assembled from
several original sources. The main data source is from Shiller’s online data website
[23]. The excel file “ie_data.xls” contains monthly averaged prices, dividends, and
earnings of SPX since 1871.5 It also contains consumer price index (CPI) and 10-year
Treasury yield (GS10). It derives the real prices, real dividends, and real earnings,
and calculates the 10-year CAPE.

The second data source is from Schwert [19], from which we obtain the stock
market total return data since January of 1802. The third data source is the annual
CPI data since 1800 from Minneapolis FED [12]. The fourth data source is from
FRED [9] of St Louis FED, which provides daily and/or monthly online updates for
many financial and economic time series.

Frequently used abbreviations are listed below:

4 The 40% R2 cited in [6] is a result of truncating the CAPE data prior to 1926. Such structural
break can be explained by this research.
5 The word “ie” stands for “Irrational Exuberance”. It is a March 2000 book written by Shiller:
https://en.wikipedia.org/wiki/Irrational_Exuberance_(book).

https://en.wikipedia.org/wiki/Irrational_Exuberance_(book).
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List of Abbreviations

CAPE Cyclically adjusted P/E ratio
CPI Consumer price index
ETF Exchange trade fund
GS10 Ten-year Treasury yield
SPX The SP 500 index
TRI Total return index.

2 Total Return Index and Equity Risk Premium

Wefirst define themethodology of calculating stockmarket’s logarithmic total return
index (TRI). For the long-term analysis, we work with monthly interval �t = 1/12.
Assume themarket index at time t is p (t) and pays dividendd (t) for the period from t
to t + �t . The total log-return is r (t + �t) ≡ log (p (t + �t) + d (t)) − log p (t).
And let CPI (t) be the consumer price index (CPI) at time t , we construct the nominal
and real TRI in logarithmic scale as

X (t) =
∑

t1≤τ≤t

r (τ ) , nominal TRI;

X real (t) = X (t) − log CPI (t) , real TRI.

(1)

where {τ } represents all the months available to our analysis, and t1 is the inception
date of the data, January of 1802.

The above notation of X (t) is the “continuous notation”. Empirically, t is discrete.
The “discrete notation” states that, at time ti , the logarithmic index value is Xi . We
use both notations depending on the context and the cleanliness of expression. We
follow Shiller’s convention that each month is identified by the time fraction of
ti = y (ti ) + (m (ti ) + 1/2) �t , where i = 1, 2, 3, · · · is an integer label, y (t) is the
calendar year, and m (t) is the month of the year (m (t) = 0 for January). Xi is the
average price in that month.

Panel (1) of Fig. 1 shows X (t) of the S&P 500 index since January of 1802. The
linear trend is obvious, but slightly concave. There are ups and downs. A few of them
are quite large. For instance, one in 1860s, one in 1930s, then in 1960–1970s, and
more recently in 2000s.

2.1 Equity Risk Premium

The economists often prefer to examine economic quantities in “real” terms, that is,
subtracting the effect of inflation. Panel (2) of Fig. 1 shows the more common view
in the literatures: the real logarithmic total return index X real (t) (This reproduces
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Figs. 5–4 in [20]). The most notable feature is that X real (t) can be linearly regressed
over the 200-year history, with an impressive R2 = 0.994:

X real (t) ∼ βrep t + αrep + ε (t) . (2)

The slope βrep is about 6.6% per year (between 1802 and 2021). This is called the
real equity risk premium. This constant is one of the most celebrated constants in
modern financial systems.

However, we must note that no other major equity index exhibits such beautiful
linearity over such long history. Geopolitical events, financial bubbles and crashes
often caused significant distortion or even disruption to many national indices. Some
people may even criticize that the linearity of X real (t) for SPX carries with it a strong
survivorship bias. There is no certainty that it will continue to work, although it has
been working quite well for two centuries.

We also note that, on the back of such impressive R2 is the residuals ε (t) where

ε (t) = X (t) − (
βrep t + αrep

) − log CPI (t) . (3)

The residuals ε (t) is illustrated in Panel (3) of Fig. 1. Its standard error is
σ = Stdev (ε (t)) = 0.32 between 1802 and 2021. Thus its 2σ is ±0.63, drawn
in two red dashed lines. Assume ε (t) is mean-reverting, this implies that X real (t)
will swing around its linear progress βrep t + αrep between ±2σ (in 95% confidence)
from decade to decade. This large amount of variation is disguised in the semi-log
plot of Panel (2).

This work is primarily the study of such “fine structure”. A 0.5 downwardmove in
the log scale translates to approximately 50% market drop in a large recession. This
can cause massive blowup for funds and companies that have too much leverage.
When the lack of growth is stretched over a decade, it puts a lot of pressure on
pensions, endowments, and retirement accounts that have significant cash outflow.

Note that the ±2σ swings in ε (t) typically span several decades. Each cycle is
composed of several recessions, which typically occurred every 4–10 years. Reces-
sion forecast is a “shorter-term” activity than what is studied here.

We created a more adaptive algorithm than a global linear regression in (2). It is
used to build a forecast framework for X (t) a few years into the future.

2.2 Discussion—A Naive 10-Year Forecast

In Panel (3), we observe several empirical rules from which we can make a naive
10-year forecast. First, ε (t) oscillates between −2σ and +2σ . At the dot-com peak
of 2000, it touched +2σ . And at the bottom of 2009 financial crisis, it touched −2σ .
Amid the pandemic of 2020, ε (t) was approximately at zero.

Assume ε (t) will reach +2σ in 2030, the annual rate of change of ε (t) is σ/5 in
10 years. The annual real return of X (t) will be σ/5 + βrep. If the annual inflation
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Fig. 2 Wavelet analysis on 10-year forward returns of S&P 500 index, rnomf 10 (t). The dominant
period is 36 years after WWII. The transition period 1905–1931 is marked by the red vertical dash
lines, before which the period is shorter, between 16 and 24 years. The 8-year period was very
strong for some intervals, e.g. during the Great Depression years, and between 1980 and 2020

is about 3% for the next 10 years, we arrive at the 10-year forward nominal return
rnomf 10 (t) of 16%.

This is a pretty naive estimate. Nevertheless, we will show in Panel (1) of Figs. 2
and 3 that 16% is a reasonable average estimate for a long-term bull market. One
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Fig. 3 Wavelet analysis on 20-year forward returns of S&P 500 index, rnomf 20 (t). The dominant
period is 36 years after the transition year 1931, before which there was no clear dominant period

must remembe that X (t) has the average annual volatility of about 12–13% between
1950 and 2021. In a good year, the return can reach 30%, but in a bad year, the
volatility can be as high as 60%.
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3 Wavelet Analysis on the 36-Year Long Term Cycle

In this section, we use the Morlet wavelet [13, 14] to show the 36-year long-term
cycle in the U.S. stock market after WWII. This pattern can be observed in both the
10-year and 20-year returns with very little model assumptions. Recognition of such
long-term cycle can greatly demystify the behavior of the stock market, e.g. the bull
markets in the 1950s, and 1980–90, and the bear markets during 1970s and 2000s.

The WaveletComp package in R is used to perform the wavelet analysis. The
advantage of this package is its simple user interfaces and beautiful graphical outputs.
We briefly explain the main features of the wavelet theory, according to [18].

3.1 Introduction to the Wavelet Transform

The “mother” Morlet wavelet is defined as

ψ (t) ≡ π−1/4eiwt e−t2/2, (4)

where the “angular frequency” w is set to 6. This is the preferred value in the litera-
tures since it is approximately 2π . This wavelet can be thought of as the composite of
a Fourier component eiwt and a Gaussian component e−t2/2. The Fourier component
captures the phase of a wave.

The wavelet transform of a time series xt is defined as its convolution with a set

of “wavelet daughters” ψ

(
t − τ

s

)
. The daughters are generated from the mother

wavelet by translation in time by τ and scaling by s. Each convoluted wave is

Wave (τ, s) ≡
∑

t

xt
1√
s
ψ∗

(
t − τ

s

)
, (5)

where ∗ denotes the complex conjugate. Since xt in our case is monthly data, τ is
shifted in the unit of dt =1/12 (year).

For scaling, the choice of the set of s determines the coverage in the frequency
domain, called “periods”

{
s j

}
. It is a fractional power of 2, a “voice” in an “octave”

with 1/d j determining the number of voices per octave:

s j = smin 2
j ·d j , j = 0 . . . J, (6)

where smin is set to 1 (year), and d j is set to 1/128. The maximum of s j is set to 64
(year), which determines J = 768. These settings allow us to analyze periods from
1 year to 64 years, that covers our target period of interest: 36 years.

The power spectrum is defined as [4]
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Power (τ, s) ≡ 1

s
|Wave (τ, s)|2 . (7)

The power ridges are the s locations of local maximums in Power (τ, s) at a given
τ [3]. The WaveletComp package has a built-in utility to identify statistically sig-
nificant power ridges in the entire spectrum. For our purpose, the most interesting
power ridge is the ridge of global maximum:

{
smax (τ ) = argmaxs Power (τ, s)

}
.

The instantaneous or local wavelet phase characterizes the periodic phenomena:

Phase (τ, s) ≡ Arg (Wave (τ, s)) , (8)

We can follow the phase of global maximum power ridge smax (τ ) over τ (assume
it meets certain continuity condition) to understand the long-term periodicity of the
market:

Phasemax (τ ) ≡ Arg (Wave (τ, smax (τ ))) , (9)

By transforming the phase via the triangle wave function f (θ) = 1 − 2
π
arccos

(cos (θ)), where θ = Phasemax (τ ), the periodicity of interest can be clearly illus-
trated.

The time series can be smoothed and reconstructed by summing over a set of
waves:

(xt ) = d j · √
dt

0.776 · ψ (0)

∑

s

1√
s
Re (Wave (τ, s)) . (10)

The reconstruction factor 0.776 is adopted from [25] as an empirically suggested
constant for the full reconstruction.

Financial time series is known to have high noise-to-signal ratio. Proper shrink-
age during reconstruction (smoothing and/or denoising) can enhance the signal of
interest. The wavelet shrinkage is performed by either filtering out s smaller than a
certain threshold, or dropping weaker waves according to the strength of the power
spectrum.

3.2 Wavelet Regression of the 10-Year Returns

The 10-year forward returns rnomf 10 (t) is analyzed in this section. We emphasize that
the input data is model-free. The only parametrization is the choice of the return
window: 10 years. The wavelet analysis is shown in Fig. 2. From the “Power Ridge”
chart in Panel (3), we observe that the dominant period was 36 years after WWII.

In both Figs. 2 and 3, the charting conventions are as follows:
Panel (1) shows the time series xt (rnomf 10 (t) and rnomf 20 (t)) in the black line, and

the reconstructed (xt ) in the red line. The triangle phase f (θ) of the strongest power
ridge is drawn in the solid blue line, and the secondary in the dashed blue line. Two



Forecasting The Long-Term Growth of S&P 500 Index 11

vertical red dashed lines are drawn at 1905 and 1931—two fault line locations from
the 20-year forecast model in Sect. 6.2.

Both the 10-year and 20-year returns could not exceed 15–17% for too long. This
level marks the rampant bull market. On the other hand, the 10-year returns rarely
went below 0%. The 20-year returns also appear to have a floor at 5–7%.

Panel (2) shows the power spectrum Power (τ, s). The y-axis is the period τ . The
color spectrum illustrates the power level where red is high and blue is low. The
power ridges are drawn in black lines.

Panel (3) show the power ridges with the guided red dashed lines at the ladders
of 4, 8, 16, 24, 36 years. The strongest power ridge is drawn in the solid blue line,
and the secondary in the dashed blue line. The remaining ridges in the green lines.

There was a fundamental change in the periodicity before WWI and after WWII.
We conjecture this might be related to the transition of the world power from Europe
to Washington. Prior to WWI, the period is about 16–24 years, much shorter than 36
years.

3.3 Wavelet Regression of the 20-Year Returns

As we see above, the 36-year period is the natural frequency of the long-term mean-
reversion cycles. The regression on the 20-year returns requires the least tectonic
adjustments. This gives us the strong incentive to explore the 20-year returns here,
even though most financial analysis stops at the 10-year returns.

The wavelet analysis on the 20-year forward returns, rnomf 20 (t), is shown in Figure
3. We can clearly observe the 36-year period after the transition year 1931 from the
“Power Ridge” chart in Panel (3).

In Panel (1), before 1931, the 20-year returns were pretty flat, around 7%.Most of
the smaller fluctuations were smoothed out. In Panel (3), during theGreat Depression
years, the 8-year period was very strong. But before 1905 and after 1931, there
was almost no power distributed in any of the secondary periods. This is consistent
with our observation that rnomf 20 (t) removed most of the short-term fluctuations and
preserved the most important long-term signals.

The 36-year period began to emerge after the 1929 crash. It went through two
cycles after WWII. As of this writing, the market is at the bottom of this cycle, and
is about to revert from a bear market to a bull market.

4 Channel Deviation Framework

In this section, we lay out the channel deviation framework, in which X (t) is decom-
posed into the smooth channel moving average α (T ), the channel return R (T ), and
the mean-reverting channel deviation Y (T ). We show how the optimal look-back
duration �Tb = 45 is chosen for the S&P 500 index.
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4.1 Mean-Reversion Decomposition

For a given time series that is predominantly in a linear trend, such as the total return
index X (t) in (1), we assume it is composed of a linear process and a mean-reverting
process. The goal of this framework is to decompose X (t) into these two processes
while maintaining causality.

Let �Tb be the duration of the look-back channel. At time T , we apply linear
regression

X (t) ∼ α (T ) + R (T ) (t − T ) , where t ∈ [T − �Tb, T ] , (11)

to obtain α (T ), which is called channel moving average (CMA), and R (T ), which
is called channel return. Then we derive the channel deviation at time T as
Y (T ) = X (T ) − α (T ). One can view Y (T ) and α (T ) as the decomposition of
X (T ), where α (T ) is linear and non-stochastic, and Y (T ) is mean-reverting. R (T )

is the instantaneous rate of change of α (T ).
Y (T ) is of paramount importance in this framework.Wewill show that log-CAPE

mean-reverts in similar pattern and scale to Y (T ) in Sect. 5. Since α (T ), R (T ), and
thus Y (T ) are causal, they can be used for forecasting after time T , as shown in
Sect. 6.

4.2 Closed Form Solution

There are closed form solutions for α (T ), R (T ), and Y (T ) in the discrete notation.
(11) is the ordinary least squares (OLS) optimization. Let 〈ti − T 〉 be the mean of
ti − T for ti ∈ [T − �Tb, T ], and N is the sample size of ti , we have 〈ti − T 〉 =
N+1
2 �t ≈

N�1
− 1

2�Tb, and var (ti ) = 1
12

(
N 2 + N

)
�t2 ≈

N�1

1
12�T 2

b . Then

R (T ) = cov (Xi , ti )

var (ti )
= cor (Xi , ti )

stdev (Xi )

stdev (ti )
≈

N→∞

√
12

�Tb
cor (Xi , ti ) stdev (Xi ) ,

α (T ) = 〈Xi 〉 − R (T ) 〈ti − T 〉 = 〈Xi 〉 +
√

3

(
N + 1

N

)
cor (Xi , ti ) stdev (Xi )

≈
N�1

〈Xi 〉 + 1

2
R (T ) �Tb.

(12)
The main feature in R (T ) and α (T ) is the covariance between Xi and ti in the
channel. Given the same Stdev (Xi ), R (T ) is maximized by the best Cor (Xi , ti ),
which is 1 when Xi is perfectly linear to ti .

α (T ) is the result of the optimal linear predictor. The first term in α (T ) is the
moving average 〈Xi 〉. The second term introduces the “correction” for the trend,
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which is non-zero as long as Cor (Xi , ti ) �= 0. The sign of the “correction” is given
by the sign of Cor (Xi , ti ).

Equation (12) leads to the closed form of the channel deviation,

Y (T ) = X (T ) − 〈Xi 〉 −
√

3

(
N + 1

N

)
cor (Xi , ti ) stdev (Xi ) (13)

This equation is out-of-sample, thus is causal. Also note that this framework is scale
independent. The outputs don’t vary much with regard to different data sampling
frequency.

4.3 Optimal Choice of Look-back Channel at 45 Years

The look-back channel �Tb is the only hyperparameter in this framework. It should
be chosen such that the outputs are least biased. The wavelet analysis shows that the
channel must be longer than 36 years. Based on our empirical experimentation, we
know it is between 30 and 50 years. We provide one version of optimization that we
use to determine �Tb = 45.

For a given �Tb < 60, we calculate Y (T ) for all T ’s between 01/1862 and
12/2017. We then calculate the skewness and kurtosis of Y (T ) for such �Tb. We
seek the optimal �Tb that produces the lowest kurtosis and zero skewness with a
tolerance of randomness. The kurtosis and skewness are shown in Fig. 4.

This turns out to be a relatively simple optimization problem to solve. When �Tb
is small, the kurtosis is very high and the skewness is negative. As�Tb increases, the

Fig. 4 Optimization of the look-back channel �Tb. The left panel shows the kurtosis of Y (T )

forms a plateau around 2.5 when �Tb > 35. The right panel shows the skewness of Y (T ) crosses
zero at �Tb = 45, which we choose to be the optimal look-back period
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kurtosis decreases towards 3 and the skewness increases towards zero. When �Tb >

21, the kurtosis decreases below 3, that is, the system transitions from lepkurtotic to
platykurtic. When �Tb > 35, the kurtosis forms a plateau around 2.5. The kurtosis
reaches its minimum of 2.445 at�Tb = 39, but the skewness doesn’t cross zero until
�Tb = 45 at which point the kurtosis is at 2.498, slightly higher than the absolute
minimum. We determine that �Tb = 45 is the optimal choice.

4.4 Discussion on the Outputs

Figure 5 shows the result of α (T ), Y (T ), and R (T ) at �Tb = 45. We first note that
Y (T ) oscillates between ±0.5 with a periodicity of approximately 40 years. The
periodicity is particular clear by observing the legs of Y (T ). The market swings
violently during two periods: From 1929 to 1933, the oscillation almost reaches
±1.0. From 2000 to 2009, the oscillation is as large as ±0.75. We will elaborate
more on the periodicity and amplitude of Y (T ) in Sect. 5.1.

Secondly, we observe that R (T ) has three plateaus in history. The first plateau
is at 5% before 1860. The second plateau is at 7.13% from 1880 to 1950. The third
plateau is at 10.52% from1970 to now.The values of plateau are determined by zeroth
order genlasso::trendfilter utility in R.6 At 600 degrees of freedom, we
round the output of beta to 3 digits, and select the largest clusters of beta that have
repeated more than 50 months. The average of beta from each cluster is the mean of
the plateau. The 10.52% return of the third plateau is often quoted in the literatures
andmedia as the long-term expected return of SPX. Here we provide a proper context
in terms of R (T ).

5 Relation Between Channel Deviation and CAPE

In this section, we show that Y (t), R (t), and CPI have large explanatory power on
CAPE, even though their data generating processes (See Chap.1 of [7]) don’t seem
to be related at all. The log-CAPE can be decomposed by a four-factor model with
a high R2.

5.1 Regression of Log-CAPE

Let CAPE�T (t) denote the �T -year CAPE where �T = 10, 20. In Panel (1) of
Fig. 6, it is shown that log (CAPE10 (t)) and log (CAPE20 (t)) are very similar (the

6 See also https://cran.r-project.org/web/packages/genlasso/vignettes/article.pdf.

https://cran.r-project.org/web/packages/genlasso/vignettes/article.pdf
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Fig. 5 Optimally decomposed α (T ), Y (T ), and R (T ) at �Tb = 45. The legs of Y (T ) are drawn
in red circles in Panel (2) to illustrate the periodicity. The levels of plateau in R (T ), s0 = 0.05,
s1 = 0.0713, s2 = 0.1052, are calculated from zeroth order genlasso::trendfilter utility.
The 10.52% of s2 is often quoted as the long-term expected return of SPX

blue and cyan lines). Also note that Y (t) is in the same scale of log (CAPE�T (t)).
Hence, we focus on the 20-year model.

And let CPI10 (t) and CPI20 (t) denote the 10 and 20-year log-returns of CPI. That
is,
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CPI�T (t) = log CPI (t) − log CPI (t − �T )

�T
. (14)

In Panel (2), CPI10 (t), CPI20 (t) and R (t) are shown. CPI10 (t) is more volatile than
CPI20 (t). R (t) is the long-termmoving averageof nominal equity returns. It is shifted
down by the equity risk premium βrep (6.6%), and we observe it is approximately the
long-term (40 years) inflation rate. These three factors constitute the inflation inputs
for the regression model.

We perform the following linear regression for t between 1/1881 and 12/2020:

log (CAPE20 (t)) ∼ β0 + β1Y (t) + β2R (t) + β3CPI10 (t) + β4CPI20 (t) + ε,

(15)
which results in a high R2 of 0.82. The summary of linear model from R is shown
below:

1 a ← lm(log.cape20 ∼ eqty.lm.y + eqty.lm.r + cpi.logr.10 +
2 cpi.logr.20, data=df) summary(a)

1
2 Call:
3 lm(formula = log.cape20 ∼ eqty.lm.y+eqty.lm.r+cpi.logr.10+
4 cpi.logr.20, data = df)
5
6 Residuals:
7 Min 1Q Median 3Q Max
8 -0.34672 -0.16100 -0.02993 0.18624 0.45322
9
10 Coefficients:
11 Estimate Std. Error t value Pr(>|t|)
12 (Intercept) 1.00789 0.02938 34.30 <2e-16 ***
13 eqty.lm.y 0.93990 0.01713 54.87 <2e-16 ***
14 eqty.lm.r 25.16626 0.36828 68.33 <2e-16 ***
15 cpi.logr.10 -3.84196 0.28691 -13.39 <2e-16 ***
16 cpi.logr.20 -11.73114 0.42353 -27.70 <2e-16 ***
17 ---
18 Signif. codes: 0 ’***’0.001 ’**’0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
19
20 Residual standard error: 0.1923 on 1555 degrees of freedom
21 (1067 observations deleted due to missingness)
22 Multiple R2: 0.82, Adjusted R2: 0.8196
23 F-statistic: 1771 on 4 and 1555 DF, p-value: < 2.2e-16

All four factors are highly significant. More than three quarters of information
in log-CAPE is contained in the linear combination of our mean reversion analytics
and past inflations.

The result is shown in Panel (3) of Fig. 6.
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Fig. 6 Linear regression of the 20-year log-CAPE by the four factors: Y (t), R (t), CPI10 (t) and
CPI20 (t). Panel (1): Comparison of centered log-CAPE and Y (t), showing their similarity and in
the same scale. Panel (2): R (t), CPI10 (t) and CPI20 (t) as the inflation inputs to supplement the
differences between log-CAPE and Y (t). Here R (t) is shifted down by the real equity premium.
Panel (3): The result of regression on log (CAPE20 (t)) in the four-factor model



18 S. H.-T. Lihn

5.2 Discussion

We illustrated the inner workings of the four-factor regression by Panel (1) and Panel
(2) of Fig. 6. Panel (1) shows that log (CAPE20 (t)) is almost in the same scale as
Y (t), and this is confirmed by the coefficient β1 = 0.94 in Eq. (15).

There are times that log-CAPEmoves below Y (t) (e.g. in 1920s, 1950s, and early
1980s) and other times that log-CAPE moves above Y (t) (e.g. in 1900s and 2000s).
Their differences are made up by CPI10 (t) and CPI20 (t). This is confirmed by the
negative correlation (β3 = −3.8 and β4 = −11) in the summary statistics above.
This is shown graphically in Panel (2). We observe that, whenever CPI10 (t) and
CPI20 (t) are above R (t), Y (t) tends to be above log (CAPE20 (t)), and vis versa.

This anti-correlation between log-CAPE and inflation is one of the two main
reasons why CAPE is perceived at a lofty level since 2000. The high CAPE reading
is a reflection of ultra-low inflation in the past two decades.

The second reason is that log-CAPE is positively correlated to R (t)with β2 ≈ 25.
Since R (t) is currently at the third plateau, it also contributes to the high level of
CAPE. From 1950 to 1970, the market was transitioning from the second plateau
to the third, the difference in R (t) is s3 − s2 ≈ 3.4%. Multiplying it by β2 ≈ 25, its
impact on log-CAPE is 0.85, which is translated to 130% higher CAPE. In 1970s
and 1980s, this effect was muted because of the high inflation. Going into 1990s, the
high tide of inflation receded and CAPE began to move much higher.

However, in order to justify such high level of equity returns and valuation, it
seems to imply that the future inflation will have to be much higher.

5.3 Tectonic CAPE

We introduce the concept of tectonic CAPE, in which we hypothesize wars and
national policy changes in the past might have resulted in significant dislocations in
the data generating processes of CAPE and CPI (Chap.19 of [7]). We use nonlinear
optimization technique to uncover these dislocations. However, we do this only
sparingly so that we don’t overfit the data.

At a specific time tadji , the amount �i log CAPE20 should be added to
log (CAPE20 (t)). These adjustments are called the “fault lines”, and the adjusted
CAPE is called “tectonic CAPE”.

Formally, the tectonically adjusted log-CAPE is

log
(
CAPEadj

�T (t)
)

= log (CAPE�T (t)) +
∑

i=1···N

{
0, t < tadji ;
�i logCAPE�T , t ≥ tadji .

(16)
Lihn [10] showed that the 20-year model requires smaller amount of “fault line

adjustments” than the 10-year model. The interpretation is that many economic
shocks tend to average out much better in 20 years than 10 years.
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This fits our understanding of the 36-year cycle from the wavelet analysis. In
Figs. 2 and 3, the transition period 1905–1931 are marked from the two fault lines
required to adjust the 20-year model. It will be discussed in Sect. 6.2 in more detail.

6 The Tectonic Forecast Model

We first introduce the general form of the factor-based tectonic forecast model. Then
we specialize it to equity market forecast in the following sections.

Let fk be the factors under consideration: Y (t) , R (t) ,CPI10 (t) ,CPI20 (t),
log (CAPE�T (t)). And r f,�T (t) is the forward log-return of period �T that we
intend to forecast, in nominal term or real term. In this section, we study the nominal
forecast, and �T is set at 20 years.

The simplest mathematical form of the forecast regression is to assume the faults
{�i } are generic, such that

� =
∑

i=1···N

{
0, t < tadji ,

�i , t ≥ tadji .
(17)

Plugging � to a linear regression, we have

r f,�T (t) ∼ β0 +
∑

k=1···5
βk fk (t) + � + ε, for t ∈ [Tstart, Tend] , (18)

where ε is the standard error of the forecast. For a given N , the objective is tominimize
the AIC of the regression by a nonlinear optimization in the parametrization space:

{βk,∀k = 0, 1 · · · 5} ∪
{(

tadji ,�i

)
,∀i = 1 · · · N

}
.

However, the faults {�i } in this form is in the unit of the response r f,�T (t). This
is saying that the response is dislocated and needs to be corrected. Our preference is
to attribute the dislocations to one of the major factors, for instance, to log-CAPE,
or Y (t).

In the case of log-CAPE, we prefer to rewrite the regression as

r f,�T (t) ∼ β0 +
∑

k=1···4
βk fk (t) + β5 log

(
CAPEadj

�T (t)
)

+ ε. (19)

In this form, the faults {�i logCAPE�T } are in the unit of log-CAPE in (16).We think
that this provides better economic cause-and-effect interpretation. But we acknowl-
edge that the generic representation Eq. (17) is more elegant mathematically, and
may conveys an economic significance that is yet to be uncovered.
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6.1 The 5-Factor Tectonic Forecast Model for Equity Returns

Let rnomf,�T (t) denote the nominal forward log-return for the look-forward period�T .
We construct the 5-factor forecast model as follows:

rnomf,�T (t) ∼ β0 + β1Y (t) + β2R (t) + β3CPI10 (t) + β4CPI20 (t) + β5 log
(
CAPEadj

�T (t)
)

+ εt ;
(20)

where t ∈ [Tstart, Tend] is the in-sample period. The objective is to minimize
the AIC of the regression by a nonlinear optimization on the fault lines{(

tadji ,�i logCAPE�T

)
,∀i = 1 · · · N

}
. We view our 5-factor model as a mean-

ingful extension of the one-factor CAPE model ([2, 21]).
Although the regression can be performed on both real and nominal returns, we

find this model works better for nominal return, because the inflation is accounted
for separately from the nominal return.

The nominal return forecast is also advantageous in that it can be translated into
index level prediction without the complication of inflation forecast. The predicted
forward returns can be easily translated to the predictions of log-index Xpred (t) and
future SPX level (dividend included) ppred (t):

Xpred (t + �T ) = X (t) +
[
rnomf,�T (t)

]

pred
�T ± 2ε�T, where t ∈ [Tend − �T, Tend] ;

and ppred (t) = eXpred(t) e±2ε�T .

(21)

ε = stdev (εt ) represents the forecast error. The ±2ε�T term indicates the 2-
stdev error bounds. Assume ε ≈ 0.01 for the 20-year forecast, then e40ε ≈ 1.49 and
e−40ε ≈ 0.67. That is, the price forecast can have 33% to 49% of error. This is
consistent with our observation that this forecast model is good for long-term trend
line prediction, but not good for predicting short-term “bubbles and crashes” in the
3–5 year timeframe. The reader must be careful in interpreting the forecast in a
proper context. The shorter term forecast has to come from other types of models
and indicators, e.g. the recession forecasts.

6.2 20-Year Nominal Return Forecast

Since the market has shown the 36-year periodicity, it is natural to expect that the
20-year forecast,�T = 20, works better. Only two fault lines are used beforeWWII:

i tadji �i logCAPE20

1 1904.96 −0.984
2 1930.73 −1.499
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We are impressed that there is no adjustment after 1931. However, we are not able
to interpret what specific historical events are associated with the fault lines. The
1930 fault line is likely related to the turbulent 1930s. It seems that twenty years are
long enough to smooth out many impacts in history. Only the largest dislocations
remain.

The rnomf 20 (t) regression achieves very high R2 of 0.86. The summary statistics is
shown below:

1 c20 ← lm(eqty.logr.f20 ∼ eqty.lm.y + eqty.lm.r + cpi.logr.10 +
2 cpi.logr.20 + log.cape20.adj, data=df) summary(c20)

1
2 Call:
3 lm(formula = eqty.logr.f20 ∼ eqty.lm.y + eqty.lm.r +
4 cpi.logr.10 +
5 cpi.logr.20 + log.cape20.adj, data = df)
6
7 Residuals:
8 Min 1Q Median 3Q Max
9 -0.041961 -0.007638 -0.000008 0.006443 0.046165
10
11 Coefficients:
12 Estimate Std. Error t value Pr(>|t|)
13 (Intercept) 0.0944513 0.0020000 47.23 <2e-16 ***
14 eqty.lm.y -0.0241555 0.0010935 -22.09 <2e-16 ***
15 eqty.lm.r 0.4109853 0.0243705 16.86 <2e-16 ***
16 cpi.logr.10 0.3739050 0.0166545 22.45 <2e-16 ***
17 cpi.logr.20 -0.9270231 0.0268912 -34.47 <2e-16 ***
18 log.cape20.adj -0.0246708 0.0003967 -62.19 <2e-16 ***
19 ---
20 Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05’.’0.1 ’ ’ 1
21
22 Residual standard error: 0.0111 on 1323 degrees of freedom
23 (315 observations deleted due to missingness)
24 Multiple R2: 0.8591, Adjusted R2: 0.8585
25 F-statistic: 1613 on 5 and 1323 DF, p-value: < 2.2e-16

Heuristically, we can express the 20-year nominal return as follows:

rnomf 20 (t) ≈ const − 1

20

(
1

2
Y (t) + 1

2
log

(
CAPEadj20 (t)

))
+ 2

5
R (t) + 1

3
CPI10 (t) − CPI20 (t) .

(22)
Log-CAPE and Y (t) contribute to the future returns almost equally. The higher
they are now, the less the returns in the future. CPI20 (t) is also anti-correlated with
a coefficient of nearly −1.0. On the other hand, R (t) and CPI10 (t) are like the
momentum factors for the future returns.

The 20-year result is shown in Fig. 7. Panel (1) shows the 5-factor regression
without fault lines (red line). Note that R2 of 0.51 is too low for prediction purpose.

Panel (2) shows the 5-factor regression with tectonic CAPE (red line), with R2 of
0.86 and ε ≈ 0.01. Both are high enough for a forecast model.
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Fig. 7 Forecasting 20-year nominal equity returns with the 5-factor tectonic CAPE model. Only
two fault lines before WWII are needed to correct the dislocations. Panel (1) shows the regression
without fault lines, which produces much inferior R2 and ε. Panel (2) shows the regression with
fault lines. The R2 of 0.86 and ε ≈ 0.01 are satisfactory for a forecast model. Panel (3) shows the
result of Xpred (t). Panel (4) shows the result of ppred (t)
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In Panels (3) and (4), the regressed rnomf 20 (t) is converted to Xpred (t) and ppred (t)
via (21). It predicts a bright future for the next 10 years (red line). The current level
of X (t) is near the forecast level. Two green dashed lines indicate the end of Biden’s
term at 2024 and the next presidential term at 2028. The index price ppred (t) is
forecasted above 5000 at 2024 and above 8000 at 2028.

The positive outlook coincides with the 36-year wavelet cycle that the market is
on the verge of entering another great bull market after 2020. However, we note that
even a small error in the 20-year return forecast can cause a large difference in the
price level forecast.

The purple dashed lines show the ±2ε bounds. Both the dot-com peak and 2009
bottom reached the dashed lines. These are the market extremes of exuberance and
panic, that the long-term investors must be aware of.
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Smart Maintenance and Human Factor
Modeling for Aircraft Safety

Eric T. T. Wong and W. Y. Man

Abstract The global pandemic has significantly accelerated the need for remote
monitoring and diagnostics of airline operations and assets. As passenger and cargo
flights are impacted from all directions, maintenance can be the steady, reliable
part of the puzzle that helps get things back on track. This chapter explores the
aircraft safety challenges that can be addressed with better maintenance technology
and human factor modeling. Aircraft safety relies heavily on maintenance. During
the COVID-19 recovery phase, airline operators need to focus on the application
of a robust management of change process to implement better maintenance tech-
nology, identify new aircraft safety risks, determine effective mitigation measures,
and implement strategies for deploying changes accordingly. For years aircraft main-
tenance routines have been carried out in the same manner without change, now with
international travel restrictions, social distancing, reduced staff, and limited main-
tenance funding, the need for smarter ways of doing maintenance is obvious. In
this regard smart technology has an important role to play. For instance, IoT data
generates the capacity for predictive aircraft maintenance, AI introduces the capacity
for smart, deep-learning machines to make predictive maintenance more accurate,
actionable, and automatic. AI-enabled predictive maintenance leverages IoT data
to predict and prevent aircraft failures. While smart technology enhances aircraft
safety through better maintenance performance on the one hand, there are technical
and human factor problems induced by COVID-19 on the other. The Safe Aircraft
System (SAS) model, based on the Dirty Dozen and SHELL human factor models,
is an initiative proposed to minimize such COVID-19 problems. This work shows
through a case illustration that SAS modeling is a useful tool in identifying potential
hazards/consequences associated with any major or minor changes in flight oper-
ations. Hence the synergistic effect of smart maintenance and the SAS model in
enhancing aircraft system safety are demonstrated.
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Acronyms and Glossary

ACI Airports Council International
AI Artificial Intelligence
Airworthy The status of an aircraft, engine, propeller, or part when

it conforms to its approved design and is in a condition
for safe operation

AME Aircraft Maintenance Engineer
AMO Approved Maintenance Organization
AR Augmented Reality
Continuing airworthiness The set of processes by which an aircraft, engine,

propeller, or part complies with the applicable airwor-
thiness requirements and remains in a condition for safe
operation throughout its operating life

CBM Condition-Based Maintenance
COVID-19 Coronavirus Disease of 2019
DD Dirty Dozen Human Factor Model
FAA Federal Aviation Administration
ICAO International Civil Aviation Organization
IoT Internet of things
MRO Maintenance and Repair Organization
NTSB National Transportation Safety Board
OEM Original Equipment Manufacturer
OSHA Occupational Safety and Health Administration
RAMS Recovery and Modifications Services of Boeing
SAS Safe Aircraft System
SHELL Software, Hardware, Environment, Liveware & Live-

ware (a human factor model used to analyze the inter-
action of multiple system components)

SOP Standard Operating Procedure
Smart Maintenance An intelligent maintenance system brings together tech-

nology, data, analyses, prognosis, and resources aiming
for the aircraft and systems to achieve highest possible
performance levels and near-zero breakdown

VR Virtual Reality

1 Introduction

International Civil Aviation Organization [1] estimated that the COVID-19 impact
on scheduled international passenger traffic could reach reductions of up to 71% of
seat capacity and up to 1.5 billion passengers globally in 2020. Airlines and airports
face a potential loss of revenue of up to 314 billion USD and 100 billion USD,
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respectively. Under the COVID-19 pandemic, aircraft safety can be improved not
only by considering the reliability of an aircraft and its systems, but also the compli-
ance of additional mandatory maintenance requirements associated with long-term
grounding/storage of aircraft. Aircraft safety relies heavily on maintenance. When it
is not done correctly, it contributes to a significant proportion of aviation accidents
and incidents [2]. Some examples of maintenance errors are parts installed incor-
rectly, missing parts, and necessary checks not being performed. In comparison to
many other threats to aviation safety, the mistakes of an aircraft maintenance engi-
neer (AME) can bemore difficult to detect. These mistakes are present but not visible
and have the potential to remain latent, affecting the safe operation of aircraft for
longer periods of time. AMEs are confronted with a set of human factors unique
within aviation. Very often, they are working in the evening or early morning hours,
in confined spaces, on platforms that are up high, and in a variety of adverse temper-
ature/humidity conditions. The work can be physically strenuous, yet it also requires
attention to detail. Because of the nature of the maintenance tasks, AMEs commonly
spendmore time preparing for a task than carrying it out. Proper documentation of all
maintenance work is a mandatory requirement, and AMEs typically spend as much
time updating maintenance logbooks as they do their work. Human factors aware-
ness can lead to improved quality, an environment that ensures continuing worker
and aircraft safety, and a more involved and responsible work force [1].

Human error can be a consequence of design flaws, inadequate training, incorrect
procedures, use of outdatedoperationormaintenancemanuals amongother technical,
environmental, and organizational factors. The drawback of the increasing advance
in aircraft technology along with job responsibilities, irregular sleep and the stressful
shifts can consequently cause fatigue and work overload problems for both pilots and
maintenance personnel. On this basis, in recent decades, the accurate comprehension
of psychological and physiological characteristics associatedwith human errors have
become of significant interest. With the incidence of the COVID-19 pandemic and
the concomitant impact on airline operation due to international travel restrictions
and social distancing, workload conditions for AMEs have become very irregular
and this seriously affected aircraft system safety.

This work is aimed to advocate the application of smart technology in aircraft
maintenance and the use of human factor modeling for the enhancement of aircraft
system safety. First, the impact of COVID-19 pandemic on commercial aviation
operation is described. Despite various COVID-19 challenges, approved mainte-
nance organizations (AMOs) could make use of the unprecedented chance offered
to make a change to traditional aircraft maintenance practices with the aid of smart
technology. Recent aviation applications of smart technology and associated contri-
bution to aircraft safety through maintenance are identified. Important components
of the Safe Aircraft System (SAS) model for enhancing aircraft safety are described,
followed by a case study illustrating the model implementation in respect of a busi-
ness operation contemplated by more and more airlines: the transport of cargo in
passenger aircraft.
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2 Impact of COVID-19 Pandemic on Commercial Aviation

The airline industry has been hit hard, and has laid off thousands of pilots, AMEs,
flight attendants, and ground support staff. In the case of the world-renowned Cathay
Pacific Airways, there were 26,500 staff working for Cathay Pacific and Cathay
Dragon globally. To survive COVID-19 pandemic, Cathay Pacific decided to lay off
6000 workers and kill off Dragon affiliate. This action accounts for reducing 24%
of its headcount [3]. Many aircraft that are no longer in operation have been placed
by the airline or lessor into a manufacturer-approved storage regime to preserve
maintenance and asset value.

It was estimated that globally there were over 18000 aircraft sent to storage in
July 2020 (see Figure 1) [4].

Gradually, as travel restrictions are being lifted and as operators are preparing to
resume passenger flights and demand increases, operators will need the aircraft that
have been parked/stored and return them back to service. Due to the huge number
of aircraft involved and the limited supporting resources available to perform the
maintenance work due to the COVID-19 crisis, airlines are expected to experience
difficulties and increased risks. Airline management needs to identify the poten-
tial hazards arising from recovery and new business operations, developing control
measures to mitigate the associated risks, and thus ensuring aircraft system safety.

Aircraft repairs and maintenance during the pandemic offer a chance of innova-
tion, and everyone concerned can be asked to adopt divergent thinking and develop
new ways of performing maintenance activities. Hitherto maintenance routines have
been done “the same old way” without a second thought, now with social distancing,
fewer staff, and less maintenance resources, the need for smarter ways of doing

Fig. 1 Scores of airplanes in and out of storage [4]
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maintenance is imminent. Getting the job done with the added COVID-19 chal-
lenges, maintenance staff have had to examine what really needs to be done, to be
more specific on what to inspect, and how to inspect it to ensure the compliance
of mandatory airworthiness requirements. To achieve these aims, more and more
airlines are employing smart technology in aircraft maintenance.

3 Smart Technology in Aviation

Smart technology is central to the future of the air transport industry. Smart tech-
nology has been playing a major role to support airports and airlines preparing to
recover from the crisis, which is likely to accelerate the adoption of automation and
artificial intelligence in the aviation sector. Automation in the aviation industry is
gaining momentum due to rapid advancements in the fields of robotics. Technolo-
gies like machine learning and natural language processing are all part of the AI
landscape. Each one is evolving along its own path and when applied in combination
with data analytics and automation can help airlines achieve their goals of ensuring
aircraft safety.With the implementation of smart technology, airports can offer much
better passenger services and AMOs can predict potential maintenance failures on
aircraft before any mishaps occur. The following section provides an account of
smart technology applications and their contributions to aircraft safety.

A. Smart technology applications in aviation

1. Airport terminal robotics, automated vehicles, and drone delivery:

• Self-driving guide robots
Robots in airport terminals are becoming a more common sight and
among some of the recent examples are Fraport’s new self-driving
guide robot, called YAPE,1 for luggage transportation; “Airstar” robot
at Incheon Airport; Munich Airport’s Josie Pepper; and British Airway
has plans to test AI-powered autonomous robots at Heathrow Terminal
T5 to further enhance punctuality for passengers. The robots are capable
of interacting in different languages with the help of translation tech-
nology. They can provide answers to a variety of different questions,
including real-time flight information.

• Automated vehicles on the airfield and baggage-related robots
A prominent example is Vanderlande’s end-to-end baggage logistics
solution FLEET,2 deployed at Rotterdam Hague Airport, and tested at
HongKong InternationalAirport to further improve the efficiency of the
baggage handling process, enhance ergonomic working conditions for
ground staff and future-proof the airports’ baggage handling operations.

• Drone delivery
Edmonton International Airport (EIA) entered a new strategic part-
nership with Drone Delivery Canada (DDC) that will see the airport
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become a hub for drone cargo deliveries in Western and Northern
Canada. This is expected to be the world’s first regularly scheduled
drone delivery service from an airport.

2. Airport AI and Machine Learning
During the past couple of years, the air transport industry has been showing
a great commitment to realizing the full potential of artificial intelligence
(AI) with a plethora of use cases. On one side, we have seen airlines and
airports adopting chatbots to communicate with passengers, and on the
other to improve operations. In terms of chatbot applications, last year
AirAsia developed and launched its AirAsia Virtual Allstar (AVA),3 a
continuously learning AI-powered chat platform.
DeltaAir Lines claimed that it is applying AI-driven machine learning on
a scale that’s never been done before by an airline. The proprietary AI-
driven platform analysesmillions of operational data points—fromaircraft
positions to flight crew restrictions to airport conditions—to create hypo-
thetical outcomes that help Delta’s staff make critical decisions before,
during and after large-scale disruptions.
KLMRoyalDutchAirlines has developed a suite of advanced optimization
tools for the Operations Control Centre to help set up robust schedules
by implementing smart tail assignment,4 manage and solve disruptions,
and help with decision-making. The benefits for passengers are clear—
minimizing the impact of disruptions through real-time updates, reducing
baggage delays and personalizing information that has been provided to
the customer through digital channels.

3. Rapid development of 5G technology

• Recent developments in 5G technology are fuelling the new decade of
innovation that will change business as we know it today. The tech-
nology lowers data latency offers more stability and connects a huge
number of devices at the same time. In the aviation industry, the tech-
nology will be instrumental to satisfy the need for fast connectivity
inflight and at airports; demand for predictivemaintenance through data
shared by the connected aircraft; and growing demand for a comfortable
inflight experience.
Airports Council International (ACI)World’s director of security, facil-
itation and IT Nina Brooks sees two main benefits of 5G in airports:
enhancing existing applications (such as passenger processing, baggage
management and airport operations), and enabling new technologies
(such as edge computing, internet of things, digital twin creation and
artificial intelligence).
“The speed and flow of data, and the sheer potential to use historic,
predictive and real-time data, offers solutions that seemed light years
away, only a few years ago,” says Brooks. “These advances will
enable much stronger collaboration between airports, airlines, ground
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handlers, air traffic managers, suppliers and retailers, and make their
interactions seamless and faster.”
As the global aviation and tourism industry starts up again following
the Covid-19 crisis, 5G’s arrival is well-timed and will facilitate appli-
cations—including contactless solutions—that will help airports and
airlines manage Covid-era regulations.

4 Virtual reality (VR) and augmented reality (AR)

• Airline VR
In a saturated market such as the airline sector, virtual reality (VR) and
immersive experiences can be a true differentiator. As one of the leading
virtual reality suppliers, Inflight VR’s Virtual Reality Entertainment
attracted a number of airlines to its portfolio, including EvelopAirlines,
SunExpress, and Jin Air, etc.
Renacen is a company that specializes in the use of virtual reality with
its 3D SeatMap VR software, which offers a virtual 360° view of the
cabin and can be used for seat upselling, crew training, marketing and
VR experiences. The technology has been implemented by a number of
airlines, including Emirates, Evelop, Austrian, Aigle Azur and Etihad.

• Augmented Reality (AR) in maintenance: Lockheed Martin and
NGRAIN5

With the latest advancements, augmented reality on smart glasses is
changing the perspective of aircraft maintenance. Now the AR glasses
enable mechanics to see hands-free and with interactive 3D wiring
diagrams, rather than viewing things on 2D, 20-ft.-long drawings. It
also helps users retain the information more efficiently while doing
repair work [5].
AR now enables the support of on-site technicians through detailed
information and guidance from highly specialized experts. This makes
it possible for even hidden risks to be detected by experts through
the “see-what-I-see” principle made possible by live video streaming
and providing the full view of the technician’s environment. Moreover,
technicians aremore flexible in performing tasks due to the use of smart
glasses that create the ability to perform various processes hands-free
without distractions.
As part of effective maintenance for any aircraft, accurately assessing
airframe damage resulting from combat or environmental hazards is
crucial. Seemingly small factors—such as the depth of a scratch or the
distance of a hole from supporting structures—can impact airworthi-
ness, aircraft stealth capability and pilot safety. In an era of reduced
spending and personnel, aircraft maintenance efficiency is essential.
Recognizing these challenges, Lockheed Martin sought to streamline
its damage and assessment process for the F-35 [7].
Traditionally, maintenance technicians would manually assess and
track damaged areas by placing a transparent film over these areas
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and tracing reference points (such as fasteners and seams) with a
marker. They would then cross-reference this information with repair
data history captured in a spreadsheet. However, cross-referencing line
drawings did not provide the optimal platform to visualize repair infor-
mation, it was also quite cumbersome and time consuming—leaving
more room for maintenance errors.
Lockheed Martin selected NGRAIN to transform its damage assess-
ment and repair system. Working closely with Lockheed engineers,
NGRAIN developed the industry’s first interactive 3D Virtual Damage
Repair and Tracking™ solution. Traditional methods, involving line
drawings and cumbersome spreadsheets, have been replaced with
streamlined processes integrated with back-end software systems.
With these virtual damage assessment solutions, aircraft maintenance
technicians can:

• Increase operational availability of equipment: When an aircraft
lands, maintenance staff can connect to the database and imme-
diately determine whether the aircraft is airworthy.

• Work more efficiently with fewer personnel: Using a streamlined
process,maintenance staff can reduce the time required to document,
assess, and repair damage. In the case of the USAF, because the F-
35 and F-22 solutions have similar workflow, aircraft maintenance
teams can easily transit between the two platforms.

• Capture data more accurately: Providing maintenance personnel
with the ability to visualize and accurately represent aircraft damage
on a 3D model reduces the probability of human errors, which
translates into aircraft system safety.

5. Worldwide connection of experts: Boeing and Microsoft Hololens6

Besides hangar maintenance, the use of AR as a remote guidance solution
means on-site staff can be connected to licensed technical experts from
anywhere in the world. This real-time, cost-effective solution, provides
expertise from any remote location, bridging the shortage of available
AMEs allowing for multinational line maintenance teams.
For instance, in September 2020, the Australian Department of Defence
announced that the No 36 Squadron aircraft technicians were using
HoloLens mixed-reality devices with software developed by Boeing for
C-17A Globemaster III aircraft maintenance [8]. Traditionally, specialist
technicians of Boeing support repair and replacement tasks by travelling
to Australia. The technicians are known as the recovery and modifications
services team (RAMS). However, technicians were not able to visit this
time due to the Covid-19 pandemic and the travel restrictions in place.
This situation led to technicians exploring virtual reality with Microsoft
HoloLens. Maintenance team supervisor Thomas Lane said:
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“Through a secure ‘Cloud’ connection, my team and the technicians in the US
can work seamlessly together by sharing screens and see exactly what they are
seeing inside the aircraft through iris tracking. The first project was to replace
the floatation equipment deployment systems panels inside C-17s, which consist
of explosive components that deploy life rafts in an emergency.”

6. Effective staff training
In addition to improving distance collaboration, this technology also
finds application in training inexperienced technicians and enabling an
employee onboarding process as effectively as possible. Trainees can
be adopted in a more engaging and interactive environment by using
Augmented Reality.

7. IoT-enabled predictive maintenance: Flight health checks, predictive
maintenance, and innovative product designs
The Internet of Things (IoT) is a collection of interrelated computing
devices, mechanical or virtual machines, objects, and individuals that
have unique identifiers and the ability to generate, exchange and consume
data over a network without needing human-to-human or computer-to-
computer communication. IoT has developed from the convergence of
wireless technologies, micro-electromechanical systems, microservices,
and the internet. IoT enables companies to automate processes and mini-
mize labor costs. Aircraft is a classic example of the industrial IoT: engines
have hundreds of sensors that transmit gigabytes of data for each flight,
which adds up to terabytes of data to analyze across an airline’s fleet.
While IoT data generates the capacity for predictive maintenance, Arti-
ficial Intelligence (AI) introduces the capacity for smart, deep-learning
machines to make predictive maintenance more accurate, actionable, and
automatic.
AI predictivemaintenance leverages IoTdata to predict andprevent aircraft
system failures. AI machine learning can access historical data stored
on the cloud and process real-time data gathered through IoT sensors at
the edge. Referencing a knowledge bank powered by these sources of
data, AI can generate informed analytics to automate commands in real
time. In the context of predictivemaintenance, AI analytics and commands
serve the specific function of optimizing maintenance cycles for aircraft
systems. Outfitting an aircraft system with AI predictive maintenance can
extend equipment life, improve efficiency among aircraft technicians, and
significantly decrease expensive aircraft downtime, minimize flight delays
and hazardous work conditions.

• Flight Health Checks—Rolls-Royce and Microsoft Azure IoT Solu-
tions7

At a personal level, flight delays are disruptive and costly, but for the
airlines the impact is exponentially larger. Minimizing the cost and
disruption of maintenance activities is a key focus for these businesses.
Rolls-Royce has over 13,000 engines for commercial aircraft in service
around the world, and for the past 20 years, it has offered customers



34 E. T. T. Wong and W. Y. Man

comprehensive engine maintenance services that help keep aircraft
available and efficient. The engine maker’s TotalCare program allows
airlines to pay for the hours they were able to fly rather than for repairs,
which means Rolls-Royce has an interest in collecting data that helps
airlines improve operations.
As the rapidly increasing volume of data coming from many different
types of aircraft equipment overtakes the airlines’ ability to analyze
and take insight from it, Rolls-Royce has partnered with Azure IoT
Solutions to find and develop the power of AI and IoT to accumulate
data and find the best maintenance solution. Also, IoT devices with
sensors are being used in aircraft engines to check the health of the
engines and monitor all the components in real-time. In other words,
Rolls-Royce is using Microsoft Azure IoT Suite and Cortana Intelli-
gence Suite8 to support current and future generations of its intelli-
gent aircraft engines. Microsoft said that with better understanding of
flight operations, fuel usage and maintenance planning, airlines could
potentially save millions of dollars per year.

• Predictive maintenance—Airbus and Skywise9

Predictive analytics by AI work through maintenance data. AI can
interpret and organize data from sensors and send the data in a report
which can easily be comprehended. Such algorithm also identifies and
reports on potential failures in real-time and arranges proper timelines
for repairs.
Companies like the Airbus is taking proactive steps to improve perfor-
mance and reliability in aircraft maintenance. It is doing this by
migrating historical maintenance information from aircraft and fleets
to a cloud-based data repository known as Skywise.9 Airbus is also
installing sensor systems on each aircraft in an airline’s fleet to collate
and record thousands of data parameters in real-time. After each
flight, this data is uploaded to Skywise to be analyzed and to enable
maintenance predictions for the future.

• Innovative Product Designs—Aircraft component manufacturers
AI is providing new ways to design and develop lighter, more efficient
parts for the aerospace and aircraft maintenance industry. Efficient and
lighter components are one of the most sought-after things in aviation.
Design algorithms based on AI enable engineers to encompass a set of
tools and techniques for creating intricate aircraft product designs from
the data. It allows engineers to viewmultiple design options and features
in less time to find the best designs. This approach helps develop new
products with more functionality, making aircraft more sustainable and
lighter in weight.



Smart Maintenance and Human Factor Modeling for Aircraft Safety 35

B. Smart aircraft maintenance
For airlines and AMOs, there are software provides maintenance planning,
assignment, tracking, inventory management, and flight operation functional-
ities to give a fully integrated flight operations and maintenance management
option.
The following maintenance situation illustrates how an aircraft maintenance
organization can make use of bespoke mobile apps to achieve contactless job
assignment and notification with improved productivity while also satisfying
regulatory compliance. A summary of smart technology contribution to aircraft
safety will follow.
First, maintenance supervisors can use assignment page in the Assignment
app to review all the unassigned jobs based on input from the Maintenance
Planning Department. Supervisors can also look at the current availability of
all mechanics, and their respective shifts so they can determine whichmechanic
to pick for the job based on proximity.
If the supervisor wants to assign the job to a certainmechanic he can select from
the list of available mechanics and look at his information, which will come up
on screen with his availability and skills: if a mechanic does not have the right
aircraft maintenance license and skill for the job, the system will not allow the
supervisor to allocate that job to that person. In fact, the assignment process
could be completely automated using the software scheduling and assignment
capability. But, if the supervisor prefers to assign the job to a selectedmechanic,
that can be managed from the screen by clicking the icon. The system will
allocate the job to him and send him a notification to his mobile app or smart
watch. This is similar to an instant messaging app, avoids any paper handover
and provides a complete contactless experience.
After the job has been assigned the mechanic will be granted electronic access
to the job card within the mobile app. A desirable digital task card feature
allows scanned PDF or OEM (Original Equipment Manufacturer) task cards to
be rendered electronically within the mobile app itself.
Once the mechanic is assigned access to the electronic job card, he or she can
review the steps and procedures within the job card and then sign-off after
job completion by just selecting the check box on the job card. On selecting
and checking these boxes and providing the sign-off information, the system
will provide a dual authentication pop-up as per regulatory requirements for
keeping electronic documents. After sign-off, the system will send an elec-
tronic footprint of the signature as a digital footprint for any future compliance
references.
From the same mobile app, the mechanic can also gain virtual access to any
reference documents or even launch an appropriate training video. This will
allow the mechanic instant access to reference information without having to
visit an engineering or a maintenance room to access training documents or
maintenance manuals.
For defects reporting the machine learning tool in the mobile app could help
mechanics expedite the resolution process by automating the form filling,
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suggesting the next step, perhaps corrective action, and requesting the required
parts. In the defects screen, when the mechanic starts typing the content, say,
‘dent on the rotor blade’, as the word ‘dent’ is entered, the AI will automatically
list probable discrepancies based on the historical data of this aircraft.
The system will not only help fill in the data about the defect but will also
suggest corrective action and, again, help in ordering the parts to rectify the
defect. This will help to improve mechanics’ productivity where they would
otherwise have spent a lot of time filling out the rectification procedure and
requesting the parts.
The mobile app may be integrated with other functions such as supply chain
where it allows mechanics to request a part and, upon request, it automatically
notifies the inventory control department and allocates the part from the request.
That helps avoid themanual process of communication betweenmechanics and
the inventory control department and reduces the time on getting the right parts.
In the mobile app, the mechanic can type the required part details either by
part number or just a description as the system provides a smart look-up. Also,
mechanics should be able to track part availability in the inventory from the
screen: not only parts in the warehouse, but it can also be parts currently on
parked or stored aircraft. This will help the mechanic choose whether to use
a spare part from the warehouse or an existing aircraft to help conserve cash.
When the request is placed, the system will automatically generate a material
request and notify the inventory control department. The system will automat-
ically allocate the part for this request and notify the mechanic once the part is
available to pick-up from the warehouse.
One of the key challenges that will remain is to determine how effectively
mechanics can manage their work with minimal face-to-face interaction and
manual process, while maintaining regulatory compliance. To this end, it is
desirable that a Virtual Support feature along with co-browsing capabilities
would allow mechanics to interact and share their work in a live mode with
their supervisors and colleagues.
These capabilities can also be used to perform virtual inspections and sign-off
by inspectors. This is a trend that readers will have noticed recently in the
industry where even regulatory authorities are performing virtual inspections
and audits of maintenance facilities due to the pandemic situation where they
cannot do an on-site visit.
If a mechanic wants to review a damage notice while performing a job; he can
instantly capture a picture from a page in the app and share that information
with his supervisor as well as making markings or annotations on the image.
The supervisor can base a recommendation on this information and will receive
an instant notification where they can respond within the chat window or, for
further investigation, the mechanic can share their page or screen with the
supervisor and show live details of the work that the mechanic is currently
performing, allowing the supervisor to review and even perform a virtual sign-
off using the co-browsing capability. Mechanics can also hold a video call with
their supervisor and live relay the hangar floor through that video call so that
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the supervisor can look at the information and then provide a recommendation
which will make the communication more effective.
This will help to minimize person to person interaction and help mechanics
manage their work efficiently while helping to increase productivity even with
the current limited workforce availability. This virtual support platform feature
can be extended to another role in the airline organization.
In short, with the aid of smart technology aircraft maintenance activities will
look different because better ways with less resources have been found to
perform them. Following are the anticipated benefits of smart maintenance
and associated challenges:

C. Anticipated benefits of smart maintenance:

• Better and efficient inventory control
Through mobile apps, mechanics should be able to track parts availability
in the inventory from the screen: not only parts in the warehouse, but it can
also be parts currently on parked or stored aircraft.

• Repair visualization and remote guidance
Due to the highly infectious virus and its variants, many airlines and AMOs
implement social distancing policies such as reducing the number of staff
working at the same time, splitting different teams among staff and work-
from-home schemes. Such contingent measures reduce the effectiveness
of staff daily work. Aircraft safety highly depends on maintenance. Mainte-
nance activities require good planning, information sharing among the teams
and teamwork. Fortunately, smart technology such as AR and IoT helps to
regain the effectiveness of maintenance work during the crisis. Even though
staff did not work together at the same time, information can be shared and
accessed effectively.With the help ofAR technology, remote staff/specialists
can see what the on-site staff see, which makes communication clearer and
more effective. AR technology can eliminate ambiguities when describing
technical issues. There is nothing better than seeingwhat exactly is going on.
All this helps to reduce errors due to procedure violations, misinterpretation
of data and information, or insufficient training [6].

• Less occurrence of human errors
Owing to repair visualization and remote guidance, AMEs will be less
distracted. Inadvertent violations of airworthiness regulations and common
maintenance errors would be avoided.

• Real-time monitoring and maintenance
What tomaintain,when tomaintain and how tomaintain are the key elements
of ensuring airworthiness. After being hit by several waves of the Covid-19
outbreak, airlines are forced to reduce number of flights and number of staff.
However, keeping aircraft airworthy requires a lot of manpower. Reducing
staff may degrade the maintenance standard, especially when airlines are
preparing to recover from the crisis. AI predictive maintenance can help
airlines to recover from the crisis with minimal staff and not compromising
aircraft safety. Through AI predictive maintenance aircraft operating data,
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system status and fleet utilization could be analyzed to determine what to
maintain andwhen tomaintain. For example, one canmonitor engine utiliza-
tion and real-time operating parameters such as engine operating cycles, fuel
consumption, oil pressure, exhaust gas temperature and vibration parame-
ters, etc. By analyzing different aircraft operating data, the predictive system
can predict which part of the aircraft engine/system is not working properly
or working in degraded mode and maintenance plans can then be optimized.
Very often troubleshooting is the most time-consuming process among
maintenance tasks. To figure out what is going wrong on the aircraft can
take up several days. Once the root cause is known, the time to get it
fixed can be few hours or less. By using a smart prediction system, defec-
tive/degraded systems or components can be pinpointed. It not only mini-
mizes the manpower for troubleshooting and aircraft ground time but also
reduces the unnecessary parts removal.

• Minimization of excessive or inadequate maintenance
AI predictive maintenance overcome issues with traditional plannedmainte-
nance cycles that are based on pre-calculated time schedules where contex-
tual factors may be overlooked. They solve the issue of over maintenance,
where costs are wasted on the work time spent changing or repairing parts
more frequently than necessary, as well as the unused portions of parts that
go unaccounted for. Similarly, AI predictive maintenance overcome issues
of poorly designed planned maintenance cycles that may result in under
maintenance, where the lifespans of parts are overestimated and system is,
therefore, at risk of failure due to overuse. Predictive maintenance with AI
also is more effective than reactive maintenance where the repair is made
after catastrophic aircraft system failures resulting in profit-inhibiting down-
time. Condition-based maintenance activities will reduce time needed to
complete work orders, thus reducing work order backlogs.

• Significant cost reduction in overseas travel as AR technology has
replaced the need for face-to-face meetings.

• Staff training will be more effective as trainees are more engaging in an
interactive environment and team collaboration will be enhanced.

• Better insights into the root cause of system and component failures. AI
predictive maintenance system recognizes failure patterns and predict
when malfunctions may arise based on the conditions under which they
arose in the past. For instance, an AI-equipped aircraft that uses histor-
ical data to determine patterns in engine overheating events. Historically,
each time the overheating occurred, temperature and speed sensors recog-
nized that the engine was operating at above 475 knots during periods
when the outdoor temperaturewas above80°F.Throughmachine learning
informed by data-collecting sensors, the AI-equipped aircraft built an
understanding of the conditions that surround the overheating events. The
next time the aircraft travels in above 80° temperatures, the AI-equipped
aircraft can respond to speeds encroaching 475 knots by predictively
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executing a command to notify pilots of the potential maintenance issue,
and cap speeds at 470 knots to ensure safe functionality in the engine.
In view of the above contribution of smart technology to aircraft safety,
airlines and AMOs should take this opportunity to implement smart
maintenance to help themselves to recover from this crisis steadily.

D. Challenges to the application of smart technology
While the benefits of smart technology are manifold and the industry seems to
be rapidly moving towards a smart technology-oriented environment, there are
some factors to be considered while applying smart technology.
Firstly, security remains a predominant threat of the use of smart technology.
This is because by forging connection between multiple devices within a cloud
network, control over system authentication gets diluted. Anyone can access
any information from a wide network of connected devices now.
Secondly, related to security, the privacy of data is another major challenge.
Within the network, a substantial amount of user data gets released and the
users often lose control over their own data.
Moreover, while the overall usage of smart technology is resource efficient,
the deployment process entails layers of complexities and can be potentially
expensive.

4 COVID-19-Induced Problem

Meanwhile there are two importantCOVID-19problems to be resolved, viz. technical
and human factors.

Technically, there are risks related to prolonged parking/storage and these aircraft
system problems implies a serious impact on airworthiness:

• Sticking/high friction of valves in engine bleed air system leading to pneumatic
system issues during flight (e.g., bleed air loss, in one particular case this led to
an in-flight shut down).

• Erroneous air data information including contaminated / blocked pitot-static
systems and Angle of Attack vanes failure.

• Fuel system contamination caused by non-adapted water drainage intervals or
lack of available biocide.

• Emergency batteries, post parking or storage procedures, not at the expected state
of charge.

• Depletion of aircraft parking brake accumulator pressure leading to damaged
aircraft in ground incident.

• Wildlife nesting in the aircraft/engines while parked/stored, including insects,
birds, and rodents.

The second issue is related to staff readiness for work:
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• Decreased wellbeing of maintenance professionals during shutdown—The
pandemic is a significant source of anxiety, stress, and uncertainty for almost
everyone. Worries about unemployment for aviation staff and their relatives may
be exacerbated. During the shutdown, with people working from home and there-
fore isolated fromnormal support, the personalwellbeing of professionals is likely
to have suffered. For those working, this may lead to task distraction/interruption,
workload/task saturation, instructions or requirements not followed.

• Maintenance personnel fatigue—With redundancy and furlough reducing the
available number of personnel, those left working may have to work additional
hours. The preparation for and eventual return to new normal operations will
require significant additional effort in comparison with actual normal operations.
These may both contribute to rising levels of fatigue.

• Personnel no longer working collaboratively—Significant gaps in working, or
working from home, may have reduced people’s ability to work collaboratively.
This may exacerbate problems with teamwork and shift turnover while wearing
personal protective equipment.

• Reduced adherence to procedures in the new working environment—Reduced
operations and underload may create a belief that the level of risk within the
operating environment has substantially reduced, causing staff to become less
sensitive to risk with the possibility that they are less alert, and procedures are not
completely followed.

• Skills and knowledge degradation due to lack of recent practice—The 90% reduc-
tion in traffic means that most aviation professionals are not performing their
normal tasks, sometimes they are doing a substantially different job, and some-
times not working at all or at a substantially reduced frequency. Workshop and
classroom-based training is also not taking place. Together, this creates a reduc-
tion in the practical skills and knowledge of aircraft maintenance professionals,
and with it associated safety risks.

To augment the safety of aircraft systems, one needs to solve these aircraft system
and work readiness issues. To this end the Safe Aircraft System (SAS) model,
based on the human factor model DD-SHELL of accident causation is proposed
[9].
Briefly the characteristics of the Dirty Dozen and the SHELL models are:

• Dirty Dozen is a concept developed by Gordon Dupont, in 1993, whilst he was
working for Transport Canada. It has since become a cornerstone of Human
Factors in Maintenance training courses worldwide. The Dirty Dozen model
is particularly useful to ensure maintenance staff fitness for work during the
pandemic. The Dirty Dozen refers to twelve of the most common human error
preconditions, or conditions that can act as precursors, to accidents or incidents.
These twelve elements influence people to make mistakes and they are: Lack of
communication, Complacency, Lack of knowledge, Distraction, Lack of team-
work, Fatigue, Lack of resources, Pressure, Lack of assertiveness, Stress, Lack of
awareness, and Norms [10].

• The SHELL Model was developed by Edwards (1972) and later modified by
Hawkins (1987). The basic premise of the SHELL Model is that a person (one of
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the Liveware components) does not act alone, but must interact with other Live-
ware (teammembers, etc.), Hardware, and Software, in a particular Environment.
The interaction of these “components” may have a positive or negative affect on
error reduction [11].

SHELL MODEL examples include:

• Software: Procedures, policies/rules, manuals, placards
• Hardware: Tools, equipment, aircraft, work space
• Environment: Physical environment (social distancing, light, noise, weather);

Organizational (structure, teams); Political/Regulatory (FAA, OSHA, NTSB);
Economic factors (competition, market factors)

• Liveware (Individual): Individual issues of physical health (compulsory COVID
tests and rapid antigen test before going to work), knowledge, attitude, stress, and
perception of culture

• Liveware (Others): Teamwork, leadership, workplace norms, communication.

5 Safe Aircraft System (SAS) Model

To understand how the SASmodeling process can be used to improve aircraft system
safety, it is necessary to define what a system is. Aircraft systems could be flight
operations, operational control (dispatch/en-route flight monitoring), maintenance
and inspection, cabin safety, ground handling and servicing, cargo handling, and
training. Within these systems there are subsystems. Some examples of subsystems
include crew scheduling systems, training curricula, maintenance control, deicing,
fueling, aircraft fleet, and ground handling.

According to the Federal Aviation Administration (FAA), human error is not
avoidable, but it is manageable. The SAS model (Fig. 2) comprises the management
function and 4 SHELL model interfaces:

• Frontline staff-Software interface
• Frontline staff-Hardware interface
• Frontline staff-Environment interface
• Frontline staff-Liveware interface.

Frontline staff and Liveware are the human elements or people in the aircraft
system. Examples include maintenance technicians, supervisors, pilots, and ground
crew, etc. To attain system safety, the four system components (Software, Hard-
ware, Environment, and Liveware) should be carefully adapted and matched with
the frontline staff component [12]. Maintenance operations during the pandemic era
are affected by various organizational and human factors. The role of themanagement
and the interface between frontline staff and four system components are described
below.
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Fig. 2 SAS model
components

1. Management function
World Health Organization defines health as “a state of complete physical,
mental and social well-being and not merely the absence of disease. Besides
enforcement of public health control measures, carrier management should
minimize workers’ exposure to job-related physical and psychosocial risks and
promote healthy behaviors among workers, both job- and lifestyle-relate, e.g.,
through healthy corporate culture and staff wellness program.
Airline management should note that financial pressure during the pandemic
may lead management to seize business opportunities (e.g., charter flights)
without a proper risk assessment, or to tolerate violations such as dispatch
of flights with unserviceable equipment beyond the acceptable limits. The
perceived pressure may also lead crews and maintenance personnel to accept
“cutting corners” to avoid costly delays and flight cancellations. Management
attention should therefore be given to following risks:

• Flight crew may avoid requesting extra fuel or refrain from performing a
go-around when the situation dictates;

• Maintenance staff may overlook required actions, while striving to avoid a
delayed departure;

• Frontline staff may believe that deviations from the Standard Operating
Procedures (SOP) are justified in the context of the crisis;

• The risks induced by fatiguemay also be increased, as operationsmay stretch
flight duty periods to the limits, possibly in combination with reduced rest
times (longer sanitary procedures, less expensive hotels far away from the
airport, unavailability of local crew transportation, etc.).
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2. Frontline staff task readiness
According to the FAA, human factors directly cause or contribute to many avia-
tion accidents. If they are not detected, they can cause events, worker injuries,
wasted time, and even accidents. As the core component of the SAS model, the
staff concerned must be fit for the project/task assigned and to watch out for any
of the following undesirable Dirty Dozen human behavior:

• Poor or lack of communication skills
During the COVID-19 period, there may be instances of inade-
quate/ineffective communication of new rules, Standard Operating Proce-
dures from regulator, airline management or the MRO management.

• Complacency
Complacency can be described as a feeling of self-satisfaction accompanied
by a loss of awareness of potential dangers. Such a feeling often arises when
conducting routine activities that have become habitual and which may be
“considered”, by an individual, as easy, and safe. A general relaxation of
vigilance results and important signals will be missed, with the individual
only seeing what he, or she, expects to see. Lockdown had changed the
way we lived since its implementation. Time management and priorities had
shifted and a refocus could take time. As a result, over confidence or under
confidence may occur.

• Lack of knowledge or skills
The regulatory requirements for training and qualification can be compre-
hensive, and organizations are forced to strictly enforce these requirements.
However, lack of on-the-job experience and specific knowledge can lead
workers into misjudging situations and making unsafe decisions. Aircraft
systems are so complex and integrated that it is nearly impossible to perform
many tasks without substantial technical training, current relevant experi-
ence, and adequate reference documents. A lot has changed with COVID-
19 still around. Ramp procedures, staff screening, first aid and Cardiopul-
monary Resuscitation guidelines, aircraft disinfection, etc.—there is a lot of
unlearning and new learning. It takes a while to become habituated to the
new information and procedures. Systems and aircraft operating procedures
can change substantially due to the COVID-19 pandemic procedures and
employees’ knowledge and skills can quickly become out-of-date.

• Distraction
Distraction could be anything that draws a person’s attention away from the
task on which they are employed. Some distractions in the workplace are
unavoidable, such as loud noises, requests for assistance or advice, and day-
to-day safety problems that require immediate solving. Other distractions
can be avoided, or delayed until more appropriate times, such as messages
from home, management decisions concerning non-immediate work (e.g.,
shift patterns, leave entitlement, meeting dates, administrative tasks, etc.),
and social conversations. Psychologists say that distraction is the number
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one cause of forgetting things: hence the need to avoid becoming distracted
and to avoid distracting others.
Change of living patterns during this COVID-19 pandemic period, a sick or
unattended family member, increased procedures, new protocols and return
to work after a gap are all distractors. Since new systems take time to be
seamlessly established; and the dynamics of the problemsmay call for further
changes, one needs to be mindful, agile, and focused.

• Lack of teamwork skills
In aviation many tasks and operations are team affairs; no single person
(or team) can be responsible for the safe outcomes of all tasks. However,
if someone is not contributing to the team effort, this can lead to unsafe
outcomes. Thismeans that workersmust rely on colleagues and other outside
agencies, as well as give others their support. Teamwork consists of many
skills that each team member will need to prove their competence. Some of
the key teamwork skills include leadership, followership, effective commu-
nication, trust building, motivation of self and others, and praise giving. The
dynamics of the pandemic situation are such that everyone is still learning
and coping.

• Fatigue
Fatigue is a natural physiological reaction to prolonged physical and/or
mental stress. We can become fatigued following long periods of hard work.
As we become more fatigued our ability to concentrate, remember and make
decisions reduces. Therefore, we are more easily distracted, and we lose
situational awareness. Readjusting to COVID-19 working schedules after a
break could be difficult initially. Obesity, lack of exercise, and relearning of
tasks can also lead to easy physical and mental fatigue.

• Lack of resources
The financial trough may leave fewer people to do more work. Social
distancing may allow fewer personal interactions. Constant screening,
protection and disinfection measures may burden existing resources thus
leading to some gaps in the system. Regardless of the task, resources also
include personnel, time, data, tools, skill, experience, and knowledge etc. A
lack of any of these resources can interfere with one’s ability to complete a
task. It may also be the case that the resources available, including support,
are of a low quality or inadequate for the task.
When the proper resources are available, and to hand, there is a greater
chance thatwewill complete a taskmore effectively, correctly, and efficiently.
Therefore, forwardplanning to acquire, store and locate resources is essential.
It will also be necessary to properly maintain the resources that are available;
this includes the humans in the organization as well.

• Pressure
Pressure is to be expectedwhenworking in a dynamic environment.However,
when the pressure to meet a deadline interferes with our ability to complete
tasks correctly, then it has become too much. Fear of contracting the virus,
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restrictedmovements during layovers, tight schedules due to reduced number
of maintenance workers, are all additional pressures while working.

• Lack of assertiveness
Assertiveness is a communication and behavioral style that allows us to
express feelings, opinions, concerns, beliefs and needs in a positive and
productive manner. Being both unable to express our concerns and not
allowing other to express their concerns creates ineffective communications
and damages teamwork. Unassertive teammembers can be forced to go with
a majority decision, even when they believe it is wrong and dangerous to do
so.

• Stress
There are many types of stress. Typically, in the aviation environment there
are two distinct types—acute and chronic. Acute stress arises from real-
time demands placed on our senses, mental processing, and physical body
such as dealing with an emergency or working under time pressure with
inadequate resources. Chronic stress is accumulated and results from long-
term demands placed on the physiology by life’s demands, such as family
relations, finances, illness, bereavement, divorce, or even winning the lottery.
When we suffer stress from these persistent and long-term life events, it can
mean our threshold of reaction to demands and pressure at work can be
lowered. Thus at work, we may overreact inappropriately, too often and too
easily. Financial losses, anger, lack of control, frustration, resentment, lack
of confidence, uncertainty of the future and return to new ‘normal’, the need
to earn, new ways of living at home, at work and in society, inconvenience
caused by wearing PPE suits while at work, required Covid tests, etc. all
these would add to stress.

• Lack of awareness
Working in isolation and only considering one’s own responsibilities can
lead to tunnel vision; a partial view, and a lack of awareness of the effect
our actions can have on others and the wider task. Such lack of aware-
ness may also result from other human factors, such as stress, fatigue, pres-
sure, and distraction. During the COVID-19 period, operation guidelines are
changing often, employer may have to change protocols as per national and
international requirements and lessons learnt after resuming operations. It is
imperative to be aware of the risks and what is the latest expectation of the
organization.

• Norms
Workplace practices develop over time, through experience, and often under
the influence of a specific workplace culture. These practices can be both,
good and bad, safe, and unsafe; they are referred to as “the way we do
things round here” and become Norms. Unfortunately, such practices follow
unwritten rules or behaviors, which deviate from the required rules, proce-
dures, and instructions. These Norms can then be enforced through peer
pressure and force of habit. It is important to understand that most Norms
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have not been designed to meet all circumstances, and therefore are not
adequately tested against potential threats.

3. Frontline staff/Software Interface
Software are non-physical, intangible aspects of the aviation system that govern
how the aircraft system operates and how information within the system is
organized. Software may be likened to the software that controls the opera-
tions of computer hardware. It includes rules, instructions, regulations, policies,
laws, orders, safety procedures, standard operating procedures, customs, prac-
tices, conventions, habits, supervisor commands and computer programs. This
interface encompasses the connection between humans and the non-physical
aspects of the system such as procedures, manual and checklist layout, computer
programs and mobile apps.

4. Frontline staff/Hardware Interface
Hardware refers to physical elements of the aviation system such as aircraft
systems (including controls, surfaces, displays, functional systems and seating),
operator equipment, tools, materials, maintenance platforms, ground power
units, etc.
This interface is themost consideredwhen speaking of human-machine systems:
the selection and use of correct tools; of smart glass to match the sensory
and information-processing characteristics of the user; of ground vehicles with
proper powering unit, etc.

5. Frontline staff/Environment Interface
This interface shows the circumstances in which aircraft and system resources
(software, equipment, colleagues) operate, made up of physical, organizational,
economic, regulatory, political, and social variables that may impact on the
frontline staff. Internal aircraft environment relates to immediate work area
and includes physical factors such as government health control measures,
social distancing, ambient temperature, air pressure, humidity, noise, vibra-
tion, and ambient light level. External air transport environment includes the
physical environment outside the immediate work area such as weather (visi-
bility/turbulence), terrain, congested airspace and physical facilities and infras-
tructure including airports aswell as broad organizational, economic, regulatory,
political and social factors [13]. These aspects of the environment will interact
with the frontline staff via this interface.

6. Frontline staff/Liveware Interface
This interface refers to frontline staff interactionwith other people in the system.
For example, AME with team members, maintenance supervisors, inspectors,
maintenance planner, shift managers, station managers, inventory controllers,
ground support, other management and administration personnel, etc. This
between-people interface considers human performance, capabilities, and limi-
tations [13]. Frontline staff/Management relationships are also within the scope
of this interface, as corporate climate and company operating pressures can
significantly affect human performance.
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6 SAS Modeling Procedure

The SAS modeling process is triggered whenever new operation or changes to
systems are being considered. For example, changes to carrier operation could include
the reorganization of routes, closing of line maintenance stations abroad, adding or
changing contractual arrangements for services, long-term parking and storage of
existing fleet or major modifications of existing fleet, or any one of many different
types of operations. In fact, the SAS modeling process may also be triggered by any
revision of an existing system or a change of operational environment due to the
incidence of COVID-19 pandemic.

There are five steps in implementing the SAS model and their outputs need to be
documented for regulatory compliance:

1. System description and analysis.
2. Potential consequences identification.
3. System safety risk analysis.
4. System safety risk assessment.
5. System risk controls.

1. System description and analysis

The system description and analysis process should include representatives from
management, safety staff, subject matter experts, employees, and representation
groups (e.g., unions) formed into workgroups such as safety committees, safety
roundtables, safety action groups, or similar titles. Since many, if not most, system
changes involve allocation of resources, the accountable executive or other managers
with the authority to commit resources should be included in the process.

In conducting a system analysis, the following information must be considered:

• Function and purpose of the system.
• The system’s operating environment.
• An outline of the system’s processes and procedures.
• The personnel, equipment, and facilities necessary for operation of the system.

Systems analysis is the primary means of proactively identifying and addressing
potential problems before the new or revised systems or procedures are put into place.
The system analysis should explain the management involvement and interactions
between the frontline staff and hardware, software, people, and environment that
make up the system in sufficient detail to identify potential hazards and perform risk
analyses.

An example of system description and analysis maybe the introduction of a trans-
formed passenger fleet to meet the cargo demand. Several of the carrier’s organi-
zational “systems” would be affected, viz. flight operations, maintenance, station,
ground and cargo handling, etc. As part of an analysis of the flight operations system,
onewould need to consider changes to pilot and cabin crew training, scheduling, crew
rest, cabin facilities, and other areas.
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System analysis should identify and consider activities and resources necessary
for the system to function. For example, in transforming passenger aircraft to carry
out cargo operations, one would identify for the pilot training system, as one of the
affected systems, the activities and resources necessary for pilot training to pilot the
transformed passenger aircraft. These may include new simulator exercises, training
curriculum, training aids, and instructors.

The above example of transforming passenger aircraft to carry cargo in passenger
cabin would entail consideration of several systems and a variety of procedures due
to the number of processes that would be affected. However, in a simpler case, such
as the introduction of aircraft disinfection procedure due to COVID-19, only those
elements of the systems thatwould be affected by the changewould need to be consid-
ered. Staff assigned for using cleaning, sanitizing, and disinfecting products would
ensure the procedures and products are approved by the public health authority and
aircraft manufacturer. The carrier would not be expected to perform a comprehensive
analysis of the entire cabin system.

2. Potential hazard/consequences identification

Audits and evaluations bring decisionmakers important information. However, these
tools can be limited by the scope and content of their design. The workforce is an
important information source that should be included in the data-gathering process.
Frontline employees may observe aspects of the operation or environment that were
not expected andwere not included in audit or evaluation protocols. In this respect, the
employee reporting system can fill in important gaps in the company’s data collection
process. To be effective, the organization needs to establish and maintain an environ-
ment in which employees feel comfortable to report hazards, errors, violations, and
concerns, as well as occurrences, incidents, etc., and propose safety solutions and
improvements. The accountable executive and management team need to encourage
employees to report safety issues and not fear reprisals from management. Policies
that assure employees of fair treatment and clear standards of behavior are an essen-
tial part of the reporting process. A key aspect of the confidential reporting system
is that it is confidential. Therefore, management must define methods for employee
reporting and de-identification of sources without losing essential information.

In other words, a carrier would use its own experience (and/or those of others in
the industry where available), airworthiness requirements, manufacturers’ technical
data, and knowledge of department operations to identify potential consequences
resulted from its operation. These could include the effectiveness of new proce-
dure training, employees failing to read or misinterpret newly published procedures,
supervisors failing to follow the new fatigue risk management procedures, etc.While
identification of every conceivable consequence is unlikely, every staff is expected
to exercise due diligence in identifying consequences that could foreseeably lead to
an aircraft accident.
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3. System safety risk analysis

For each identified consequence, the potential for injury and damage that may result
from an accident related to operating while exposed to the event is to be defined.
To determine potential for injury and damage, one needs to define the likelihood
of occurrence of an accident and severity of the injury or damage that may result
from the system hazard. It is important to note that the likelihood and severity do not
refer to the consequence itself but of a potential occurrence (accident or incident)
related to the consequence. Review of accident statistics, failure data, error data
(e.g., ramp accident reports), information from the National Aeronautics and Space
Administration’s Aviation Safety Reporting System or equipment reliability data
would help in determining likelihood.

The risk analysis also needs to consider the basis for the estimates of severity. For
instance, if the potential consequence could result in controlled flight into terrain,
the severity of this outcome is normally major, if not catastrophic. Conversely, tire
failures, while potentially leading to a fatal accident, often lead only to aircraft
damage.

4. System safety risk assessment.

Once the risk is analyzed, the management must assess whether the risk is accept-
able. A common tool used in risk assessment decisions is a risk matrix. A risk
matrix provides one with a way to integrate the effect of severity of the outcome and
the probability of occurrence, which enables him to assess risks, compare potential
effectiveness of proposed risk controls, and prioritize risks where multiple risks are
present.

If a risk matrix is used, the carrier should develop criteria for severity and likeli-
hood that are appropriate for their type of operations and their operational scenario.
For example, severity levels are sometimes defined in terms of a dollar value of
potential damage. The level of detail and complexity of tables andmatrices should be
adapted to the particular needs and complexities of each organization. It should also
be noted that organizations might include both qualitative and quantitative criteria.

Safety risks are conceptually assessed as acceptable, tolerable, or intolerable.
Safety risks assessed as initially falling in the intolerable region are unacceptable
under any circumstances. Consequences of aircraft system operation are assessed
according to their probability (in number) and severity (in alphabet). For example,
risk probability 5 indicated a frequent event and risk severity A is catastrophic, B
hazardous, and C a major threat to safety. Any system operation consequences being
assessed as 5A, 5B or 5C in Tables 1 and 2 are therefore considered unacceptable.
The probability and/or severity of the consequences of the hazards are of such a
magnitude, and the damaging potential of the hazard poses such a threat to safety,
that mitigation action is required or activities are to be stopped. Table 1 depicts a
sample risk matrix [11] and Table 2 shows a sample safety risk tolerability.

Hence, if the risk is acceptable, then the system may be placed into operation and
monitored in the carrier’s Safety Assurance process. If the risk is not acceptable, one
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Table 1 Sample safety risk matrix

Risk probability Risk severity

catastrophic A Hazardous B Major C Minor D Negligible E

Frequent (5) 5A 5B 5C 5D 5E

Occasional (4) 4A 4B 4C 4D 4E

Remote (3) 3A 3B 3C 3D 3E

Improbable (2) 2A 2B 2C 2D 2E

Extremely improbable (1) 1A 1B 1C 1D 1E

Table 2 Sample safety risk tolerability

Safety risk index range Safety risk description Recommended action

5A, 5B, 5C, 4A, 4B, 3A Intolerable Take immediate action to mitigate
the risk or stop the activity. Perform
priority safety risk mitigation to
ensure additional or enhanced
preventive controls are in place to
bring down the safety risk index to
tolerable

5D, 5E, 4C, 4D, 4E, 3B, 3C,
3D,2A, 2B, 2C, 1A

Tolerable Can be tolerated based on the safety
risk mitigation. It may require
management decision to accept the
risk

3E, 2D, 2E, 1B,1C, 1D, 1E Acceptable Acceptable as is. No further safety
risk mitigation required

will need to pursue the next process in SAS modeling, which is developing system
risk controls.

Risk assessments must involve the levels of management with the authority to
make risk decisions, deciding what is or is not an acceptable risk for the systems
within their area of operational responsibility. For example, dispatching a flight that
presents a high risk (e.g., Countries/areas with active Covid-19 community trans-
mission) might require the Flight Operations Director to approve or authorize the
flight. For large scale operational decisions, the accountable executive may be the
only appropriate person to make these risk acceptance decisions. Thus, the person
responsible for making these risk acceptance decisions will depend on the scope of
the proposed change to the operation and the level of risk presented.

5. System risk controls

After events and associated risk are fully understood, risk controls must be designed
for risks that the carrier deems unacceptable. Examples of risk controls include
new processes, equipment, training, new supervisory controls, new equipment or
hardware, new software, changes to staffing arrangements, or any combination of
system changes. In short, anything that would lessen the likelihood or severity of
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a potential incident/accident. Next, look at the system with the proposed control in
place to determine if the level of risk is now acceptable and the proposed control does
not introduce unintended consequences or new hazards. Assuming that the controls
are approved by all concerned, they were implemented operationally and specifically
targeted for performance monitoring by the flight operations, safety, and engineering
departments. To facilitate the condition monitoring of aircraft systems, alert levels
can be established [14]. The case study below illustrates how SAS modeling can be
implemented in an operational context.

7 SAS Modeling Case Study

7.1 Transport of Cargo in Passenger Aircraft

Air cargo services are vital for the economy and for coping with the logistical chal-
lenges related to COVID-19, as global supply chains depend on them being unhin-
dered. Air cargo should therefore be able to deliver continuously critical products
such as food, medical supplies (e.g., masks, gloves, clothing, etc.) and personal
protective equipment (PPE), and other products, which are vital for the functioning
of sensitive supply chains. Consequently, more and more operators are considering
the transport of cargo in the cabin of their passenger aircraft [15].

7.2 System Description and Analysis

Assuming that a carrier has been looking at new business opportunities using
passenger aircraft to transport cargo on passenger seats and in the passenger compart-
ment. To identify potential hazards related to operating flights using transformed
cabin configurations the SASmodeling process starts with an analysis of the systems
involved, with the addition of a new set of procedures for the transformed aircraft.
Besides planning and transforming the passenger cabin, this would include an
analysis of the flight operations and training program.

7.3 Potential Hazard/Consequences Identification

Based on various sources of information, it was agreed that the new cargo operation
likely to trigger following consequences:

• Incorrect loading and unloading sequence;
• The potential for mis-declared/undeclared or hidden dangerous goods within

cargo;
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• Inadequate handling of dangerous goods;
• Unrestricted access to all cargo loaded into the cabin;
• The detection of any smoke or fire and firefighting capabilities of personnel in the

cabin;
• Qualification and abilities of crew member or other personnel to control and put

out fire in cabin;
• Qualification of ground staff to prepare and load cargo in accordance with

applicable regulations and instructions;
• Occupational Health and Safety risks associated with the new procedures;
• Operational weight and balance limits exceedance;
• Unsecured/incorrectly loaded cargo;
• Cargo leakage/spillage;
• Loose trolleys or canisters crashing into the cabin;
• Overheating of the galleys´ equipment and the in-flight entertainment system;
• The provision, location and storage of sufficient firefighting equipment such as

portable breathing equipment, fire extinguishers etc. for use by personnel carried
in the cabin.

Additionally, regarding the new cabin cargo storage system, the carrier identifies
that pilots, cabin crew, AMEs, load masters and ground crew are not properly trained
for this type of operation.

7.4 System Safety Risk Analysis

To analyze the risk associated with this new operation, a team is assembled with
representatives from management, engineering department, flight and cabin crew
training, flight dispatch, load control and ground handling.

For each of the consequences identified, the risk analysis team has to determine
the potential for injury and damage, it needs to estimate the likelihood of occurrence
of an accident and severity of the injury or damage that may result from an aircraft
accident. Hence the safety riskmatrix for each event was formulated for prioritization
and the results are shown in Table 3.

7.5 System Safety Risk Assessment

Although risk assessment relating to each of the identified irregularities indicated
an acceptable level of safety (i.e., no assessment belonged to categories 5A, 5B or
5C), a management concern is that the procedures and associated training currently
in use may not provide an acceptable level of safety for some unexpected events of
the new operation and safety risk controls would be required.
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Table 3 Safety risk associated with new cabin cargo storage system

Possible consequences Safety risk index SAS model interface(s)

Incorrect loading and unloading sequence 4C Frontline/software
Frontline/liveware

The potential for mis-declared/undeclared
or hidden dangerous goods within cargo;

4D Frontline/software
Frontline/liveware

Inadequate handling of dangerous goods 4C Frontline/software

Unrestricted access to all cargo loaded into
the cabin

3C Frontline/liveware

The detection of any smoke or fire and
firefighting capabilities of personnel in the
cabin

3C Frontline/software
Frontline/liveware

Qualification and abilities of crew member
or other personnel to control and put out
fire in cabin;

3D Frontline/liveware

Qualification of ground staff to prepare
and load cargo in accordance with
applicable regulations and instructions;

3D Frontline/liveware

Occupational Health and Safety risks
associated with the new procedures

3B Frontline/software
Frontline/liveware

Operational weight and balance limits
exceedance

3C Frontline/software

Unsecured/incorrectly loaded cargo; 3D Frontline/software
Frontline/hardware

Cargo leakage/spillage 3B Frontline/hardware

Loose trolleys or canisters crashing into
the cabin

3D Frontline/software
Frontline/hardware

Overheating of the galleys’ equipment and
the in-flight entertainment system

3D Frontline/hardware

The provision, location and storage of
sufficient firefighting equipment such as
portable breathing equipment, fire
extinguishers etc. for use by personnel
carried in the cabin

3D Frontline/Environment
Frontline/hardware

Familiarity of pilots, cabin crew, AMEs,
load masters and ground crew with the new
cargo operation with passenger aircraft

5D Frontline/software
Frontline/liveware

7.6 System Risk Controls

With regard to the operational issues and identified potential consequences, safety
risk control measures based on the SAS model were developed and these include:
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Management actions:

• To ensure the installation of aircraft interior stowage devices would be carried out
by a reliable approved maintenance organization.

• Two or more crew members are required to survey and access all areas of the
passenger compartment during all phases of flight. Any fire that occurs must be
discovered and extinguished immediately utilizing emergency equipment. These
crew members are considered additional crew members with specific duties
assigned during the flight and would be in addition to the required flight crew
members.

• Provision of training for staff concerned, viz. pilots, additional cabin crew, load
masters and ground staff.

• To ensure continuing airworthiness of the fleet.
• To consider proper balancing of work and required resources.

Frontline staff task readiness:

• To ensure personal safety with emphasis on public health control measures.
• To ensure individual staff possess the necessary qualification, skills, and experi-

ence, have developed a sense of awareness and be a team player.
• To ensure individual staff’s readiness for work, i.e., free of stress and fatigue.

Frontline staff/Software issues:

• Set an action plan for potential undeclared dangerous goods that are hidden within
the consignment.

• Only flight and cabin crew members that are directly related to the operation of
such cargo flights would be permitted. They will be required to be trained with
respect to their duties and have training records.

• Set up the cabin cleaning and disinfection and cargo storage (including undeclared
or hidden dangerous goods) procedures according to regulatory requirements,
aircraft manufacturer and public health authority guidelines.

• When handling hazardous materials, all crew members and ground staff must be
aware of the safety precautions.

Frontline staff/Hardware issues:

• The transport of cargo on passenger seats, or, in the passenger compartment, will
require adequate restraint systems/means which must address the ground, flight,
turbulence, take-off, landing, and emergency landing conditions.

• The additional crew members must be provided appropriate seats that are not
located near the cargo (i.e., first rows). These seats must be certified for use
during taxi, take-off, landing, flight, and for emergency landing conditions. The
additional crew members seating location must be provided with a means of
two-way communication with the flight crew members.

• AMEs to ensure the serviceability of operational and emergency equipment.
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Frontline staff/Environment issues:

• Aircraft crew concerned should ensure a safe working environment in both the
cockpit and cabin, and report any discrepancies as soon as possible.

• Ground staff should ensure a safe working environment on the ramp.

Frontline staff/Liveware issues:

• Flight crew and ground staff: Restrict the access to the cargo deck to authorized
qualified personnel.

• AMEs and flight dispatchers: Prepare accurate weight and balance parameters
according to the type of cabin cargo configuration.

• Authorized cabin crew and load masters:
• Ensure storing configuration does not hinder the use of emergency equipment.
• Ensure the availability of operational and personal protective gear.
• Strengthen supervision of loading and unloading sequences to guarantee freight

is properly stocked.

Prior to implementation of the risk controls, the carrier checked the resulting
procedures in flight and cabin simulators to ensure that the risk control measures
would mitigate risk to an acceptable level. The solution and simulator results were
then submitted to the director of flight operations, head of engineering and director of
safety for management review and acceptance of the mitigated risk. As the controls
were approved by all concerned, they were then implemented operationally, subject
to work readiness and wellbeing of concerned staff. Per the safety assurance require-
ments, these controls were then specifically targeted for performance monitoring by
the flight operations, safety, and engineering departments.

8 Conclusion

Under the influence of COVID-19, airline operators have never faced such an exten-
sive disruption of their operations and cannot rely on previous experience when
analyzing the possible scenarios and solutions. Furthermore, they do not have suffi-
cient and reliable data to identify all emerging hazards associated with long-term
parked and stored aircraft. Aircraft repairs and maintenance during the pandemic
offer a chance of innovation, and everyone concerned should be encouraged to think
outside the box to come up with new ways of performing aircraft maintenance. Now
with travel restrictions, social distancing, less staff and resources, there is an urgent
need for smarter ways of doing maintenance.

Through appropriate application of smart technology, aircraft maintenance is
facilitated tremendously, which translates into aircraft system safety. With the aid
of augmented reality, less face-to-face meetings are required, remote guidance of
world-renowned aircraft experts is readily available, staff training is more effective,
and AMEs would reduce errors due to procedure violations, misinterpretation of
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standard operation procedure data, or inadequate training. The ability of IoT-enabled
predictivemaintenance allows real-time aircraft systemmonitoring andmaintenance,
permits the use of historical data to prevent future failures, identify component failure
causes and patterns, eliminates expensive downtime and consequential damages.
Through smart technology AMEs are freed from routine maintenance to focus on
more complex problems during recovery, resulting in better aircraft safety.

Meanwhile, there are technical and human factors problems induced by COVID-
19 to be tackled. To this end the Safe Aircraft System (SAS) model, based on the
human factor model DD-SHELL of accident causation has been proposed to solve
various aircraft technical and work readiness issues created by the pandemic. The
SASmodeling process is triggeredwhenever newoperation or changes to systems are
being considered. Changes to carrier operation could include the rearrangement of
flight routes, termination of maintenance stations abroad, outsourcing of contractual
arrangements for services on prolonged parked and stored fleet, or major modifica-
tions of existing aircraft. In fact, the SAS modeling process may also be triggered
by any revision of an existing system or a change of operational environment due to
the incidence of COVID-19 pandemic. A case illustration shows that the SAS model
would be a useful tool in identifying potential hazards/consequences associated with
any major or minor changes in flight operations.

However, the recovery phase may require significant changes in the operator’s
business model and operational procedures; an inadequate documentation and
communication of changes may introduce additional risks. Poor control of changes
has significantly contributed to serious incidents and accidents in aviation history.
Therefore, during the recovery phase, operators need to focus on the implementation
of a robust management of change process to implement smart maintenance and the
SAS modeling process.

In summary, the simultaneous execution of smart maintenance and the SASmodel
would be effective in enhancing aircraft system safety.

Endnotes

1. YAPE is an AI-based transport and delivery robot developed by YapeSrl (the
acronyms stand for “Your Autonomous Pony Express”), a company of Italian
hi-tech manufacturer e-Novia. The self-driving transport robot helps passengers
carry small luggage and navigate through the terminals. Fraport, the operator
of Frankfurt Airport (FRA), and e-Novia deployed the little vehicle in FRA’s
transit area.

2. In November 2018, Vanderlan de achieved a significant milestone for its
future-proof baggage logistics solution, FLEET. Beginning live operations at
Rotterdam Hague Airport (RTHA)—and supported by on-site handler A via
partner. The overall project was aimed at improving the baggage handling
process at the airport through using intelligent autonomous vehicle technology.

3. AirAsia has always been a digital-led company and was ahead of the game by
launching AVA in January 2019. The chatbot has the capability of managing
25,000 queries at any time in 15 languages.
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4. Tail assignment is a tool which can improve aircraft utilization by factoring in
crew connections, maintenance, fuel usage, operational costs, and constraints
for each aircraft in a fleet.

5. nGRAIN brings AI to damage assessment, serving customers in industries
including Aerospace, Defense, and Insurance. Today, thousands of people
use NGRAIN every day around the world, including high performance teams
at some of the most diverse organizations on the planet, including Lock-
heed Martin, Raytheon, Microsoft, the US and Canadian governments, R&D
labs, schools, and universities. [Online] Available: https://www.ngrain.com/.
(Accessed 4 May 2022).

6. Microsoft Hololens is an ergonomic, untethered self-contained holo-
graphic device with enterprise-ready applications to increase user accu-
racy and output. [Online] Available: https://www.microsoft.com/en-us/hololens
(Accessed 4May2022).

7. The Azure Internet of Things (IoT) is a collection of Microsoft-managed
cloud services that connect, monitor, and control billions of IoT assets. In
simpler terms, an IoT solution is made up of one or more IoT devices
that communicate with one or more back-end services hosted in the cloud.
[Online] Available: https://docs.microsoft.com/en-us/azure/iot-fundamentals/
iot-introduction. (Accessed 4May2022).

8. The Microsoft solution to advanced analytics and transformation of data into
intelligent action is Cortana Intelligence Suite. Raw data can originate from
several sources, including databases, apps, sensors, devices and IoT systems.
Various transformations, analytics and machine learning processing can then
provide insights, which is presented or delivered to people, apps, and automated
systems. [Online] Available: https://social.technet.microsoft.com/wiki/con
tents/articles/36688.introduction-to-cortana-intelligence-suite.aspx (Accessed
4 May 2022).

9. Skywise is an open data platform developed by Airbus for the aviation industry.
By making the right information available at the right time, Skywise provides
invaluable insights from themassive amounts of data that was previously locked
in corporate and functional silos. [Online] Available: https://aircraft.airbus.com/
en/services/enhance/skywise (Accessed 4 May 2022).
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Feedback-Based Algorithm
for Negotiating Human Preferences
and Making Risk Assessment Decisions

Silvia Carpitella, Antonella Certa, and Joaquín Izquierdo

Abstract Work equipment risk assessment is essential for guaranteeing health and
safety of workers in industrial contexts. Many and varied hazards are involved in the
use of equipment, which have to be periodically subject to thorough controls required
by law. This research proposes a novel hybrid decision-making framework aimed at
integrating flexible negotiation on human preferences. This goal will be achieved by
establishing effective feedback exchangeswith expert(s) familiarwith the field of risk
and maintenance of work equipment. We extend a previous research that proposed
a user-friendly negotiation procedure to increase consistency of judgments provided
by experts about relevant risk factors. The proposed algorithm has been built within
the framework of the Analytic Hierarchy Process (AHP), a widely popular Multi-
Criteria Decision-Making (MCDM) method. After negotiation of the evaluations
of preference with experts to weight the main risk factors of interest, the obtained
priorities will be used as a part of the body of input data required for a further
MCDM application. This application will use the ELimination Et Choix Traduisant
la REalité (ELECTRE) I method as a structured way for planning and implementing
maintenance interventions. A real world application will lead towards the selection
of the work equipment with associated higher level of risk under diverse risk factors,
differently weighted by means of the negotiation process. Apart from the industrial
field of reference, our theoretical framework can be applied to solve a wide range of
practical decision-making problem.
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1 Introduction

Risk assessment related to the use of work equipment is a process of utmost impor-
tance in industry, controlled by the existing national and international regulations
in force. Work equipment is defined as any machine, tool or plant—considered as a
set of machines—equipment and components necessary for implementing industrial
processes. Any work operation related to the use of work equipment must be subject
to risk assessment. We may consider, for example, commissioning or decommis-
sioning activities, general use, transport, repair, conversion, maintenance, cleaning
operations, assembly, disassembly, and so on. It is also important to evaluate dan-
gerous areas, that are those physical spaces dedicated to work equipment in which
the presence of workers constitutes a risk for their health and safety. The employer is
obliged to guarantee that work equipment available for workers meet specific com-
pliance requirements. In this context, accurate equipment risk assessment is crucial
to understand if replacement and/or repair operations are necessary.When it comes to
maintenance, it is also important to establish techniques aimed at understanding how
to prioritise interventions on the basis of the risk evaluation carried out according to
standardized parameters.

Technical expert assistance is indispensable to make effective decisions on such
relevant industrial issues. The present research proposes a novel methodology inte-
gratedwithMulti-CriteriaDecision-Making (MCDM)aimed at establishing effective
feedback relations with experts to globally increase the mathematical consistency of
their opinions, where necessary. In the decision-making practice, experts are fre-
quently asked to express judgments of preference by comparing pairs of elements.
Such a kind of evaluation may lead to lack of consistency when, for instance, the
number of elements to be simultaneously compared is large. To achieve scientifi-
cally significant results in the field of industrial work equipment risk assessment,
we expand a previous conference contribution [8] which developed a flexible tool
making use of an algebraic consistency-improving algorithm along with a sensi-
tivity analysis technique to identify which judgment(s), among those expressed by
the involved expert(s), contribute most to inconsistency. The proposed framework
was applied for weighting the main risk factors influencing equipment assessment
by asking decision makers to reconsider only a few a priori judgments, instead of
rethinking the entire set of previously elicited comparisons. Here, we to propose a
calculation procedure to achieve a final “adjusted” consistent matrix reflecting as
much as possible the input evaluations. Also, we integrate the developed negotiation
process as a part of a hybrid MCDM approach to select the work equipment corre-
sponding to the higher level of risk bases of the previously weighted factors. This will
enable analysts to formalise important decisions about scheduling and implement-
ing maintenance interventions. The process is herein developed for making relevant
decisions about risk assessment. However, our algorithm is extremely flexible and its
application can be easily extended to many contexts, both in business and, in general,
in real life situations.
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Contents are organised as follows. Section 2 develops a literature review on the
topics of research. The frameworkdeveloped in [8] to get theweights of risk factors by
means of the negotiation process with the experts is extended in Sect. 3. As already
said, the proposed process has been enriched with a new calculation for the final
consistent adjusted matrix, to make it even more adherent to the practical perception
of decision makers. Section 4 describes the MCDM approach for work equipment
selection, on the basis of the weights previously calculated. A real case study is
provided in Sect. 5, further expanding the list of significant sub-factors with respect
to those we considered in [8]. This is done to make even more exhaustive and reliable
the whole stage of risk assessment. Section 6 lastly closes the work.

2 Literature Review

2.1 Consistency and Feedback Exchange in Decision-Making

Various MCDM methods rely on pairwise comparisons (PCs) elicited by a single
expert or a panel of decision makers [33]. As underlined in [37], PC-based meth-
ods are very popular among decision makers. PCs are implemented by comparing
decision-making elements in pairs to establish a relation of preference by evaluating
which one of them is preferred over another. PCs have been widely used in various
areas of knowledge such as, for instance, medicine, biology, engineering, education,
and so on [23]. PC techniques analyse a pair of elements at a time and, once collected
the whole body of judgments, judgments are reported in so-called Pairwise Compar-
ison Matrices (PCMs). However, these methods can lead to logically contradictory
outputs [19] resulting in lack of mathematical consistency, a property that is possible
to check for PCMs.

In this context, mentioning theAnalytic Hierarchy Process (AHP) [30] is certainly
necessary. AHP is one of the most common MCDMmethods, aimed at ranking a set
of decision-making elements (i.e. alternatives, criteria and/or sub-criteria) by calcu-
lating the related vector of priorities via the Perron eigenvector of PCMs. A plethora
of prioritization methods is proposed in the literature [40]. To make decisions reli-
able and appropriate, pairwise comparisons are required to be acceptably consistent.
However, as already said, consistency is a property that not always PCMs have.
Humans are indeed not fully coherent when eliciting judgments, due to their natural
cognitive limitations. It goes without saying that the higher the number of elements
to be pairwise compared, the lower the possibilities for consistency conditions to be
met.

Since information gathered from big databases and the Internet is also susceptible
to being handled through PCs, the number of elements taken into account can be
huge (see [5, 17, 22], among others). On the whole, one of the problems limiting
the applicability of pairwise comparisons to large-scale decision problems is the so-
called curse of dimensionality. This means that many comparisons have to be issued
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or built from a body of information. As a result, PCMs related to real decision-making
problems may suffer lack of consistency, and this may have a negative impact on
the quality of the final decisions. Keeping in mind that making the right decision is
a matter of compromise given the various criteria, often conflicting with each other
[24], the final decision may be sub-optimal and possibly quite far from the optimal
solution when theoretical assumptions are not met in the practice. With this regard,
consistency is a crucial issue in decision-making and among the basic assumptions
for making efficient decisions, since it would be unwise to rely on randomly elicited
judgments. Inconsistency is then typically explained as a misrepresentation caused
by one or more decision makers. When the consistency of a PCM is not satisfactory,
it is necessary to improve it [12].

Suitable mechanisms aimed at improving consistency can be implemented and
adapted to the problem under analysis [13], but they require the alteration of one or
more judgments previously elicited by decisionmakers.Consistency can be enhanced
through various, in particular, as in this paper, projection techniques on vector spaces.
However, one has to consider the fundamental importance of sharing any changewith
the decision makers, since they may not agree with some of the performed changes.
Consistent pairwise comparisons may indeed lead to ineffective results under a prac-
tical point of view when the evaluations of the intensity of preference are not well
matched to the qualitative preference information. In this regard, inconsistency issues
have been explored in the literature for some special cases of PCMs [10]. In any case,
carrying out a negotiation process capable of balancing mathematical consistency
enforcement with the issued judgments reflecting the (expert) reality is essential. It is
now clear as decision-making itself is a complex process for various reasons. Among
them, we particularly consider the aspects of subjectivity and negotiation. The ability
to make a rational use of subjective perceptions of experts is indeed crucial and, in
this context, fruitful feedback exchanges [39] ensure the facilitation of discussion
and deliberation even among group members to share opinions and eventually agree
on a final decision [26].

2.2 MCDMMethods to Support the Problem of Research

Effective equipment maintenance as well as activities integrating workers, resources
and business processes concur to optimise productivity of enterprises while pursuing
cost effectiveness [6].With this recognition, not only is the process of risk assessment
in industrial workplaces a legal (and a moral) obligation of employers, but also it
significantly influences organizational performance [34]. Risk assessment can be
extremely complex, especially in dynamic environments [14] and, in general, when
dealingwith scenarios inwhich risksmay significantly differ from the onesmanagers
are conventionally familiar with [38].

The existing literature shows as MCDM-based approaches can be particularly
useful to promote best practices in industry integrating risk assessment [27] and
maintenance optimisation [36]. The AHP and the fuzzy AHP (FAHP) have been
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largely applied in the field of research [7], and also combined with other MCDM
techniques such as the Analytic Network Process (ANP) [11], the Decision making
trial and evaluation laboratory (DEMATEL) [18], the Technique for Order of Pref-
erence by Similarity to Ideal Solution (TOPSIS) [11], among others. The ANP has
been integrated with multi-criteria approaches making use of outranking relations
for creating a link between the risk assessment process for complex systems and the
choice of the best maintenance policy [9]. In this last case, for example, the use-
fulness of applying MCDM methodologies belonging to the ELimination Et Choix
Traduisant la REalité (ELECTRE) category has been discussed and demonstrated.

ELECTRE methods are quite popular techniques in the MCDM practice of risk
management, having been widely used in real life problems [21]. They have been
largely improved and supported through mathematical tools aimed at managing
uncertainty, with the objective of dealing with those practical cases in which experts
are not capable to assess alternatives by providing precise quantitative values [20].
As asserted by Govindan and Jepsen [16], ELECTRE I is suitable for solving the so
called problematic choice, whose goal consists in selecting just one alternativewithin
a wider set of options. The chosen solution would correspond to the best trade-off
under the considered criteria, differently weighted according to experts’ perception.
ELECTRE I can be then used as a screening method to reduce the set of alternatives
[15], even if results coming form the application of different decision techniques
may differ when applied to the same problem [25].

3 New Developments Within the AHP Framework

The mathematical tool proposed in [8] and substantially extended in the present
research uses a sensitivity analysis of an input inconsistent PCM, by highlighting
which judgment(s) previously expressed by the expert should be preferably mod-
ified to increase consistency. The process has been herein designed to produce an
adjusted PCMof output—asmuch adherent as possible to the inputmatrix—by keep-
ing consistency within an acceptable threshold [30]. After setting the problem, the
negotiation algorithm is presented next. The process will be first applied to derive
the weights of the main factors involved in work equipment risk assessment and,
successively, integrated with the ELECTRE I method to highlight the equipment to
be maintained with priority. Once again, we claim that the developed algorithm is
extremely flexible and can be applied to solve many decision-making problems in
many fields of interest.

3.1 Problem Setting

In AHP, pairwise comparisons are formally collected in a PCM by asking to express
judgments of preference (typically by using the Saaty’s 9-point scale [30]) between
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pairs of elements. For a set of n elements, a PCM is an n × n matrix, A = (ai j ),
whose (positive) entries have to adhere to the properties of homogeneity (aii = 1)
and reciprocity (a ji = 1/ai j ), i, j = 1, . . . , n. The problem for matrix A consists in
producing a set of numerical values w1, . . . ,wn expressing the importance of the
n elements under analysis. If the expert gives his/her judgments in a completely
consistent way, the relations between weights wi and numerical values translating
judgments ai j are simply given by wi/wj = ai j (i, j = 1, . . . , n), and the PCM A is
said to be consistent. For a consistent PCM, the Perron eigenvector (normalized to
one) gives the vector of weights [31] of the analysed decision-making elements.

However, considering the limits of human reasoning, a certain degree of inconsis-
tency is always expected. For a non consistent PCM, one has to solve the eigenvector
problem:

Aw = λmaxw, (1)

where λmax is the principal eigenvalue of matrix A, providing the vector of weights,
w. The so-called Consistency Index

C I = λmax − n

n − 1
, (2)

is used as a commonmeasure of inconsistency and is used to calculate theConsistency
Ratio

CR = C I

RI
, (3)

RI being the average consistency index [32]. Consistency is accepted if CR < 0.1,
otherwise, new judgments should be elicited again until this condition is met.

The literature offers various methodologies aimed at improving consistency,
mainly based on iterative optimisation techniques. We herein use a direct, alge-
braic method, the linearisation technique [3], to get the (fully) consistent matrix Ac

closest to a non-consistent PCM A. A simple formula provides it [4] in terms of an
algebraic projection pn of the (entry-wise) logarithm, L , of A:

pn(L(A)) = 1

n
[(L(A)Un) − (L(A)Un)

T ], (4)

whereUn = 1n1Tn and 1n is the unit column vector. The (entry-wise) exponential, E ,
of this projection provides the sought matrix.

We underline as the closest consistent matrix is a synthetic result that may not
properly reflect the original opinions provided by the involved expert(s). This is
the reason why the process of feedback exchange is fundamental at any time, to
assure that the obtained results are not far from the expert reality. In other terms, the
closest consistent matrix has to be evaluated by the expert, who will have to adjust
its entries where necessary, and this process will be iterated until producing a final
matrix with acceptable consistency, representing a reasonable compromise between
synthetic consistency and expert judgment. A basic procedure that presents the entire
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fully consistent matrix is provided in [2]. Next, we formally develop a more friendly
process that simplifies this modifying procedure.

3.2 Negotiation Algorithm for Feedback Exchange
with Decision Makers

Figure 1 presents a schemeof the conciliation process between consistency and expert
judgments. In this flowchart, trapezoids represent inputs, rectangles correspond to
procedures, rhombuses stand for if-else decisions and rounded figures for outputs.

Detailed explanations are now provided.

• Obtaining pairwise comparisons: the elicitation of pairwise comparison judgments
(upper left trapezoid) represents the input of the process and initiates the diagram.

• Drawing up the input matrix: judgments of preference are collected into the PCM
by using, for instance, the scale proposed in [30] (first upper left rectangle in
Fig. 1).

• Checking consistency: this step (second rectangle) uses Eqs. (1), (2) and (3) to
calculate CR.

• Establishing consistency acceptability: in this case (lower leg of the rhombus),
the PCM is validated; otherwise, a negotiation process will be undertaken with
the decision maker, including possible modifications to get a consistency ratio
within the acceptable consistency threshold (rhombus’s leg ‘No’). This process is
described next.

The negotiation process is represented in Fig. 2: for a non acceptably consistent
PCM (upper rhombus’s ‘No’ leg), this process consists of two main steps.

Fig. 1 Conciliation of consistency and expert judgment [8]
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Fig. 2 Process of “checking and adjusting consistency” [8]

• Calculation of sensitivity and closest fully consistent matrix. It includes two cal-
culations:

– obtaining the closest fully consistent matrix Ac by applying the linearisation
process using (4);

– calculating sensitivity values for the entries of A as described next. Note that just
the M = n×(n−1)

2 values over the main diagonal are considered. The sensitivity
method applied to rank the most “influencing” judgments is now succinctly
presented. Starting from an n × n PCM A, the method calculates a second
matrix D giving the partial derivatives of λmax with respect to the entries of
A, thus identifying entries’ consistency sensitivity. These partial derivatives are
given by the formula (Sect. 1.1, [35]):

D = wvT − A ∗ A ∗ vwT , (5)

where:w is the right Perron eigenvector (normalized to one), associated to λmax;
v is the left Perron eigenvector of A, also associated to λmax, and normalized
such that wvT = 1; * is the Hadamard (entry-wise) product. The Hadamard
product operates on identically-shaped matrices and produces a third matrix
of the same dimensions, whose elements (i, j) correspond to the entry-wise
product of elements (i, j) of the matrices. The values corresponding to the
partial derivatives allow to rank the corresponding entries of matrix A and then
to know which one has higher influence on consistency.

• Calculation of the adjusted matrix X . Once the matrix of partial derivatives has
been calculated, the process to get the adjusted matrix is given next. This process
is intended to make the adjusted matrix as adherent as possible to the input matrix,
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by changing as fewer as possible evaluations previously given by the experts.
The calculation of the adjusted matrix X involves the input matrix A, the closest
consistent matrix to the input matrix Ac and the matrix of partial derivatives D
calculated in the previous step, and provides just a convex combination of A and
Ac using the directions shown by the gradient given by matrix D. The formula for
the calculation is as follows:

X = A + θ · D ∗ |Ac − A|, (6)

where θ is the parameter for the convex combination varying between 0 and 1,
which has to be suitably fine-tuned. In effect, this factor influences the final calcu-
lation of the adjusted matrix and should be properly calibrated so as to guarantee
minimum requirements of consistency. On the one side, if the factor is too high,
matrix X will tend more to the synthetic matrix Ac that, despite being perfectly
consistent, may significantly diverge from the input matrix A elaborated by the
expert. On the other side, if the factor is too small, the adjusted matrix X will
be more similar to the input matrix, but probably with not significant consistency
improvement. Although a minimization process would be possible to get the opti-
mum value for the factor, by making a reduced number of trials it is easy and fast
to reach the ideal trade off between matching minimum consistency requirements
(CR ≤ 10%) and calculating an adjusted matrix close to the input matrix as much
as possible. It goeswithout saying that we expectmajor changes in correspondence
to those judgments with associated higher absolute values in matrix D.

• Validation of would-be modifications by the experts. The modified judgments will
be eventually proposed to the expert, who will be invited to agree with the final
evaluations. In case of disagreement (‘No’ leg of lower rhombus in Fig. 2), he/she
will be asked to elicit new evaluations, so that a new matrix may be drawn up.
At the point in which a decision maker has associated a final adjusted consistent
matrix, the process goes back to the central rounded box of Fig. 2, and then through
the ’Yes’ leg of the lower right rhombus in Fig. 1 leads to its rounded central box,
where the matrix is accepted and the process stops after calculating the sought
vector of priorities.

4 Hybrid MCDM Perspective

The ELECTRE I method is now proposed to be integrated with the mathematical
algorithm carrying out the negotiation process previously discussed. This method-
ological combination aims to effectivelymanage the problem of work equipment risk
assessment. Specifically, after deriving risk factor priorities by negotiating PCs eval-
uations with expert(s), the ELECTRE I selects the equipment showing an association
with higher risk conditions for workers. This will correspond to the specific indus-
trial equipment for whichmaintenance interventions should be carefully planned and
implemented with priority with respect to other equipment. We remind that priorities
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Table 1 ELECTRE methods and their objectives

Method Objective

ELECTRE I Selecting the alternative representing the best trade-off under
diverse criteria

ELECTRE II
ELECTRE III
ELECTRE IV

Ranking alternatives to establish a priority index or to draw up
a list of candidates

ELECTRE TRI Sorting alternatives into different classes on the basis of their
common features

calculated during the previous stage will represent one of the necessary input data to
apply the ELECTRE I.

ELECTRE I belongs to the ELECTRE category of MCDM methods, originally
born in France at the end of the 1960s [28]. As already mentioned, ELECTRE meth-
ods are grounded upon the so called outranking approach [29]. These techniques aim
to establish outranking relations by pairwise comparing alternatives, relations that
need to be examined and confirmed by performing two tests in sequence, namely
the concordance and the discordance tests. Concordance and discordance tests are
respectively aimed at calculating the concordance and discordance indices. The con-
cordance index Ci j quantitatively expresses, referring to a specific criterion, the
agreement degree about the fact that alternative Ai outranks or equals alternative A j .
The discordance index Di j quantitatively expresses, referring to a specific criterion,
the agreement degree about the fact that alternative Ai has a worst score compared
to alternative A j . Different versions of ELECTRE methods have been proposed and
developed over the years. The most common ones are described in Table 1 along
with the relative objectives.

Integrating the ELECTRE I technique within the negotiation process built within
the AHP framework may constitute a reliable methodological support towards the
optimisation of work equipment management in industry. Such a hybrid perspective
canbeof interest for supporting awider rangeof decision-makingproblems in general
business and real life situations. The methodological steps necessary to implement
the ELECTRE I procedure are described next.

4.1 The ELECTRE I Method for Work Equipment Selection

The ELECTRE I method requires the preliminary collection of the following input
data:

1. set of alternatives Ai to be evaluated;
2. evaluation criteria Bk ;
3. vector of criteria weights wk ;
4. numerical evaluation of alternatives respect to the considered criteria, uk(Ai ).
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Table 2 Application of the ELECTRE I method

Phase Description Step

I PHASE Developing an outranking
relation characterizing the pair
Wise comparisons between
alternatives and accomplishing
The concordance and
discordance tests

1. Correlation sets matrix
2. Correlation indices matrix
3. Correlation test matrix
4. Discordance sets matrix
5. Discordance indices matrix
6. Not-discordance test matrix

II PHASE Exploiting the outranking
relation in order to obtain the
final result by means of a
specific rule

1. Outranking matrix

Once collected and normalised this input data in a proper input matrix, the procedure,
whose development is summarised in Table 2, can be initialised.

The first phase is made of six steps. The first group of three steps refer to the
accomplishment of the concordance test whereas the second group of three steps
refer to the not-discordance test. All the six steps are detailed next.

• 1st STEP: building the correlation sets matrix. The correlation sets are determined
by pairwise comparing alternatives. These sets correspond to:

J (Ai , A j ) = J+(Ai , A j )U J=(Ai , A j ); (7)

where J+(Ai , A j ) represents the sets of criteria forwhich thefirst alternative Ai has
a higher evaluation with respect to the second one A j , and J=(Ai , A j ) represents
the sets of criteria for which the first alternative Ai has an equal evaluation respect
to the second one A j . The output of the first step will be a squared matrix in which
correlation sets are compiled for each pairwise comparison.

• 2nd STEP: building the correlation indices matrix. The correlation indices corre-
spond to:

Ci j = w+(Ai , A j ) + w=(Ai , A j )
∑

k wk
; (8)

where w+(Ai , A j ) corresponds to the sum of criteria weights belonging to the set
J+(Ai , A j ), andw=(Ai , A j ) corresponds to the sum of criteria weights belonging
to the set J=(Ai , A j ). The denominator

∑
k wk corresponds to the sum of all

criteria weights (which is equal to 1). The output of the second step is a squared
matrix in which correlation indices are given for each pairwise comparison.

• 3rd STEP: building the correlation test matrix, which is the following Boolean
matrix:

TC(Ai , A j ) =
{
1 i f Ci j ≥ C∗
0 i f Ci j < C∗ (9)
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where C∗ represents a threshold arbitrarily fixed to establish if an alternative
actually outranks the other one. The threshold should be fixed within the range
[0.5; (1 − minCi j )]. The output of the third step will be a squared Boolean matrix
in which the 1’s indicate the outranking relations that have passed the concordance
test.

• 4th STEP: building the discordance sets matrix. After having analysed concor-
dance principles, it is also necessary to consider the discordance ones by taking
into account discordant criteria. The discordance sets are determined by pairwise
comparing alternatives and correspond to J−(Ai , A j ). In particular, J−(Ai , A j )

represents the sets of criteria for which alternative Ai has a lower evaluation with
respect to alternative A j . The output of the fourth step will be a squared matrix in
which discordance sets are given for each pairwise comparison.

• 5th STEP: building the discordance indices matrix. The discordance indices are
calculated by pairwise comparing alternatives:

Di j =
{
0 i f J−(Ai , A j ) = ∅

max[uk(A j ) − uk(Ai )] with k ∈ J−(Ai , A j )
(10)

where uk(A j ) and uk(Ai ) are the evaluations of the two alternatives under the
criterion Bk belonging to the discordance set J−(Ai , A j ). The output of the fifth
step will be a squared matrix in which discordance indices are provided for each
pairwise comparison.

• 6th STEP: building the not-discordance testmatrix, which is the followingBoolean
matrix:

TD(Ai , A j ) =
{
1 i f Di j ≤ D∗

i f Di j > D∗ (11)

where D∗ represents an arbitrarily fixed threshold, expressing the maximum
accepted value of discordance to not deny the hypothesis that Ai outranks A j .
The output of the sixth step will be a squared Boolean matrix in which the 1s
indicate the outranking relations that have passed the not-discordance test.

Both the concordance test and not-discordance test matrices constitute the main
outputs of the I first phase and the inputs of the second phase of the ELECTRE I
method. The second phase is carried out bymeans of the following rules: Ai outranks
A j if both the concordance and the not-discordance tests are passed. The following
outranking matrix has to be built:

S(Ai , A j ) =
{
1 if Ci j ≥ C∗ ∧ Di j ≤ D∗
0 otherwise

(12)

The best alternative will be eventually determined by observing the outranking
matrix. Specifically, this alternative outranks all the other options and is not outranked
by anyone.

The case study proposed in the next section demonstrates the applicability of the
presented methodology and its effectiveness to solve real problems in industry.
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5 Industrial Case Study

The present case study focuses on a manufacturing company operating in the food
industrial sector and located in the South of Italy. The objective of study consists in
carrying out an effective work equipment risk assessment by selecting the equipment
in major need of maintenance according to suitable factors, differently weighted.
Such a selection aims to optimise the level of safety and security within the com-
pany while pursuing an effective organisation of maintenance interventions. This last
aspect will have the double purpose to both minimising the risk of equipment shut
down and allocating economic resources for maintenance over a given time horizon.

Apart from the mentioned reasons, compliance of work equipment with safety
requirements is a crucial aspect that must be verified according to the existing
standards. In addition, the employer is required by law to carry out an exhaustive
assessment aimed at formally and quantitatively evaluating all the potential risks for
employees working with the equipment. Risk assessment has to thoroughly analyse,
for each working station, dangerous situations potentially occurring during tasks
execution. It is also necessary to highlight which workers may be critically exposed
to risks in the area where a given equipment operates.

We then proceed by first applying our new algorithm for weighting those factors
that are relevant for the risk assessment process. Secondly, the selection of the most
critical work equipment will be performed by means of ELECTRE I.We specify that
we are going to find a good solution for our problem, that is not the optimal alternative
in an absolute sense. Thefinal choicewill certainly depend on experts’ experience and
personal perception. It means that different stakeholders may have even significantly
different opinions, potentially leading to divergent results for different applications
of the same procedure. This is the reason why we underline the importance of paying
particular attention to the selection of the expert to be involved. Not only will the
decision maker have to show proven experience in the practical field of reference,
but also he/she will have to be as much as honest as possible about the issues under
analysis, without omitting details to the best of his/her knowledge and trying to
improve critical aspects.

After a careful evaluation, we have decided to involve the expert in charge of the
whole maintenance function. Having been working for the company for decades,
this expert knows with plenty of details features of work equipment as well as all the
different stages of maintenance interventions in terms of practical execution. He has
also been trained to promptly react in the case of any emergency should involve one
or more critical equipment. With these preliminaries, we have organised several one-
to-one brainstorming sessions with our expert for carrying out the evaluation on the
whole. The first step has been collecting evaluations of pairwise comparisons about
risk factors, that have been chosen according to standard procedures, as detailed next.
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5.1 Calculating Risk Factors Weights Via the Negotiation
Process

The quantitative risk evaluation procedure for work equipment applied by the com-
pany is described in Appendix A of document [1]. This document considers the
development of the procedure according to three main factors: material (M), envi-
ronment (E), organisation (O). The first factor refers to risks related to physical work
equipment and their use by workers. The second factor considers the specific fea-
tures of workplaces where equipment (and consequentially workers) operate. Lastly,
the third factor is connected to the ability of personnel to master risk occurrence,
especially in terms of expertise and organisational issues. We can observe as all the
relevant aspects for risk analysis are taken into account, including human factors,
something that is not still exhaustively considered in the existing literature, despite
clearly impacting safety and security at a general level. In any case, it is clear that
the influence of the mentioned aspects on the process can be different. This is the
reason why the management of the company has decided to upgrade the process
of risk assessment for some of its core systems. The objective of the first stage of
analysis consists indeed in supporting the company by calculating the degrees of
importance associated to the three main risk factors on the basis of judgments of
preference provided by the involved expert. In this way, the risk assessment will be
more precise, by considering the diverse contribution of the three factors instead of
assuming them as equally weighted.

Each risk factor is split into various sub-factors [1]. In Table 3 we give and
synthetically describe those most significant sub-factors derived after a screening
process. The reported list extends the list of sub-factors analysed in [8].

The nine sub-factors have been pairwise compared by the expert, and linguis-
tic relations of preference have been numerically translated via the Saaty scale
[30]. Specifically, numerical evaluations corresponding to the preference evalua-
tions expressed by the maintenance expert according to the mentioned Saaty scale
have been then collected in the input PCM, A (Table 4).

Matrix A, having a CR = 11.5 > 10%, is not acceptably consistent, so that some
judgments need to be adjusted. To such an aim, we apply the negotiation algorithm to
calculate an adjusted matrix acceptably consistent and adherent as much as possible
to the original input matrix. We first calculate the closest consistent matrix Ac as a
synthetic result by using (4). This matrix is given in Table 5. It can be easily noticed
as the calculated evaluations significantly differ from the original ones.

Thematrix of partial derivatives ofλmax with respect to A’s entries, D, is calculated
by (5) and provided in Table 6. This matrix gives us an actual idea about those
judgments having a higher impact on (in)consistency, which are those with higher
absolute values.

We can observe as pairwise comparison corresponding to entry (E2, E3) influ-
ences consistency most, having associated the highest absolute value, followed by
comparison (M1, O2), then (O2, E2), (O1, E2), and so on. The process of negotiation
is initialised by calculating the adjusted matrix X , obtained via (6) and provided in



Feedback-Based Algorithm for Negotiating Human Preferences … 75

Table 3 Factors and sub-factor for risk assessment

Factor Sub-factor Description

M M1 Dangerous events and
potential injuries derived from
the use of work equipment

M2 Frequency and duration of
exposition of workers during
equipment functioning

M3 Difficulty of preventing
dangerous event or limiting the
related injures

E E1 Hazardous events related to the
particular workplace physical
location

E2 Inadequate work conditions
determined by poor lighting or
excessive noise

E3 Possible overstress sources
determined by such factors as
microclimate

O O1 Scarce personnel qualification
potentially leading to improper
equipment use

O2 Inadequate physiological
factors connected to hazardous
work conditions

O3 Poor workflow organisation
and scarce communication
with the management

Table 4 Input PCM A

A M1 M2 M3 E1 E2 E3 O1 O2 O3

M1 1.00 1.00 1.00 1.00 2.00 3.00 3.00 5.00 4.00

M2 1.00 1.00 2.00 3.00 4.00 2.00 4.00 4.00 1.00

M3 1.00 0.50 1.00 0.50 2.00 2.00 2.00 2.00 2.00

E1 1.00 0.33 2.00 1.00 0.50 0.50 1.00 1.00 1.00

E2 0.50 0.25 0.50 2.00 1.00 3.00 0.33 0.33 0.50

E3 0.33 0.50 0.50 2.00 0.33 1.00 1.00 1.00 1.00

O1 0.33 0.25 0.50 1.00 3.00 1.00 1.00 2.00 0.50

O2 0.20 0.25 0.50 1.00 3.00 1.00 0.50 1.00 2.00

O3 0.25 1.00 0.50 1.00 2.00 1.00 2.00 0.50 1.00
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Table 5 Closest consistent matrix Ac

Ac M1 M2 M3 E1 E2 E3 O1 O2 O3

M1 1.000 0.919 1.526 2.347 2.957 2.652 2.423 2.565 2.244

M2 1.088 1.000 1.661 2.553 3.217 2.884 2.636 2.790 2.441

M3 0.655 0.602 1.000 1.537 1.937 1.737 1.587 1.680 1.470

E1 0.426 0.392 0.650 1.000 1.260 1.130 1.032 1.093 0.956

E2 0.338 0.311 0.516 0.794 1.000 0.897 0.819 0.867 0.759

E3 0.377 0.347 0.576 0.885 1.115 1.000 0.914 0.967 0.846

O1 0.413 0.379 0.630 0.969 1.220 1.094 1.000 1.058 0.926

O2 0.390 0.358 0.595 0.915 1.153 1.034 0.945 1.000 0.875

O3 0.446 0.410 0.680 1.046 1.318 1.192 1.080 1.143 1.000

Table 6 Matrix D of partial derivatives of λmax w.r.t. ai j
D M1 M2 M3 E1 E2 E3 O1 O2 O3

M1 0.000 −0.018 0.095 0.216 0.172 −0.068 −0.161 −0.841 −0.540

M2 0.018 0.000 −0.066 −0.109 −0.229 0.166 −0.382 −0.347 0.208

M3 −0.095 0.016 0.000 0.150 −0.040 −0.061 −0.122 −0.103 −0.148

E1 −0.216 0.012 −0.598 0.000 0.130 0.110 −0.000 0.012 −0.013

E2 −0.043 0.014 0.010 −0.521 0.000 −1.040 0.080 0.089 0.054

E3 0.008 −0.041 0.015 −0.439 0.116 0.000 −0.032 −0.021 −0.044

O1 0.018 0.024 0.031 0.000 −0.721 0.032 0.000 −0.299 0.074

O2 0.034 0.022 0.026 −0.012 −0.803 0.021 0.075 0.000 −0.395

O3 0.034 −0.208 0.037 0.013 −0.217 0.044 −0.295 0.099 0.000

Table 7. We specify that, after various iterations, the value of parameter θ has been
fixed to 0.216, that leads to a consistency ratioCR = 9.997% for the adjustedmatrix,
within the allowed threshold of 10%.

We eventually submittedmatrix X to final expert approval, with positive outcome,
andwe lastly proceeded by calculating the vector ofweights as the Perron eigenvector
of matrix X . The last column of Table 7 shows the sought vector for the sub-factors,
which we aggregate to get main factors’ weights: wM = 51.50%, wE = 23.40% and
wO = 25.10%. This weights will serve as a part of input data for the following
ELECTRE I application.
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Table 7 Adjusted matrix X

X M1 M2 M3 E1 E2 E3 O1 O2 O3 Weights

M1 1.000 1.000 1.011 1.063 2.036 2.995 2.980 4.558 3.795 0.189

M2 1.000 1.000 1.995 2.990 3.961 2.032 3.888 3.909 1.065 0.203

M3 0.989 0.501 1.000 0.534 1.999 1.997 1.989 1.993 1.983 0.123

E1 0.941 0.335 1.874 1.000 0.521 0.515 1.000 1.000 1.000 0.088

E2 0.491 0.252 0.500 1.918 1.000 2.528 0.342 0.344 0.503 0.072

E3 0.334 0.492 0.501 1.942 0.396 1.000 0.999 1.000 0.999 0.074

O1 0.336 0.257 0.503 1.000 2.926 1.001 1.000 1.939 0.507 0.082

O2 0.219 0.256 0.502 1.000 2.910 1.000 0.516 1.000 1.904 0.081

O3 0.263 0.939 0.504 1.000 1.988 1.001 1.973 0.525 1.000 0.088

Table 8 Input data for the ELECTRE I application

Weights → 0.515 0.234 0.251

Alternatives ↓ M E O

WE1 4.00 4.00 3.00

WE2 2.00 4.00 3.00

WE3 3.00 3.00 3.00

WE4 4.00 3.00 4.00

WE5 5.00 4.00 4.00

5.2 Selecting the Priority Work Equipment Via
the ELECTRE I

We are now selecting the most critical equipment within the set of five machines
belonging to the core subsystem of the packaging plant of the company, called
“cardboard boxes line”, completely characterised in [9]. The five machines have
been labelled as follows: WE1, cartoning machine; WE2, bundler; WE3, shrink-
wrapped;WE4, palletizer;WE5, wrapping machine. Table 8 provides the evaluation
of the five alternatives under the criteria previously weighted. Numerical evaluations
have been attributed once again with the help of the expert within the range [1, 5],
increasing values indicating higher criticality.

Tables 9, 10 and 11 respectively give the correlation, discordance and outranking
matrices. In detail, the correlation indices matrix and the discordance indices matrix
(Tables 9 and 10), respectively collecting the correlation and the discordance indices,
havebeenobtainedby applying formulas (8) and (10). Theoutrankingmatrix reported
in Table 11 has been obtained by formula (12). Results have been eventually double
checked and validated by means of the J-Electre-v2.0 software for multi-criteria
decision aid (https://sourceforge.net/projects/j-electre/files/).

https://sourceforge.net/projects/j-electre/files/
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Table 9 Correlation matrix

Ci j W E1 WE2 WE3 WE4 WE5

WE1 0.000 1.000 1.000 0.749 0.234

WE2 0.485 0.000 0.485 0.234 0.234

WE3 0.251 0.766 0.000 0.234 0.000

WE4 0.766 0.766 1.000 0.000 0.251

WE5 1.000 1.000 1.000 1.000 0.000

Table 10 Discordance matrix

Di j W E1 WE2 WE3 WE4 WE5

WE1 0.000 0.000 0.000 0.333 0.333

WE2 0.667 0.000 0.333 0.667 1.000

WE3 0.333 0.333 0.000 0.333 0.667

WE4 0.333 0.333 0.000 0.000 0.333

WE5 0.000 0.000 0.000 0.000 0.000

Table 11 Outranking matrix

S(WEi ,WE j ) WE1 WE2 WE3 WE4 WE5

WE1 0.000 1.000 1.000 0.000 0.000

WE2 0.000 0.000 0.000 0.000 0.000

WE3 0.000 0.000 0.000 0.000 0.000

WE4 0.000 0.000 1.000 0.000 0.000

WE5 1.000 1.000 1.000 1.000 0.000

The ELECTRE I application shows as the equipment WE5 (wrapping machine)
is not dominated by other alternatives, exposing higher degree of criticallity for the
packaging process as well as for human safety. This equipment should be maintained
with priority.

5.3 Discussion of Results and Practical Insights
for Management

Practical managerial implications of the obtained results are briefly discussed.
Weights have been calculated for the three main risk factors used for work equipment
risk assessment. The calculation has been led by adhering as much as possible to
the preferences issued by a stakeholder who has proven relevant experience in the
field. The “material” factor (M) mostly influences the risk assessment process for
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Table 12 Matrix of differences X − A between adjusted and input matrices

X − A M1 M2 -0M3 E1 E2 E3 O1 O2 O3

M1 0.000 −0.000 0.011 0.063 0.036 −0.005 −0.020 −0.442 −0.205

M2 0.000 0.000 −0.005 −0.010 −0.039 −0.032 −0.112 −0.091 0.065

M3 −0.011 0.001 0.000 0.034 −0.001 −0.003 −0.011 −0.007 −0.017

E1 −0.059 0.001 −0.126 0.000 0.021 0.015 −0.000 0.000 −0.000

E2 −0.009 0.020 0.000 −0.082 0.000 −0.472 0.008 0.010 0.003

E3 0.001 −0.008 0.001 −0.058 0.062 0.000 −0.001 −0.000 −0.001

O1 0.002 0.007 0.003 0.000 −0.074 0.001 0.000 −0.061 0.007

O2 0.019 0.006 0.002 −0.000 −0.090 0.000 0.016 0.000 −0.096

O3 0.013 −0.061 0.004 0.000 −0.012 0.001 −0.027 0.025 0.000

work equipment, followed by the “organization” (O) and “environment” (E) fac-
tors. Aspects related to work equipment management, above all including safety and
security, have hence to be controlled with particular attention to pursue effective risk
minimization.

Some considerations need to be formulated by comparing the adjusted matrix X
(Table 7), consistently obtained by our negotiation procedure, and the input matrix A
(Table 4), originally issued by the expert. To such an aim, we can observe the matrix
of differences given in Table 12, showing which comparisons have been altered most
with respect to original evaluations. Results have been synthesised in Fig. 3, indicat-
ing as the comparisons (E2, E3), (M1, O2) and (M1, O3), with associated differences
of respectively 0.472, 0.442 and 0.205 in absolute values, have been altered most.
We can conclude that these values (corresponding to the highest columns of Fig. 3,
showing absolute values of the differences) are quite small, indicating that input eval-
uations have been justminimally adjusted to guarantee consistencywithout distorting
experts’ practical opinions.

The following ELECTRE I application, led on the basis of the calculated weights,
has driven towards the selection of the alternative WE5 as a work equipment to
be maintained with priority. This selection has been confirmed to be in line with
company needs, since the wrapping machine is the equipment closing the cardboard
boxes line of the packaging line, from where the packed product is dispatched to
the storage area by the operators, by means of the use of dedicated forklifts. It is
then clear the importance of the correct functioning of this specific machine for
workers’ safety as well as for optimising the whole packaging process, guaranteeing
the continuity of service. Suitable periodic maintenance should be carefully planned
and implemented within company procedures.
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Fig. 3 Absolute values of
differences

6 Conclusions

This study proposes a novel iterative procedure to carry out an effective negotiation
with experts involved in complex business decision making processes. As a main
field of application, we herein consider the work equipment risk assessment, the last
one being such a crucial topic in industrial contexts. However, the application can be
easily extended to any real life field. Starting from an inconsistent input PCM col-
lecting human pairwise evaluations of preference, the main goal of research consists
in calculating priorities of elements while reaching a trade-off betweenmathematical
consistency and maximum adherence to practical reality. The proposed procedure
is based on a sensitivity analysis signalling those comparisons most “influencing”
to be used as drivers for consistency improvement. Then, a calculation based on the
gradient operator will be performed to calculate a final adjusted matrix. This matrix
will be characterised by the achievement of minimum consistency requirements by
performing minimum numerical variations of judgments elicited by experts. As a
result, the decision maker will be asked to agree with the final adjusted matrix to
formalise the process. The approach has been built within the framework of AHP
and integrated with a further MCDM application based on ELECTRE I. The last
one is used to solve the decision making problem by selecting one final alternative
according to the criteria weights calculated during the previous negotiation stage.

The proposed approach has been applied to an industrial case study aimed at
supporting the process of risk assessment for work equipment management in a real
Italian company, operating in the food industry. An effective feedback relation has
been established with the expert in charge of equipment maintenance towards an
easy calculation of priorities for the main elements of analysis. These elements, e.g.
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risk factors, have been chosen from standard procedures of risk evaluation followed
by the company. Once calculated risk factors’ weights, the equipment in main need
of maintenance has been selected by the ELECTRE I.
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Joining Aspect Detection and Opinion
Target Expression Based on Multi-Deep
Learning Models

Bui Thanh Hung

Abstract Aspect-based Sentiment Analysis (ABSA) is an advanced task as well as
technique which is developed based on sentiment analysis. Aspect-based sentiment
analysis is a text analysis technique that categorizes data by aspect and identifies
the sentiment attributed to each one. Aspect-based sentiment analysis can be used
to analyze customer feedback data by associating specific sentiments with different
aspects (e.g. the attributes or components) of a product or service. This has attracted
increasing attention in the recent few years in Natural Language Processing and has
broad applications in both research and business. In this research, we apply joining
aspect detection and opinion target expression using multi-deep learning methods:
RNN, LSTM and CNN and we do experiments on Vietnamese VLSP2018 dataset.
Both of the results for the aspect detection aswell as opinion target expression achieve
the best results on the CNN model.

Keywords Aspect-based sentiment analysis · Opinion target expression · Aspect
detection · Deep learning · RNN · LSTM · CNN ·Word2vec

1 Introduction

With the advancement of technology and digital revolution, nowadays many busi-
nesses have transformed digitally to invest more on online sales channel and conver-
sational commerce (such as websites, social networks, forums, etc.…). In addition,
the customers especially the young generations are more vocal and like to interact
with a brand than ever. They not only enjoy surfing the brands’ website, their Face-
book page, share information with their friends, but also love to leave feedback,
comments, reviews about the products and services as well as the experience they
had with the brands. Those comments and reviews are certainly the valuable insights
for the businesses to let them know what they are doing well and what still needs
to improve. However, it might be extremely impossible to analyze thousands of
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customer comments, feedback or reviews manually—especially on a granular level.
Therefore, the aspect-based sentiment analysis plays an important role to solve this
problem by determining the user’s sentiments in each specific aspect. That said this
has become a hot topic and attracted increasing attention from both the business and
research in recent few years.

In aspect-based sentiment analysis, there are three basic problems such as aspect
detection, opinion target expression and sentiment polarity. In this research, we
propose joining aspect detection and opinion target expression using multi-deep
learning methods. We do experiments on RNN, LSTM and CNN models. The rest
of the paper is constructed as follows: related works are reviewed in Sect. 2; Sect. 3
presents our proposedmethod; our experiments are described in Sect. 4; Sect. 5 gives
conclusion and future direction.

2 Related Works

For a long period of time, analyzing emotions in aspectshas attracted the atten-
tion of many researchers and businesses. Around the 2000s, opinion mining and
emotion analysis was introduced and immediately became the hot topic of natural
language processing. Marzieh et al. [1] performed sentiment analysis on the Senti-
hood dataset built by reviews and comment on landmarks and neighborhoods in the
city of London on the Yahoo. Aspect-based Sentiment Analysis ABSA for English
and other languages (non-Vietnamese) was originally introduced in SemEval 2014,
2015, 2016with many published datasets and methods [2–4]. Since then, there has
been a variety of researches and studiesto be introduced across the world to propose
methods to solve this problem. Recently, in aspect-based sentiment analysis, deep
learning method has been presented as a fine-tuning method, especially using RNN,
LSTMandCNNmodels [5–7]which outperform the previous state-of-the-art results.

For the Vietnamese aspect-based sentiment analysis, there has been anumber of
studies such as: Son et al. [8] presented a study on the exploitation of opinions
based on the aspect of product using Vietnamese syntax rules; Thuyet al. [9] built a
Vietnamese corpus for the restaurant data domain at the sentence level and solved the
aspect detection by combining the hand-labeled corpus and the English-Vietnamese
translation model; Vo et al. [10] built a dataset named “Vietnamese Sentiment” and
introduced a newmodel that integrates theConvolutionalNeuralNetwork (CNN) and
LSTM; Bui et al. [11] proposed hybrid deep learning approach for aspect detection.

In 2018, the Vietnamese Language and Speech Processing (VLSP) community
organized a contest and published the corpus of ABSA in restaurant and hotel data
domain of Huyen et al. [12]. The corpus is built for the opinion analysis problem in
aspect with 4751 comments for the restaurant domain and 5600 comments for the
hotel domain.

Speaking of our research, what makes it different with the others is the joining
aspect detection and opinion target expression based on multi-deep learning models.
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3 The Proposed Method

The proposed model includes the data preprocessing, converting the text to word
embeddings and training model with multi deep learning algorithms: RNN LSTM
and CNN. The framework of our proposed model is shown in Fig. 1.

3.1 Multi Deep Learning Models

Recurrent Neural Network—RNN

RNN has proved as aneffective method for natural languge processing. This method
uses previous information to present the task. However, RNN cannot work well in
long term dependencies. Figure 2 shows a cell of RNN.

With ht is current state, ht-1 is previous state and xt is input state, the current state
is calculated by the formula:

Fig. 1 The proposed model Data

Preprocessing

Word Embedding        

Multi Deep Learning Models

RNN, LSTM, CNN       

Joining Aspect Detection  

& 

Opinion Target Expression

Fig. 2 RNN model
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ht = f (ht−1, xt ) (1)

Long Short Term Memory—LSTM

Long short-term memory model is modification of RNN [13–15], this model works
well on long term dependence with 3 gates: forget gate f t , input gate it and output
gate ot , the memory cell is updated at time t with the value ht − 1 of the memory cell
output from the previous time step t − 1 the input value xt as follows:

c̃t = tanh(Wcht−1 +Ucxt + bc) (2)

ft = σ
(
W f ht−1 +U f xt + b f

)
(3)

ct = ft ct−1 + it c̃t (4)

ot = σ(Woht−1 +Uoxt + bo) (5)

it = σ(WIht−1 +Ui xt + bi ) (6)

ht = ot tanh(ct ) (7)

LSTM is also initialized by a pre-trained word2vec. Then the neuron in the LSTM
model will learn on these vocabularies and give a vector representation for the input
comments. The model results are presented as shown in Fig. 3. In LSTM, we use 128
of number of neurons. We use the Attention class to choose the words that express
aspect and opinioneffectively. The number of the Attention layer is also 128. The
dropout value is chosen to be 0.5 and the activation function is Relu.

Convolutional Neural Network—CNN

Convolutional neural network is a form of multilayer neural network; each layer
belongs to one of three types: convolution, subsampling, fully connection [16–18].
The convolution mathematical operation is done in the Convolution layer. Subsam-
ling or the Pooling layer is responsible for the reduction of the size (spatial) of
the convolved feature. The Fully Connected layer comprises the weights and biases
together with the neurons and is used to connect the neurons between two separate
layers. The CNN convolutional network has been studied and applied to solve many
natural language processing problems effectively. In this research, we apply the CNN
model to detect aspects and expression. Figure 4 shows the architecture of the CNN
model in our proposed method. The model consists of the six main components:
Input, Word embedding, Convolution, Pooling, Fully connected and Output layer.
Each layer has the following functions:
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Fig. 3 LSTM model

Fig. 4 CNN model
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• Input: Each comment after going through the preprocessing step will be repre-
sented as numeric vectors with fixed length, we use the longest comment which
is the dimension of the fixed vector. Comments that are not long enough will be
added the <PAD> value automatically.

• Word embedding: we use Fasttext, a pre-trained word embedding published by
Facebook AI Research.

• Convolution layer: In this layer, we apply 128 filters with different sizes through
the matrix of the word embedding. Specifically, the filter sizes used in this class
are 3, 4 and 5.

• Pooling layer: we use a combination of max pooling and average pooling for each
convolution layer to extract important features.

• Classifier: After extracting the important features of the pooling layer, we pass
these features through the classifier with the Relu activation function.

• Output layer: Each aspect will be represented as a four-hot vector

The dimension of the word2vector is 300, the filter is 128 and the window size
is 3, 4, 5 respectively. Each layer has 300 neurons. We use Relu activation function
and Adam is optimization algorithm.

3.2 Joining Aspect Detection and Opinion Target Expression

Each aspect will be represented as a four-hot vector with the following information:

• If the value 1 is on the first position of a four-hot vector, the comment will not be
assigned to the considered aspect.

• If the value 1 appears on the position from 2 to 4, then the aspect category will
be assigned to the comment along with the opinion target expression positive,
neutral and negative, respectively.

• Example: The type of considered aspect is Food#Quality, the output vector is
vector [0, 1, 0, 0], it will be interpreted as a comment assigned the Food#Quality
aspect and opinion target expression is positive.

We use the process to get the result of joining aspect detectionand opinion target
expressionas follows:

Step 1: Prepare dataset.
Step 2: Process the dataset with following steps:

• Return to lowercase to reduce the size of the vocabulary set
• Remove a lot of spaces because comments are collected directly from the

website, so there are a lot of punctuationerrors
• Replace numbers with special characters to reduce vocabulary size
• Remove punctuation, characters in the entire comment
• Extract words on comments.
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Step 3: Extract features using Fasttext pre-trained word2vec.
Step 4: Usemulti deep learningmodels: RNN, LSTM and CNN to train and return
the results.
Step 5: Joining Aspect Detection and Opinion Target Expression results.

4 Experiments

4.1 Dataset

We use the ABSA dataset of VLSP 2018 data [12]. This dataset is collected from
various articleson the social media. There are three aspects in this dataset: Location,
Organization and Person. Figure 5 shows details about the dataset.

The list of 12 aspect labels is presented as follows:

• Food#Quality: the food, the quality, the taste of the food.
• Food#Style&Option: the serving option or the dish style.
• Food#Prices: the detailed price of each dish.
• Drink#Quality: the quality of the drink.
• Drink#Prices: the detailed price of the drink.
• Drink#Style&Options: the recipe, the serving option or the detail of the drink.
• Service#General: the service style of the staff, the restaurant, the park in general.
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Fig. 5 VLSP2018dataset
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Table 1 The dataset Dataset Number of comment Number of aspect

Train 2961 9034

Validation 1290 3408

Test 500 2419

• Ambience#General: the restaurant’s atmosphere and space.
• Location#General: the location of the restaurant, the view of the restaurant.
• Restaurant#General: refers to the restaurant in general.
• Restaurant#Prices: the general cost of the restaurant or other service costs.
• Restauran#Miscellenous: restaurant problems like restrooms, etc.

We divided the dataset to train, test and validation as shown in Table 1. We used
Vietnamese FastTextword2vec of Facebook AI Research.We installed in Python and
used deep learning framework of the Keras library [19], Tensorflow support [20].
We evaluated this task by Precision, Recall, F1 score and Accuracy measurement
calculated as follows:

Precision = TP

TP + FP

Recall = TP

TP + FN

F1-score = 2× Precision × Recall

Precision + Recall

where: TN: True Negative, TP: True Positive
FN: False Negative, FP: False Positive.
To evaluate the aspect detection and the joining aspect detection and opinion target

expression, we did these experiments separately. We received the results of aspect
detection as shown in Tables 2 and 3 shows the result of joining aspect detection and
opinion target expression.

Experimental results show that CNN and LSTM give better results than the RNN
on the test set. Specifically, for the aspect detection problem, the RNN method
achieved Precision of 83.77%, Recall of 66.56% and 74.18% of F1-score; LSTM
with 82.43%, 79.26% and 80.82%, respectively. And CNN gave the best results with
84.49%, 80.82% and 82.61%, respectively.

Table 2 The results of aspect
detection

Model Precision Recall F1 score

RNN 83.77 66.56 74.18

LSTM 82.43 79.26 80.82

CNN 84.49 80.82 82.61
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Table 3 The results of
opinion target expression

Model Precision Recall F1 score

RNN 62.59 49.73 55.43

LSTM 60.23 55.72 57.89

CNN 60.46 57.83 59.12

For the Opinion Target Expression problem, the RNN model achieved 62.59%,
49.73% and 55.43% for Recall, Precision and F1-score respectively. The results of
the CNN model are 60.46%, 57.83% and 59.12%, respectively.

Based on the result, it proves that the CNN model produces the best results in
both of aspect detection and Opinion Target Expression. Next, we analyze the results
CNN model because this method gives the best results for both problems. We will
discuss in more detail the results of the CNN model on aspect detection as well as
Opinion Target Expression in Figs. 6 and 7.

From the Figs. 6 and 7, it could be seen that the high performance
of aspect detection on Food#Quality, Service#General, Restaurant#Generaland
Food#Style&Options. Because these labels have a large amount of labeling data in
the training dataset, when it comes to the training, those results are effective. Mean-
while, labels with a small number of trainings scored as low such as Drink#Prices,
Restaurant#Prices. Therefore, to increase the efficiency of the result, we need to add
more labeled data. From the result, we saw that, the result of aspect detection affects
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Fig. 6 The results of CNN model on aspect detection
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Fig. 7 The results of CNN model on Opinion Target Expression

to Opinion Target Expression, so to improve Opinion Target Expression result, we
have to improve aspect detection.

5 Conclusion

In this research, we proposed the Joining Aspect Detection and Opinion Target
Expression. We did experiments on multi deep learning methods: RNN, CNN and
LSTM. The results of the CNN method are very promising and have potential for
further research. In the future, we will add more labeled data, change the appropriate
parameters of deep learning model and test on other deep learning modelsto improve
the results.
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Voting Systems with Supervising
Mechanisms

Tingnan Lin and Hoang Pham

Abstract This chapter first covers various existing works of voting systems in
different aspects, such as design of voting systems, weighted voting systems,
weighted voting classifiers and reliability evaluation of voting systems. Then,
different inspection policies are reviewed, including periodic inspection, sequential
inspection and state dependent inspection. After that, some recent studies on Inter-
vened Decision-making Systems, which are voting systems with inspections and
other supervising mechanisms, are presented. Finally, some future research trends
are discussed.

1 Introduction

Decision making is one of the most common and important activities in daily life.
It is essential in various context, including computer control [21], energy planning
[98], relief logistic planning [62], human organization [78], software development
[39], communication [86], allocation of remote power feeding systems [91], network
resource reallocation [122] and security surveillance [115]. Since the world is full
of uncertainty, how to make good decisions based on uncertain information is an
eternal topic and a lot of work has been done for different applications.

Since the capability of individuals is limited, it is very hard to make correct
decisions all the time. Similar with some digital components, which have two failure
modes: fail open and fail close, people can also have different types of errors when
making decisions. For example, in statistical tests, people may make Type I errors
or Type II errors, that is, people may reject the null hypothesis when it is true or fail
to reject it when the alternative hypothesis is true; in economic systems, a profitable
ideamay be rejected by a company, but it may be implemented by its competitor [96],
which will lead to loss; in an expert system [78], a good proposal may be rejected or
a wrong proposal may be accepted.
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In order to improve the quality of decisions, ideas from multiple sources can
be put together and the final decision can be made based on some particular rule,
which is the idea of Voting System. In the 1950s, Neumann [77] put forward the idea
that voting mechanism could be used to obtain highly reliable data from multiple
unreliable versions. In addition, a group of individuals may be able to do more
than a single individual [96]. These are the initial ideas of Voting System. Voting
system is a more generalized idea than k-out-of-n system, which is fault tolerant with
redundancy. However, given n units in the system, the value of k required to make the
final decision correct may not be constant and may depend on the voting rule, inputs
and change of system configuration. There are many voting criteria to determine the
final results, such as plurality and threshold voting, and their efficiency is different
under different situations [82, 83]. Moreover, the decision unit in the system usually
has multiple failure modes [45]. Since the function of a voting system is to make
decisions, cost-benefit issues will occur due to the decisions produced by the system,
which are also not considered in traditional k-out-of-n systems.

Voting systems can be applied in many situations. For example, in a human-
organization (HO) system [78], a group of experts will get together to determine
whether a proposal should be approved or not; in a financial investment system, a
group of agents will determine whether to take the investment option or not [58].
Other applications include imprecise data handling [18], failure detection [107],
safety monitoring and self-testing [4], signal processing [24], embedded surveillance
systems [5, 6], communication systems [86] and credit card fraud detections [93].

Moreover, the importance of each individual unit can be different in a voting
system. For example, in a company, the idea from the CEO or senior staff is usually
more important than regular employees; in an academic conference, the opinion from
a senior expert with high reputation is usually more important than new graduates.
This generates the idea of weighted voting system (WVS). Weighted voting systems
have wide applications, including human organization (HO), clustering [22], breast
cancer diagnosis [11], text sentiment classification [80]and wireless sensor networks
[63, 65]. For example, Bashir et al. [11] have applied several different classifiers to
diagnose breast cancers and the final prediction is made based on weighted voting
technique, where theweights are determined by the accuracy of each classifier, which
the best accuracy achieved is more than 97%, Onan et al. [80] have proposed an
ensemble method using majority voting by assigning weights based on the predictive
performance of each classification algorithm for text sentiment classification, which
the best accuracy achieved is about 99%.

Decision making can be time consuming because correct decisions are always
desired but making decisions perfectly can take long time. However, we always
expect that good decisions should be made within limited time. In addition, with the
use of voting systems to improve the quality of final decisions, the ideas frommultiple
sources are put together and analyzed, which potentially increases the duration of a
decision process even more. However, time is valuable and in many real cases, the
time to make a decision is limited and it is impossible to wait until the decision is
made naturally without any action, which motivates the idea of supervised decision
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process. With some appropriate supervising mechanisms, a decision process can be
well controlled, which achieves good balance between quality and efficiency.

The remaining part of this chapter is organized as follows: in Sect. 2,many existing
works about voting systems, including general voting systems, weighted voting
systems and reliability modeling of voting systems, are discussed; In Sect. 3, various
inspection models are reviewed, which provides very constructive inspirations on
supervising mechanisms for decision-making and voting systems; Sect. 4 presents
some recent and current research about voting systems with supervising mecha-
nisms, mainly focusing on Intervened Decision-making Systems, with a numerical
example for demonstration; Sect. 5 draws the conclusion and provides possible future
directions.

2 Modeling of Voting Systems

Voting systems play critical roles in modern society because important decisions are
usually not made by a single individual but a group of individuals based on certain
criteria. Even though a voting system is fault tolerant, if the number of decision units
providing incorrect results exceeds a certain limit, the final decision from the voting
system will be incorrect. Since the motivation of voting is to improve the quality
of decisions, the failure of a voting system can be catastrophic because the system
is assumed to be highly reliable and the failure is usually beyond expectation. As
a result, it is very important to study the reliability and performability of voting
systems. In addition, the rules to make the final decision should be selected properly
and the structure as well as relative parameters should be determined carefully to
achieve better performance. Related works in various aspects of voting systems will
be discussed in this section.

2.1 General Voting Systems

Asmentioned in Sect. 1, the idea of voting was first introduced in 1950s by Neumann
[77]. Since voting systems are very useful and efficient in many situations, a lot of
research has been done for this topic during the past decades. Many papers have
expressed that voting systems are more reliable than a single individual, such as
Neumann [77], Sah and Stiglitz [96], Kim et al. [33], Kim et al. [35] and Bai et al. [5].
Kim et al. [33] have designed an All Voting Triple Modular Redundancy (AVTMR)
and used Markov models to analyze its reliability, availability and MTTF. They have
claimed that AVTMR is more reliable than a single modular system. Bai et al. [5]
have designed an embedded surveillance system for temperature monitoring with a
majority voting rule. Their experiment has shown that a multiple-sensor system with
voting mechanism has higher reliability than a single-sensor system.
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Voting algorithms and rules have been studied in Lorczak et al. [67], Blough
and Sullivan [15], Parhami [82, 83], Latif-Shabgahi and Bennett [38], Zuev and
Ivanov [124], Hillinger [31] and Alcantud and Laruelle [1]. In Lorczak et al. [67],
several commonly used voting techniques have been generalized to arbitrary N-
version systems with arbitrary output types using a metric space framework. Blough
and Sullivan [15] have proposed a new and more complex voting algorithm by intro-
ducing four distinct probability distributions to the model. These probability distri-
butions can represent the behavior of both faulty and non-faulty modules as well
as other underlying distributions. Latif-Shabgahi and Bennett [38] have designed an
adaptive majority voting algorithm, in which the history of modules is considered
and the result from the most reliable module from the majority set is selected as the
output. Alcantud and Laruelle [1] have proposed a characterization of Dis& approval
voting, in which each voting unit is allowed to have three levels of results: −1, 0,
and 1.

Instead of perfect voters, the study of imperfect voters can be found in Mine and
Hatayama [75], Pham [86], Kshirsagar and Patrikar [37], Ban and de Barros Naviner
[8, 9] andBalasubramanian and Prasad [7].Mine andHatayama [75] have considered
different types of imperfect voters in majority voting systems, including output-
imperfect voters and semi-imperfect voters. The reliability has been calculated for
each system and an iterative structure for voters has been introduced to improve
the reliability. Pham [86] has studied imperfect voters in threshold voting systems
with two failure modes with application to communication systems. In this work, the
reliability of the system can be expressed as:
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where the input dependent reliability for both voting units and the voter has been
considered. Ban and de Barros Naviner [8] have considered the failure of voters and
proposed the design of a novel majority voter used in triple modular redundancy
(TMR) by considering only one fault at given time. Balasubramanian and Prasad [7]
have proposed a more robust fault-tolerant majority voter with consideration of both
single fault and multiple faults at given time.

In some papers, authors have used “k-out-of-n systems with multiple failure
modes” to represent the idea of voting systems. Such work can be found in Ben-
Dov [12], Jenney and Sherwin [32], Page and Perry [81], Sah and Stiglitz [97], Pham
and Pham [89], Pham and Malon [88], Pham [87] and Torres-Echeverría et al. [102,
103]. Sah and Stiglitz [97] have studied a k-out-of-n system with binary inputs and
two failure types. The paper mainly focuses on determining the optimal value of k
to maximize mean profit of the system. The mean profit of the system considering
the input dependent reliability functions can be expressed as [97]:
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α(B1h1(k) + B2h1(k)) + (1 − α)(B3h2(k) + B4h2(k))

in which α is the probability that the system is in mode 1, h1(k) is the probability
that the system succeeds in mode 1, h2(k) is the probability that the system fails
in mode 2 and B1, B2, B3, B4 are cost-benefit factors. Pham [87] has studied the
systems with units having three failure modes and dynamic configurations. Relia-
bility functions have been derived for four different systems with dynamic configu-
rations, and the methods to optimize system reliability and expected cost have been
proposed. Torres-Echeverría et al. [102] have developed models for safety instru-
mented systems with M-out-of-N (MooN) voting architectures with consideration
of system reconfiguration during tests and repairs.

In some other papers, authors have used N modular redundant (NMR) systems or
N-version programming to represent the similar idea of voting systems. Some work
for NMR systems can be found inMathur [71],Mathur and de Sousa [72, 73], Biernat
[14], Radu et al. [92] and Namazi and Nourani [76]. TMR (Triple Modular Redun-
dancy), which is the use of 2-out-of-3 voting concept [68], is the simplest version of
NMR. It is very typical and classic with wide applications such as computers [21]
and hardware [92]. For example, a TMR system has been used in the digital computer
for Saturn V spacecraft launch vehicle [21], which is a very important application.
Other research about TMR can be found Neumann [77], Avizienis [3], Mathur [70,
71], Pham [85], Kshirsagar and Patrikar [37], Ban and de Barros Naviner [8, 9]
and Balasubramanian and Prasad [7]. Some work for N-version programming can
be found in Chen and Avizienis [18], McAllister et al. [74], Goševa-Popstojanova
and Grnarov [27], Xing et al. [111], Levitin et al. [54] and Levitin et al. [53]. In
Xing et al. [111] and Levitin et al. [54], the authors have considered that some
service component versions (SCV) may be corrupted and provide wrong outputs
due to malicious actions from attackers. Minmax game problems with consideration
of strategic attackers have been formulated to find the optimal numbers of SCVs,
in which the users of the NVP system want to minimize the loss (or maximize the
reward of success) while the attackers want to maximize the utility of attacks. In
Levitin et al. [53], the authors have considered the security of data on the servers and
a cancellation policy on task solver versions is implemented to reduce the chance of
data theft.

Some other works for general voting systems include Srihari [99, 100], Stroud
[101], Berg [13], Yacoub [112], Levitin and Hausken [49], Levitin et al. [50] and Li
et al. [55]. Srihari [99, 100] has analyzed the reliability of majority voting systems
with binary outputs, considering the conditional reliability given different correct
outputs. The results have shown that the number of modules in the majority voting
systems should not always be as large as possible to maximize the reliability. Yacoub
[112] has presented a synthetic experimental procedure to study various performance
indexes of majority voting systems. An enumerated simulation approach has been
introduced and the results have been compared with existing mathematical models.
Li et al. [55] have studied the reliability of an online majority voting system subject
to multiple types of cyber-attacks, including targeted attacks, random attacks and
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dynamic attacks. In targeted attacks,where the attacker selects the same set of compo-
nents to attack multiple times, the reliability of the system decreases with the number
of attacked components; in random attacks, where the attacker randomly selects a
certain number of components to attack every time, the reliability of the system
increases with the number of attacked components; in dynamic attacks, where the
attacks arrive following a stochastic process, the reliability of the system is impacted
by the attack rate and proposition time of the system.

2.2 Weighted Voting Systems

The reliability evaluation and optimization for weighted voting systems (WVS) is
a very complex problem and a lot of research has been done in this particular area
in the last decades. An algorithm has been proposed by Wu and Chen [108] to
calculate the reliability of weighted k-out-of-n: G systems, with time complexity
O(kn). In addition, they have developed an algorithm to calculate the reliability of
consecutive weighted k-out-of-n: F systems, based on the same assumptions, with
time complexity O(n) [109]. However, they have assumed that all the units can only
be good or failed and all weights are positive integers. For reliability evaluation of
WVS, the general problem formulation, which considers three failuremodes for each
voting unit, has been introduced by Nordmann and Pham [78], for both majority
voting and threshold voting. They have also derived the formulas to evaluate the
reliability of WVS and proved that the problem is NP hard. A simplified approach
has been proposed by Nordmann and Pham [79] for reliability evaluation of WVS
based on two restrictions: weights are integers and the threshold is a rational number.
The general formula for reliability evaluation can be expressed as [79]:

R = ∑
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where R(Sx ) is the reliability of the system given the set of indices of the units failing
to stuck-at-x . In addition, a cost model has been developed. Their formulas can be
used in most real situations. Xie and Pham [110] have proposed a recursive method
to calculate the reliability of WVS without the two restrictions in [79]. In addition,
they have developed a time dependent reliability function for WVS and a method to
find the optimal stopping time, assuming that the durations of the decision time of
all units are equal. To the best of our knowledge, this is one of the earliest papers
that time issues are involved in reliability evaluation of voting systems.

Levitin and Lisnianski [51] have proposed a method to evaluate the reliability of
WVS without the restrictions used by Nordmann and Pham [79]. Their method is
based on a universal generating function (UGF) technique, which has been proved
to be effective in numerical implementations [52]. The universal moment generating
function for a discrete random variable X can be expressed as [51]:
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U (z) =
K∑

k=1
skzxk , sk = P(X = xk)

In addition, they have developed an optimization tool using a genetic algorithm to
find the optimal weights and voting threshold to maximize the system reliability. A
series of research has been done by Levitin [40, 41, 43, 44] on WVS reliability
evaluation for different extensions, including systems with units having limited
availability [40], asymmetric weights [41], failures due to external impacts [44],
different durations of decision time [45]. The methods to find the optimal weights
and threshold have been developed for each situation respectively. Reliability eval-
uation for weighted voting wireless sensor networks with unreliable links using a
UGF technique can be found in Liu et al. [65] and Liu and Zhang [63]. In their work,
they have considered different levels of UGFs and used composition operators to
combine them.

Some other interesting work onWVS can be found in Barbara and Garcia-Molina
[10], Ebrahimipour et al. [23], Chen et al. [19], Alturki and Ali Rushdi [2], González-
Pachón et al. [26] and Zhang and Pham [116, 117]. Barbara and Garcia-Molina [10]
have proposed three heuristic methods to assign votes (weights) to maximize the
reliability of network systems. Ebrahimipour et al. [23] have used the principal
component analysis (PCA) to determine the weight of each performance index in the
cost model, and applied a genetic algorithm to determine the optimal operation status
for each unit, in the application of offshore pumps. Chen et al. [19] have studied
the adjustment of weights based on the difference between individual preference
and group preference. Zhang and Pham [116, 117] have introduced an indecisive
parameter to WVS which can incorporate the weights of absent voting units during
the final voting step. In another recent work, Liu and Zhang [64] have evaluated the
reliability of WVS using Dempster-Shafer (D-S) evidence theory. In their work, an
improved WVS has been introduced to fully utilize the information, in which the
output of each voting unit is represented by a basic probability assignment (BPA)
function and the voting rule of the system is replaced by Dempster combination rule.

Instead of binary inputs and outputs, the weighted voting system with discrete
multi-state inputs and outputs, which is called weighted voting classifier (WVC), has
been studied. WVCs have been used in many applications, such as facial expression
recognition [123] and brain tumors classification [94]. For example, Zia et al. [123]
have introduced a dynamic weight majority voting (DWMV) mechanism for sponta-
neous facial expression recognition; Rezaei et al. [94] have developed an integrated
approach to segment three types of brain tumors by combining the results from three
classifiers where the weights are determined by a multi-objective differential evolu-
tion (MODE) algorithm, which achieves an accuracy greater than 92%. Levitin [42,
43] has proposed a modified universal generating function technique to evaluate the
reliability ofWVC for both plurality and threshold systems. An optimization method
has been proposed to minimize the cost of damage caused by classifier failure. Other
work related to WVC can be found in Kim et al. [34], Goldberg and Eckstein [25],
Zhang et al. [119] and Rojarath and Songpan [95]. Furthermore, Long et al. [66]
have extended the work from discrete-state inputs to continuous-state inputs. In such
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situation, the output of the system is the weighted average of the outputs for all the
units and the reliability of the system is defined as the probability that the output
of the system is within a certain range. The analytical expression has been derived
under normality assumption and a Monte Carlo algorithm has been developed for
general numerical problems.

3 Inspection Models

Inspections and maintenance are effective to improve system performance such as
reliability, availability, performability and cost. In many recent studies, maintenance
is performed during or after inspection and maintenance actions can be different
for different inspection results. According to the time intervals between successive
inspections, inspection policies can be categorized into periodic (equal intervals)
inspection policies and sequential (unequal intervals) inspection policies, given the
case of multiple inspections. Periodic inspection policy has been studied in many
works such as Klutke and Yang [36], Van and Bérenguer [104], Dai et al. [20], Zhao
et al. [120], Yang et al. [113] and Zhang et al. [118]. Klutke and Yang [36] have
considered a system with continuous degradation and random shocks. The failures
of the system are hidden and cannot be detected until periodic inspections, when
the replacement can be performed. Van and Bérenguer [104] have studied a produc-
tion system subject to periodic inspections and condition-based maintenance. The
number of preventive maintenance actions are limited and the gain after preventive
maintenance is considered to be deterministic or random (twomodels), but the main-
tenance may not make the system as good as new. Yang et al. [113] have studied a
system with a periodic inspection and age replacement policy. The control limit for
preventive replacement during inspection is shifting over time.

On the other hand, sequential inspection policy is another popular field of study.
Numerous works include Chelbi and Ait-Kadi [17], Li and Pham [56], Ma et al.
[69], Wang et al. [105], Yang et al. [114], Levitin et al. [46] and Levitin et al.
[48]. In Li and Pham [56] and Ma et al. [69], the time intervals between successive
inspections follow a geometric series and the time for nth inspection can be expressed
as: In = ∑n

j=1 α j−1 I1(0 < α ≤ 1), where I1 is the time for the first inspection.
Wang et al. [105] have proposed a two-phase inspection model which includes a
semi-periodic inspection policy and a delayed preventive replacement time window.
Specifically, inspections are performed at T1 + kT2(0 ≤ k ≤ n) as well as Tage − τPR
if there is no defect before, but there is no inspection after Tage − τPR, where Tage
is the time for renewal and τPR is the duration of delayed preventive replacement
window. Yang et al. [114] have designed an inspection policy for a production system
with regular monitoring and opportunistic monitoring. The regular monitoring is pre-
determined at a fixed timewhile the opportunisticmonitoring is performed randomly.
Different preventive replacement limits are used for different types ofmonitoring and
the regular monitoring will be rescheduled upon each replacement. In Levitin et al.
[46] and Levitin et al. [48], an inspection and abort policy (IAP) is designed for
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a system with a primary mission, and inspections will be implemented after each
random shock to determine whether to abort the current mission and start the rescue
procedure.

The inspection policies discussed above, whether deterministic or random, are
“static”,whichmeans that the time points of inspections in each cycle are independent
from the historical inspection schedules and results within the same cycle. However,
it is reasonable that in sequential inspections, the next inspection can be scheduled
“dynamically” with consideration of current and/or previous inspection schedule(s)
and/or result(s), which is the idea of state dependent or condition-based inspection
policy.

Grall et al. [28] have proposed a condition-based inspection-maintenance policy.
In their work, the state of the system is divided into N +1 levels, from 0 to N , and the
next inspection will be scheduled N − l periods later given the level of system state
for current inspection is l(0 ≤ l < N ). Particularly, a replacement will be conducted
if l = N or failure. Their work has been extended to a two-unit system in Castanier
et al. [16], where each component has a preventive replacement threshold and an
opportunistic replacement threshold. An opportunistic replacement for a component
will be triggered if the current state of this component reaches the opportunistic
threshold and the other component is to be replaced after the inspection. Furthermore,
an inspection scheduling function to determine the time for the next inspection is
proposed by Grall et al. [29], which is a nonlinear decreasing function of system state
during current inspection. The inspection scheduling function is also studied by Guo
et al. [30]. In theirwork, three different types of functions (linear, convex and concave)
have been compared, and the optimal scheduling function as well as the preventive
replacement threshold have been determined by minimizing the expected cost rate
with/without safety constraints respectively. Wang et al. [106] have designed a two-
level inspection policy for a system with a three-stage (good, minor defective and
severe defective) failure process, where minor and major inspections with different
powers to detect defects, are scheduled periodically at the beginning. However, if
a minor defect is found, the intervals between subsequent minor inspections will
be shortened to half. Zhao et al. [121] have studied the optimization problem of an
inspection and spare ordering policy, in which subsequent inspection intervals are
halved if minor defects are detected during some inspection points.

Pham and Xie [90] have proposed a surveillance model by considering two
mutually dependent stochastic processes for a system consisting of multiple subsys-
tems. The first process is the state transition process of each subsystem, which the
subsystem starts from a favorable state but may transfer to an unfavorable state after
some time. The subsystem will remain in an unfavorable state until an inspector
comes to visit this subsystem and fix the problem. The second process is the random
surveillance process for the inspector. The surveillance process for a subsystem is a
nonhomogeneous Poisson process (NHPP) with an intensity function depending on
its surveillance history, which can be expressed as [90]:

λI (t) = λ0eGk (t;γ ),Gk(t; γ ) = γ1wk(t) + γ2 I (t − tk−1 > T2), tk−1 < t < tk
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where wk(t) is the number of unfavorable inspection results in the past and
I (t − tk−1 > T2) is an indicator function that whether there is no visit for the
subsystem in the past T2 time. To the best of our knowledge, this is the first surveil-
lance (inspection) model with consideration of state dependent random inspection
process.

Instead of perfect inspections discussed above, which can identify system states
correctly, some study of imperfect inspections can be found in Guo et al. [30], Peng
et al. [84] and Levitin et al. [47]. In Guo et al. [30], a normally distributed random
error in themeasurement of system state during inspection has been considered. Peng
et al. [84] have considered that the inspection can detect the defective state of the
system with a probability. The expected long-run cost rate (ELRCR) is used as the
metric to optimize the inspection interval. Levitin et al. [47] have considered both
false positive and false negative errors for inspections when revealing the defective
state of the system. A genetic algorithm is used to determine the optimal inspection
schedule by maximizing mission success probability (MSP) given the desired level
of failure avoidance probability (FAP).

4 Recent Studies

4.1 Motivation

As discussed in Sect. 2, many methods have been proposed for reliability evalua-
tion and optimization for voting systems with applications in many different areas.
However, we find that the consideration of time issues in voting systems is somehow
limited. The time dependent reliability function for voting system was first proposed
by Xie and Pham [110]. However, they have assumed that all the voting units have
to make decisions at the same time. Levitin [45] has considered that the decision
time of each unit in the system can be different. However, the decision time of each
unit is still predetermined in that work. To the best of our knowledge, the study of
voting systems with units having random decision time are very limited, but it is very
common in human decision systems. In addition, the consideration of control and
supervising mechanisms in voting systems is also very limited. From Sect. 3, many
papers about periodic and sequential inspection policies have been published, but the
study of state dependent or condition-based inspection policies is limited, especially
for the applications in voting and decision-making systems.

4.2 Intervened Decision-Making Systems

Intervened Decision-making Systems are voting systems with decision units having
random decision time, and supervising mechanisms during the decision process.
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Supervising mechanism varies case by case, which can be as simple as some
check points during the decision process and as complicated as an inspection and
surveillance process.

The framework of a two-stage intervened decision-making system was first
proposed by Lin and Pham [58, 59]. In their work, a triple-unit decision-making
system with binary inputs and outputs for financial investment has been studied,
which is shown in Fig. 1. In that system, each decision unit should provide a result
within a time interval but the exact time is a random variable, and the final decision
is made based on the results from all the units. Due to this randomness, it is possible
that the final decision can be made earlier than expected. In this way, a check point is
added to the decision process to check whether all the results are available to make
the final decision, since it is not desirable to review the system continuously. At the
check point, if all the results are available, the final decision will be made and the
decision process will be terminated, which improves the efficiency of the system;
otherwise, the units failing to provide the results by the check point will be moni-
tored to make sure that all the results will be available within certain time limit. The
two-stage intervened decision process of each unit is shown in Fig. 2. Based on this
idea, a Two-stage Weighted Intervened Decision-making System has been studied
in Lin and Pham [58], and a Two-stage Intervened Decision-making System with
Interdependent Decision Units has been studied in Lin and Pham [59].

1

3

2
Input:0/1

Voter
Final Output:0/1

Majority Voting

Output:0/1

Output:0/1

Output:0/1

Fig. 1 Triple-unit decision-making system with binary input/output [59]

0 0

21

Stage 1 Stage 2

Fig. 2 Two-stage intervened decision process [59]
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0 0

 ℎ 1  ℎ 2

Stage 1 Stage 2

Fig. 3 Two-stage intervened decision process with random inspections [60]

Moreover, the supervising mechanism has been enhanced by adding one more
stage for inspections at the beginning of the decision process (Fig. 3). This new
system is called Two-stage Intervened Decision-making System with State Depen-
dent Random InspectionMechanisms, which has been studied in Lin and Pham [60].
Two dependent stochastic processes have been considered in this decision process:
(1) state transition process of each decision unit, and (2) inspection process of the
supervisor. The inspection of the supervisor may change the state of each decision
unit, while the state of the decision unit during the inspection will also influence the
subsequent behavior of the supervisor, which is the idea of state dependent inspection
policy. Furthermore, a continued study on the system involving multi-state decision
units and dynamic configuration can be found in Lin and Pham [61]. In that paper,
some decision units may be removed from the system due to unfavorable inspection
results, which leads to dynamic configuration of the system.

4.3 Numerical Example

For the system and the decision process described in Figs. 1 and 2, suppose that
f (t) = λ2te−λt (t > 0) which is an Erlang distribution, g(t) = 1

T−T0
which is a

uniform distribution. In addition, we assume that the time dependent probability
function for each decision unit to provide a correct result is a linear function, which
is p(t) = a + bt (a + bT ≤ 1). According to the total probability equation, the
performability of each decision unit, which is the probability to give a correct result
can be expressed as:

R0(T0, T ) =
∫ T0

0
f (t)p(t)dt + (1 − F(T0))

∫ T

T0

g(t)p(t)dt

=a
(
1 − e−λT0 − λT0e

−λT0
) + b

(
2

λ
− 2

λ
e−λT0 − 2T0e

−λT0 − λT 2
0 e

−λT0

)

+
(
a + 1

2
b(T + T0)

)(
e−λT0 + λT0e

−λT0
)
.
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Fig. 4 System performability versus T0 given T = 8

The performability of the system, which is the probability that the system will
make a correct decision, can be expressed as:

R(T0, T ) = 3R0(T0, T )2 − 2R0(T0, T )3.

Given λ = 0.5, a = 0.6, b = 0.02, T = 8 and T0 = 4, the performability of
each decision unit and the system can be calculated as 0.6746 and 0.7512. If we wish
to determine the optimal check point (T0) by fixing T = 8 to maximize the system
performability, the optimal value of T0 should be T0∗ = 0.76 and the corresponding
system performability is 0.7625. The detailed optimization procedure can be found
in Lin [57] or Lin and Pham [58]. The behavior of the system performability function
versus T0 is shown in Fig. 4.

5 Conclusion and Future Research

In this chapter, a lot of previous works on voting systems and inspection models are
discussed. Possible limitation and gaps have been figured out. Some recent studies
about intervened decision making systems have been presented, which have consid-
ered random decision time of each unit and various supervising mechanisms during
the decision process. This type of systems hasmany applications such as human orga-
nization, financial investment, banking systems, paper submission systems, proposal
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review processes, and productrecalls. From current work, many aspects can be
considered in future research. For example, the input and output of system can be
extended from binary to multiple discrete values and continuous values. In addition,
time duration of inspections, multiple inspections & follow-ups, and state transitions
during the whole decision process can be considered.
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Assessing the Severity of COVID-19
in the United States

Kehan Gao, Sarah Tasneem, and Taghi Khoshgoftaar

Abstract The paper proposes a unique set of relatively simple-to-construct-and-use
metrics to track the spread and severity of COVID-19 cases in the United States with
respect to state-wise distribution. To our knowledge, such metrics have not been
proposed by others. The proposed metrics and case study presented in the paper can
serve as a template for public health officials to update the disease’s severity and
spread across states. Consequently, effective resources can be directed to the hard-
hit states. Since the number of infections and deaths due to COVID-19 is dynamic,
the proposed metrics along with the case study’s approach can be easily updated to
match new available data on the disease. The primary message of our work is to
provide a unique perspective into investigating the current severity and spread of the
pandemic in different states in the country and highlight states with a relatively high
severity score.

Keywords COVID-19 · Pandemic · Ratio-based metrics · Severity score

1 Introduction

The world has been experiencing an unprecedented public health crisis for more
than two years due to the ongoing COVID-19 pandemic caused by severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) [1]. The United States is one
of the countries severely affected by this disease, with 83,949,036 confirmed cases
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and 1,002,067 deaths reported by the Centers for Disease Control and Prevention
(CDC) as of May 31, 2022 [2]. The interest of this research is to investigate the data
obtained from the Johns Hopkins Coronavirus Resource Center [3] and to determine
the severity of COVID-19 in U.S. states over the past 2-plus years.

To assess the severity (or impact) of COVID-19 in an area, many common epi-
demiological metrics are used, including the number of positive cases and deaths in
the area, incidence, prevalence, and mortality rate [4]. Each metric plays a unique
role in evaluating the effects of COVID-19. When comparing the epidemic situation
between two regions, one must be careful because a single metric can sometimes
mislead on the state of the epidemic. For example, California’s death toll accounted
for 9.12% of U.S. COVID-19 deaths, higher than New York’s 6.88% (as of May 31,
2022). However, taking into account the two states’ 12.04% to 5.93% population
ratio, New York’s adjusted death rate was 355 deaths per 100K, higher than Califor-
nia’s 231 deaths per 100K. This shows that the population proportion is an important
factor that cannot be ignored.

In this paper, we present common epidemiological metrics, such as positive
rate and death rate, and propose four new ratio-based metrics, namely “positive
percent/population percent”, “death percent/population percent”, “mortality ratio”
and “severity score.” The severity score metric is an aggregation of the other three
metrics and one that can determine the severity level of COVID-19. To the best of our
knowledge, such metrics have not been proposed by others. We applied these metrics
to analyze COVID-19 data for all U.S. states and provided a severity score for each
state accordingly. The proposed metrics have two main advantages: (1) These new
metrics inherit all the properties and characteristics of the conventional metrics in a
relatively simple format, so that it can provide public health authorities with direct
and accurate judgments on the epidemic’s status. Practitioners can refer to these
metrics and take effective measures to adequately monitor and control the spread
of COVID-19; and (2) These new metrics can be easily constructed and adjusted
according to different requirements, including changing data. Our data analysis and
results show that the five states most affected by COVID-19 in 2020 are New Jersey,
NewYork, North Dakota, Rhode Island, and Connecticut, and in 2021 they are Okla-
homa, Alabama, West Virginia, Kentucky, and Arizona, while the five states most
affected by the Omicron variant this year as of May 31 are Oklahoma, NewMexico,
West Virginia, Kentucky, and Tennessee.

The rest of the paper is organized as follows. Section 2 presents the related work.
Section 3 discussesmethods used in this study, including the conventionalmetrics and
newly proposed metrics (see Sect. 3.3). The data analysis and results are presented
in Sect. 4. Section 5 covers the discussion. Finally, the conclusion and future work
are summarized in Sect. 6.
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2 Related Work

At present, there is a large amount of research on COVID-19 from different per-
spectives, including effectiveness of COVID-19 vaccines [5, 6], COVID-19 trend
prediction [7, 8], SARS-CoV-2 variants [9–11], and COVID-19 therapeutics [12].
Our study focuses on evaluating the severity of COVID-19. The Pandemic Severity
Assessment Framework (PSAF) [13] is one of two assessment tools developed by
CDC to guide and coordinate actions among federal, state, local, and tribal entities
involved in pandemic response. Public health officials use the PSAF to determine the
impact of the pandemic. There are two main factors that can be used to determine the
impact of a pandemic: (1) clinical severity, that is, how serious is the illness associated
with infection, and (2) transmissibility, that is, how easily the pandemic virus spreads
from person to person. The combination of these two factors is used to guide the deci-
sion onwhat actions CDC recommends at specific times during the pandemic [14]. In
addition, the World Health Organization (WHO) believes that severity assessments
should be carried out in the early stage of a pandemic and regularly thereafter as
the pandemic evolves. Since the World Health Assembly highlighted this need espe-
cially after H1N1 in 2009,WHO has made great progress in developing a framework
on pandemic influenza severity assessment (PISA) [15]. The framework defines the
severity of influenza based on three indicators: transmission, seriousness of disease,
and impact.

In this paper, we propose four new ratio-basedmetrics, one ofwhich called “sever-
ity score” integrates the other three metrics. These metrics reflect clinical severity
and transmissibility of infectious diseases. The severity of COVID-19 in a state can
be assessed by comparing the new indicators with a simple uniform benchmark (for
example, a state’s status relative to the U.S. national average).

3 Methodology

This study investigates the COVID-19 data obtained from the Center for Systems
Science and Engineering at JohnsHopkins University (JHUCSSE) [3], as ofMay 31,
2022. JHU CSSE provides daily time series summary tables, including confirmed
positives and deaths. The time series tables are subject to updates if inaccuracies
are identified in the historical data. For population data, we use the estimates of the
resident population for the states provided by the U.S. Census Bureau, Population
Division [16], as of July 1, 2019. Table 1 lists the metrics of data related to our case
study.
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Table 1 COVID-19 metrics with descriptions

Metric Description

Confirmed Aggregated case count for the state [3]

Deaths Aggregated death toll for the state [3]

Incident_Rate Cases per 100,000 (100K) persons [3]

Case_Fatality_Rate Number recorded deaths * 100/Number
confirmed cases [3]

Population Estimates of the resident population for the
states July 1, 2019 [16]

3.1 Basic Metrics

Laboratory data elements may be reported in different ways [17]: (1) Directly sent to
state or local public health organizations according to state/or local law or policy; (2)
Submitted to state and local public health organizations through a centralized plat-
form (such as the Association of Public Health Laboratories’ AIMS platform [18]),
where the data will then be routed to the appropriate state and local authorities and
routed to CDC after removal of Personally Identifiable Information (PII) accord-
ing to applicable rules and regulations; (3) Submitted through a state or regional
Health Information Exchange (HIE) to the appropriate state or local public health
organizations and then to the CDC as directed by the state.

Basic metrics refer to metrics that provide a brief summary (or information) of
laboratory data related to epidemics. These metrics usually appear in dashboards at
various levels [2, 19]. Commonly used basic metrics include:

1. The number of confirmed positive cases in a specific time period (e.g., reported
within the last 24 hours)

2. The number of deaths in a specific time period
3. The number of people tested in a specific time period
4. The number of recovered patients in a specific time period
5. The number of hospital admissions in a specific time period
6. The population of a region (city, county, state, region, country, continent, world)
7. Location of the region (e.g., longitude and latitude).

The last two metrics are very important for epidemiology, because public health
professionals want to know the geographic distribution of epidemics and their rela-
tionship to population distribution. The basic metrics used in this study include
metrics 1, 2, 6 and 7 as shown above.
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3.2 Derived Metrics

In addition to the above basic metrics, there are some derived metrics which are
computed frombasicmetrics.We list the derivedmetrics used in this study as follows:

1. Positive%: Positive proportion (e.g., the number of positives reported in NY
(5,437,811) accounted for 6.52% of the total number of positives reported in
the U.S. (83,453,922))

2. Death%: Death proportion (e.g., the number of deaths reported in NY (68,989)
accounted for 6.88%of the total number of deaths reported in theU.S. (1,002,125))

3. Population%: Population proportion (e.g., NYpopulation (19,453,561) accounted
for 5.93% of the U.S. population (328,239,523))

4. Positives per 100K: The number of confirmed positives per 100,000 persons
(e.g., in NY, the number of positives (5,437,811) divided by the NY population
(19,453,561) and then multiplied by 100K, to get 27,953)

5. Deaths per 100K: The number of deaths per 100,000 persons (e.g., in NY, the
number of deaths (68,989) divided by the NY population (19,453,561) and then
multiplied by 100K, to get 355)

6. Case Fatality Rate (CFR): The number of death cases in 100 confirmed posi-
tive cases (e.g., in NY, the number of deaths (68,989) divided by the number of
positives (5,437,811), to get 1.27%).

Please note that the NY COVID-19 data provided above is as of May 31, 2022.

3.3 Four New Proposed Metrics

For infectious diseases, there are two key indicators to determine the severity of the
disease. One is to measure how fast the virus is growing (spreading). It is the average
number of people who become infected by an infectious person, usually denoted by
Rt [20]. If Rt is above 1.0, the virus will spread quickly. When Rt is below 1.0, the
virus will stop spreading. Since the Rt index is a dynamically changing indicator, it is
difficult to obtain an accurate Rt value at a specific point in time. Usually, the average
value of the index can be obtained in a specific time interval. An alternative metric
is the incidence rate over a period of time in the past (e.g., the number of confirmed
positives per 100K last week). A high incidence rate implies that the virus has grown
or spread rapidly in the past period of time. Another measure of disease severity is
the case fatality rate (CFR), which is the ratio of the number of deaths from a specific
disease to the total number of people diagnosed with the disease during a specific
period [4]. Although both Rt and CFR are important, they cannot accurately reflect
the overall severity of an epidemic in a region when used individually. In this study,
we proposed four ratio-based metrics as shown below to help assess the severity of
COVID-19.
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• Positive%/Population%: The ratio of Positive% to Population% (e.g., in NY,
6.52%/5.93% = 1.10)

• Death%/Population%: The ratio of Death% to Population% (e.g., in NY,
6.88%/5.93% = 1.16)

• Mortality Ratio: The ratio of CFR of a region to the average CFR of a larger
population that includes the region (e.g., in NY, the NY CFR (1.27%) divided by
the U.S. CFR (1.20%), to get 1.06)

• Severity Score: The average of the above three metrics, namely,
Positive%/Population%, Death%/Population%, and Mortality Ratio metrics
(e.g., in NY, the severity score is (1.10+ 1.16+ 1.06)/3 = 1.11).

The first two metrics are equivalent to the frequently used “Positives per 100K”
and “Deaths per 100K”, respectively, but provide more information and show the
severity of the epidemic in terms of the proportion of positives and deaths rela-
tive to the population. For example, in NY, Positive%/Population% = 1.10 and
Death%/Population% = 1.16, which means that in NY, the number of positive cases
and the death toll are 1.1 times and 1.16 times, respectively, the state’s share of the
U.S. population. This suggests that New York has higher positive cases and deaths
than the U.S. average. As another example, in California (CA), these two values
are 0.96 and 0.76, which means that the number of positive cases and deaths from
COVID-19 in CA is lower than the national average.

Next, we would like to point out why these two ratio-based metrics are equiv-
alent to “Positives per 100K” and “Deaths per 100K”, respectively. We use the
“Positive%/Population%" metric with respect to “Positives per 100K” as an exam-
ple to indicate why they are equivalent. According to the definition of Posi-
tive%/Population%, it is

Positive%

Population%
= Positives

Total Positives

/ Population

Total Population
(1)

which is equivalent to

Positive%

Population%
× Total Positives

Total Population
= Positives

Population
(2)

namely,

Positive%

Population%
× Total positives per 100K = Positives per 100K (3)

As seen from Eq.3, “Positive%/Population%” is equivalent to “Positives per
100K”. The only difference is the additional term “Total positives per 100K” on
the left side of the equation, which is constant at a time point or time period.
This also provides another way to calculate “Positives per 100K”, by multiplying
“Positive%/Population%” with “Total positives per 100K”. For example, in NY,
Positive%/Population% = 1.10 and Death%/Population% = 1.16, which means that
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the incidence of COVID-19 in NY (27,953 per 100K) is 1.10 times the U.S. national
average (25,425 per 100K), and the death rate (355 per 100K) is 1.16 times the
national average (305 per 100K).

The same approach is applied to the mortality ratio. We define Mortality Ratio as
the ratio of the CFR to the overall CFR. As mentioned above, the mortality ratio of
NY is 1.06, which means that the CFR in NY (1.27%) is 1.06 times of the national
CFR (1.20%).

Finally, we introduce the fourth new metric, called Severity Score, which com-
bines the positive rate, mortality, and case fatality rate (CFR). The higher the severity
score, the more severe the consequences of an epidemic in a given area. The strategy
used here is to combine several useful metrics to form a unique comprehensive met-
ric, thus providing more constructive information for public health practice. Further
analysis will be provided in the next section. In addition, this strategy is very flex-
ible. For example, when evaluating severity score, practitioners can select metrics
that they are interested in or wish to consider, and then aggregate them together.
Furthermore, when a certain metric is more critical than others, a weighted average
can be used to calculate the final severity score. Finally, healthcare management can
classify instances (such as states) into different categories based on their severity
scores and take effective disease preventive and mitigation measures accordingly.

4 Results

Since the proposed metrics are ratio-based, a benchmark must be given or selected
first. In this study, we aim to investigate the severity of COVID-19 in all U.S. states.
Therefore, we chose the U.S. national average as the benchmark, and then compared
each state with this benchmark to determine the severity of the epidemic in that state.

We first provide the overall performance of the United States on COVID-19.
Table 2 and Fig. 1 show incidence (cases per 100K), mortality (deaths per 100K) and
CFR in the U.S. Each includes cumulative and monthly results. For example, the
cumulative cases per 100K in Apr-20 refers to the total number of positive cases per
100K from January 2020 to the end of April 2020, while the monthly cases per 100K
in Apr-20 represents the number of positive cases detected only in April 2020. Note
that reported cases (deaths) per 100K are rounded to the nearest whole number and
percent and ratio-based values are rounded to two decimal places. As can be seen
from the monthly data, in the spring and summer of 2020, the incidence rate reached
its highest in July 2020 (577 cases per 100K) before falling back to a relatively low
level of 362 cases per 100K in September. It then spiked rapidly, peaking at 1,992
cases per 100K in December, before beginning to decline again in January 2021
and reaching a low of 121 per 100K in June. However, due to the emergence of the
Delta variant, the incidence rate increased again in August, reaching 1,296 cases per
100K. The most contagious Omicron variant then emerged in November 2021, with
infections surging to 6,111 per 100K in January this year, and falling rapidly to 317
per 100K in March, and rising slight since. The mortality rates showed a similar
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Table 2 Incidence (cases per 100K), mortality (deaths per 100K) and CFR (%) of COVID-19 in
the U.S

Date Cumulative Monthly

Mon-YY Cases Deaths CFR Cases Deaths CFR

per 100K per 100K % per 100K per 100K %

Jan-20 0 0 12.50 0 0 12.50

Feb-20 0 0 7.69 0 0 5.56

Mar-20 58 2 2.79 58 2 2.79

Apr-20 328 20 6.14 269 18 6.87

May-20 544 33 6.02 217 13 5.83

Jun-20 805 39 4.81 261 6 2.30

Jul-20 1,382 47 3.39 577 8 1.40

Aug-20 1,835 56 3.03 453 9 1.92

Sep-20 2,197 63 2.84 362 7 1.93

Oct-20 2,778 70 2.51 580 7 1.26

Nov-20 4,133 82 1.98 1,356 12 0.87

Dec-20 6,125 106 1.73 1,992 24 1.23

Jan-21 7,992 135 1.69 1,867 29 1.57

Feb-21 8,724 155 1.78 732 20 2.71

Mar-21 9,275 166 1.79 551 11 2.02

Apr-21 9,843 174 1.76 568 7 1.26

May-21 10,122 179 1.77 279 5 1.96

Jun-21 10,244 182 1.78 121 3 2.62

Jul-21 10,645 185 1.74 401 3 0.66

Aug-21 11,941 193 1.62 1,296 8 0.65

Sep-21 13,199 211 1.60 1,257 18 1.42

Oct-21 13,961 226 1.62 762 14 1.90

Nov-21 14,736 236 1.60 775 10 1.35

Dec-21 16,613 250 1.50 1,877 14 0.75

Jan-22 22,724 269 1.18 6,111 19 0.31

Feb-22 23,919 287 1.20 1,195 19 1.56

Mar-22 24,236 297 1.23 317 10 3.15

Apr-22 24,599 301 1.23 363 4 1.09

May-22 25,425 305 1.20 826 4 0.47

Note Cases (deaths) per 100K are rounded to the nearest whole

Number and the percentage to two decimal places



Assessing the Severity of COVID-19 in the United States 125

Fig. 1 Incidence, mortality and CFR of COVID-19 in the U.S.; a Cumulative cases per 100K, b
Cumulative deaths per 100K and CFR, cMonthly cases per 100K, and dMonthly deaths per 100K
and CFR
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Fig. 2 As of May 31, 2022, the incidence, mortality, CFR and severity score of each state in the
U.S. compared with the national averages, where the U.S. incidence rate is 25,425 per 100K, death
rate is 305 per 100K, CFR is 1.20%, and all 4 ratio-based metrics, including severity score, are 1

trend, but were generally delayed by a month. Figure 1 includes 4 subplots, where
A and B show cumulative results of incidence (in A) and mortality and CFR (in B);
C and D show the monthly results of incidence (in C) and mortality and CFR (in
D). Lines in subplots B and D represent the cumulative and monthly changes in case
fatality rate (CFR) over the past 2 years (see right axis).

Using the national incidence, mortality, and CFR as benchmarks, each state’s data
can be compared with these benchmarks, and then their severity can be assessed.
Figure 2 displays the ratio-based metrics we proposed for all U.S. states, includ-
ing their severity scores. This figure shows the cumulative results as of May 31,
2022. Please note that although we only provide a snapshot on May 31, one can
take snapshots at any point in time according to their needs. In the chart, each verti-
cally stacked bar representsmetrics for each state, including Positive%/Population%,
Death%/Population, and Mortality Ratio (with different color), while the black line
represents the severity score. The graph is displayed in descending order of the state’s
severity score from left to right. The U.S. national average is designated as the bench-
mark in the middle of the graph, highlighted by a red box. There are 29 states to the
left of the benchmark having a severity score higher than the national average, while
22 states (including D.C.) to the right have a severity score lower than the national
average. The results demonstrate that as of May 31, 2022, the five states severely
affected by COVID-19 were Mississippi, Arizona, Oklahoma, Alabama, and West
Virginia, and the five states least affected were Hawaii, Vermont, Washington, Utah
andMaine. In addition, 29 states had higher incidence rates than the national average
(25,425 cases per 100K), 27 states had higher death rates than the national average
(305 deaths per 100K), and 25 states had a higher CFR than the national average
(1.20%).

In this study, we chose to observe and compare changes in the severity of COVID-
19 for all U.S. states from 2020 to 2022 (as of May 31, 2022). Figure 3 shows the
COVID-19 severity in three time intervals: 2020, 2021 and 2022. It can be observed
that in 2020, 21 states including D.C., had severity scores higher than the national
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Fig. 3 Incidence, mortality, CFR and severity score of all states comparedwith US national average
in the three time intervals: 2020 (upper), 2021 (middle) , and 2022 (lower); the incidence rate of
the U.S. is 6,075 per 100K, death rate is 105 per 100K, and CFR is 1.73% in 2020, 10,538, 145 and
1.38% in 2021, and 8,812, 55 and 0.63% in 2022 as of May 31
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average, and the remaining 30 states had severity scores lower than the national
average. In 2021, 23 states had severity scores higher than the national average,
and 28 states including D.C. lower than the average. In 2022, 27 states had severity
scores above the national average and 24 states, including D.C., below the average.
In addition, it is observed that the severity score range narrowed from [0.40, 1.69] as
of December 31, 2020 to [0.51, 1.24] as of May 31, 2022, implying that the disease
has experienced extensive and intensive spread in all states over the past two-plus
years.

Furthermore, Fig. 4 shows the geographic distribution in termsof the severity score
(SS) of each state. States with SS greater than 1.05 (1.05 times the national average)
are marked as orange; states with SS less than 0.95 are marked as blue; states with
SS between 0.95 and 1.05 are marked as gray. Please note that the national average
(benchmark) for each metric is constantly changing. In 2020, the positive rate, death
rate and CFR were 6,125 per 100K, 106 per 100K and 1.73%, respectively, in 2021
they were 10,488 per 100K, 144 per 100K and 1.37%, while in 2022 as of May 31,
the three values were 8,812, 55, and 0.63%. The following facts can be observed
from the figure.

• Nine of the 19 orange states in 2020 that turned blue or gray in 2021 and 2022
showed better (less) COVID-19 severity scores. The 8 states are NJ, NY, ND, RI,
CT, SD, MA, IA, plus the District of Columbia.

• Nine of the 32 blue or gray states turned orange, meaning their COVID-19 severity
scores got worse in 2021 and 2022. The 9 states are TN, NV, GA, SC, AL, MO,
WV, OK, and KY.

• Seven of the 19 orange states in 2020 remained the same color in 2021 and 2022,
implying their COVID-19 severity scores consistently remained above the U.S.
national average. The seven states are MS, MI, PA, AR, AZ, NM, and OH.

• Sixteen of the 32 blue or gray states remained the same colors in 2021 and 2022,
demonstrating that their COVID-19 severity scores kept staying below the U.S.
national average. These 16 states are MD,WI, MN, NE, ID, CO, CA, NC, VI, UT,
NH, WA, AK, OR, VT, and HI.

• The remaining ten states have changed colors back and forth, meaning their
COVID-19 severity scores have fluctuated over the past two-plus years. These
ten states are LA, IL, IN, DE, FL, KS, TX, MT, WY, and ME.

Moreover, we used four proposed ratio-based metrics to describe the severity of
COVID-19 in all U.S. states over time. Here, we use New York State as an example.
Table 3 provides monthly results for the four metrics in NY. Values greater than 1 are
highlighted in bold to indicate that they are above the U.S. average. Figure 5 shows
the four ratio-basedmetrics ofNY starting fromMay 2020. The baseline is the dashed
line with a value of 1, representing the U.S. national average. It is worth mentioning
that the metrics of the U.S. national average are dynamic, as shown in subgraphs C
andDof Fig. 1 and themonthly columns in Table 2. The four colored curves represent
four ratio-based metrics. When the line is above the horizontal dashed line, it means
that the state’s COVID-19 is more severe than the national average; when it is below
that horizontal line, it means that the state’s COVID-19 severity is lower than the
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Fig. 4 The geographic distribution in terms of the severity score (SS) in the U.S. states for 2020
(upper), 2021 (middle) and 2022 (lower)
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Table 3 Four ratio-based metrics described severity of COVID-19 in NY State

Date Pos.% Death% Mortality Severity

Mon-yy /Pop.% /Pop.% ratio score

Mar-20 6.68 8.74 1.31 5.58

Apr-20 4.44 6.02 1.36 3.94

May-20 1.55 2.49 1.61 1.88

Jun-20 0.44 1.15 2.63 1.41

Jul-20 0.20 0.38 1.93 0.84

Aug-20 0.22 0.17 0.77 0.39

Sep-20 0.35 0.27 0.78 0.47

Oct-20 0.44 0.28 0.63 0.45

Nov-20 0.55 0.39 0.71 0.55

Dec-20 0.83 0.70 0.84 0.79

Jan-21 1.21 0.99 0.82 1.01

Feb-21 1.57 1.03 0.65 1.08

Mar-21 2.14 1.24 0.58 1.32

Apr-21 1.58 1.40 0.89 1.29

May-21 1.00 0.98 0.98 0.99

Jun-21 0.53 0.60 1.13 0.75

Jul-21 0.45 0.33 0.73 0.51

Aug-21 0.51 0.37 0.74 0.54

Sep-21 0.61 0.32 0.53 0.48

Oct-21 0.90 0.38 0.43 0.57

Nov-21 1.13 0.54 0.48 0.71

Dec-21 2.06 0.72 0.35 1.04

Jan-22 1.11 1.46 1.31 1.29

Feb-22 0.52 0.69 1.35 0.85

Mar-22 1.14 0.31 0.27 0.58

Apr-22 2.44 0.49 0.20 1.04

May-22 1.68 0.85 0.51 1.01

national average. As you can see from the chart, COVID-19 in NY was very severe
in the spring of 2020. The situation has improved significantly since then, with the
severity scores below the national average most of the time.

5 Discussion

The main advantage of our proposed metrics over the conventional metrics is that the
new metrics can directly provide practitioners with a good judgment on the severity
of the epidemic, because they are in a ratio-based format. Once a benchmark is given
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Fig. 5 Incidence, mortality, CFR and severity score of COVID-19 in NY State compared to the
US national average

Table 4 Four ratio-based metrics describing severity of COVID-19 in NY State
Ratio-based metrics

Date NY NY NY US US US Pos.% Death% Mortality Severity

Mon-yy cases deaths CFR cases deaths CFR /Pop.% /Pop.% ratio score

Dec-21 3,859 10 0.26 1,877 14 0.75 2.06 0.72 0.35 1.04

Jan-22 6,812 27 0.40 6,111 19 0.31 1.11 1.46 1.31 1.29

Feb-22 616 13 2.10 1,195 19 1.56 0.52 0.69 1.35 0.85

Mar-22 362 3 0.86 317 10 3.15 1.14 0.31 0.27 0.58

Apr-22 886 2 0.22 363 4 1.09 2.44 0.49 0.20 1.04

or selected (as in this study, the national average is used as the benchmark), these
ratio-based metrics can help quickly and accurately determine the severity of a given
area relative to that benchmark. For example, a simple classification method can be
implemented by comparing the ratio value with 1 (which represents the benchmark).
When the ratio is greater than 1, it is classified as severe; when the ratio is equal
to (or close to) 1, it is classified as comparable; when the ratio is less than 1, it is
classified as mild.

Another issue we would like to point out is that when calculating the CFR metric,
we used the number of recorded deaths divided by the number of confirmed cases in
the same time period, and did not take into account changes in mortality (deaths per
100K) which usually lags changes in incidence (cases per 100K). The CFR provided
by JHU CSSE [3] uses the same approach. This may cause the calculated CFR to
not perfectly reflect the true CFR. For example, during the Omicron outbreak earlier
this year (see the monthly data in Table 2), in Dec. 2021, Jan. 2022 and Feb. 2022,
the cases were 1,887, 6,111, 1,195 per 100K, respectively and dropped to 317 in
March. However, the change in mortality came about a month later than the change
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in incidence. The mortality in March is 10 deaths per 100K, resulting in a 3.15%
CFR, which is not the case. Due to the limitations of the tracking data obtained, it
is difficult to get accurate CFRs, especially for a time point or a short time interval.
However, this does not affect our judgment of the disease evolvement, trends, and
severity, particularly when using our proposed ratio-based measures. Table 4 reports
related metrics for the NY State and the U.S. average during the omicron variant
outbreak, i.e., Dec, 2021 to Apr. 2022. Some data also appears in the previous tables
and figures. As can be seen, the Omicron variant outbreak in NY State preceded the
nationwide outbreak in the U.S. by several weeks. The severity scores indicate that
NY State was more severe than the national average in December and January, and
then less than the average for the following two months, especially in March, where
cases and deaths were both at very low levels. After that, there was a slight upward
trend.

One thing we can be sure of about SARS-CoV-2, the virus that causes COVID-
19, is that it is constantly evolving. Since the start of the pandemic, we have seen
many prominent variants, including Alpha, Beta, Delta, and Omicron. The surges of
COVID-19 are closely linked to these SARS-CoV-2 variants. The link between the
severity of COVID-19 and these SARS-CoV-2 variants will be investigated in the
future.

6 Conclusion

In this paper, we discussed what would be a good indicator to describe the severity
of COVID-19 in an area. We recommend using the incidence/death rate that takes
into account the population (such as, the number of positives (deaths) per 100K
or the ratio of number of positive cases (or deaths) to the population) rather than
the absolute number of positives or deaths in an area. We proposed four new ratio-
based metrics, one of which is called severity score, which integrates the other three
metrics to describe the severity of COVID-19. These scores reflect the different levels
of some key metrics. As a result, public health authorities can take necessary actions
to effectively surveil and control the spread of the disease. Furthermore, we would
like to emphasize the two key factors that affect the severity of COVID-19, namely
the incidence rate and the case fatality rate. Health professionals and experts hope to
reduce both in order to decrease the overall mortality of the disease. Effective testing
and surveillance for suspected cases, protection of susceptible people, reduction of
socializing activity in outbreak areas, and increased use of vaccines and therapeutic
agents are good measures that are now being addressed or implemented on a global
scale.

Future work will involve creating the severity score with more metrics, such as
hospitalization rate, recovered counts, etc. In addition, severity score by sex, age,
and race/ethnicity is also an interesting topic that requires further research. Finally,
a weighted average to obtain the severity score may provide additional insight into
the severity spread of the disease across the different states in the U.S.
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Promoting Expert Knowledge
for Comprehensive Human Risk
Management in Industrial Environments

Ilyas Mzougui, Silvia Carpitella, and Joaquín Izquierdo

Abstract This research develops a methodological approach aimed at promoting
expert knowledge and, as a consequence, exploiting the strength of practical expe-
rience in industry in a scientifically rigorous way. In particular, we make use of
Fuzzy Cognitive Maps (FCMs) to organise in a flexible way human knowledge
about decision-making problems focused on the topic of human risks management.
FCMs enable the representation of causal relations among relevant decision-making
elements on the basis of spontaneous human brainstorming stimulated from a single
expert or a decision-making team. After leading a comprehensive literature review,
aimed at identifying industrial human risks in the most exhaustive way, a FCM will
be built to define relations among risks. Specifically, the calculation of the total effect
will be supported by means of the use of the Nonlinear Hebbian Learning (NHL)
algorithm, something that will be useful to make the approach even more reliable.
Risks will be later prioritised by means of a modified Failure Modes, Effects and
Criticality Analysis (FMECA): the total effect previously calculated will be consid-
ered as an additional criterion for risk prioritisation, apart from the ones traditionally
considered by FMECA. Moreover, an alternative calculation way for the Risk Prior-
ity Number (RPN) will be proposed: the Multi-Criteria Decision-Making (MCDM)
approach making use of the TODIM (an acronym in Portuguese standing for interac-
tive and multi-criteria decision-making) method under Z-environment will be used
to perform the final ranking. This technique is indeed useful to deal with the psycho-
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logical behaviours of decision-makers. A real case study is eventually implemented
to provide useful implications for risk management.

Keywords FCM · Human risk · Nonlinear Hebbian learning algorithm ·
FMECA · Z-TODIM

1 Introduction

The continuous improvement of industrial risk management processes is widely
considered as a key factor for optimising organisational efficacy, especially under
uncertain conditions and challenging competitiveness at a global level [15]. In this
context, developing proper decision-making models aimed at implementing effec-
tive solutions can be strategic. This process should meet rigorous methodological
requirements as well as keep adherence to the practical nature of the specific indus-
trial context of reference. To such an aim, experts familiar with practical risk man-
agement problems are involved and often asked to provide judgments of preference
by comparing pairs of decision-making elements. Decision models implemented on
the basis of the preliminary collection of these types of data are grounded on prefer-
ence transitivity characterized by ordinal consistency as a fundamental principle [89].
Transitivity represents a cornerstone of normative decision theory [24], being largely
considered as an essential requirement for deriving reliable and coherent solutions.
This principle has also been criticised by several authors, who underline as it may
force experts to align their opinions to requirements of the consistency property [1].
This may lead to artificial decisions aimed at responding to mathematical principles
rather than reflecting the often non-transitive nature of human reasoning.

The present research aims to develop a previous conference contribution [18] that
offered an approach independent on preference transitivity to model and solve such
complex problems as making effective decisions on industrial risk management. By
making use of Fuzzy Cognitive Maps (FCMs) integrated within the framework of
Failure Modes, Effects and Criticality Analysis (FMECA), we demonstrated how to
stimulate a spontaneous brainstorming for evaluating decision-making elements rel-
evant for risk management purposes. Such evaluations can be led in the most natural
way, by removing the need of eventually checking mathematical consistency within
the body of input judgments formulated by the interviewed decision-makers. On the
basis of the obtained results, the current work aims to develop a novel structured
approach for risk assessment. Specifically, FCMs previously used to model interac-
tions among human risks potentially involving a system will allow us to consider
again the causal relationships for risk prioritization but, this time, calculations will be
further strengthen through the Nonlinear Hebbian Learning (NHL) algorithm. Fur-
thermore, the TODIM (an acronym in Portuguese standing for interactive and multi-
criteria decision-making) method extended under Z-number theory (Z-TODIM) will
be used to perform the final risk prioritisation and increase the reliability of the
performed analyses.
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The rest of this study is organized as follows. The literature review is developed
in Sect. 2, by discussing the use of FCMs supporting decision-making processes,
traditional methods for risk assessment and related Multi-Criteria Decision-Making
(MCDM) applications. The stage of risk identification is formalised as a set of input
elements derived from the study of the existing literature. Section 3 describes the
proposed theoretical approach and Sect. 4 presents a real case study in the sector of
the automotive industry, applied to show the effectiveness of the proposed approach.
Section 5 lastly provides the conclusions and potential future lines of research.

2 Literature Review

2.1 FCMs Easing Decision-Making

Decision support systems frequently rely on judgments of pairwise comparisons
attributed by selected stakeholders that are experts in the business field of interest.
Such an approach usually represents a useful way to increase the probability that the
obtained solutions are actually effective for pursuing process optimisation and not
randomly made. This is what often happens in practice, where subjects in charge of
makingdecisions, despite occupyingmanagement positions, are not properly familiar
with practical problems at a technical level. In any case, even when it comes to expert
subjects, their capability of being consistent when pairwise comparing elements may
flaw, especially in complex situations [10, 11, 26] and when vagueness plagues
phenomena [19], something that normally occurs in the business world.

With this regard, as highlighted in [1], transitivity of preference judgments is
a useful mathematical assumption in decision making given to the link between
consistency of pairwise comparisons and reliability of the obtained priorities, the last
ones being important for establishing the mutual importance of the main elements
taken into account within the analysed problem. However, transitive reasoning may
be the result of memory phenomena rather than deduction processes. The theory
of transitive reasoning is discussed in [88], by stating that it explains transitivity as
information-processing constructs such as encoding, mentally-scanning and retrieval
cuing. In this context, the author underlines as an important part of human transitive
reasoning process responds to genuinely deductive paradigms, which do not merely
tend to access an associative mode capturing transitive generalisations as soon as
information is acquired.

On the one hand, the ability to understand and manipulate logical transitive rela-
tions by making inferences is certainly fundamental for acquiring and developing
manymathematical concepts [78]. On the other hand, preferencesmay be intransitive
for a huge amount of practical problems [83] and, in such cases, distorting original
assessments provided by experts may not be a desirable solution. This is even truer
when one has to deal with decisionmaking problems inwhichmany diverse elements
to be pairwise compared are considered [9]. This may be likely the case of risk man-
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agement problems in industry, where several risks can be highlighted depending on
the specific industrial sector under analysis. Focusing on this kind of practical prob-
lems, the present research further develops the risk assessment approach presented in
[18], making use of FCMs to stimulate experts towards a spontaneous brainstorming
for effective risk analysis. Relationships among the identified riskswould be captured
and represented without requiring the formal check of consistency for preferences
expressed between pairs of elements.

Cognitive maps (CMs) are directed graphs explicitly representing a set of vari-
ables and their causal relationships by means of causal weights, also developed
in fuzzy version [41]. The CM tool has been formalised and integrated within the
mathematics discipline to flexibly describe a general behaviour representation by
encoding relationships among elements [8]. The CM topic has been extensively dis-
cussed in the literature as an approach capable to provide structural frameworks for
managing complex information [68]. Having underlined the possibility of applying
CMs to a wide spectrum of scientific fields, Mourhir [54] develops a review on FCM
applications in the sector of environmental assessment promoting integration models
assessment. Chen et al. [21] propose a hybrid soft computing approach where a FCM
is built to evaluate risks associated to projects on public-private partnership. Azar
and Mostafaee Dolatabad [4] integrate FCM and Bayesian Networks to evaluate
operational risk and implement risk management strategies in financial institutions.
Being the topic of CMs and FCMs particularly lively in the current literature, we
propose a FCM-based application for industrial risk management and, particularly,
for human risk modeling and potential hazard propagation identification on the basis
of relations highlighted among risks. This approach is integrated within a modified
FMECA framework for eventually proceeding with risk prioritisation. With respect
to the previous work of research [18], a wider list of human risks is formalised and
the approach is further enriched by the use of the NHL algorithm and the Z-TODIM,
useful to analyse a number of significant aspects.

2.2 Formal Human Risks Identification

Thefield of human factor risk is the scientific discipline concerning the understanding
of interaction amongst the core elements of a system. It is a complex domain [13]
where diverse aspects are bonded with each other in terms of multiple characteristics
and behaviors that could describe the functionality of a given system under specific
environmental conditions. These relationships may interfere and potentially impact
on systems performance [16], increasing complexity within the risk management
process. Roles and effects of human activity within the system introduce additional
strengths, weaknesses and uncertainties [87]. Managing human factors on the basis
of risks is a difficult task for companies because of the complexity of the problem that
combines several criteria and alternatives. [13]. Aiming at supporting this process,
a list synthesising significant human risks in industry has been first drawn up from
the literature and provided in Table 1. As already mentioned, this list extends the
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Table 1 Main human risks identified in the existing literature

Category ID code Description

Environment E1 Noise beyond the normal level [12]

E2 Exposition to intense vibration [12]

E3 Improper lighting and microclimate [75]

Work space W1 Unsuitable workplaces organisation [12]

W2 Dangerous distribution of work spaces [12]

W3 Overlapping individual work spaces [12]

W4 Incorrect ergonomics conditions [13]

W5 Personal protective equipment (PPE) damaged or
improperly used [13]

Tools, machinery T1 Inappropriate use and/or management of machines
and plants [90]

T2 High variation of tools to be used [12]

T3 Incorrect use of work equipment [13]

T4 Improper work scheduling and deadlines which
cause decrease of production activities [57, 75]

T5 Excessive trust in global network contents[40]

T6 Lack of habit of systematic updating and self-control
mechanisms [40]

T7 High obsolete inventory costs with no strategic
direction [25]

Mental load M1 Negative psychological state [90]

M2 Existence of several distraction factors [12]

M3 Bad life habits influencing work [13]

M4 Fatigue, poor response to abnormal situation and
lack of awareness [57, 75]

M5 Memory deterioration [57, 75]

M6 Toxic relationship with internal/external
stakeholders [75]

M7 Lack of vision, discontinuous evaluation and
obsolete policies/human resources practices [25]

set of human risks considered in our previous contribution [18] with the objective of
increasing the effectiveness of the risk identification stage.

2.3 FMECA Supporting Risk Management

FMECAwas first developed in the USDefense Department in 1949 and later applied
by NASA to the Apollo project in the 1960s [14] to enhance system reliability. The
technique was then adopted and upgraded by FordMotors in 1977 and it is nowadays
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considered as a valuable and effective reliability analysis method, capable to deal
with a variety of industries in a flexible way [27, 62]. FMECA-based analyses are
indeed among the most widely methods used for risk assessment in the existing
literature. Specifically, FMECA is a structured and proactive reliability management
technique [79] based on team members’ cooperation towards safety and quality of
products and services. This analysis can be particularly beneficial for quantitative risk
evaluation purposes by contributing to the general improvement of the performance
level for systems and processes [58]. FMECA is used to identify failures, causes, and
potential effects with the general goal of evaluating and prioritising all the potential
failure modes by supporting the identification of proper preventive/corrective actions
[76].

Despite its various advantages, the literature also pinpoints several shortcomings
for FMECA, something that may potentially limit the effectiveness of the method
itself along with the whole level of reliability of analyses. Firs of all, the risk pri-
oritisation method performed by FMECA has been highly criticised as not having a
robust scientific basis [32]. It is based on the calculation of the Risk Priority Num-
ber (RPN), an index that can be referred to disregard uncertainties in the values of
the related risk factors [5]. Moreover, the risk assessment carried out by means of
FMECA is not capable to capture the risk effect deriving from the causal relationships
bonding failures with each other [74]. This evidence reduces the global effectiveness
of analysis as it is not realistic to not take into account the existence of these kinds of
relationships. As a consequence, without considering this important aspect, the final
risk ranking would be biased [61]. To deal with this particular shortcoming, the inte-
gration between FCMs and FMECA is encouraged [69]. For instance, this integration
has been used under a fuzzy environment to consider causal relationships for an IT
case study [23]. Again, a hybrid multi-attribute decision-making model combining
fuzzy preference programming, FCMs and fuzzy graph-theoretical matrix approach
has been suggested to rank FMECA risks [7]. In any case, the discussed weaknesses
pose clear challenges for increasing reliability of risk analyses.

To such an aim, the question of how to effectivelymanage risks has been encourag-
ing researchers. Several approaches enhancing traditional FMECA have been devel-
oped in literature [33, 44, 46]. Because of the involvement of multiple risk factors
within the evaluation process and failure prioritisation, the risk assessment process
carried out by FMECA could be described as an MCDM problem [38, 45, 61].
According to that, plenty of studies using MCDM methods have been developed
to properly evaluate the risk associated to the potential occurrence of the identified
failure modes for complex systems [45].

2.4 MCDM Approaches in the Analysed Field

The existing literature proposes many examples of industrial risk management prob-
lems effectively supported by means of MCDMmethods integrated with mathemat-
ical tools capable to deal with uncertainty and vagueness of input evaluations.
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An improved approach for risk assessment is proposed byKutlu and Ekmekçioǧlu
[42], who combine the Fuzzy Analytic Hierarchy Process (AHP) and Technique for
Order of Preference by Similarity to Ideal Solution (TOPSIS). The extended VIKOR
(an acronym in Serbian standing for multi-criteria optimization and compromise
solution) method under fuzzy environment has been used by Liu et al. [47] to analyse
and rank failure modes of general anesthesia processes under uncertain conditions.
An integrated MCDM approach making use of fuzzy Decision Making Trial and
Evaluation Laboratory (DEMATEL), Analytic Network Process (ANP) and VIKOR
has been implemented on FMECA analyses to improve risk assessment for city
logistic concept selection [81]. FMECA has been combined with the Grey Relational
Analysis (GRA) method under fuzzy environment to effectively identify root causes
of tank-ship equipment failures [92]. Wang et al. [86] have proposed an improved
FMECA for a feed system case integrated with DEMATEL for analysing relations of
dependence. Mohsen and Fereshteh [53] have suggested an extension of the VIKOR
method to be used onZ-numbers risk to analyze and identify critical causes of failures
for geothermal power-plants. The use of Z-numbers has been introduced to improve
the reliability of analysis’ results. Li et al. [43] have proposed a FMECA-based
improved approach for risk assessment by prioritising risks through the TOPSIS
method under the rough set and cloud model theories. New risk factors have also
been introduced to improve the stage of risk assessment [59].

Experts’ subjectivity has been treated by using a combination of support vector
machine and fuzzy inference system [51]. Huang et al. [34] have combined the
normal projection and TOPSIS methods under Z-environment to assess risks related
to an aircraft landing system. The power of Z-numbers has been applied to reduce
the vagueness of experts’ opinions [22]. An approach based on fuzzy DEMATEL has
been developed to assess risks of automotive supply chains [58], as risks impacting
supply chains represent a topic widely studied in the literature. With this regard, Liu
and Li [48] have used a K-means clustering method to improve reliability of experts’
opinions andproposed a combination between theRegret Theory (RT) andPreference
Ranking Organization Method for Enrichment Evaluations (PROMETHEE) II to
rank risks.

Given the proven usefulness of MCDM methods as a structured methodologi-
cal tool to treat the research field of reference, we propose integrating FCMs within
FMECA according to aMCDM-based perspective, the last one exploiting the advan-
tages of Z-numbers. The proposed theoretical approach is described in the next
section.

3 Integrated Methodological Approach

In this section, we will present the proposed approach to analyse human factor risks.
The approach is detailed and explained step by step by means of the flowchart of
Fig. 1, showing aswe are going to combine differentmethods and concepts to increase
effectiveness of the risk management practice. With relation to the human risks that
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Identifying a comprehensive list of human risks involving the

industrial sector of reference from the existing literature.

Building the FCM modelling human risks and their relationships by

means of ad hoc judgments provided by expert(s).

Mathematically improving the calculation of the total effect

associated to each risk through a NHL-based approach. 

Integrating the total effect as a criterion in addition to the three risk

factors considered in the traditional FMECA framework. 

Evaluating risks under the four criteria and getting the final ranking

through the Z-TODIM as an alternative way to the RPN calculation.

Fig. 1 Flowchart representing the proposed methodological approach for human risk assessment

have been identified on the basis of the study of the existing literature and formalised
in Sect. 2.2, we make use of FCMs to identify and model failure interdependence as
well as to calculate the total effect for each risk. These calculations will be supported
by the NHL algorithm as it allows to obtain more effective and rigorous results.
Moreover, we are going to use an expanded version of the TODIM method under
Z-number theory to provide an alternative way to traditional FMECA-based risks
prioritization, with the objective of further increasing the quality of the proposed
approach. Among the plethora of techniques in the literature, we specify that the
TODIM method has been chosen because of its peculiar capability of considering
the psychological behaviors of decisionmakers, being directly derived from prospect
theory [82]. Specifically, risks will be treated as alternatives of a decision-making
problem. The prioritisation will be carried out through Z-TODIM by considering
as criteria the three risk factors traditionally taken into account by FMECA plus
the total effect calculated via FCM-NHL, as a criterion expressing dependence and
mutual relations among the potential occurrence of human risks. In this way, we
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aim to improve FMECA calculations by also integrating the aspect of dependence,
something that traditional analyses do not take into account.

Methodological details about the used techniques are provided in the following
subsections.

3.1 FCMs Modelling Human Risks

Initially developed by Axelrod [3] to study social scientific knowledge in decision-
making activities focused on international politics, CMswere later extended to FCMs
by [41]. FCMs allow to solve two specific problems that respectively consists inmod-
eling complex systems and displaying relationships among elements [6]. Concepts
and relations are linguistically represented and treated with the support of fuzzy sets.

Indirect effects (I E) and total effects (T E) from Ci to C j can be formalised by
means of such linguistic evaluations as ei j asmuch, some and a lot. These evaluations
will be translated to fuzzy numbers. Figure 2 exemplifies the FCM used by Kosko
[41] and also referenced in a previouswork [17] in order to explain the next equations.

We can observe as three possible casual paths connect C1 to C5, namely, are
P1(1 − 2 − 4 − 5), P2(1 − 3 − 5) and P3(1 − 3 − 4 − 5). The tree indirect effects
between C1 and C5 associated to these paths (I E1, I E2 and I E3) can be assessed as
follows:

I E1(C1,C5) = min{e12, e24, e45} = min{some, a lot, some} = some; (1)

Fig. 2 Example of FCM
developed by Kosko [41]
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I E2(C1,C5) = min{e13, e15} = min{much, a lot} = much; (2)

I E3(C1,C5) = min{e13, e34, e45} = min{much, some, some} = some. (3)

Once evaluated indirect effects I E , the total effect T E of elementC1 over element
C5 will correspond to the maximum evaluation among them, as follows:

T E(C1,C5) =max{I E1(C1,C5), I E2(C1,C5), I E3(C1,C5)}
=max{some,much, some} = much. (4)

We can derive as, broadly speaking, elementC1 impartsmuch causality to element
C5. To be quantitatively manipulated, linguistic evaluations will be translated into
fuzzy numbers (for instance triangular or trapezoidal) according to scales defined ad
hoc by the analyst.

As already highlighted, FCM-based applications are very useful to understand the
nature of complex relationships bounding decision-making elements, by modeling
them as an interconnected network. Literature offers various examples, e.g. in the
fields of risk assessment [17], environmental management [55], hazardous industrial
operations [50], maintenance management [52], Internet of Things strategy devel-
opment [20], and so on.

3.2 Nonlinear Hebbian Algorithms on FCMs

Companies usually build their future and reputation around complex systems inte-
grating human factors with new technologies to make decisions in the presence of
uncertainty. Human knowledge is certainly the primary basis to develop design pro-
cesses of different systems. However, most of the times, human reasoning is plagued
with vagueness and experts’ opinions are subjective and imprecise [77]. Inaccuracy
of judgments is also caused by the presence of different variables and components [2].
To overcome these limitations, learning algorithms have been developed to increase
weight accuracy, decrease dependence on experts’ opinions and improve maps’ per-
formance [64, 72]. In this context, the NHL algorithm [31, 80] as described in
literature as the best-known unsupervised learning approach to deal with connec-
tions problems [66]. Since FCMs are considered as having a non-linear structure,
this algorithm is used in the literature to train FCMs by increasing precision of pre-
dictions and network classification [39, 63]. Considering these aspects, we use this
unsupervised learning algorithm to improve experts’ opinion and to build a more
reliable FCM to model human risks. The proposed algorithm is based on NHL rule
for Artificial Neural Network (ANN) learning [29, 60] under an adaptation to better
fit the FCM case [63].

Examples of applications showing the effectiveness of an integrated FCM-NHL
approach refer to a deeper analysis of hidden concepts in such relevant scientific
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fields as, for instance, soft computing [67], energy management systems [56] and
maritime safety [85], among others.

The value of each concept per each simulation step can be obtained by evaluating
the influence of the interconnected concepts to the specific concept, as follows:

A(k)
i = f

(
A(k−1)
i +

n∑
j �=0, j=1

A(k−1)
j · wji

)
; (5)

where A(k)
i is the value of concept Ci at the iteration step (k), A(k−1)

j is the value of
conceptC j at the iteration step (k − 1),wji is the weight of the interconnection from
concept C j to concept Ci , and f is the sigmoid function. The last one belongs to the
family of squeezing functions, for which the following function is generally used:

f (x) = 1

1 + e−λx
. (6)

The following mathematical equation incorporates a learning rule along with a
learning rate parameter [65]:

�wji = ηk A
(k−1)
i (A(k−1)

j − w(k−1)
j i A(k−1)

i ); (7)

the coefficient η being the so-called learning parameter, a small positive scalar factor
that can be determined by means of the experimental trial and error method.

The following equation is adapted as a nonlinear weight learning rule to train
FCMs:

w(k)
j i = γw(k−1)

j i + ηA(k−1)
i

(
A(k−1)

j − sgn(wji )w
(k−1)
j i A(k−1)

i

)
; (8)

where η is the learning rate parameter, γ is the weight decay parameter and the sgn
function is used to keep the sign of the corresponding weight as well as to further
keep the physical meaning of relationships for the problem under analysis.

Two termination conditions are proposed for the algorithm to converge to an ideal
solution [65]. In the first termination condition, function F1 is introduced aiming at
analysing the values of desired output concepts (DOCs) of interest:

F1 = ||DOCi − Ti ||; (9)

where DOCi takes its value in the range
[
Tmin
i , Tmax

i

]
, and Ti = Tmin

i +Tmax
i

2 , as the
mean target value of the interesting concept DOCi . Assuming to have m DOCs in a
FCM model, in order to converge to a desired region, the equation for F1 becomes:

F1 =
√√√√ m∑

j=1

(
DOCi − Ti

)2; (10)
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The goal consists in achieving a minimum function F1 for a set of weights by
getting the sought equilibrium point of the FCM when the termination function is
minimized.

When it comes to the second termination condition, an additional function F2
has been introduced for NHL [65], aiming at finalising the iterative process of the
learning algorithm after a certain number of steps. The function can be expressed as:

F2 = ∣∣DOC(k+1)
i − DOC(k)

i

∣∣ < e = 0.002; (11)

DOCi being the value of i-th concept.

3.3 Modified FMECA Integrating the Total Effect

The above presented FCM-based approach, integrated with the NHL algorithm, is
now embedded within the framework of the FMECA technique. Specifically, we are
going to include the total effect calculated by FCM-NHL as a fourth criterion for risk
assessment, along with the three risk parameters considered by FMECA for the RPN
calculation. This will be done in order to overcome one of the FMECA drawbacks:
not to consider causal relationships bounding the elements of analysis.

As already expressed, FMECA is a systematic procedure aimed at analysing all
the potential failure modes that may impact on a system by identifying the related
causes and effects. The output coming from the application of this technique consists
in calculating the RPN as a priority index associated to each failure mode. The
traditional calculation is based on the following multiplication:

RPN = S × O × D; (12)

where parameters S, O and D respectively indicate severity (intensity of impact
of a given failure mode), occurrence (frequency of occurrence of a given failure
mode) and detection (probability of correct failure detection). These parameters are
generally ranged within discrete intervals. In the present research, we are going to
use the scale proposed in the risk assessment matrix formalised in [13] to assess
the severity parameter, whereas scales proposed in [35] will be used to evaluate the
occurrence and detection parameters for each human risk. As already said, the total
effect for each human risk will be taken into account for risk analysis together with
these three factors, and RPN calculation will be updated for the sake of precision.
This last objectivewill be achieved by prioritising risks through theMCDMapproach
based on Z-TODIM, as we are going to specify next.
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3.4 The Z-TODIM Method for Risk Prioritisation

Z-TODIM is an effective procedure for solving prioritisation decision-making prob-
lems by considering the psychological behavior of the involved decision makers as
well as the simultaneous interactions among criteria which, in our case, are risk indi-
cators [84]. Furthermore, the TODIMmethod has been recommended in the literature
as a valuable way of increasing the reliability of risk ranking on FMECA analyses
[30]. TODIM is going to be herein extended under the umbrella of Z-number theory
which is capable to treat uncertainty of human experts and allocates their reliability
to estimate suitable fuzzy parameters [91].

Before introducing the method, we are going to succinctly give an overview on
the Z-number theory. The concept of Z-numbers has been introduced by Zadeh [91]
as an ordered pair of fuzzy numbers ( Ã, R̃), where the first component Ã represents
a constraint on the values that a variable can assume and the second component R̃
provides a measure of the degree of certainty about the value assumed by Ã. The
degree of confidence may be expressed as a probability density function or fuzzy set
for which Z̃ = x ∈ Ã with a certain degree equal to R̃. While declaring problems
described by Z-numbers can be easy, their actual solution is quite complicated at a
computational level. In this study, Z-numbers have been converted to fuzzy numbers
as shown in [37]. Let us consider an opinion expressed by an expert as a fuzzy number
Ã = (x, μ Ã)with reliability R̃ = (x, μR̃). Expert’s knowledge can be first expressed
as a Z-number as Z̃ = ( Ã, R̃). Secondly, expert’s reliability can be converted into a
crisp value by:

α =
∫
xμR̃(x)dx∫
μR̃(x)dx

. (13)

For trapezoidal fuzzy numbers, the centroid α can be alternatively calculated by:

α = a1 + a2 + a3 + a4
4

. (14)

Crisp values of reliability are applied to the constraint. This means that the weight
of the second part (reliability) has to be added to the first part (restriction). The
weighted Z-number is expressed as:

Z̃α = {(x, μ Ãα )
∣∣μ Ãα (x) = αμ Ãα (x), x ∈ [0, 1]}. (15)

Lastly, the irregular fuzzy number (weighted restriction) has to be converted to
regular fuzzy number Z̃

′
, which can be assumed as having the same Fuzzy Expecta-

tion of Z̃α . If Ã is a trapezoidal fuzzy number, then Z̃
′
is calculated by:

Z̃
′ =

(√
α × a1,

√
α × a2,

√
α × a3,

√
α × a4

)
. (16)
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Once formalised these preliminaries, we are going to provide in the following an
exhaustive description of TODIM. The method was developed by Gomes and Lima
[28] to handle MCDM problems on the basis of the prospect theory [36], which
enables to model the psychological behavior of decision makers [71].

The traditional version of TODIM shows several shortcomings due to inconsis-
tency of experts’ judgment. However, attempts to overcome these limitations have
beenmade, and a generalised TODIMmethod has been proposed [49].Wewill herein
expand this generalised method under the Z-numbers environment. The method can
be implemented by developing the following steps.

• Defining the decision matrix in terms of Z-numbers X̃( Ã, R̃).
• Converting the decision matrix X̃( Ã, R̃) into the corresponding matrix of regular
fuzzy numbers Z̃

′
. This matrix collects m alternatives and a set of n criteria.

• Normalising matrix Z̃
′
using the normalization method regarding different types

of criteria such as cost or benefit.
• Calculating the relative weight of criterion Ck to a reference criterion Cr for each
k ∈ M , by using the quotient:

wkr = wk

wr
. (17)

The reference criterion Cr should be ideally established by the decision maker,
even if the criterion with the highest weight is usually considered to such an aim.
In this case, we would have wr = maxl∈M wl .

• Calculate the dominance degree of alternative Ai over alternative A j under crite-
rion Ck for each i, j ∈ N and k ∈ M , through the following rules:

�k(Ai , A j ) =

⎧⎪⎪⎨
⎪⎪⎩

√
wkr (zik−z jk )∑n

l=1 wlr
if zik > z jk

− 1
θ

√
(
∑m

l=1 wlr )(z jk−zik )
wkr

if zik < z jk;
0 if zik = z jk

(18)

where θ > 0 is a parameter determining effects of losses, then allowing decision
makers to properly rank alternatives. Specifically, if θ < 1, losses are amplified
while, if θ > 1, losses are attenuated. As we will use Z-numbers that will be
successively converted to fuzzy numbers, the following equation will be adapted
for this use, as suggested in [73]:

�k(Ai , A j ) =

⎧⎪⎪⎨
⎪⎪⎩

√
wkr d(lik−l jk )∑n

k=1 wkr
if lik > l jk

− 1
θ

√
(
∑n

k=1 wkr )d(lik−l jk )
wkr

if lik < l jk;
0 if lik = l jk

(19)

where the parameter θ indicates the attenuation factor of losses, and d(lik, l jk),
measuring the distance between lik and l jk , is calculated as follows:
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d(lik, l jk) =
√
1

4

[
(μik − μ jk)2 + (βik − β jk)2 + (σik − σ jk)2 + (τik − τ jk)2

]
.

(20)
If lik > l jk , then �k(Ai , At ) represents a gain. If lik < l jk , then �k(Ai , A j ) rep-
resents a loss. The value of θ = 2.5 has been confirmed to give better results
[73].

• Calculating the overall performance of alternative Ai for each i ∈ N :

δ(Ai ) =
n∑

k=1

�k(Ai , A j ). (21)

• Calculating the normalised overall performance of alternative Ai for each i ∈ N :

ξi = δ(Ai , A j ) − min j∈N δ(Ai , A j )

max j∈N δ(Ai , A j ) − min j∈N δ(Ai , A j )
. (22)

• Rank risks according to their overall performance values. The higher the overall
performance value, the more critical the risk to the system.

4 Case Study

Being aware that in industrial contexts humans resources are exposed to significant
risks, whose occurrence could easily lead to catastrophic results, we are going to
propose a practical application in the sector of the automotive industry. This choice
is motivated by the fact that impacts of human risks dramatically increase in the
heavy industry so that they have to continuously bemonitored and kept at a minimum
level. Connections among human risks identified in the previous section have been
evaluated for an automotive company operating in theNorth ofMorocco by involving
the responsible of the safety and security system, with a wide proven experience in
the field of analysis.

4.1 FCM Based on NHL Algorithm to Derive Total Effects

Linguistic evaluations have been provided by the interviewed expert and collected
in the matrix shown in Table 2. Evaluations reflect the existence and the intensity of
mutual influence between pairs of those elements that are relevant to our analysis (that
are those reported in Table 1). These evaluations have been formulated according to
the following linguistic scale: VL (very low), L (low), M (medium), H (high), VH
(very high). They have been then translated into trapezoidal fuzzy numbers (TrFN)
and successively defuzzified as done in [70].
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The corresponding defuzzified matrix is given in Table 3, while Table 4 shows the
matrix resulting from the NHL algorithm iteration. Specifically, I E values of Table
3 reflecting indirect effects between pairs of elements have been obtained through
formulas (1), (2) and (3). As previously specified, the corresponding defuzzified I E
values reported in Table 4 correspond to those suggested in [70].

As it is possible to observe, applying the NHL algorithm enables to discrimi-
nate in a more precise way in terms of total effects’ evaluation. Let us consider,
for example, the human risk M6, which, without the algorithm iteration, had asso-
ciated a total effect T E = max{0.06, 0.23} = 0.23, corresponding to the linguis-
tic evaluation “medium” (M) [70]. After integrating the NHL in the FMC calcu-
lations, we can notice as the same human risk has now associated a total effect
T E = max{0.06, 0.03} = 0.06, corresponding to the linguistic evaluation “very
low” (VL) [70]. This is a clear example about how performing the FCMwithout inte-
grating the NHL would have overestimated the evaluation of human risk M6 under
the total effect criterion, with potential consequent impact on the whole risk assess-
ment procedure. For the sake of precision, Table 5 presents a comparison between
the values of T E obtained before (T EB) and after (T EA) the NHL algorithm along
with the related linguistic evaluations (LE).

Figure 3 has been produced by theMentalModeler software. Themap graphically
shows the 252 connections, identified for the 22 elements, what corresponds to some
11.45 connections per element.

4.2 Z-TODIM Prioritising Risks and Discussion of Results

We are going to proceed with the application of Z-TODIM for risk prioritisation. As
already explained, we first rank risks to find critical aspects and establish priorities
of intervention. The application will be carried out by considering as evaluation
criteria T E (obtained by means of FCM-NHL during the previous stage) and the
three traditional FMECA parameters, e.g. S, O and D. The last ones have been first
directly evaluated by the involved expert using the scales specified in Sect. 3.3), then
translated to trapezoidal fuzzy numbers and associated to proper degrees of certainty
to be treated as Z-numbers. Table 6 provides the set of input data for the Z-TODIM
application. Values under S, O and D have been performed via formula (16), while
evaluations under T E correspond to the fuzzy translations of linguistic judgments
given in Table 5 (after NHL).

Table 7 shows the final results of the Z-TODIM application alongwith the ranking
of risks, each one of them associated with the related normalised overall performance
value ξi . These values have been calculated by applying formula (22). Particularly,
the final ranking positions of Table 7 have been obtained for risks by ordering the
corresponding ξi values in a decreasing way, as explained in the last step of the Z-
TODIM procedure, detailed in Sect. 3.4. Indeed, as already specified, risks should
be ranked according to their overall performance values: the higher the overall per-
formance value, the more critical the risk to the system. Therefore, representing the
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Fig. 3 FCM based on NHL showing relationships among the identified human risks

most critical aspects, those riskswith associated higher values of overall performance
should be managed with priority to increase such fundamental aspects as safety and
security within the context of reference.

Under a practical point of view, it is possible to observe as the human risk T1,which
is inappropriate use and/or management of machines and plants, belonging to the
category of tools and machinery, appears to be the most critical. Proper management
actions should be addressed towards the prevention and/or minimisation of this kind
of risk.

Workers’ training processes should be improved with priority and a safer use of
plants should be promoted. Similarly, we can point out as such human risks as T3
(incorrect use of work equipment) andW5 (Personal Protective Equipment damaged
or improperly used), respectively belonging to the categories of tools and machinery
andwork space, are considered quite critical, following the risk T1 in the final ranking.
The less critical risks are W2 (dangerous distribution of work spaces), W3 (overlap-
ping individual work spaces) and M2 (existence of several distraction factors), the
first two belonging to the category of work space and the last one belonging to the
category of mental load. Organisation of work spaces seems to be quite effective,
with consequent higher possibility pf avoiding potential distraction sources within
the considered industrial context. Related interventions of risk management can cer-
tainly be postponed for these kinds of human risks. It is the clear as the obtained
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Table 5 Comparison of total effects before (T EB ) and after (T EA) the NHL algorithm iteration

Risk T EB LE T EA LE

E1 0.06 VL 0.15 L

E2 0.06 VL 0.06 VL

E3 0.06 VL 0.06 VL

W1 0.14 L 0.05 VL

W2 0.14 L 0.05 VL

W3 0.23 M 0.03 VL

W4 0.14 L 0.05 VL

W5 0.40 VH 0.06 VL

T1 0.23 M 0.23 M

T2 0.14 L 0.14 L

T3 0.23 M 0.23 M

T4 0.14 L 0.06 VL

T5 0.14 L 0.14 L

T6 0.23 M 0.23 M

T7 0.14 L 0.06 VL

M1 0.23 M 0.06 VL

M2 0.14 L 0.14 L

M3 0.14 L 0.06 VL

M4 0.23 M 0.06 VL

M5 0.23 M 0.06 VL

M6 0.23 M 0.06 VL

M7 0.23 M 0.23 M

risk prioritisation constitutes a useful driver as well as an effective tool supporting
management.

5 Conclusions

This paper applies a hybrid methodological approach to the field of industrial
human risk assessment. We first make use of FCMs as effective tools to comprehen-
sively organise knowledge and opinions provided by the involved decision maker(s),
expert(s) in the industrial sector of interest. The FCM-based approach is proposed to
model relations among relevant human risks by generating spontaneous brainstorm-
ing activities, and is herein integrated with the iteration of the NHL algorithm to
increase the precision of final results. Specifically, such an approach aims to include
the criterion of total effect as a further parameter for risk prioritisation, along with
the three risk factors considered in FMECA. In such a way, we enrich risk analyses
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Table 6 Input matrix for the TODIM application

Risk S O D T E

E1 0.00 0.00 0.84 1.67 2.83 3.54 3.54 4.24 3.35 4.18 4.18 5.02 2.00 3.00 4.00 5.00

E2 0.84 1.67 1.67 2.51 2.83 3.54 3.54 4.24 3.35 4.18 4.18 5.02 1.00 1.00 2.00 3.00

E3 0.84 1.67 1.67 2.51 2.83 3.54 3.54 4.24 3.35 4.18 4.18 5.02 1.00 1.00 2.00 3.00

W1 5.86 6.69 6.69 7.53 0.00 0.00 0.84 1.67 0.84 1.67 1.67 2.51 1.00 1.00 2.00 3.00

W2 0.00 0.00 0.71 1.41 0.00 0.00 0.84 1.67 0.84 1.67 1.67 2.51 0.00 0.00 1.00 2.00

W3 0.84 1.67 1.67 2.51 0.84 1.67 1.67 2.51 4.95 5.66 5.66 6.36 0.00 0.00 1.00 2.00

W4 2.83 3.54 3.54 4.24 4.95 5.66 5.66 6.36 4.95 5.66 5.66 6.36 1.00 1.00 2.00 3.00

W5 5.86 6.69 6.69 7.53 5.86 6.69 6.69 7.53 5.86 6.69 6.69 7.53 1.00 1.00 2.00 3.00

T1 6.52 7.45 7.45 8.38 6.52 7.45 7.45 8.38 3.72 4.65 4.65 5.59 4.00 5.00 5.00 6.00

T2 0.00 0.00 0.71 1.41 3.35 4.18 4.18 5.02 0.84 1.67 1.67 2.51 2.00 3.00 4.00 5.00

T3 3.35 4.18 4.18 5.02 5.86 6.69 6.69 7.53 5.86 6.69 6.69 7.53 4.00 5.00 5.00 6.00

T4 3.35 4.18 4.18 5.02 5.86 6.69 6.69 7.53 0.84 1.67 1.67 2.51 1.00 1.00 2.00 3.00

T5 4.95 5.66 5.66 6.36 0.00 0.00 0.71 1.41 5.66 6.36 7.07 7.07 2.00 3.00 4.00 5.00

T6 2.83 3.54 3.54 4.24 0.00 0.00 0.71 1.41 5.66 6.36 7.07 7.07 4.00 5.00 5.00 6.00

T7 5.86 6.69 6.69 7.53 3.35 4.18 4.18 5.02 5.86 6.69 6.69 7.53 1.00 1.00 2.00 3.00

M1 3.35 4.18 4.18 5.02 5.86 6.69 6.69 7.53 6.69 7.53 8.37 8.37 1.00 1.00 2.00 3.00

M2 3.35 4.18 4.18 5.02 0.00 0.00 0.84 1.67 0.00 0.00 0.84 1.67 2.00 3.00 4.00 5.00

M3 3.35 4.18 4.18 5.02 4.18 5.02 5.86 6.69 3.35 4.18 4.18 5.02 1.00 1.00 2.00 3.00

M4 5.86 6.69 6.69 7.53 4.18 5.02 5.86 6.69 3.35 4.18 4.18 5.02 1.00 1.00 2.00 3.00

M5 5.86 6.69 6.69 7.53 5.86 6.69 6.69 7.53 4.18 5.02 5.86 6.69 1.00 1.00 2.00 3.00

M6 3.35 4.18 4.18 5.02 3.35 4.18 4.18 5.02 4.18 5.02 5.86 6.69 1.00 1.00 2.00 3.00

M7 5.86 6.69 6.69 7.53 0.84 1.67 1.67 2.51 6.69 7.53 8.37 8.37 4.00 5.00 5.00 6.00

by taking into account the crucial issue of dependence among risks, something that
it is not dealt with by current FMECA.

After evaluating relations among risks and calculating their total effects via the
FCM-NHL approach, we collect evaluations of risks under the other FMECA param-
eters as a set of input data for the subsequent MCDM application. This application
aims to propose an alternative way to the RPN calculation and it is based on the
Z-TODIMmethod. The support offered by the Z-numbers theory is useful to further
treat uncertainty of subjective evaluations. The output will be a final ranking of risks
which will highlight those aspects to be improved with priority to globally enhance
the quality of safety and security, which is a fundamental aspect in industry. A case
study on the sector of automotive industry is implemented to show the applicability of
the proposed approach to real contexts. We claim that our framework can be applied
to other business contexts and, in general, to support in a structured and reliable way
decision-making problems assisted by human experts.

Possible future developments of the present research may refer to the integration
of approaches based on the use of Bayesian Networks for probability computations.
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Table 7 Z-TODIM results

Risk ξi Ranking position

E1 0.5014 15

E2 0.4652 16

E3 0.4650 17

W1 0.4364 18

W2 0.0000 22

W3 0.2678 21

W4 0.6265 10

W5 0.8498 3

T1 1.0000 1

T2 0.4030 19

T3 0.8756 2

T4 0.5518 14

T5 0.6088 11

T6 0.5929 12

T7 0.7617 5

M1 0.5921 13

M2 0.3320 20

M3 0.6486 8

M4 0.7382 6

M5 0.8013 4

M6 0.6285 9

M7 0.6552 7

Causation linking several critical aspects could be modelled by representing condi-
tional dependence as edges in a directed graph. This approach may be valuable to
further consider the human factor within analyses aimed at managing human risk
and improving safety and security conditions in industrial environments.
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Data Quality Assessment for ML
Decision-Making

Alexandra-Ştefania Moloiu, Grigore Albeanu, Henrik Madsen,
and Florin Popenţiu-Vlădicescu

Abstract Data quality has a strong effect on the design, validation and testing
of decision-making systems. New paradigms of future models in the knowledge
society need to analyze clean, complete, consistent, and high-quality data. This paper
presents three case studies fromdifferent fields inwhichmodels are constructed using
machine learning strategies. Projects on text recognition, electrocardiogram-based
identification and data analysis are described in relation to input data quality and
system performance.

Keywords Quality factors · Time series · Neural networks · Text recognition ·
Electrocardiogram based identification · Data analysis

1 Introduction

Understanding the effect of data quality indicators on a system model behavior is an
important task before designing explicable decision-making systems in context of
big data analytics based on artificial intelligence methodologies [8, 14, 38].

According to Almeida et al. [2], data quality is one of the most challenging factor
affecting the decision-making process, and the multivariate data should be analyzed
to evaluate not only for classical quality dimension indicators, but also for the index
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value that determine the models’ interpretability [5] and explicability [12], mainly
for the case of black-box methods. Also, using an index to measure the data quality is
important for improving the performance of case-based reasoning systems (CBRS),
as shown by Hönigl and Küng [16].

Ensuring explicability, it calls for appropriatemodels of suchmethods that are able
to describe the reasons for the model’s prediction-accuracy, ensure user confidence,
or provide performance indicators for decision-making chains. The completion of
such mechanisms is necessary to provide the ability to defend end-users actions, to
give relevant answers to various questions and the system to be audited [12]. Users
have to consider a deep understanding of themachine and they should trust the results
and output created by machine learning algorithms. An example of an information
system that can be explained is IBM Watson Studio [46], which “empowers data
scientists, developers and analysts to build, run and manage AI models, and optimize
decisions”.

Usually, the lack of data quality refers to data missing, incompleteness, inconsis-
tency, and inaccurate items [30]. According to [14], there are many approaches to
address themissing data challenge:mean substitution (using themean of the observed
values),multiple imputation (sampling fromdata distribution of existing values, etc.),
checking consistency (mainly between variables collected from different sources),
andaccuracy improvement (using right data sources, efficient data capturing, efficient
coding and reliable data entry, data reviewing, automated error reports generation,
adopting pre-defined data standards).

In the machine learning projects, data quality is assessed before the model is built
as well as after [14, 40, 42]. The triadic approach in data partitioning concerning
training, validation and testing asks for high quality data. As Marcheggiani and
Sebastiani mentioned in [26], there is a strong impact of the quality of training data
on the accuracy of information extraction systems.

The quality of the surveyed data was discussed by Timmermann and Bronselaer
[44]. They proposed a kind of expert system for assessing the quality of the data.
Shome et al. [41] found that the performance of any speech-based system depends
on the quality of the input voice signals. It will be asked for high quality signals
when working with electrocardiograms.

This chapter is a revisited and extended version of [30] and gives a broader view
on the effect of quality factors on some machine learning models and presents some
appropriate case studies covering input quality in decision based systems working
on text, electrocardiograms, and timeline sequences. The mentioned projects are
based on [27–29]. The third case study is inspired by the recent efforts to understand
timeline data (data items where the value can vary over time [13, 44, 48]).

Recent metrics are used for data quality assessment. In the next sections we give a
new interpretation of the behavior and performance of these decision-making systems
taking into account data quality.
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2 Data Quality Assessment: Recent Metrics

When analyzing data, the scientist has to process three types of inputs [39]: struc-
tured data (following a predefined data model: arrays, relation table/SQL databases
or equivalent), unstructured data (not organized in a predefined manner but given
as a sequence of symbols to be interpreted according to its nature: texts, images,
sounds, videos, three-dimensional data, geographic information system data, aerial
photographs, weather satellite images, and cartographic satellite images, NoSQL
databases), and semi-structured data (containing self descriptions like JSON and
XML). Timeline data can be modeled as structured data when the data volume is
small, or as NoSQL database (as Grid DB [13]) when using large collections of
timeline data as appeared in Internet of Things (IoT) [48] and Big Data [14, 45]. In
IoT context the data team experiences frequently changed data due to the velocity
characteristic. Also the large volume of data may impose data reduction procedures.
Such transformation should not decrease the output accuracy.

Pipino et al. [36], claim that data quality is a multi-dimensional concept and data
quality assessment is a continuous effort that requires awareness of the fundamental
principles underlying the development of data quality metrics. Also, data quality
assessment depends on what a team wants to obtain as output. The following 16
dimensions were considered in [36]:

– Accessibility (available or quickly retrievable);
– Appropriateness of the amount of data (the required volume to provide a

significant output);
– Believability (make use of true/credible data);
– Completeness (all attributes are available if multidimensional type);
– Conciseness of the representation (compactness);
– The representation consistency (based on some template);
– Easinessindata manipulation (or transformation);
– Flawless and faultless (free-of-error, accuracy, correctness and reliability);
– Interpretability (follow a clear definition based on a well established language);
– Objectivity (being unbiased, unprejudiced, and impartial);
– Relevancy (good for solving the task);
– Reputability (related to its source or content);
– Security (degree of protection to prevent unauthorized modification);
– Timeliness (being up-to-date);
– Understandability (easily comprehended);
– Ability for value-added contribution (it is important with a high degree to obtain

the result).

Reviewing literature on data quality in IoT environments, Zhang et al. [48]
identified 24 dimensions of data quality. The new dimensions are related to:

– Traceability (along the lifecycle of data from a unique/multi-source, cleansing
operations and data under processing);
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– Portability (data are collected in such amanner to be processed onmany platforms
and/or by many services);

– Recoverability (ability to restore lost or inaccessible data);
– Speed of generation (in the framework of the new WIFI Internet, the speed of

acquired data is increased generating huge volume of data);
– Latency (related to the ability to store/retrieve data in short time);
– Drop rate (the probability of losing the connection to the data source);
– Efficiency (when referring to the process of preparing data for efficient storage,

access, retrieval, processing, and general management. This dimension include
the easiness of manipulation already mentioned in [35]);

– Response time (the elapsed time between launching a request to data reading and
the response).

When reporting/reading data, by completeness it is asked for all
reportable/readable items and all acquired attributes to be used to retrieve items
when necessary (for instance, links to files/servers, links to sensors etc.). For a data
record, completeness means that all attributes are available, while for a data report,
completeness requires that all data records are reported. Any data quality assessment
procedure/standard should check for timeliness, validity, integrity, precision, and
reliability. Not only timeliness are required but also, availability, completeness
(all necessary items are reported) and relevance for the decision-making process.
Always validity is connected to the objectives. It is imported to provide results based
on real and high quality data, or simulated data.

Data integrity can be compromised during collection and digital transfer. Any
cybersecurity attacks working against a data server is able to deteriorate the initial
collected data.

Many equivalent traditional data quality metrics, such as “free-of-error”, “rel-
evancy”, “completeness”, “consistency”, “concise representation”, and “ease of
manipulation” are based on simple ratio principle i.e. the number of undesirable
outcomes divided by total outcomes subtracted from 1:

quality metric = 1 − undesirable/total.

Data interpretation refers to the implementation of the processes by which data
is examined if it follows the correct specification.

The quality indicators for “believability” and “appropriate amount of data” are
based on min operator, while “timeliness” and “accessibility” are based on max
operator.

If there are n sources for similar data to be used for decision making but with
different degrees of believability, the believability metric of entire data collection
is the minimum of believability degrees. Similar rule can be applied for degree of
appropriateness amount of data. Contrary, for other metrics, the most suited operator
is based on maximum value of individual indicators.

Other aspects related to the dimensions of quality in context IoT can be found in
[48], where frameworks and standards of IoT data quality are compared.
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Heinrich et al. [15] were interested inusing distance based indicators to design
innovative metrics for the data quality dimensions “correctness” (free-of-error) and
“timeliness”, in a goal-oriented manner.

Jang et al. [18] have investigated a quality index calculationmodel with structured
and unstructured data. Two indexes are defined: the attribute value quality index
(AVQI), and the structured data value quality index (SDVI). AVQI is used to discover
the attribute with high error possibility. In order to compute AVQI of the ith attribute
in the data table, a weighting procedure is proposed in [18] according to the following
cases and criteria:

A. In the case of missing data the weight α is derived according to the β criterion
in the rule Rβ :

R1. If no missing data then α = 0.
R2. If Number of missing values ∈ (0, 5%] then α = 1.2.
R3. If Number of missing values ∈ (5, 15%] then α = 1.5.
R4. If Number of missing values > 15% then α = 2.

B. For the case of outliers, a decision is taken based on Z-score (measured in
numbers of standard deviations from the average [47]). The weight α is derived
according to the β criterion in the following Rβ rules:

R5. If Z-score ∈ [0, 2], then α = 0.
R6. If Z-score ∈ (2, 3], then α = 1.2.
R7. If Z-score ∈ (3, 4], then α = 1.5.
R8. If Z-score > 4, then α = 2.

If the data table is given as an array X[n][m], where n is the number of measured
items, and every time a measurement consists of m attributes, for an attribute i, 1 ≤
i ≤ m, AVQIi is given by.

AVQIi =
∣
∣
∣
∣
1 − ui

vi

∣
∣
∣
∣
,

where ui = ∑

k=2..8;k �=5Uk , vi = ∑

k=2..8;k �=5 Vk with Uk = Number of data from
column i satisfying the Rk-rule multiplied by the corresponding α, and Vk =Number
of data from column i satisfying the Rk-rule multiplied by 1.0.

For instance, we compute the following AVQI for n = 1000 items and m = 5
attributes Ai, having missing values/outliers as given in Table 1.

The AVQI formula can be generalized for more β criteria, following the above
model. The calculation formula for the structured data value quality index (SDVI)
becomes the following:

SDVI =
∣
∣
∣
∣
1 −

∑

k=1..m uk
∑

k=1..mvk

∣
∣
∣
∣
,
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Table 1 Missing values/outliers extracted information for AVQI evaluation

β α A1 A2 A3 A4 A5

1 0 928 966 915 1000 948

2 1.2 72 0 85 0 0

3 1.5 0 34 0 0 52

4 2 0 0 0 0 0

5 0 843 865 993 934 995

6 1.2 150 0 7 65 0

7 1.5 6 135 0 0 4

8 2 1 0 0 1 1

AVQI 0.211 0.5 0.2 0.212 0.509

where uk and vk are given above. After computation, the above database SDVI is
∣
∣1 − 807.3

613

∣
∣ = 0.317. The lower the index value, the poor quality is indicated.

Hönigl and Küng [16] have defined three indices to be used to build an index
for the quality of case base of CBRS [16]. The first one is given by the ratio of bad
cases and the size of the case database subtracted from 1. The second is the ratio
of the count of similar retained queries and total number of pairs used for similarity
checking, also subtracted from 1. The third value is the ratio of the count of fields
with missing data and the total number of fields, subtracted from 1. Finally, the main
index is obtained by a weighted average of the three indices.

Another type of metric is based on analogy or distance. Depending on the type of
data there are the well-known geometrical distances:

• Euclidean distance—the square root of the sum of square of differences;
• Manhattan distance—the sum of absolute values of differences;
• Chebyshev distance—the maximum of the absolute values of differences;
• The p-distance—(�(x[i] − [y[i])p)1/p), with p ≥ 1),

as well as:

• text distances Levenshtein and Damerau-Levenshtein [10], Hamming [43], Lee
(see [17]), Jaro-Winkler similarity index [19],

• set-based distances (the most popular being Haussdorf-Pompeiu [9]) and
• statistical distances (the most popular being Mahalanobis [25]).

To give some computing examples, let us consider two objects a and b given by
five numerical attributes a = (1.2; 1.5; 1.0; 2.0; 1.0), and b = (1.19; 1.51; 0.99; 2.01;
1.01). The geometrical distances between objects a and b are given in Table 2.

If the objects are of text type, like a= “DataQuality”, and b= “Datenqualität”, the
Levenstein distance (i.e. theminimumnumber of operations like insertions, deletions
or substitutions of a single character, required to change one text object into the other)
between a and b is 4.
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Table 2 Computing geometric distances

Euclidean distance D2(a, b) = ((1.2–1.19)2 + (1.5–1.51)2 + (1.0–0.99)2 + (2.0–2.01)2 +
(1.0–1.01)2)0.5 = 0.0024

Manhattan distance D1(a, b) = |1.2–1.19| + |1.5–1.51| + |1.0–0.99| + |2.0–2.01| + |1.0–1.01|
= 0.05

Chebyshev distance D∞(a, b) = max(|1.2–1.19|, |1.5–1.51|, |1.0–0.99|, |2.0–2.01|, |1.0–1.01|)
= 0.01

The 4-distance D4(q, b) = ((1.2–1.19)4 + (1.5–1.51)4 + (1.0–0.99)4 + (2.0–2.01)4 +
(1.0–1.01)4)0.25 = 0.0150

Hamming distance is used to compare two data objects having the same length
and is the number of positions at which the corresponding values are different.
Mainly is used for binary objects, but can also be used in bioinformatics to analyze
multiple DNA or protein sequences [3]. For instance if a = “1,122,993,399” and b
= “1,112,998,899”, the Hamming distance between a and b is 3.

However, other indicators from statistics (the first order temporal correlation
coefficient, the Pearson’s correlation factor, metrics based on autocorrelation or
partial autocorrelation [21, 31, 32]) and information theory (liketheKullback–Leibler
divergence [22]) can be used.

In order to classify time series of data collected along some timeline in order
to understand not only the structure but also to reduce the number of sensors used
to monitor some phenomenon or process, specific dissimilarity measures for time
series may be used. The most popular dissimilarity measures of two time series are
[31–33]:

• Fréchet distance (as the minimal cost of a walk that traverses both timelines
from beginning to end without backtracking, taking into account the location and
ordering of the points along the timeline, with Chebyshev distance applied for a
walk).

• Dynamic Time Warping (DTW) distance (similar to Fréchet distance, but
computed usingManhattan distance).

• Constrained Dynamic Time Warping (cDTW) distance (by considering limited
alignments to prevent excessive alignments between two time series [37]).
Recently, the Fast Constrained Dynamic Time Warping (FcDTW) distance
(operating within a fixed window area of the cDTW) was proposed [6].

The similarity of data sources is not equivalent to reliability of data which depends
on various factors including data registration and communication. In order to estab-
lish the similarity of data sources in IoT based applications, the clustering of time
series is used [31, 33]. In practice, distances like Euclidean, DTW and its variants
have good behavior when considering the time complexity of the algorithms.

Reliable data are necessary when applying various models in order to establish
strategies or assess risk. Outlier detection is an important task before any data anal-
ysis process and has various applications on digital time series data such as fraud
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detection, fault detection, and data modification attack detection. Outlier detection
by machine learning techniques succeeds in various projects (see [23]).

To give a view on the influence of data quality on final decision, in the
following, three case studies will be presented belonging to different fields of appli-
cation, but asking for good data quality: text recognition, electrocardiogram-based
authentication, and data analysis.

3 Quality Metrics in Text Recognition

There are a number of factors affecting the text recognition accuracy: scanner charac-
teristics, type of documents (laser printer, photocopied (including handwritten text)),
and their linguistic complexity, paper quality, fonts used in the text, and dictionary of
similarities. The accuracy of printed text recognition exceeds 99%,while handwriting
text recognition (HTR) remains for improvements. Recognition of text from various
documents, street images (advertising) or artistic imagery requires pre-processing
steps to localize the text: applying image enhancement techniques to remove noise
and increase the contrast in the image, removing the background containing any
other scenes based on a specific threshold, separation of graphics from text, character
segmentation to separate characters from each other, and morphological processing
to enhance the characters appearance.

Mainly, the problemwith character recognition is to divide the space of the images
into sharp classes, each class corresponding to a unique ASCII code and representing
an instance of the same character [27, 29]. Objects belonging to the same class are
given by the “equality” of the degree of similarity with the class. Research and
business applications use two methods for character recognition. The first method
uses a large number of elements in the space of the minimally processed image code
and encodes and analyzes the class separation hyperspace using a neural network.
The second method uses elements of character properties expressed in the form
of vectors, uses several image processing techniques, and carefully apply feature
extraction methods.

The effectiveness of the back-propagation method used during training of the
multilayer artificial neural network (ANN) was demonstrated using normalized
binary images, according to the following ideas used during implementation:

• the image was resized (without distortion) until it has adequate width/height.
• the gray-values of the image were normalized (to remove shadows and to balance

brightness and contrast by illumination compensation).
• the cursive style was transformed by a deslantingprocedure.
• the dataset-size was augmented by applying further (random) transformations to

the input images.

The HTR methodology applies partitioning (training, validation, and test) of the
data, all partitions being preprocessed as above. Both Character Error Rate (CER),
and Word Error Rate (WER) were used to validate the results.
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These metrics were calculated using the Damerau-Levenshtein distance [10]
between the desired result and the prediction, computed as (i + s + d)/n, where
n is the total number of c(w), i is the minimal number of c(w) inserted, s is the
number of c(w) substituted, and d is the number of c(w) deleted in order to transform
the output text into the target, with c(w) representing the characters (words) under
recognition process.

Replacing the classical ANN approach to deep learning based on Convolution
Neural Networks (CNN) has improved the performance of recognition both in speed
and from a robustness point of view [38]. ConvolutionalNetworks proved valuewhen
also were used for ECG based biometric identification, as shown in next section.

4 Quality Metrics in ECG Based Biometric Identification

Biometric identification through electrocardiogram (ECG) is a recent approach (as
an alternative to fingerprint or iris-based analysis) as shown by [4, 28, 35].

According to [29], there are three types of ECG biometric techniques:

(1) The first one is based on Fiducial Point detection: the feature wave duration, its
slope, the curvature, its amplitude, and the direction are obtained and saved as
registered data to be identified during the authentication phase.

(2) The second technique will extract ECG features in the frequency domain using
various signal transformations (wavelet, Fourier, and discrete cosine).

(3) The third technique makes use of ANN and deep learning [28, 38].

The ECG based Biometric Recognition Algorithm (ECG-BRA) works on ECG
input signals and provides as output the answer to the identification problem
(accept/reject). It uses a database of templates (supporting the addition of a new
person, and to search for a person).

The main modules of any ECG-BRA system are responsible for signal enhance-
ment through noise elimination, feature extraction, enrollment, identification
(authentication), and decision. A preprocessing step can be used to assess the quality
of the ECG signal. For instance, in the case of ECGs collected using mobile phones,
the four flags method of Liu et al. [24] or multi-expert annotation method [34] can
be used.

The authors of [24] associate to every ECGan indicator called single signal quality
index (SSQI) and the integrative signal quality index (ISQI) for multi-lead ECGs. If
the ISQI of multi-lead ECGs is more than 10, the ECGs are identified as acceptable.
Otherwise, the ECGs are identified as unacceptable.

The results of the ECG-BRA system described in [28] were based on several test
series that are analyzed and compared usingmultilayer perceptron and deep learning.
The Physionet.org’s free ECG database [34] was used for training, validation and
testing. A number of 310 unprocessed ECG signals for 90 people with a variable
number of data records (20 s with a resolution of 12 bits and a sampling rate of
500 Hz) per person were selected.
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The filtered records (considered as acceptable ECGs) from the database that were
previously analyzed using plots for extraction are used in a total of 280 records from
81 people, allocated to the partitions for training, validation and testing. For the
multilayer perceptron, the most stable and best results were achieved with 5 times
more neurons in the hidden layer than with the number of training items plus 100.

The architecture of the convolution networks with the smallest vibrations consists
of a convolution layerwith the number of filters on the first layer corresponding to half
the number of training items plus 2, followed by aMaxpool layer 2 and a dense layer
with 50 activation units more than the number of classes. The number of iterations
was selected as twice the number of classes plus 100 in order to achieve a correct
classification of the training set and to prevent over-learning.

5 ML Based Timeline Data Analysis

In a classical analysis of data by regression, Klein and Rossin [20] found that data
quality can affect the prediction accuracy of linear regression models in two ways.
First, the training data used to estimate the model structure and its parameters can
contain errors. Second, even if the training data does not contain errors, after using a
linear regression model for prediction, a user can enter test data that contains errors
in the model. One unexpected conclusion of [20] claims that perfectly accurate
data may not always provide the best forecast. This is because regression models
are not interpolation methods, but only data fitting approaches under some strong
probabilistic assumptions.

Recently, Almeida et al. [2] explored the nature of the correlation in data to
estimate the data quality to be used in decision-making processes. Also, they are
promoting the gauge repeatability and reproducibility study to effectively identify
possible data of poor quality leading to measurement errors.

In the following, we propose an empirical method to study the reliability of data
collections. Let d[1], d[2], …, d[n] be a number of sources of data (n at least 2)
about the same event, registered as timeline sequences. To evaluate the reliability of
sources, the following procedure, based on the Machine Learning (ML) approach,
can be used. If d[i, 1], d[i, 2], …, d[i, m[i]] is the data set from source i (1 ≤ i ≤ n),
build aMLmodel to learn the timeline sequence d[i]. Validate the model and register
the model hyper-parameters as an array p[i]. The number of parameters is the same
for all models. Using a distance-based formula between p[i] and p[j], the similarity
between d[i] and d[j] (1 ≤ i, j ≤ n) can be obtained. The sources are similar if the
quality indicators are similar. Clustering algorithms can be used to classify the data
sources using ideas presented by [1, 31–33].

In order to describe the idea, let be n = 2, d[1] = y (the first time series), and d[2]
= z (a modified time series simulating the second data source). Using the R-package
neuralnet [7, 11], the neural nets presented in Figs. 1 and 2, have learnt the associated
data (x, y), respectively (x, z), from Table 3.
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Fig. 1 The neural net
associated with d[1]

Fig. 2 The neural net
associated with d[2]

Using the TS dist R package it is found that EuclideanDistance (y, z) = 17.67,
and Euclidean Distance (yp, zp) = 9.73. If p[1] = (−4.98, −12.34, 5.41, 0.45, 0.63,
159.37, 173.39), and p[2] = (−11.58, −4.27, 0.65, 0.58, 0.38, 173.16, 172.97), then
Euclidean Distance (p[1], p[2]) = 23.07. Moreover, Euclidean Distance (y, yp) =
21.97, Euclidean Distance (z, zp) = 15.89.

Based on DTW distance, it is found that DTW (y, z)= 47, DTW (yp, zp)= 62.49,
DTW (y, yp) = 137.81 and DTW (z, zp) = 100.93.

Similarly, Frechet Distance (y, z) = 17, and Frechet Distance (yp, zp) = 4.61,
while Frechet Distance (y, yp) = 12.16, and Frechet Distance (z, zp) = 8.54.

When consider Damerau-Levenshtein metric adapted for real numbers (edit
distance) it is found that even y and z are almost similar, the procedure found series
as different.

As seen above, the Fréchet distance based on min-max operator has small values
compared against DTW based on min-sum operator. However, Euclidean distance
has a good behavior and can be used only when the series has the same timeline as in
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Table 3 Input data (y, z) versus predicted data (yp, zp)

x y yp z zp

1 2 7.12 2 4.11

2 7 8.07 4 5.65

3 11 9.55 8 7.84

4 13 11.82 13 10.93

5 17 15.25 17 15.23

6 24 20.34 24 21.11

7 29 27.67 29 28.94

8 40 37.81 39 39.05

9 44 51.07 46 51.53

10 69 67.19 69 66.18

11 85 85.18 85 82.42

12 94 103.53 94 99.39

13 133 120.84 116 116.23

14 141 136.44 141 132.46

15 148 150.75 148 148.23

16 157 165.24 157 164.45

17 182 182.08 182 182.61

18 209 203.31 209 204.21

19 229 229.38 229 229.67

20 257 257.81 257 257.26

21 282 284.04 282 283.47

22 306 304.50 306 305.04

our experiment, while Fréchet and DTW metrics can be used for series of different
length.

The data scientist should consider the variability in the sequences of ML param-
eters due to non-linearity of artificial neural networks models when small changes
in input data may modify internal parameters by a large offset.

6 Conclusion

The data quality has a strong impact on building models, validation and testing for
performance. The most important dimensions of data quality are discussed along
various metrics for similarity checking. Three case studies, from different fields,
have been presented: text recognition influenced by quality of input material, elec-
trocardiogram classification based on digital signal preprocessing before using deep
learning, and timeline data analysis in order to measure the quality of data sources.
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It was shown that aspects concerning the input quality and the performance of the
models built according to machine learning strategies are specific to the application
field.
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From Holistic Health to Holistic
Reliability—Toward an Integration
of Classical Reliability with Modern
Big-Data Based Health Monitoring

Fengbin Sun

Abstract This paper aims to explore a new philosophical framework for integrating
the classical reliability with modern big-data based health monitoring. The concepts
of holistic health, holistic failure, and holistic reliability are introduced. Numerous
algorithms of quantifying the holistic failure and holistic reliability are proposed.

Keywords Holistic health · Holistic failure · Holistic reliability · Degradation ·
Virtual failure · Complex number analogy · Yin-Yang analogy

1 Introduction

In classical reliability engineering, the status of each unit under test or in use is
classified as either failure or survival. Life data analysis deals with two distinc-
tive time categories: failure time and survival time. Here the failures are typically
manifested as a “physical” loss of function or wrong output outside of the desired
target range. In the meantime, however, the sub-healthy condition can be encoun-
tered at various scenarios, such as when performance degradation has crossed the
pre-specified threshold but hasn’t manifested as a macro failure (cease to function
physically) yet, etc. Such failures are typically classified as degradation-based virtual
(or so-called pseudo) failures and can be quantified as fractional failures and frac-
tional survivors [1]. In real world, both true failures and degradation-based virtual
failures can co-exist within the same product. Scientifically integrating these two
categories of failures provides holistic view of product reliability.

With the advancement of modern failure physics, sensor technology, and big data,
the micro-level virtual failures become more and more “visible” and dominating. In
addressing the opportunities and challengeswhenReliabilitymeetsBigData,Meeker
and Hong [2] listed numerous examples of engineering systems that can generate
large-scale product operating and environment data (i.e., high-frequencymultivariate
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time series data), which can be used in reliability analysis. Such systems include, but
are not limited to [2, 3]:

• Locomotive engines
• Aircraft engines
• Automobiles
• Power distribution transformers
• CT scanners and other large medical systems
• Wind turbines
• Solar energy power inverters and stationary energy storage systems
• Data storage device (HDD/SSD) and systems (data center)
• Gas turbines, large construction equipment, high-end printers/copiers, high-end

computers, some home entertainment systems, smart phones, etc.

Over the past 36 years, the use of degradation data in reliability testing has received
much attention. In addition to providing additional information about reliability and
the opportunity to make reliability inferences with few or even no failures, degra-
dation data provides information that is much richer for building and assessing the
adequacy of physical/chemical models used for test acceleration. The typical useand
application of modern reliability data includes [2–9]:

• Sensor data logging, retrieval, and time-series analysis
• Machine learning and failure prediction
• System prognostics, health management, and condition-based maintenance
• Simulation (physics based or Monte Carlo) and problem identification
• Early warning of emerging reliability issues
• Prediction of remaining life of individual systems
• Prediction of retirements/replacements in a fleet of systems
• Field data (ship/return) and warranty reserve forecast
• Prediction of maintenance costs
• ……………

Introducing parametric-degradation-based virtual failure concept adds a micro-
dimension to the traditional failure domain. Incorporating virtual failures into reli-
ability assessment provides more insights about underlying product reliability and
enhances the detection sensitivity of various reliabilitymonitoringmechanisms, such
as ongoing reliability test (ORT) during production and therefore can surface the poor
vintage with potential high future failure rate due to “invisible” high degradation of
critical parameters [4].

It is author’s belief that now it is time to develop a holistic reliability assessment
framework that integrates the “macro-level” physical failure based classical relia-
bility assessment technique with “micro-level” virtual failure based health moni-
toring technique. However, to author’s knowledge, up to this point, there is no
publication on how to combine the physical failures with virtual failures to yield a
holistic failure domain. To stimulate discussion and participation fromboth academia
and fellow industry practitioners, author of this paper proposed numerous poten-
tial philosophies of describing the holistic failure and algorithms of quantifying
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the holistic failure counts, including complex number (vector) approach, Yin-Yang
theory, etc. An example is given to illustrate the potential value based on some prelim-
inary work by the author. It is hoped that this work will be beneficial to a wide range
of audience including reliability practitioners, theorists, and management.

The rest of the paper is arranged as follows. Section 2 reviews the mani-
festation and underlying mechanisms of physical and virtual failures. Section 3
gives a practical example of virtual failure determination from HDD industry with
detailed step-by-step procedures. Section 4 looks into the health philosophy from
human-machine analogy perspective and the need for holistic reliability assessment.
Section 5 presents numerous philosophical algorithms for holistic integration of
physical failure with virtual failure. Section 6 provides corresponding mathematical
modeling for holistic failure quantification. Sect. 7 provides a numerical example for
holistic reliability analysis considering parametric-degradation based virtual failures.
Section 8 concludes the paper with future works.

2 Manifestation and Underlying Mechanisms of Physical
and Virtual Failures

Product can fail and lose its function in various ways, such as:

• Fatigue
• Crack
• Corrosion
• Wear
• Electromigration
• Dielectric breakdown
• Electro-chemical migration (dendrite growth)
• Open circuit due to EOS or ESD.
• ………………….

Performance degradation induced virtual failures can also manifest in various
ways depending on their failure governing nature. In general, there are two types of
performance degradation; i.e., monotonic and fluctuating degradation [4].

For monotonic category, the product performance parameter changes monoton-
ically; either monotonically increasing or monotonically decreasing as shown in
Fig. 1. Their degradation is quantified by the max% change as follows where
CP stands for critical parameter and ABS() stands for the absolute value of the
parenthesis:

Max

[
ABS(CPCurrent − CPInitial)

CPInitial

]
× 100% (1)
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Time

Parameter A

Max % Change
of Parameter A

Time

Parameter B

Max % Change
of Parameter B

Fig. 1 Illustration of measuring the maximum degradation of monotonically degrading parameters
[4]

Fig. 2 Illustration of
measuring the maximum
degradation of a fluctuating
degradation parameter [4]

Time

Parameter C Max Fluctuation
of Parameter C

For non-monotonic but fluctuating category, the critical parameter goes up and
down and reveals an unstable behavior as shown in Fig. 2. The performance
degradation is quantified by the maximum fluctuation of the critical parameter as
[4]:

MaxCP Fluctuation ∼ (CPMax − CPMin) (2)

In degradation analysis, it is often assumed thatwhen the performance degradation
reaches a pre-specified fixed threshold, the (virtual) failure happens. However, this
is a conceptual assumption, not always true. In reality, the degradation to failure is
not fixed, but a random variable itself as shown in Fig. 3. Reaching threshold only
implies a certain failure probability, not necessarily a true failure.

For example, if the degradation-to-failure distribution has a pdf of g(x), then the
likelihood of failure when the performance degradation reaches a specified threshold,
G, is given by

LF =
∫

x≤G

g(x)dx (3)
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Fig. 3 Reaching a
pre-specified degradation
threshold doesn’t always
imply a true failure

Empirically, Eq. (3) can be estimated by a reliability life test with performance
degradation monitoring as follows:

LF ≈ (Total # of sampleswhose degradation exceeds

specified trigger limit and actually failed)

/(Total # of sampleswhose degradation exceeds specified trigger limit).

(4)

If we define a unit whose critical parameter exceeds the pre-specified threshold
as a potential failure, then multiplying the above failure likelihood with the total
number of potential failures will yield the total number of virtual failures; i.e.,

Virtual Failure = Potential Failure × LF (5)

Since the failure likelihood is between 0 and 1, therefore, the virtual failure is
often a fractional number.

3 An HDD Example of Virtual Failure Determination

3.1 Critical Parameters Identification, Their Degradation
Pattern and Quantification

For 66 years since the invention of the first product in 1956 by IBM, the hard disk
drive (HDD) industry has progressed tremendously not only in technology to meet
the ever increasing demand of higher data storage capacity, better performance, and
lower cost, but also higher product quality and reliability. For example, there may be
more than one hundred critical parameters at both themagnetic head component level
and hard disk drive system level that can be tracked and collected during HDD reli-
ability tests [4]. They are expected to represent the product parametric performance
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from various perspectives. The following is an exemplary list of some parameters as
collected in reliability demonstration test (RDT) and ongoing reliability test (ORT):

• G-List: “growth” defect table for sectors that have gone bad after the drive was
placed in use

• Error Rate (ER): raw bit error rate
• MR Bias: bias current applied on magneto resistive head
• Magneto-Resistive Asymmetry (MRA): channel amplitude asymmetry compen-

sation
• MR Resistance: reader element resistance of magneto resistive head
• Non-RepeatableRun-Outs (NRRO):measurement of howmuch a platterwobbles,

or moves off-center
• Spin Up Time: time required for the disk platters to get up to full operational

speed from a stationary start
• Variable Gain Amplifier (VGA): channel amplitude gain compensation
• Write Current: current going through the writer element during write operation
• ………………….

Based on the extensive studies of available historical parametric data from ORT
failures using degradation analysis and from field failure returns using multivariate
analysis, four critical parameters (CP), three at head level and one at drive level, were
identified as the most failure-indicative candidates [4]:

• Parameter A—Head Level
• Parameter B—Head Level
• Parameter C—Head Level
• Parameter D—Drive Level.

Figure 4 is a sample line plot of HDD CP degradation during ORT. It may be
seen that the head-level parameters (Parameters A, B, and C) behave diversely from
head to head, and drive-level parameter (Parameter D) behaves diversely from HDD
to HDD. However, the significant change in the form of increase, decrease, and
fluctuation are indicators for performance degradation while flatness is an indicator
of performance robustness.

The failure of an HDD is governed by its weakest link. The head-level reliability
performance of a HDD, as a whole, is governed by the worst-head (if one head fails,
the whole HDD fails). Therefore, the CP values of the worst head should be used to
represent the head-level parametric performance of an HDD. In general, Parameters
A and B are monotonic [4]. Their degradation is quantified by the max % change of
the worst head by Eq. (1), or

Max
[
ABS(CP current day − CP 1st day)/CP 1st day

] × 100% (6)

where ABS() stands for the absolute value of the parenthesis.
ParameterC is notmonotonic but fluctuating in nature. Its degradation is quantified

by the maximum fluctuation [4] of the worst head by Eq. (2), or
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Fig. 4 A sample line plot of critical parameters A, B, C, and D for HDDs during ORT

MaxCP Fluctuation = (CPMax − CPMin)/32 (7)

where

CPMax the maximum DAC (digital-to-analog conversion) value of Parameter C for
a head

CPMin the minimum DAC value of Parameter C for a head
32 (+16) − (−16) is the maximum allowable fluctuation range for Parameter

C.

Note that the DAC (digital-to-analog converter) value is used directly here as
Parameter C is linearly proportional to its DAC value.

Parameter Dis also not monotonic but fluctuating. Its degradation is quantified by
the maximum fluctuation [4] by Eq. (2), or

MaxCP Fluctuation = (CPMax − CPMin)/255 (8)

where

CPMax the maximum DAC value of Parameter D for an HDD
CPMin the minimum DAC value of Parameter D for an HDD
255 (28 − 1) − 0 is the maximum allowable fluctuation range for Parameter D.

Note that similar to Parameter C, the DAC value is used directly here as Parameter
D is linearly proportional to its DAC value.
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3.2 Parametric Trigger Limits Determination

The trigger limits for the critical parameters are determined based on the actual CP
data. The Individual-Moving Range (I-MR) charts are used to examine the process
stability and upper and lower control limits (UCL and LCL) for the maximum %
change or maximum fluctuation of each parameter [4]. The I-chart (individual chart)
represents the process mean while the MR-chart (moving range chart) represents the
process variance for each parameter. The UCL and LCL of the I-chart correspond to
the (Mean+ 3Sigma) and (Mean− 3Sigma) of themaximum%change ormaximum
fluctuation of each parameter and are used as the parametric trigger limits. It is
required that both I-chart and MR-chart be stable for these limits to be valid.

The trigger limits determined abovewill be used to track andmonitor the statistical
behavior of each corresponding parameter for HDDs by vintage (work week) and
identify the outliers as potential failures that will be included in the virtual failure
analysis.

3.2.1 Population Dynamic Behavior Monitoring Via Box-Whisker
Plotting

In order to track and monitor product overall parametric performance by vintage
(week by week), Box-Whisker plots are used to describe the distribution of HDD
population manufactured in that particular week [4]. They are also used to spot
outliers. Figures 5 and 6 are sample Box plots by work week for Parameters A, B,
C, and D from parametric ORT. The Y-axis represents the maximum % change or
the maximum fluctuation of the plotted parameter for each HDD.

Applying the trigger limits on the Box-Whisker plot for each parameter yields
“Potential Failure” candidates, the outliers outside the trigger limits. A potential
failure candidate may have been triggered by a single or multiple parameters. These
potential failures will be further studied individually in the next section by looking
into their time trend so that those with the worst degradation will be selected for
virtual failure analysis (“Virtual FA”). In the meantime, a weighting algorithm will
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Fig. 5 A sample box plot by work week for parameters A and B



From Holistic Health to Holistic Reliability—Toward an Integration … 187

Week6Week5Week4Week3Week2Week1

40.00%

30.00%

20.00%

10.00%

0.00%

Manufacturing Work Week

P
a

ra
m

e
te

r
C

%
C

h
a

n
g

e

30.00%

Boxplot of Parameter C % Change Over Time

Week6Week5Week4Week3Week2Week1

100.00%

80.00%

60.00%

40.00%

20.00%

0.00%

Manufacturing Work Week

P
a

ra
m

e
te

r
D

%
C

h
a

n
g

e

20.00%

Boxplot of Parameter D % Change Over Time

Fig. 6 A sample box plot by work week for parameters C and D

be applied to convert these potential failures to “Virtual Failures” for long-term
reliability impact assessment.

3.2.2 Individual Behavior Examination for the Potential Failure
Candidates Via Scatter (Line) Plotting

In order to get a deeper insight about the parametric degradation for each potential
failure candidate identified by Box-Whisker plots against the trigger limits, the time
trend for each parameter needs to be examined for each potential failure candidate
individually. Scatter plots or line plots can be used to accomplish this task. Figures 7
and 8 are sample scatter plots versus test time of Parameters A, B, C, and D for
each potential failure candidate. The Y-axis for the line plots represents the actual
measurement of the parameter itself, not the maximum % change or the maximum
fluctuation.

The graphical pattern of the line plot for each individual potential failure helps to
identify potential failures for further virtual FA.
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Fig. 7 A sample scatter plot versus test time of parameters A and B for the potential failures
identified by box-whisker plots with trigger limits applied
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Fig. 8 A sample scatter plot versus test time of parameters C and D for the potential failures
identified by box-whisker plots with trigger limits applied

3.2.3 Converting Potential Failures to Virtual Failures

Traditionally, product reliability during ORT, such as annual failure rate (AFR), is
assessed based on the true failures. Since a deteriorating HDD may contribute to
near-future true failures even though it may not manifest itself as a failure in ORT
due to the test time limitation, the concept of “Virtual Failure” is introduced here
from HDD parametric health point of view in order to quantify HDD reliability
holistically. As stated previously, based on the extensive studies, Parameters A, B, C,
and D have been identified as the most failure-indicative critical parameters. When
the maximum % change or the maximum fluctuation of any of these parameters
exceeds its trigger limit, this HDD will be identified as a potential failure candidate,
an HDD with potential to fail in the next moment should the HDD is allowed to
continue ORT. To account for the fact that not every potential failure candidate will
fail in ORT but there is a correlation or likelihood between the incident of each CP
exceeding the trigger limit and the incident of its actual failing in ORT, a weighted
linear function is introduced to convert potential failures to their equivalent virtual
failures, that is:

NVF = (LF−A × NPF−A + LF−B × NPF−B + LF−C × NPF−C + LF−D × NPF−D)

(9)

where

LF failure likelihood, the failure-equivalence factor of converting the “Potential
Failures” to “Virtual Failures” due to their CP%change exceeding the trigger
limits. It is defined by Eq. (4) as the conditional probability that HDD will
fail in ORT given that it’s CP maximum % change or maximum fluctuation
during ORT exceeds the trigger limit; i.e.,

LF [Total # of ORT HDDs whose maximum % changes exceed the specified
trigger limits and fail in ORT]/[Total # of ORT HDDs whose maximum %
changes in ORT exceed the specified trigger limits]
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NPF-A potential failure number induced by Parameter A, the total number of passing
HDDs with their maximum Parameter A % change exceeding the specified
trigger limits

NPF-B potential failure number induced by Parameter B, the total number of passing
HDDs with their maximum Parameter B % change exceeding the specified
trigger limits

NPF-C potential failure number induced by Parameter C, the total number of passing
HDDs with their maximum Parameter C fluctuation exceeding the specified
trigger limits

NPF-D potential failure number induced by Parameter D, the total number of passing
HDDs with their maximum Parameter D fluctuation exceeding the specified
trigger limits.

Note that the HDD serial numbers used in Eq. (9) should be all distinctive among
the four brackets. If one HDD has more than one CP’s whose maximum % changes
exceed the specified trigger limits, the one with highest LF value should be used
in Eq. (9). A numerical example given in Sect. 6 shows a set of sample ORT test
tracking data with both true failure count each week as well as calculated virtual
failure count converted from corresponding potential failures due to parametrical
degradation exceeding threshold.

4 Health Philosophy and the Need for Holistic Reliability
Assessment: Human-Machine Analogy

Human health and machine health bear many similarities. People see their doctors
periodically for health check up and get their physical health indication parameters,
such as:

• Body temperature
• Blood pressure
• Pulse rate, rhythm, and quality
• Heartbeat, or heart sound
• Respiratory rate, effort, and quality
• Cholesterol level
• Blood sugar level
• …………..

Comparing with these physical health indicators, which are typically quantitative,
the mental health indicators are more subjective and therefore more qualitative, such
as:

• Self confidence
• Optimism
• Respect for self and others
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• Empathy
• Resiliency to stress
• Flexibility
• Spirituality
• Sense of belonging
• ………….

In human health science, it is believed that the mental health affects physical
health and is not separable from, and even more important than physical health. In
the meantime, both physical health and mental health are affected by environmental
and operational conditions of human body, such as weather conditions (temperature,
humidity, sunshine, rain, etc.), family environment, working environment, workload
and stress, etc.

In analogy to human health, the “physical” loss of function for a hardware
or wrong output outside of the desired target range corresponds to the physical
disability or misbehavior of human being, while the parametric degradation seems
more similar to human aging and mental degradation. The physical health is often
more visible and quantifiable than mental health. Of course, it is well known that
product health is directly affected by both environmental and operational conditions,
such as temperature, humidity, altitude, vibration, workload (stress), etc.

The modern health science promotes holistic view of health and its management;
i.e., treat physical and mental health as a whole. This reminds us we should take a
similar approach to machine health; i.e., treat the physical failure and virtual failure
as a whole. For example, when one compares two groups of product samples under
the same test conditions, we not only compare their actual “visible” physical failures,
but also compare their “invisible” performance (or characteristic) degradation.

It is understood that some physical failures may happen to be physical manifes-
tation of degradation failure. However, it should be pointed out that not all physical
failures are due to degradation, especially failures due to infant mortality, manufac-
turing defects, random overstress such as ESD, EMI, etc. In other words, the physical
failures and degradation process maybe dependent, and maybe independent as well.
Many believe that the so-called hard (or catastrophic) failures and so-called soft
failures are always competing with each other [5–24].

5 Holistic Integration of Physical Failure with Virtual
Failure

As discussed in the preceding section, physical failures and virtual failures are two
parallel and competing aspects of product failure. Even thoughone is “visible” and the
other is “not visible”, both of them should be considered in the holistic representation
of product failure. Such relationship can be most vividly mimicked by the following
two theories:
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(1) Complex number theory
(2) Ying Yang theory.

5.1 Complex Number (or Vector) Analogy

In Complex Number theory, a complex number is expressed in the form of a + bi ,
where a and b are real numbers, and i is a solution of the equation x2 = −1. For the
complex number a + bi , a is called the real part, and b is called the imaginary part.
Despite the historical nomenclature “imaginary”, complex numbers are regarded in
the mathematical sciences as just as “real” as the real numbers, and are fundamental
in many aspects of the scientific description of the natural world [25].

Graphically, a complex number can be visually represented as a pair of numbers
(a, b) forming a vector on a diagram called an Argand diagram, representing the
complex plane as shown in Fig. 9 where “Re” is the real axis, “Im” is the imaginary
axis. Geometrically, complex numbers extend the concept of the one-dimensional
number line to the two-dimensional complex plane by using the horizontal axis for
the real part and the vertical axis for the imaginary part. The complex number a+bi
can be identified with the point (a, b) in the complex plane. A complex number
whose real part is zero is said to be purely imaginary; the points for these numbers
lie on the vertical axis of the complex plane. A complex number whose imaginary
part is zero can be viewed as a real number; its point lies on the horizontal axis of
the complex plane.

In analogy, the holistic failure can be represented by “real failure” (physical
failure) part and “imaginary failure” (virtual failure due to performance degradation)
part:

HolisticFailure = (PhysicalFailure) + (VirtualFailure)i (10)

Fig. 9 Graphical
representation of holistic
failure analogy to a complex
number



192 F. Sun

Therefore, the classical reliability theory deals with a special case when there
is no performance degradation induced “virtual” failures, but “hard” failures only.
In contrary, health monitoring based on pure parametric degradation, excluding
hard failures, is another special case where only imaginary (or virtual) failure is
considered.

5.2 Ying-Yang Analogy

In Chinese philosophy, Yin and Yang (“dark-bright”, “negative–positive”) describes
how seemingly opposite or contrary forces may actually be complementary, inter-
connected, and interdependent in the natural world, and how they may give rise
to each other as they interrelate to one another. Many tangible dualities (such as
light and dark, fire and water, expanding and contracting) are thought of as physical
manifestations of the duality symbolized by Yin and Yang. This duality lies at the
origins of many branches of classical Chinese science and philosophy, as well as
being a primary guideline of traditional Chinese medicine [26]. Figure 10 is a typical
graphical illustration of Yin-Yang theory.

Yin and Yang can be thought of as complementary (rather than opposing) forces
that interact to form a dynamic system in which the whole is greater than the assem-
bled parts. According to this philosophy, everything has both yin and yang aspects
(for instance, shadow cannot exist without light). Either of the two major aspects
may manifest more strongly in a particular object, depending on the criterion of the
observation. The Yin Yang shows a balance between two opposites with a portion of
the opposite element in each section.

In analogy, the physical failure corresponds to the “Yang” element of the failure
that is visible, while the virtual failure due to performance degradation corresponds
to the “Yin” element of the failure that is “not visible”:

Fig. 10 Graphical
representation of holistic
failure analogy to Yin-Yang
theory
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HolisticFailure = (PhysicalFailure)Yang ∪ (VirtualFailure)Yin (11)

According to Yin-Yang theory, physical failure and virtual failure are two comple-
mentary elements of overall holistic failure. They can be interrelated and give rise to
each other. For example, significant performance degradation may eventually mani-
fest as a physical failure, while physical damage (such as that due to shock, vibration,
UV exposure, etc.) may also accelerate or decelerate internal performance degrada-
tion. For instance, toomuch sun exposure leads to sunburn on human body, accelerate
aging of the skin, and increase the risk of skin cancers. However, sunlight exposure
can boost the body’s vitamin D supply, promotes bone health and decelerates bone
degradation, etc.

6 Holistic Failure Quantification and Applications

From Sect. 5, it is understood that physical failure and virtual failure can be inter-
preted as two dimensions of holistic failure. However, in order to quantify the overall
magnitude of the overall failure (or unhealthy conditions), we need to come up with
something holistic.

This can be accomplished through the Complex Number analogy; i.e., the holistic
failure can be represented by the following two attributes:

(1) The absolute value (or modulus or magnitude), Z

Z =
√

(Physical Failure)2 + (Virtual Failure)2 (12)

(2) The phase angle (or argument), θ

θ = arctan[(Virtual Failure)/(Physical Failure)] (13)

The absolute value indicates the overall (combined) effects of physical failures
and virtual failures while the phase angle indicates the relative contribution ratio
between physical and virtual failures.

It is interesting to notice that the complex number field is intrinsic to the mathe-
matical formulations of quantum mechanics, where complex Hilbert spaces provide
the context for one such formulation that is convenient and perhaps most standard.
The original foundation formulas of quantummechanics—the Schrödinger equation
and Heisenberg’s matrix mechanics—make use of complex numbers as well.

Formultiple degradation parameter scenario,where there aremore than one failure
governing degradation parameters, Eq. (12) could potentially be extended to a more
generalized format, such as the following:

Z =
[
(Physical Failure)m +

∑
i
(V irtual Failurei )

m]1/m
(14)
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where m ≥ 1 represents the total number of distinctive failure dimensions due to
both physical and virtual failure categories.

As an extreme case with m = 1, the holistic failure can be calculated as follows:

Z = (Physical Failure) + (Virtual Failure) (15)

This implies that when both physical and virtual failures are treated as the same
dimension, then they can be simply added together.

7 Holistic Reliability Analysis Considering
Parametric-Degradation Based Virtual
Failures—An Example

Traditionally, reliability metric during ongoing reliability test (ORT) of a consumer
electronic device, such as annual failure rate (AFR), is assessed based on the true
failures. Since a deteriorating device may contribute to near-future true failures even
though it may not manifest itself as a failure in ORT due to the test time limitation,
the concept of “Virtual Failure” is introduced from product parametric health point
of view in order to quantify its reliability holistically [4].

Table 1 is an example of ORT data summary within 20 production weeks
including:

• Weekly sample size
• Test duration
• Confirmed physical failures
• Parametric degradation induced virtual failures.

It is known that the underlying time-to-failure (TTF) distribution isWeibull with a
known shape parameter of β = 0.74. It is desired to predict, by weekly vintage, field
annual failure percent (AFR) at 60% confidence level under annual power on hours
(POH) assumption of 3,120 h. Based on internal DOE study, the overall acceleration
factor due to applied temperature and workload in ORT with respect field is about
AF = 13.

Under Weibull life distribution assumption with known shape parameter, the field
predicted AFR can be calculated as follows

AFR
∧

= 1 − e
−

(
POH

η
∧

)β

(16)

where

(
η
∧)β = 2

∑n
i=1Ni (Ti × AF)β

χ2
CL;2(∑n

i=1ri)+2

(17)



From Holistic Health to Holistic Reliability—Toward an Integration … 195

Table 1 ORT data summary within 20 production weeks

Work week Sample size Run time, (h) True failures Virtual failure

WW01 100 672 0 0

WW02 100 672 0 0

WW03 100 672 0 0

WW04 100 672 1 3.32

WW05 100 672 2 1.07

WW06 100 672 0 1.22

WW07 100 672 1 1.31

WW08 100 672 0 0.21

WW09 100 672 2 0.22

WW10 100 672 1 1.10

WW11 100 672 0 0.57

WW12 100 672 2 0.99

WW13 100 672 2 6.04

WW14 100 672 1 4.09

WW15 100 672 2 0.57

WW16 100 672 1 0.71

WW17 100 672 1 0.99

WW18 100 672 0 1.04

WW19 100 672 0 0.85

WW20 100 672 1 0.80

n total number of work weeks = 20,
Ni sample size of week i = 100,
Ti test duration of week i = 672 h,
ri failure number of weeki,
β Weibull shape parameter = 0.74,
AF ORT acceleration factor with respect to field = 13,
CL confidence level = 60%.

Table 2 summarizes the holistic failure counts calculated using Eqs. (12) and (15).
Table 3 summarizes the predicted field AFR using Eqs. (16) and (17) based on true
failure, holistic failure #1, and holistic failure #2.

Figure 11 is graphical comparison of predicted field AFR using Eqs. (16) and
(17) based on true failure, holistic failure #1, and holistic failure #2. It may be seen
that AFR based on holistic failure provides added sensitivity than that based on true
failure only. Holistic failure #1 as a direct sum of true and virtue failure treats true
and virtual failures as one dimension, which is an extreme and most aggressive case.
Holistic failure #2 as a vector modulus or magnitude of true and virtue failures is
more realistic in reflecting their joint effects.
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Table 2 ORT holistic failure by production week

Work week Holistic failure #1: (True + Virtual)
failures

Holistic failure #2:
√
True2 + Virtue2

WW01 0.00 0.00

WW02 0.00 0.00

WW03 0.00 0.00

WW04 4.32 3.47

WW05 3.07 2.27

WW06 1.22 1.22

WW07 2.31 1.65

WW08 0.21 0.21

WW09 2.22 2.01

W10 2.10 1.49

WW11 0.57 0.57

WW12 2.99 2.23

WW13 8.04 6.36

WW14 5.09 4.21

WW15 2.57 2.08

WW16 1.71 1.23

WW17 1.99 1.41

WW18 1.04 1.04

WW19 0.85 0.85

WW20 1.80 1.28

Similar to AFR plot in Fig. 11, one can also calculate and plot product mission
reliability for each production vintage as follows:

R(t)
∧

= e
−

(
t

η
∧

)β

(18)

where t is any specified mission duration in terms of POH in the field and η
∧

is given
by Eq. (17).

8 Concluding Remarks

In classical reliability engineering and life data analysis, the state of an item is binary:
survive or fail, which is typically judged at macro or physical level. However, with
the advancement of modern failure physics, sensing technology, and big data, the
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Table 3 ORT predicted field AFR using Eqs. (16) and (17) based on true failure, holistic failure
#1, and holistic failure #2

Work week AFR based on true failure
(%)

AFR based on holistic
failure #1 (%)

AFR based on holistic
failure #2 (%)

WW01 2 2 2

WW02 2 2 2

WW03 2 2 2

WW04 4 10 8

WW05 6 8 6

WW06 2 4 4

WW07 4 6 5

WW08 2 2 2

WW09 6 6 6

WW10 4 6 4

WW11 2 3 3

WW12 6 7 6

WW13 6 17 14

WW14 4 12 10

WW15 6 7 6

WW16 4 5 4

WW17 4 5 4

WW18 2 4 4

WW19 2 3 3

WW20 4 5 4

micro-level virtual failures become more and more “visible” and dominating. Intro-
ducing parametric-degradation-based virtual failure concept adds amicro-dimension
to the traditional failure domain. Incorporating virtual failures into reliability assess-
ment provides more insights about underlying product reliability and enhances the
detection sensitivity of various reliability monitoring mechanisms, such as ongoing
reliability test (ORT) during production and therefore can surface the poor vintage
with potential high future failure rate due to “invisible” high degradation of critical
parameters.

Author of this paper proposed numerous potential philosophies of describing the
holistic failure and algorithms of quantifying the holistic failure counts, including
complex number (or vector) approach, Yin-Yang theory, etc. An example is given
to illustrate an application of applying holistic failures in parametric ORT relia-
bility assessment. It is hoped that more discussions, explorations, and collaborations
will be conducted to establish a solid and robust framework for holistic reliability
assessmentof modern era.
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Fig. 11 ORT predicted field AFR based on true failure, holistic failure #1, and holistic failure #2
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On the Aspects of Vitamin D
and COVID-19 Infections and Modeling
Time-Delay Body’s Immune System
with Time-Dependent Effects of Vitamin
D and Probiotic

Hoang Pham

Abstract This chapter provides a summary of recent views on the aspects of vitamin
D levels and the relationship between the prevalence rates of vitamin D deficiency
and COVID-19 death toll of several countries in Europe and Asia. The chapter also
discusses a new modified time-delay immune system model with time-dependent of
the body’s immune healthy cells, vitamin D, and probiotic. The model can be used to
assess the timely progression of healthy immune cells with the effects of the levels
of vitamin D and probiotics supplement. It also can help to predict when the infected
cells and virus particles free state can ever be reached as time progresses with and
without considering the vitamin D and probiotic supplements.

Keywords Vitamin D deficiency · Immune system · Virus particles · COVID-19 ·
Delay differential equation

1 Introduction

The COVID-19 pandemic has made a significant impact on the global economy and
the daily life of each household around the world [1–3]. The COVID-19 symptoms
such as sore throat, headache or shortness of breath, of infected persons are the
same for both unvaccinated and vaccinated people but generally milder and lesser
severe to vaccinated people [4]. COVID-19 has killed at least 1 million people and
infected more than 90 million in the United States since the pandemic began [5].
Authorities in at least 220 countries have reported over 560 million COVID-19 cases
and more than 6.3 million global deaths since the COVID-19 pandemic beginning
in December 2019 [6]. Many researchers around the world [7, 8] have developed
models to estimate the COVID-19 deaths and its effects due to various COVID-19
pandemic restrictions [9–11].

Some recent studied has observed that infected people with COVID-19 increase
the risk of severe infection if they had lower vitamin D levels. Several other studies,
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Table 1 Levels of vitamin D Classification Vitamin D deficiency “25(OH)D”

Severe deficiency ≤12 ng/mL (or ≤30 nmol/L)

Deficiency ≤20 ng/mL (or ≤50 nmol/L)

Insufficient 20–29 ng/mL (or 50–75 nmol/L)

Normal 30–50 ng/mL (or 75–125 nmol/L)

Notation ng = nanogram; mL = millilitre; nmol = nanomoles; L
= litre; 1 ng/mL = 2.5 nmol/L

however, found no association between vitamin D levels and COVID-19 infected
cases [12]. Similarly, other clinical studies have observed that vitamin Dmay reduce
the COVID-19 infection rates and the mortality but the evidence for vitamin D
prevention of the COVID virus will still need further studies.

Vitamin D is one of many vitamins our bodies need to stay healthy and
supporting body’s immune system. The immune system needs vitamin D to fight
off invading bacteria and viruses. Vitamin D deficiency (i.e. “25(OH)D”) is a serum
25-hydroxyvitamin D concentrations ≤20 ng/mL (50 nmol/L). The classifications
of the vitamin D levels are shown in Table 1.

Some recent studies [13, 14] have shown vitamin D deficiency has been linked
to colorectal cancer, prostate cancer, heart disease, and breast cancer. Several recent
studies have also shown that people with sufficient levels of vitamin D have a lower
risk of infection [15–17]. Some recent reviews [18, 19] and empirical designed studies
[20–22] observed that vitaminD supplement can help to reduce symptoms for patient
at high risk of respiratory infection. Several recent findings based on observational
studies have illustrated a strong correlation between high COVID-19 mortality rate
and vitamin D deficiency in most European countries.

Many researchers [23, 24] have actively studied andwidely discussedwith various
guidelines about the sufficient vitamin D levels in some countries in the past decades
but there is yet consent on what will be the best level of vitamin D [25, 26].

This chapter first discusses some recent views about the relationship between the
vitamin D and disease infections related to COVID-19 pandemic and then presents
a correlation analysis result between the prevalence rates of the deficiency levels of
vitamin D and COVID-19 death tolls of 23 countries in Europe and 24 countries
in Asia and all 47 countries in both continents Europe and Asia. The chapter also
presents a modified mathematical model of time-delay interactions between body’s
immune healthy cells, infected cells, and virus particleswith consideration of vitamin
D deficiency and probiotic supplements. It finally provides a brief conclusion and
findings.
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2 Prevalence Rates Analysis of Vitamin D Deficiency
in European and Asian Countries

The prevalence rates of vitamin D deficiency (i.e. 25(OH)D < 50 nmol/L) have
reported of 24%, 37%, and 40% in US, Canada, and 40% in Europe [1, 27–29],
respectively. The vitaminD deficiency has shown strongly relatedwith various health
outcomes and increased risk for COVID-19-related severity and high mortality rate
based on related mortality distributions [30]. Recent study by Dror et al. [31] has
demonstrated that people with lower vitamin D levels are more likely to have severe
COVID-19 infections than people with higher vitamin D levels.

This section discusses the correlation analysis of the vitamin D deficiency and
COVID-19 death rates per million people of many countries in Europe and Asia
and a combination of all 47 countries in both continents. The number of COVID-19
reported cases (see column 7, Table 2) and deaths (column 8, Table 2) per onemillion
as of January 15th, 2022 by countries in Asia and Europe were obtained from the
Worldometer website [5]. The corresponding prevalence of vitamin D deficiency of
23 countries in European and 24 countries in Asia were obtained from the PubMed
database [19] as shown in Table 2.

We observe that among European countries, the lowest and highest prevalence of
vitaminD deficiencywere reported in Finland andUkrainewith vitaminD deficiency
values ranging from 6.9 to 81.8%, respectively, as shown in Table 2 [1]. The lowest
andhighest number ofCOVID-19 infected cases permillion of the country population
in Europewere fromFinland (66,824 deaths permillion) and Slovenia (253,591 cases
per million) accordingly where the lowest and the highest number of COVID-19
deaths per million were from Norway (252 deaths per million) and Bulgaria (4,660
per million), respectively.

Figure 1 shows the vitamin D deficiency levels with respect to European coun-
tries (x-Axis), COVID-19 deaths (y-axis), and COVID-19 cases (z) for European
countries. Similarly, the lowest and highest prevalence of vitamin D deficiency in
Asia were reported in Vietnam and Oman with vitamin D deficiency values ranging
from 2.0 to 87.5%, respectively. The lowest and the highest number of COVID-19
infected cases permillion of the country population amongAsian countrieswere from
Vietnam (20,347 cased per million) and Bahrain (168,999 cases per million) respec-
tively where the lowest and the highest number of COVID-19 deaths per million of
the total population were from Vietnam (360 deaths per million) and Iran (1542 per
million), respectively. Figure 2 shows the vitamin D deficiency levels with respect to
Asian countries (x-Axis), COVID-19 deaths (y-axis), and COVID-19 infected cases
(z) for Asian countries. Figure 3 is similar to Figs. 1 and 2 when both European and
Asian continents were combined.

Table 3 presents the results of the correlation analysis of the prevalence of vitamin
D deficiency, COVID-19 death, and infected cases rates per million in European and
Asian continents [1]. We observe that
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Table 2 The prevalence of vitamin D deficiency and COVID-19 death rate of 47 countries* [1]

No Country Continent Sample Age (yrs) VitDdef C19 cases per
million

C19 deaths
per million

Europe

1 Belgium 3 697 20–69 51.1 206,627 2452

2 Bosnia 3 2483 >18 58.7 96,380 4229

3 Bulgaria 3 2016 20–80 75.8 118,495 4660

4 Croatia 3 3791 45.5 46.1 199,613 3215

5 Denmark 3 2565 18–69 51.5 183,639 598

6 Finland 3 798 30–64 6.9 66,824 310

7 France 3 297 18–65 75.1 207,186 1935

8 Germany 3 6995 18–79 61.5 94,020 1380

9 Greece 3 1084 >18 32.4 159,508 2116

10 Ireland 3 17,590 >18 51.5 217,571 1202

11 Italy 3 74,235 >18 33.3 141,515 2335

12 Norway 3 4465 40–69 24.7 90,464 252

13 Poland 3 5775 16–90 65.8 113,765 2707

14 Portugal 3 3092 >18 66.6 182,513 1898

15 Romania 3 812 >21 56.5 99,568 3110

16 Russia 3 1544 18–75 45.7 73,781 2196

17 Slovakia 3 578 >15 15 160,413 3158

18 Slovenia 3 125 18–64 58.2 253,591 2739

19 Spain 3 1262 20–83 33.9 172,992 1940

20 Sweden 3 268 18–80 22.4 153,038 1517

21 Switzerland 3 367 25–70 38.2 189,587 1435

22 Ukrain 3 1575 20–95 81.8 86,500 2266

23 United
Kingdom

3 222 48–94 64.9 221,341 2220

Asia

1 Bahrain 1 314 >30 79.9 168,999 780

2 Bangladesh 1 160 <70 63.7 9644 168

3 Brunei 1 446 >18 52 35,480 221

4 China 1 14,302 18–65 50.3 73 3

5 India 1 424 >18 55.2 26,499 347

6 Iran 1 7504 18–65 65.3 72,613 1542

7 Iraq 1 300 25–70 75.3 50,730 586

8 Japan 1 107 20–69 28.2 145,539 146

9 Jordan 1 3007 <83 67.9 105,948 1252

10 Kazakhstan 1 1347 >18 70 54,200 683

(continued)
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Table 2 (continued)

No Country Continent Sample Age (yrs) VitDdef C19 cases per
million

C19 deaths
per million

11 Kuwait 1 960 >20 83 104,480 566

12 Lebanon 1 142,131 >19 35.5 119,291 1380

13 Malaysia 1 858 >18 67.4 84,911 962

14 Mongolia 1 320 20–58 35.5 120,499 620

15 Nepal 1 300 >18 51.3 28,363 388

16 Oman 1 206 18–55 87.5 58,492 776

17 Pakistan 1 1255 <84 36 5803 128

18 Qatar 1 102,342 18–65 71.4 105,143 222

19 Saudi
Arabia

1 20–40 74.6 17,112 250

20 Singapore 1 114 21–100 42.1 48,984 142

21 Thailand 1 120 25–60 19.1 33,059 313

22 Turkey 1 11,734 >18 70.6 121,344 987

23 UAE 1 12,346 >18 72 79,631 217

24 Vietnam 1 637 18–87 2 20,347 360

* “1” in the category indicates Asian countries; “3” indicates European countries

Fig. 1 Vitamin D deficiency
levels with respect to
Continent (x-axis);
COVID-19 deaths (y), and
COVID-19 cases (z) among
23 countries in Europe

• The prevalence of vitamin D deficiency has a strong positive correlation with the
COVID-19 deaths in European continent (i.e. correlation value (‘cv’) = 0.4151)
as shown in Table 3.

• The prevalence of vitamin D deficiency also has a positive correlation with the
COVID-19 deaths in Asian continent with cv = 0.2655 as shown in Table 3.
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Fig. 2 Vitamin D deficiency
levels with respect to
Continent (x-axis);
COVID-19 deaths (y), and
COVID-19 cases (z) among
24 countries in Asia

Fig. 3 Vitamin D deficiency
levels with respect to
Continent (x-axis);
COVID-19 deaths (y), and
COVID-19 cases (z) among
countries in Asia and Europe

Table 3 Correlation values
with the prevalence of
vitamin D deficiency

Continent Deaths (per
million)

Infected cases (per
million)

Europe continent 0.4151 0.1347

Asia continent 0.2655 0.3901

Europe & Asia
continents

0.0949 0.0589

• The prevalence of vitamin D deficiency has a strong positive correlation with the
COVID-19 infection cases in Asian continent (cv = 0.3901).

3 Mathematical Model Development

As we discussed in previous section, lower vitamin D levels such as vitamin D defi-
ciency have been associated with increased susceptibility to infection, disease, and
autoimmunity. The immune system needs vitaminD to fight off invading bacteria and
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viruses. Recent research shows that high levels of vitamin D status can help to keep
body’s immune systemhealthy and likely protect against respiratory illnesses. Hospi-
talized patients with COVID-19 infections who had sufficient vitamin D levels has a
decreased risk of adverse outcomes and death [31]. The immune system provides all
the protective mechanisms needed to fight off infections or other dangerous agents
[1].

Developing mathematical models to assess the growth of disease infections and
immune healthy cells have been of interest in the area of cancer epidemiology, tumor
growth and infectious disease in the past few decades [32–38]. Many models [35–
38] have been studied in the past decades using the ordinary differential equations to
characterize the tumor-immune dynamic growth of virus-infected cells of immune
system [39]. Lestari et al. [40] studied an epidemic cancer model with chemotherapy
in the formof a systemofnon-linear differential equationswith three sub-populations.
They presented the point of equilibrium and numerically determined the reproduction
number of cancer cells. Pham [3] presented a model to estimate the US deaths
toll related to COVID-19. Pham [7] recently discussed a time-dependent model
considering various factors related to COVID-19 including social distancing and
reopening states in different communities. Pham [41] recently developed a virus-
immune time-delaymodel of immune system, and later extended Pham’s earlierwork
[41] by taking the factor of chemotherapy drug treatment into themodel consideration
[42].

This section presents amodifiedmathematical time-delaymodel, from [1] consid-
ering time-dependent interactions between body’s immune healthy cells, infected
cells, and virus particleswith the effect of vitaminD levels and probiotic.We describe
model assumptions based on recent studies in [40–42] and discuss a model formu-
lation consisting of three time-dependent variables in terms of partial differential
equations that represent the time-dependent growth rate of immune cells, infected
cells, and virus particles. We present numerical results to illustrate the model and
discuss various cases to predict whether the infected cells or virus particles can be
reached free state level or not as the time progresses.

Notation

The following notation are used in the model formulation:

a infected cells death rate per unit time
s coefficient of time-dependent growth rate of healthy cells
c death rate of healthy cells unit time
g coefficient of time-dependent healthy cells growth rate with probiotic supple-

ment
x the virus rate per unit time that enters the body
m the rate that virus infects healthy cells
m1 coefficient of time-dependent vitamin D rate that can enhance healthy cells
u the rate that the healthy cells fail to fight infected cells
b coefficient of time-dependent rate that the healthy cells fights and destroy

infected cells
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n the rate that the healthy cells manages to fight off the virus due to healthy
immune system

k the rate that infected cells produce virus
d virus death rate per unit time
q the half saturation constant that related to healthy cells
w the half saturation constant that related to virus
H(t) the time-dependent function of number of healthy cells at time t
I(t) the time-dependent function of number of infected cells at time t
V (t) the time-dependent function number of virus in the body at time t.

The assumptions of a modified model of time-delay interactions between body’s
immune healthy cells, infected cells, and virus particles with the effects of vitamin
D deficiency and probiotic supplement are as follows [1]:

1. The growth rate of healthy cell has a constant coefficient s.
2. The healthy cell has a natural death rate, c.
3. There is a reduced number of healthy cells due to the virus infects healthy cell

at the rate m.
4. Vitamin D time-dependent growth function to enhance healthy cells that can

fight off the virus at the constant coefficient m1.
5. The healthy cells fail to fight infected cells with the rate u.
6. Time-dependent healthy cells growth coefficient g by using probiotic supple-

ment with a delay τ1 time.
7. The healthy cells are able to fight infected cells at the rate b and also manages

to fight off the virus at the rate n with a time delay τ2.
8. The infected of virus particles and the healthy cellsbecame the infected cells at

the rate m.
9. The infected cell has a death rate per unit time a
10. The healthy cells manage to fight off the infected cells at a time-dependent

function with coefficient b.
11. The infected cells produce the virus cells at the rate k
12. The virus particles have a death rate per unit time d
13. The healthy cells manage to fight off the virus particles at the time-dependent

function with coefficient n.
14. The virus enters the body at the rate x per unit time with a time delay τ3.

The mathematical model includes three time-dependent variables: immune
healthy cells H(t), infected cell I(t), and virus particles V (t). Virus particles invaded
healthy cells with the rate m (i.e.,mH(t) V (t)) and transform them into infected cells.
Healthy cells, infected cells, and virus particles die at the rate c, a, and d, respectively.

The rate functions of the number of immune healthy cells H(t), infected cells I(t),
and virus particles V (t) over time t of the modified model from [1] can be written
based on the assumptions (1–7), (8–10), and (11–14) respectively, as follows:

∂H(t)

∂t
= st0.01 − cH − mHV + m1t

0.02HV − uH I
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+ gt0.001H(t − τ1)I (t − τ1)V (t − τ1)

q + I (t − τ1)V (t − τ1)

+ bnI (t − τ2)V (t − τ2)H(t − τ2) (1)

∂ I (t)

∂t
= mHV − aI − bt0.01 I H (2)

∂V (t)

∂t
= k I − dV − nt

1
75 V H + xV (t − τ3)H(t − τ3)

W + H(t − τ3)
. (3)

For the model without considering the time-dependent function, the above model
can be rewritten as:

∂H(t)

∂t
= s − cH − mHV + m1HV − uH I + gH(t − τ1)I (t − τ1)V (t − τ1)

q + I (t − τ1)V (t − τ1)

+bnI (t − τ2)V (t − τ2)H(t − τ2) (1a)

∂ I (t)

∂t
= mHV − aI − bI H (2a)

∂V (t)

∂t
= k I − dV − nV H + xV (t − τ3)H(t − τ3)

W + H(t − τ3)
. (3a)

Figure 4 illustrates themodifiedmathematical presentation of the above equations.
We develop an algorithm using R software to numerically obtain the results forH(t),
I(t), and the number of virus particles V (t) as we will discuss with various cases in
numerical examples in Sect. 3.1.

f1 =gt0.001H(t − τ1)I (t − τ1)V (t − τ1)

q + I (t − τ1)V (t − τ1)

f2 =bnI (t − τ2)V (t − τ2)H(t − τ2)

f3 = xV (t − τ3)H(t − τ3)

W + H(t − τ3)
.

3.1 Numerical Examples

This section presents some numerical results based on the above delay system of
differential equations using the numerical values based on some existing studies
[40–42] as shown in Table 4 for the illustration of the model. Note that one can
easily apply the proposed model to obtain the numerical results for any other sets of
parameter values.



210 H. Pham

Fig. 4 Mathematical process presentation of time-delay interactions between body’s immune
healthy cells, infected cells, and virus particles model [1]

Table 4 Model parameter
values

s = 0.43/day c = 0.00212/day m = 0.0004/day

u = 0.0002/day g = 0.01/day q = 0.20/day

b = 0.0001/day n = 0.00005/day a = 0.004/day

k = 0.0070/day d = 0.004/day x = 0.006/day, w =
0.90/day

In this analysis, we assume that the initial number of virus particles, infected cells,
and healthy cells are 30,000, 35,000 and 75,000, respectively, for the algorithm and
developed program can search to find the best solutions. It is worth to note that
the results do not necessary depend on the assumptions of these initial numbers
but analyst can provide any numbers as initial values for the purpose of numerically
solving the system of differential equations.We now present various cases with some
parameter values of the healthy cell growth rate as well as the rate that infected cells
and virus particles where the first, second and third time-delay are 1, 2, and 2 days,
respectively.

Case 1: Time-dependent function with m1 = 0 and g = 0. Here we do not take into
considerations of having the vitamin D and probiotic supplement, that is m1 = 0 and
g = 0.
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Fig. 5 Time-dependent functions where m1 = 0 and g = 0

From Fig. 5, we observe as expected the initial number of virus particles, infected
cells, and healthy cells are 30,000, 35,000 and 75,000, respectively. The infected cells
begins to increase sharply until the 2nd day then starts to decrease until it slowly
stable after the 290th day at the level of around 13,000 (see Fig. 5 in “blue”). The
virus particles begins to decrease sharply until the 6th day but starts to increase until
it slowly stable at around 30,000 which is about the 280th day (see Fig. 5 in “red”).
The healthy cells (see Fig. 5 in “green”) decreases sharply at the beginning and it
reaches the level of empty healthy cell at the level at about the 40th day.

For without considering the time-dependent function as given in Eqs. 1a, 2a and
3a, there are slightly but not significant different on the numerical results as shown
in Fig. 6.

Case 2: Time-dependent functions (see Eqs. 1–3).

Here we assume that with a sufficient vitamin D level, it can enhance the number of
healthy cells that can help to fight off the infected cells and virus particles since the
healthy cells can be boosted due to the vitamin D sufficiency level. In the model, m1

= 0.00005. Likewise, we assume that by taking a sufficient probiotic supplement,
it can enhance the number of healthy cells that can help to fight off the infected
cells and virus particles where in the model g = 1.8 for example. In other words,
in this example we take into considerations of taking the vitamin D and probiotic
supplement where m1 = 0.00005 and g = 1.8. As seen in Fig. 7, the healthy cells
(see Fig. 7 in “green”) decreases sharply at the beginning until around the 7th day
and starts to increase quickly that reaches the maximum number of healthy cells
level at around the 27th day and then begins to decrease until they slowly stabilize
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Fig. 6 Without time-dependent function and m1 = 0, g = 0

at around the 325th day at the level of 260,000. Unlike the previous cases, although
the infected cells slightly increase at the beginning, both the infected cells and virus
particles decrease significantly to until they reach the infected cells (see Fig. 7 in
“blue”) free state and virus particles (Fig. 7 in “red”) after around the 20th day as
shown in Fig. 7.

Fig. 7 Time-dependent functions
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Fig. 8 Without time-dependent function

For not considering the time-dependent function case as given in Eqs. 1a, 2a and
3a, there are slightly but not significant different results from the above. As can be
seen from Fig. 8, the healthy cells (see Fig. 8 in “green”) first decreases sharply at
the beginning until around the 4th day and starts to increase quickly that reaches the
maximum number of healthy cells level at around the 25th day and then begins to
decrease until they slowly stabilize at around the 300th day at the level of 288,000.
Similarly to the above case„ both the infected cells and virus particles decrease
significantly at the beginning to until they reach the infected cells (see Fig. 8 in
“blue”) free state and virus particles (Fig. 8 in “red”) free state after around the 20th
day as shown in Fig. 8. Figures 9, 10 and 11 shows various values for the level of
vitamin D and probiotic supplement, wherem1 = 0.0005 and g = 1,m1 = 0.005 and
g = 0.7, and m1 = 0.000005 and g = 0.01, respectively.

4 Conclusion

This chapter studied the relationship between the vitamin D deficiency and COVID-
19 infected cases and deaths toll among the countries in Europe and Asia. The
results agreed with some recent studies that there seems to be a strong association
between vitamin D deficiency, the COVID-19 deaths, and COVID-19 infected cases,
and that the lower vitamin D levels were associated with higherCOVID-19 deaths.
The modeling results show an important finding that the appropriate of time-delay
duration that will take those cells (i.e., body’s immune healthy cells, infected cells
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Fig. 9 Time-dependent function with and m1 = 0.0005, g = 1

Fig. 10 Time-dependent function with and m1 = 0.005, g = 0.7

and virus particles) to effectively spread in the body is crucial in the model and that
can make a significant difference of the modeling results.



On the Aspects of Vitamin D and COVID-19 Infections and Modeling … 215

Fig. 11 Time-dependent function with and m1 = 0.000005, g = 0.01
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A Staff Scheduling Problem
of Customers with Reservations
in Consideration with Expected Wait
Time of a Customer without Reservation

Junji Koyanagi

Abstract In cell phone stores in Japan, they serve customers with reservations and
ones without reservations. The manager of the shop assigns a staff to each customer
with reservations (CR) at the start of or before the day. For the customers without
reservations (CN), they are served by the staff who does not serve other customers.
However, no staff is available to serve CN, CN must wait until some staff can serve
CN. The assignment of CR to the staff should be scheduled not to wait CR. The
wait time of CN should be as short as possible, though they are served not to delay
the service of CR. The minimization of the expected wait time of the first CN is
considered in this research. Taboo search method is adopted for the optimization of
the evaluation function to assign each reservation to each staff and to minimize the
waiting time of the first CN.

1 Introduction

There are several service systems such as nursing care and customer service in the
shop. It is important to assign the staff to the customers or sreservations suitably.
Usually, there are several constraints in the assignment. If the reservations are made
without considering the actual constraints, it may be a problem to find the feasible
schedule [1, 2].

In this research, we deal with a staff assignment problem in a cell phone shop. In
cell phone shop in Japan, the reservations are mainly made by telephone and web
site. Therefore, feasibility of the service is usually ensured, when the reservation
is accepted. The customers with reservation are served when they arrive the shop.
On the other hand, there are customers without reservations because of the reasons
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such as the sudden trouble of the phone. These customer will have to wait until their
service starts and the wait time for these customers should be as short as possible.
Thus, we consider the wait time of the customer without reservation. Though it is
desirable to consider all possible customers without reservation (CN), it consumes
long time to calculate. Therefore, we consider to minimize the wait time of the first
CN in this research.

2 Reservation and Assignment

We assume the following conditions of the shop.

1. The number of reservations is n. The reservation is numbered from 0 to n − 1.
2. The number of staff is m. The staff is numbered from 0 to m − 1.
3. The business hours of the shop is divided to time zones, and each time zone has

equal length (15 min in this research). The time zone is numbered from 0 to z − 1.
The start time of the time zone t is called time t and the end time of the time zone
t is called time t + 1. The reservation occupies several consecutive time zones
and the start time of the reservation coincides to the start of time zone and the end
time of the reservation also coincides to the end of time zone.

For the reservation r , we assume the following conditions.

1. The reservation is made before the day, usually by web site. For the reservation
r , the customer inputs the start time zone br of the reservation and the reservation
type such as purchase of new phone and request of repair. According to the
reservation type, the standard end time zone er is set.

2. If the reservation r is assigned to staff s, the start time zone is changed to br − αrs

and the end time zone is changed to er + βrs (Fig. 1).

(a) For αrs ≥ 0, αrs is considered as the preparation time if the reservation r is
assigned to staff s. If staff s is a novice, the staff may need preparation to deal
with reservation r . The second role of αrs is to indicate the reservation r can
be assigned to staff s. If αrs = −1, it indicates that the reservation r cannot
be assigned to staff s, for example, because the skill level of staff s is low for
reservation r .

(b) βrs is to adjust the end time of reservation r . If staff s is a novice, the end
time tends to be late. In that case, βrs > 0. If staff s is a skilled staff, the end
time tends to be earlier. In that case, βrs < 0.

For the assignment, we assume the following conditions.

A1. Each reservation is served by one staff. If reservation r needs to be served by
more than two staff, the reservation r can be copied for the number of staff.

A2. The staff can serve only one reservation in a time zone. The staff cannot serve
parallelly more than two reservations.
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Staff 0 (skilled)

Staff 2 (novice)

Staff 1 (standard) α31 = β31 = 0

reservation 3
α30 = 0, β30 < 0

|β30|

α32 > 0, β32 > 0
α32 β32

Staff 3 α33 = −1cannot serve reservation 3

reservation 3

reservation 3

Fig. 1 Skill adjustment of the reservation

A3. The staff takes the lunch time of fixed length, while the lunch time zone. For
example, the staff takes 45 min lunch time in lunch time zone from 11:00 to
14:30.

If the reservations are made by web site, the above condition can be satisfied because
the system will reject the reservation beyond the capacity. Since the reject is based
on standard time of reservation r , it may be difficult to find the assignment to satisfy
the conditions when αrs and βrs are considered. Moreover, the assignment should
consider the wait time of CN, then we have to consider better assignment of CR to
minimize the wait time of CN.

3 Assignment Evaluation

The evaluation of the schedule is the wait time of the first CN. For the assignment,
there are blank time zones, which indicate the time zones without reservations. If
CN comes, the customer is assigned to the blank time zones with enough length. It
is assumed that CN arrives at the start of time zone and fixed number of time zones
(3 time zones, 45 min here) is required for the service of CN. Since the customer is
served in the time zones without reservation, the customer may wait until the suitable
time zone for the service. For example, we explain the wait time in Table 1 (three
staffs and three reservations). In the table, the number shows the reservation number
that the staff serves.

1. If CN arrives at 15:00, the customer can be served by either staff 0 or 1, then the
wait time is 0.

2. If CN arrives at 15:15, the customer can be served by staff 0, then the wait time
is 0. Staff 1 cannot serve the customer because staff 1 must start reservation 2 at
time 15:45.

3. If CN arrives at 15:30, the customer must wait until 16:30 for staff 2, then the
wait time is 60 min.
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Table 1 The wait time of the first customer without reservation

Time zone Staff Staff Staff Wait time

(start time) 0 1 2 (min)

15:00 1 0

15:15 1 0

15:30 1 60

15:45 2 1 45

16:00 0 2 1 30

16:15 0 2 1 15

16:30 0 2 0

16:45 0 2 0

17:00 0 0

17:15 0 0

17:30 0 –

17:45 0 –

4. In a similar way, the wait time is 45, 30, 15, 0, if CN arrives at 15:45, 16:00,
16:15, 16:30, respectively.

5. Let the shop close at 18:00, then CN after 17:30 is out of service.

Expected Wait Time
Expectedwait time for the first CN is calculated from thewait time, if the arrival prob-
ability for each time zone is available. However, it is difficult to obtain the probability,
then we assume the probability is same for each time zone here. The minimization
of the expected wait time is the objective in this research. For the assignment of
Table 1, the expected wait time is (60 + 45 + 30 + 15)/10 = 15 because the arrival
probabilities are equal for the ten time zones.

4 Tabu Search

This problem is a kind of combinatorial optimization [3]. To express the problem
as combinatorial problem, the assignment of the reservations is expressed by x =
(x0, x1, . . . , xn−1) for n reservations. The element xr shows the staff number who
serves the reservation r . For example x2 = 3 means the reservation 2 is assigned to
staff 3. By this expression, condition A1 is automatically satisfied. It is difficult to
find the assignment which satisfies A2 and A3. We use penalty function method and
tabu search to minimize the expected wait time and to satisfy A2 and A3. For the
assignment x, we can make the timetable as shown Fig. 2. From this timetable, we
can calculate the following three functions. In Fig. 2, an example of 3 staffs and 6
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time
staff 0

staff 2

staff 1

r0 r1

r2
r3

r5

r4

duplication 0, can have lunch time

duplication 4, can have lunch time

duplication 2, cannot take lunch time

lunch time zone

lunch time

lunch time

Fig. 2 Calculation of D(x) and L(x)

reservations, reservation 2 is denoted by r2 and other reservations are denoted in a
similar way. The assignment vector x = (0, 0, 2, 2, 1, 1).

D(x): This function counts the sum of duplication of the reservations for each staff.
D(x) can be calculated by checking the start time and the end time for all
reservation combinations assigned for each staff. If reservation r and r ′ is
assigned to staff s, let br − αrs ≤ br ′ − αr ′s (reservation r starts earlier than
(or at the same time as) reservation r ′). Note that reservation r occupies the
time zones from br − αrs to er + βrs , then it ends at time er + βrs + 1.

1. If er + βrs + 1 ≤ br ′ − αr ′s , then no duplication between reservation r and
r ′. In Fig. 2, it is the case of reservation 0 and 1 for staff 0, (r = 0, r ′ = 1,
s = 0)

2. If er + βrs + 1 > br ′ − αr ′s , duplication is calculated for the following
two cases.

a. If er + βrs ≥ er ′ + βr ′s , the time zones for reservation r ′ exists in the time
zones for reservation r . Then the duplication is estimated by er ′ + βr ′s +
1 − (br ′ − αr ′s), which is the case of reservation 4 and 5 for staff 1 in Fig 2.

b. If er + βrs < er ′ + βr ′s , the duplication occurs in the time zones from
br ′ − αr ′s to er + βrs . Then the duplication is estimated by er + βrs +
1 − (br ′ − αr ′s), which is the case of reservation 2 and 3 for staff 2 in
Fig 2.

Thus, for the assignment vector x = (0, 0, 2, 2, 1, 1), the value of D(x) is
0 + 4 + 2 = 6.

L(x): This function counts the number of staff who cannot take lunch time. In
Fig. 2, L(x) = 1, because staff 2 cannot take lunch time (lunch time length
is three time zones). L(x) can be calculated by the following loop checking
consecutive time zones of lunch time length in the lunch time zone.

Step 0. For the staff s, let the start time zone of the lunch time zone be ls . If time
zone ls is occupied by some reservation, increase ls until the time zone ls
becomes blank. Then we assume time zone ls is a blank time zone.
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Step 1. If ls + hs − 1 is larger than the end of lunch time zone, then staff s cannot
take lunch time, and exit the loop, where hs is the lunch time length for
staff s.

Step 2. If time zones ls + 1, . . . , ls + hs − 1 are not occupied by any reservations,
then staff s can take lunch time and exit the loop. If time zone l ′s (ls + 1 ≤
l ′s ≤ ls + hs − 1) is occupied by some reservation r , then increase ls until
the blank time zone after the end of reservation r . Then return to Step 1.

L(x) is the number of the staffs who cannot take lunch time, derived by the
above process.

W (x): This function calculates the expected wait time of the first CN. The way of
calculation is shown in Table 1. For each staff, the earliest time zone where
the staff can serve CN with arrival time zone t is searched in a similar way
to calculate L(x). Then the staff who can serve CN as early as possible is
selected and the wait time of CN is the difference between the arrival time
zone of CN and the service start time zone. After calculating the wait time
for every possible arrival time zone, the expected wait time is calculated by
assuming some arrival probabilities for all time zones.

For the large coefficient C1, C2 (100,000 for example), tabu search is used for objec-
tive function V (x) = C1D(x) + C2L(x) + W (x). Byminimizing the objective func-
tion, it is expected that D(x∗) = L(x∗) = 0 for the (nearly) optimal solution x∗.

Tabu Search
Tabu search [4] is performed as follows with initial assignment x and taboo list set
T = {x}
1. Make the neighborhood set X . In this research, X is made by one element is

changed from x.
2. Calculate V (x′) for x′ ∈ X if x′ does not exist in taboo list set T . Then choose x∗

among x′ which minimize V (x∗).
3. Add x∗ to T . Then repeat 1. by replacing x by x∗.

After repeating the loop byfixed time,we adopt the optimal solutionwhichminimizes
the V (x) in the above process.

5 Numerical Example

We could get the reservation data at a cell phone shop from Seiryo Electric Corpora-
tion. By this data, we made Table 2 on 2020/Dec/1 and expected wait time (assume
the uniform distribution of the arrival) is 1.25 min for the first CN with 45 min
request. The number in the table shows the reservation number, and L shows lunch
time for 45 min. Lunch time can be moved in 12:00–14:30 if the first CN arrives.
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Table 2 Time Table on 2020/Dec/1

Time zone Staff 0 Staff 1 Staff 2 Staff 3 Staff 4 Staff 5 Staff 6

10:00 29 24 20 11 0 5

10:15 29 24 20 11 0 5

10:30 29 24 20 12 0 5

10:45 29 24 20 12 0 5

11:00 29 24 6 12 0 22

11:15 29 24 6 12 0 22

11:30 12 1 22

11:45 12 1 22

12:00 2 16 L L L L 22

12:15 2 16 L L L L 22

12:30 L 16 L L L L 23

12:45 L 16 23

13:00 L L 30 17 23

13:15 L 30 17 23

13:30 L 30 7 17 L

13:45 25 30 7 17 L

14:00 25 30 7 3 L

14:15 25 30 7 3

14:30 25 7 3

14:45 25 7 3

15:00 25 13 3 8

15:15 18 13 3 8

15:30 18 4 31 13 26 8

15:45 4 31 13 26 8

16:00 34 4 31 9 26 14

16:15 34 4 31 9 26 14

16:30 34 4 31 9 27 14

16:45 34 4 31 9 27 14

17:00 10 32 27 14

17:15 10 32 27 15

17:30 33 10 32 15

17:45 33 10 32 15

18:00 28 19 15

18:15 28 19 15

18:30 28 19 15

18:45 28 19 15

19:00

19:15

19:30

19:30

19:45
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6 Conclusion

Wedealwith the assignment problem in cell phone shop.By considering thewait time
of the first customer, we canmake the assignment whichminimizes the expected wait
time of the customer. Thismethod seems to be useful for problem size 30 reservations.
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Decision Support System for Ranking
of Software Reliability Growth Models

Devanshu Kumar Singh, Hitesh, Vijay Kumar, and Hoang Pham

Abstract The requirement for Software Reliability Growth Models (SRGMs) has
increased exponentially in response to the growing demand for strong and reliable
software systems. During the testing phase of the Software Development Life Cycle
(SDLC), SRGMs are particularly effective for estimating fault content, minimizing
testing expenses, andmaximizing software reliability. There has been a lot of research
into selecting the best SRGMs for a certain failure dataset and then ranking all the
SRGMs against the dataset. In this chapter, we have studied the mentioned problem
and the solution to automate it with the developed compact Decision Support System
(DSS), which includes all the functionalities and computational analysis of error logs
and ensure error-free software to achieve the desired objective. TheDSS is developed
in Python utilizing several well-known packages such as Numpy, Scipy, Tkinter, and
Pandas. To rank SRGMs employed in the DSS, we used Entropy & Technique for
Order of Preference by Similarity to Ideal Solution (TOPSIS) ranking methodology.
The implemented schema provides highly accurate performance indexes for the
SRGMs required for efficient ranking, emphasizing the significance of the proposed
prototype of DSS in the open literature, being a novel and ingenious development in
the domain of software reliability.
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1 Introduction

With the gradual and perpetual growth of the computer technology, the modern
society has witnessed the significance of the reliable computer software in variety of
real-world applications. The management of computer system has a vital role, which
needs long-term consistency and reliability in the software framework. Computer
industry has vastly impacted the functioning and operability of almost all the domains
which in turn raises the significance of the development constraints such as time and
budget constraints. With rising competition in the professional domain, the work
quality needs a constant and consistent pace. Of course, the deep-rooted computer
systems that are the very foundation of the framework of the job completion in any
organization, the need for the dexterous and reliable computer software.Nevertheless,
when a new service or product is introduced to the customers, it often suffers from
the problems due to the ever-changing market scenario and field environment, which
necessitates the regular updates to the system. Considering the sustainable and broad
spectrum of software systems, the most important aspect of the entire procedure is
the software reliability that is directly proportionate to the growth and enhancement
of any organization or human life.

Software reliability is defined as a program’s ability to perform its functions under
specific conditions for a specific time [1]. Software reliability, according to ANSI,
is defined as the likelihood of fault-free software functioning in a predefined envi-
ronment for a specified time [2]. Software quality, usability, functionality, service-
ability, performance, maintainability, capability, and documentation all contribute
to software reliability. Due to the high convolution of software, obtaining software
reliability is difficult. Due to the rapid growth of system space and the feasibility of
upgrading the software, system developers tend to increase the level of complexity
within layers of software. It is difficult to achieve a satisfactory level of reliability
for a highly complex system containing software [3]. The number of users is directly
influenced by software reliability. In practice, a reliable piece of software should
have backup (redundant) code that runs the exception handling checks. As a result,
the space complexity increases, necessitating more storage, which has an impact on
the execution speed. However, for the following reasons, reliability still takes prece-
dence over efficiency since compared to reliability, efficiency can easily be solved
by utilizing better hardware resources. A user (or organization) would never use a
less reliable or unreliable software that would hinder its growth and productivity.
Furthermore, for deadline-based applications, an unreliable software might lead to
the loss of invaluable information due to system crash. Origin of unreliability is
unclear in a software system with distributed faults through its structure.

Failure, according to the Institute of Electrical and Electronics Engineers (IEEE),
is the beginning of a fault, or an anomaly in the software’s execution path. This
means that, while software reliability is an important factor in evaluating software
performance, it is also important to distinguish between reliability and failure. It is
said that a reliable product has had its infrequently occurring flaws removed. This
emphasizes the need for tools and techniques to organize reliability and fault logs
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so that bug-free software can be produced. The SRGMs oversee cost-estimation,
release time, and software reliability. The SRGM stands for a Software Reliability
Growth Model that describes how software faults behave over time. SRGMs aid in
the time-consuming and costly process of extensive testing and debugging. Software
engineers can use SRGMs to predict expected software reliability, which allows soft-
ware managers to profile a framework for allocating money, time, and resources to
a project. These models also make estimating software completion simple. One of
the most important customer-oriented attributes of software quality is software relia-
bility. Effective approaches to developing reliable software, as well as quantitatively
estimating software reliability, are critical. Many time-dependent Non-Homogenous
Poisson Process (NHPP) based SRGMs have been developed over the last 6 decades
to determine the reliability of software systems.

Various models have been investigated based on various assumptions. Some
models, for example, assume perfect debugging, while others consider imperfect
debugging, as well as fault removal efficiency, error generation, and the learning
process. Other factors in the real-world development process, such as testing
coverage, testing effort, time-delay fault correction, and fault reduction factor, are
also factored in to improve the estimation accuracy of SRGMs [4–6]. The underlying
assumption inmostmodels is that the operating environment is the same as the testing
environment, and that the software used in the operating environment has the same
failure-occurrence behavior as the software used in the software testing environment.
As a result, models that are appropriate for software testing data are also appropriate
for field data [7]. However, this assumption may not always be true, especially for
software that will be used in a variety of field environments after it is released. The
in-house testing environment is frequently a more controlled environment with less
variation than the field environments; however, the field operation environments for
software vary significantly from one location to the next or from one application to
the next [4–7]. It has also been observed that software reliability in the field differs
from that in the testing environment, so a proportional constant of the environmental
factor has been defined to characterize the discrepancy between the testing and field
environments in terms of the severity of usage conditions, and several studies on
field-oriented software reliability assessment have been carried out.

The SRGMs exist in abundance, such as Goel and Okumoto model [8], PNZ
model [9], Teng and Pham model [10], Yamada Imperfect model [11], etc., that
are associated with and developed with a specific structure and type of dataset and
features in mind. It should go without saying that a specific SRGM designed for one
type of dataset may not be appropriate for another type of dataset. This leads one
to believe that there may be an SRGM that is better suited to dealing with a given
dataset than others, as that SRGM may have been more concerned with the type of
dataset at the time of development, making it more appropriate to choose.

Because of the difficulty in determining the ranking of SRGMs on a consistent
basis, there is an urgent need for a gauging tool or mechanism that can determine
the efficiency of that SRGM in relation to the dataset used. The technique, in theory,
is to use optimization algorithm concepts to identify the ranking of SRGMs based
on performance indices such as MSE, R2, and others, by first estimating the model
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parameters from the initial parameters input. The ranking of SRGMs is then deter-
minedusingMultiCriteriaDecisionMaking (MCDM)methodologies. To address the
dilemma of ranking of SRGMs, we researched and developed a DSS that allows soft-
ware managers to analyze and rate commonly used SRGMs in software management
during the testing phase of the software development life cycle (SDLC). The proposed
DSS is builtwith thePythonprogramming language 3.9.6,withGUI support provided
by Tkinter, Pandas 1.3.1 for data processing, and Numpy 1.19.5 and SciPy 1.7.1are
used for all mathematical procedures. Aside from the DSS tool, the proposed study
includes a mechanism for ranking models based on Entropy and TOPSIS.

ThisChapter is further divided into following sections describing its contributions,
structuring, etc.:

1. Section 2 reveals the literature about SRGMs and selection methods in the field
of MCDM approaches along with the chosen approach of ranking.

2. Section 3 deals with the description of the performance indexes with a brief
account and formulae of each index.

3. Section 4 discusses the ranking methodology used to develop the DSS.
4. Section 5 discusses the DSS environment, going over the working and imple-

mentation of the DSS, and touching on some of the DSS’s complexities.
5. Section 6 gives an outline of the results and analysis of the SRGMs over the

employed dataset after implementing the DSS.
6. Section 7 describes the conclusion of the chapter.

2 Literature Review

Over the last six decades, a plethora of SRGMs have been developed to assess the
reliability growth parameters during the SDLC testing phase. Goel and Okumoto
[8] created a game-changing model that can be used during the testing phase. They
proposed amodel that depicted fault detection as aNHPP and assumed a link between
software faults and detection rate. By incorporating the unpredictability of operating
environments and establishing a normalized criteria distance method, Pham [12]
proposed a V-tub shaped fault detection rate model to rank SRGMs. Teng and Pham
[10] proposed a new approach to software reliability prediction based on the idea
that a unit-free environmental element can detect all the arbitrary effects of the
field environments, which are represented as a randomly distributed variable. For
the operating and testing stages of software development, the authors developed a
random field environment software reliability model. On the scenario of variability
and anomalies in operating environments, Chang et al. [13] developed an innova-
tive testing-coverage software reliability model. The Pham Nordmann Zhang (PNZ)
model [9] is a concave and inflection S-shaped model that predicts component-based
system or software reliability using fault tolerance structures techniques. The PNZ
model [9], which is based on the NHPP, is thought to be one of the best.

Yamada et al. [11] presented two software reliability models that used simple
debugging techniques. The proposed models consider the assumption of frequent
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occurrence of errors, as faults that have been dormant in the software system are
discovered and corrected during the testing phase. Pham and Zhang [14] presented
a new model based on the NHPP concept, as well as a comparison study of the
presented model with other NHPP models that looked at the variability of operating
environments. Zhang et al. [15] developed a fault removal model to assess soft-
ware reliability measures by considering factors like learning phenomenon, imper-
fect debugging, and failure rate, as well as integrated fault introduction rate, fault
removal proficiency, and failure rate. Zhu and Pham [16] developed a model with
stochastic fault process. Ohba et al. [17] developed an inflection S-shaped model that
established a more feasible estimation base than the conventional exponential type
SRGM. Furthermore, parameter evaluations for datasets related to calendar time are
more accurate. Roy et al. [18] used an NHPP-based model with a static error detec-
tion rate and an exponential detection rate function to model the fault generation
phenomenon and imperfect debugging. Yamada et al. [19]investigated the software
fault detection process using a delayed S-shaped model. For the given data of the
detected software faults, the observed growth curve was S-shaped. Kumar et al. [20]
developed a model with testing effort in dynamic environment. Kumar et al. [21]also
presented reliability modelling for fault detection and fault correction processes.

One of the most difficult challenges in the sphere of MCDM problems is to
assign weights to the various criteria or parameters for ranking the options. This
difficulty can be tackled with the implementation of Shannon’s Entropy to evaluate
Entropy Weight Method (EWM).The definition of entropy is derived from the ther-
modynamics principle. The quantity of valid information produced by the system
is measured by entropy, which indicates the degree of randomness of the system.
Shannon’s metric of entropy [22, 23] is a basic concept in information theory. Infor-
mation can be regarded as variables that can be stored or transferred, according to the
Information Theory. As a result, a variable may be thought of as a storage unit that
can hold different values from a preset pool of values at different points in time with
respect to activities. In simple terms, information is obtained by reading the values
of variables, which can be understood by reading the text of an email, for example.
As a result, the data can be thought of as the process that controls the variable [22].

The Entropy of a Variable is a measure of how much information a variable store.
However, the amount of information provided by a variable is not solely determined
by the size of the pool of values the variable can acquire, just as the amount of
information provided by an email is not solely determined by the number of words in
it or the number of uniquewords in the email’s vernacularism. As a result, the amount
of information available is proportional to the amount of “disclosure” provided by its
reading. For example, if an email is a repeat of a previous email, it is not considered
informational. However, if an email reveals the outcome of a contentious election,
it is priceless information. As a result, the quantity of astonishment disseminated
owing to the contents of the variable [23] can be linked to the information stored by
a variable.

In recent decades, the viable selection of SRGMs has piqued the interest of many
researchers. It accelerated the development and implementation of many MCDM
techniques [24]. The major MCDMmethods that are commonly used are Technique
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for Order of Preference by Similarity to Ideal Solution (TOPSIS) [25], Combinative
Distance Based Approach (CODAS) [26], VIKOR [27], DBA [28], and Elimination
et Choice Translating Reality (ELECTRE) [29]. To solve the problem of optimal
selection of SRGMs, Saxena et al. [30] developed the methodology of CRITIC-
TOPSIS approach. Saxena et al. [31] also used the ELECRE approach to select the
optimal SRGMs.

3 Performance Indexes

The performance index identification is frequently disregarded when choosing the
best SRGM. An exclusive set of performance indices governs the selection of
SRGMs. There are a total of 12 similar indices [32] in the free literature. A major
stage in the selection of SRGMs is correctly identifying and categorizing these perfor-
mance indices. The detailed literature review aids in the identification of the most
relevant performance indicators for selecting, assessing, and ranking SRGMs. For
the DSS, we looked at five different performance indicators. The following is a brief
description of each of the five indexes:

1. Mean Squared Error (MSE): It evaluates the discrepancies among the predicted
data with the real data. The formula of MSE is as follows

MSE = 1

n − N

n∑

i=1

(yi − m
∧

(ti ))
2 (1)

2. R Squared (R2): It decides whether the fit is successful in describing the variation
of the data as follows–

R2 = 1−
∑n

i=1 (yi − m
∧

(ti ))
2

∑n
i=1 (yi − y)2

(2)

3. Akaike Information Criterion (AIC): It is a tool for calculating out-of-sample
prediction error and, as a result, the relative quality of statistical models for a
given set of data. AIC calculates the quality of each model in relation to the other
models in the following way for different models:

AIC = n · ln
(
SSE

n

)
+ 2N (3)

where,

SSE =
n∑

i=1

(yi − m
∧

(ti ))
2 (4)
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4. Bayesian Information Criterion (BIC): It is similar to AIC, except the penalty
term is determined by the sample size.

BIC = n · ln
(
SSE

n

)
+ Nlogn (5)

5. Pham’sCriterion (PC):When the sample size is too small, the penalty is increased
slightly each time parameters are added to the model.

PC =
(
n − N

2

)
log

SSE

n
+ N

(
n − 1

n − N

)
(6)

4 Ranking Methodology

For the proposed work, we used TOPSIS [25] technique which is a Multi-Criteria
Decision Making (MCDM) approach established by Ching-Lai Hwang and Yoon
[25]. It stands for Technique for Order of Preference by Similarity to Ideal Solution.
It is based on the principle that the preferred option must have the shortest geometric
distance from the positive ideal solution (PIS) while also having the largest geometric
distance from the negative ideal solution (NIS). When it comes to multi-criteria
decision making, TOPSIS is a powerful tool to use, with the basic strategy being
to determine the positive ideal solution and negative ideal solution first. Clearly, the
worst ideal hypothesis value is chosen as the negative ideal solution in each situation,
and the best ideal hypothesis value is chosen as the positive ideal solution, according
to each criterion that is taken into account during the decision-making process. The
weighted Euclidean distance between each alternative and the positive and negative
ideal solutions is calculated once this process is complete. We can calculate the value
of similarity for each alternative using this newly calculated data, which consists of
distances between each alternative and the positive and negative ideal solutions. The
SRGMs are sorted based on these similarity values, and the best solution is then
found. An illustration for the sequential steps of the employed Entropy-TOPSIS
methodology is provided in Fig. 1.

5 Environment of the DSS

The GUI of the DSS is built using Tkinter library of Python programming language.
The main screen of the DSS is shown in Fig. 2. The DSS is divided in three major
sections, namely.

• Computation Section
• Models Section
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Fig. 1 Illustration for the steps of Entropy-TOPSIS methodology

Fig. 2 Main screen of the DSS before dataset is loaded

• Dataset Section.

The first step is to load the dataset in theDSS, this takes place in the dataset section.
The entry field requires the path of the dataset in the form which is acceptable by
the read_csv method of Pandas package of Python, which is used for handling the
dataset. The path must be start with the name of the root storage disk for example C,
D, G etc. followed bya colon and two backslashes ‘://’. After that each subdirectory
must be separated by a backslash until the directory where the dataset csv file resides
is reached, and the path ends with the name of the dataset csv file. It must be sure
that the independent variable column or the time column must be named ‘Time’ and
the dependent variable column must be named ‘CDF’ in the dataset csv file.
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On clicking the load dataset button, the DSS looks up the path entered and gener-
ates an error message if the path entered is wrong, and on the contrary if the path
entered is correct a successful load message is prompted.

The message that is prompted on successful loading of the dataset is shown in
Fig. 3. If the path entered is wrong or the dataset csv file does not exist, then in that
case the DSS prompts an error message as shown in Fig. 4.

After loading the dataset successfully, the DSS is now able to display the dataset.
Earlier until the dataset is not loaded, the dataset window displays the message
“Dataset Not Loaded”. But once the DSS loads the dataset, the dataset window
displays the Time and Cumulative Faults columns of the dataset as Time and CDF
columns respectively. This is shown in Fig. 5.

Now that the dataset has been loaded, the selection of models is to be performed.
The DSS provisions 5 models to select from for comparison and ranking over the
dataset. These models are.

1. GO Model [8]
2. PNZ Model [9]
3. Yamada Imperfect 2 Model [11]
4. Delayed S-Shaped Model [19]
5. V-tub Shaped Model [12].

The selection process requires clicking on the models to be selected for ranking,
and input of their initial model parameters to estimate the optimal model parameters
using Least Squares Estimation (LSE) method. The Numpy and SciPypackage of
Python are used for the simplicity of implementation and accuracy of results. Figure 6
shows windows for input of initial model parameters. On clicking the Submit button

Fig. 3 Message for successful load of dataset

Fig. 4 Message for load failure of dataset
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Fig. 5 Main screen of the DSS after dataset is loaded

Fig. 6 Windows for input of initial model parameters

of the respective model, the DSS executes the estimation process for that model, and
keeps a record of the estimated optimal parameters for each model that is selected.

The DSS also provides an option to remove a model, on clicking the Remove
button of the model that is to be removed, and the model is removed from the
ranking list. The record of the model’s parameters is also dropped. When the model
is successfully removed, the DSS prompts the message shown in Fig. 7.

Estimated model parameters can be viewed by clicking on the Estimated Param-
eters button as illustrated in Fig. 8. Apart from the optimal model parameters, the
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Fig. 7 Message for removal
of model from the ranking
procedure

Fig. 8 Window for
estimated model parameters

window also displays the lowest value of MSE attained at the optimal model param-
eters. This process of parameter estimation can again be carried out using different
initial model parameters, and the DSS dynamically updates the record of the new
optimal model parameters and the value of MSE that is attained.
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Fig. 9 Window for criteria of models

After the model parameters are estimated, the ranking criteria can be viewed by
clicking on the Calculate Criteria button. The DSS opens another window with the
tabulated data as shown in Fig. 9. This is a clear depiction of the decision matrix that
is created in order to rank the models using the ranking methodology.

The system keeps track of estimated model parameters and the models that are
selected for ranking. When the Calculate Criteria button is clicked, a subroutine
that takes the estimated model parameters as a parameter runs and calculates the
performance criteria. Finally, to calculate rank of models, the Calculate Ranks button
in the computation section is to be clicked.

On clicking the Calculate Ranks button, the DSS opens another window as shown
in Fig. 10 which asks for choice of ranking methodology. Currently the choice only
includes Entropy & TOPSIS.

On choosing the option and clicking on submit button, a new window with the
ranks of the selected models is spawned. These are the ranks that are assigned to the
models by the ranking algorithm according to the ranking methodology used in the
DSS. This is shown in Fig. 11.

Fig. 10 Window for choice
of ranking methodology
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Fig. 11 Window for ranks
of models

6 Result and Analysis

TheDSS is tested over a dataset fromMilitaryDigital Control System [7].We employ
one real-world dependability data set (Data Set 1, DS-1) given by [33] to validate
the usefulness of the proposed model in actual application. This data collection was
gathered from a military command and control system through system testing and
on-board testing. Table 1 shows the failure data in detail, with the day as the time unit.
In total, 367 flaws were discovered in just 73 days. To fit the models and estimate
the parameters for the descriptive power comparison, all data points are needed. The
model parameters are estimated using the LSE approach in this case.

According to the ranking methodology, the decision matrix needs to be
constructed. The alternatives and criteria that are required to create the decision
matrix are displayed in the criteria window in Fig. 8. The decision matrix is also
shown in the Table 2.

Once the decision matrix is created, next comes calculating the weight of each
criterion. Using EWM which uses Shannon Entropy governed by Eq. (7),

ShannonEntropy = −
∑

i

P(xi )log(P(xi )) (7)

the weights are calculated using the data of the decision matrix. The final weight
vector is shown in Table 3.

The weight of the criteria determines how much priority each criterion is to be
given while calculating the rank of the models using the ranking methodology.

The decision matrix needs to be normalized before the weight vector is used to get
the weighted normalized matrix. After the normalization of the decision matrix, the
weight vector needs to be multiplied to each row of the normalized decision matrix
in order to get the weighted normalized decision matrix.

Ci = S−i
S+i + S−i

(8)
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Table 2 Decision matrix

MSE R2 AIC BIC PC

GO model 47.80083 0.99605 284.26622 288.84714 138.32202

Delayed S-shaped model 204.01673 0.98314 390.20084 394.78176 189.83817

PNZ model 38.56612 0.9969 270.50954 279.67138 128.23664

Vtub-shaped model 36.79271 0.99709 268.00741 279.45971 125.46195

Yamada imperfect 2 model 48.54475 0.99604 286.3581 293.22948 137.50398

Table 3 Weight vector of criteria

MSE R2 AIC BIC PC

8.9729e-1 4.5287e-5 3.3807e-2 2.9998e-2 3.8853e-2

Table 4 Values for S+i , S
−
i and Ci

Go model Delayed S-shaped
model

PNZ model Vtub-shaped model Yamada imperfect 2
model

S+i 0.044609 0.677215 0.007189 0 0.047620

S−i 0.632620 0 0.670030 0.677215 0.629606

Ci 0.934130 0 0.989383 1 0.926829

Rank 3 5 2 1 4

According to TOPSIS, after the weighted normalized decision matrix is calcu-
lated, the Euclidean distance of each alternative from the Positive Ideal Solution (Si+)
and Negative Ideal Solution (S−i ),which determine the vectors S+i and S−i respec-
tively. Further Si+ and S−i are used to calculate the relative closeness vector Ci. This
is governed by Eq. 8. Rank of the models are calculated using the value of Ci of each
model, the higher the value, higher the rank. This is shown in Table 4.

7 Conclusion

Many researchers, software engineers, and practitioners have been bothered by the
difficulty of picking optimal SRGMs, which has led to this field’s evolution to the
point where the time-consuming procedure of finding the rank for all SRGMs has
been totally automated. The presentedwork explains howan efficient hybridEntropy-
TOPSIS approach is utilised to compute rankings for an interval-domain dataset, by
evaluating 5 NHPP SRGMs for 5 performance indicators. We have used an interval-
domain dataset to develop the DSS prototype. The TOPSIS approach have been
used because over other MCDM methods, the Entropy-TOPSIS methodology has
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numerous advantages, such as calculating the weights of performance measures,
simplicity, and so on.

The unique feature of this research study is that it uses a prototype written in the
Python programming language to automate the time-consuming and tedious job of
parameter estimation, weight evaluations, and model rank computing. Furthermore,
it is worth noting that no single model is universally applicable to all datasets. The
selection of SRGMs is based on the context’s elements as well as how they process
data. As shown in Fig. 10, the DSS provides a ranking framework to choose the
most optimal SRGM for the employed dataset, on the basis of the weights of the
considered performance indexes, which have a significant impact on the ranking of
the SRGMs. The testing is carried out using a dataset that has already been released.
In terms of SRGM development and evaluation, the proposed DSS contains endless
possibilities for future research with a provisional and exploratory essence.
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Human Pose Estimation Using Artificial
Intelligence

Himanshu Sharma, Anshul Tickoo, Avinash K. Shrivastava, and Umer Khan

Abstract Artificial intelligence is currently grabbing the attention of the developers,
reason being that its vast applications. One of such applications is Human Pose
Estimation. Estimating postures of human is amongst the trending topics in the
research field nowadays. In this, the system is provided with the trained model and
by the help of which the system can look for joints in body of the person standing
in front of it. It has vast applications like it can be utilized for checking fitness of
an athlete, to check if a person is doing exercise properly or not. In this paper we
discuss modelling a gym tracker using artificial intelligence. Here we are counting
repetitions of 4 exercises: squats, pushups, curls, pullups.

Keywords AI (Artificial intelligence) ·Mediapipe · Pose estimation · Human
body models

1 Introduction

Computer vision’s most essential application is posture estimation. We may use it to
track various portions of the human body, from which we can generate mechanical
models on the computer.Humanposture estimate, as the name suggests, is a technique
for assessing the human body’s stance.We can assess human posture using computer
vision. Figure 1 shows the numerous human body endpoints.

It is a computer vision task that uses graphics to represent a person’s orientation.
This method is widely used to forecast the location of a person’s body parts or
joints. It’s gaining a lot of attention as it has a wide range of applications that can
benefit from it. In photos or videos, HPE (human pose estimate) recognizes and
classifies the positions of human body parts and joints. It is used to represent human
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Fig. 1 Illustration of human body joints [1]

body positions in 2D, and 3D space, a model-based method is utilized. It captures
coordinates by identifying human body joints such as thewrist, shoulder, knees, eyes,
ears, ankles, and arms, which is a vital point in images & videos that characterize
a person’s position. When an image or video is sent into the pose estimator model,
it returns the coordinates of the identified joints & confidence score, indicating how
accurate the estimations were. Pose estimation is a function that helps in predicting
the location of a person or an item using computer vision. This is done by using the
stance and orientation of a person or an item together. Human pose estimate uses
key locations on the body to properly distinguish people’s postures from a picture.
These computations can be conducted in two or three dimensions.

Because of recent developments in machine-learning algorithms, machines can
now comprehend human body language by performing position identification and
stance tracking. The accuracy of these detections and the technology required to
carry them out. Furthermore, the coronavirus pandemic is having a significant impact
on the development of technology, where high-performance and real-time posture
identification and tracking will lead to advancements in computer vision. It may
then be utilized for social distancing by combining human position estimate and
distance projection techniques. It assists people in maintaining physical separation
from one another in a crowded work setting. HPE will have a tremendous influence
on security, health, safety, and entertainment. One application where this technology
has demonstrated its effectiveness is autonomous driving.

The basic step for determining human posture entails two steps:

(i) Detecting critical points/joints in the human body
(ii) Assembling those joints into a valid human position.

Pose estimation may be divided into two categories. Single Person and Multi-
Person Pose Estimation because the number of individuals in an image are uncer-
tain, a multi-person pose estimate is more complex than a single-person posture
estimation. A straightforward way is to start with a person detector, then estimate the
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components, and last calculate the poses for each person. Another strategy is to iden-
tify all portions in the image (i.e., components of everyone), then associate/group
parts that belong to different people. The bottom-up strategy is the term for this
procedure. There are two techniques that a computer vision system can use to gain
an understanding of the data it is given. They are the Bottom-Up and Top-Down
methods, respectively. The bottom-up technique includes utilizing collected knowl-
edge to undertake an additional investigation into a random observation; finally, all
the gathered knowledge leads to a solution or a broad comprehension of the whole
observation object. Automatic number plate identification is an example of where
a Bottom-Up technique is utilized in a computer vision application. This sort of
software is a logical addition to a traffic speeding camera. Background knowledge
is used in the top-down method to build an understanding from an observation. The
background information serves as a reference point for selecting the best parameters
for a model (like the approach of Deep Learning techniques). This method may be
characterized as the process of breaking down a picture into sub-components and
obtaining knowledge of the fragmented information to give a comprehension of the
full image.

Tracking and measuring the human activity and movement is one of the most
prominent dimensions applicable to pose estimation. Many architectures, including
Open Pose, Pose Net, and Dense Pose, are used to recognize actions, gestures, and
gaits. The following are some applications of human activity tracking:

• Personal gym trainers or AI-powered sports instructors.
• Detecting sitting motions.
• Disabled people can communicate via sign language.
• Traffic police officers make a detection signal.
• Signal detection by the cricket umpire.
• Detecting dance methods.
• Security and surveillance moves are being tracked.
• For retail businesses, crowd counting, and tracking.

1.1 Human Body Models

• Skeleton-based model [2]
It is composed of group of joints that constitute the skeletal structure of human
body. This model can be utilized in both 2D & 3D human pose estimation
techniques.

• Contour-based model [3]
It comprises of the contour and roughwidth of body torso and limbs. In thismodel,
body parts are represented with rectangle and boundary.

• Volume-based model
It consists of a 3-D depiction of the human body and postures represented by
volume-basedmodelswith geometricmeshes and forms, which are often recorded
via 3D scans (Fig. 2).
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Fig. 2 Human body models
[4]

1.2 Risks and Errors in Fitness Apps Based on Human Pose
Estimation

Anything that exists on the earth has certain number of risks associated with it. Same
is the case with human pose estimation-based fitness apps. They are described below:

• Men and Women Body Specifics
While training human pose estimation models for any fitness app. While doing
this, one needs to consider the structural difference of male and female bodies. If
this is not done, then it will give inaccurate result either for male body or female
body.

• Physiology Specifics
The body structure can be different even for two persons having same gender. So,
it might be possible that it doesn’t works for some persons.

• Detection of the Exercise Start
When estimating the training, we must recognize the start along with end of the
training, so the fitness app must analyze the duration of the training directly. The
error may occur when the arm angles briefly exceed the arbitrary threshold value.

1.3 Human Pose Estimation Metrics

There are basically two estimation metrics that we can use. They are as follows:
PCP (Percentage ofCorrect Parts): This statistic assesses the rate of limbdetection,

with a limb deemed identified if the discrepancy between the two anticipated joint
positions and the genuine limb joint locations is less than half the limb length. It
does, however, have limitations, such as penalizing shorter, more difficult-to-identify
limbs.
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PDJ stands for Percentage of Detected Joints. It is another joint detection-based
metric & used to solve the drawbacks of the previous approach. If the gap between
the expected and actual joint is less than a specific proportion of the torso diameter,
the joint is considered detected. This fraction can be changed to generate detection.

1.4 2D Versus 3D Pose Estimation

• 2D Pose Estimation
In this method, we simply estimate the positions of the body joints in 2D space in
relation to the input data (i.e., image or video frame). Each key point’s position
is given by X and Y coordinate.

• 3D Pose Estimation
This sort of pose estimation involves converting a 2D picture into a 3D object
by adding a Z-dimension to the forecast. We can forecast the precise spatial
placement of a depicted person or item using 3D pose estimation as it includes
the complexity involved in creating datasets and algorithms that estimate multiple
parameters, such as an images or videos background, light conditions, and so on.

1.5 Applications of Pose Estimation

• Exam proctoring
It is employed in all the exam proctoring tools that use webcam for proctoring the
exam. By help of this, we can check, whether the candidate is looking at screen
only or somewhere else.

• Driver Drowsiness Detection
Driving while feeling drowsy is very risky. We can check if the driver is feeling
drowsy and take appropriate action.

• Games
Currently XBOX is using this technique. In this, what happens is that pose of
person in front of the device is reflected as it is in the game.

• Robotics
Traditional robots depend on 2D vision systems, which have several drawbacks.
A 3D pose estimation approach can be used instead of programming the robots
manually to learnmotions. Thismethod results in robotics systems that are respon-
sive, versatile, and realistic. It allows robots to understandmotions andmovements
by monitoring the tutor’s pose, appearance, or appearance (Figs. 3, 4 and 5).
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Fig. 3 Exam proctoring [5]

Fig. 4 Driver drowsiness
detection [6]

Fig. 5 Game using pose
estimation [5]

1.6 Working of Pose Estimation

There are two approaches.

• Top-down
In this, first we segregate the humans in the image using object detection and then
crop that and detect joints in the body.

• Bottom-up
In this, first we detect joints in the body, then we connect them all and detect
various human bodies in the image (Figs. 6 and 7).

These are the two primary techniques that a computer vision systemcan use to gain
an understanding of the data it is given. The bottom-up technique includes utilizing
collected knowledge to undertake an added investigation into a random observation;
finally, all the gathered knowledge leads to a solution or a broad comprehension of the
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Fig. 6 Top down [7]

Fig. 7 Bottom up [7]

whole observation object. Automatic identification of number plates is an example
of a Bottom-Up technique and is used in a computer vision application. This sort of
software is a logical addition to a traffic speeding camera. Background knowledge
is used in the top-down method to build an understanding from an observation. The
background information serves as a reference for selecting parameters that are right
for a model (like the approach of Deep Learning techniques). This method may be
characterized as the process of breaking an image into sub-components and obtaining
knowledge of the fragmented information to give a comprehension of the full image.
Deep learning-basedmethods for human pose estimation are broadly categorized into
single person pipelines where we are trying to get the pose of just a single person in



252 H. Sharma et al.

the frame and a multi-person pipeline where there could be multiple people in the
frame, and we would like to know the pose of each of them.

1.7 Computer Vision

It deals with modeling and replicating human vision using computer software and
hardware and hardware. It is a system that investigates how to re-construct, inter-
rupt, and comprehend a 3D scene based on its 2D pictures in terms of the scene’s
structure. It is focused with employing computer software & technology to simulate
and recreate human vision.

The computer had no idea about the contents of the image whether it contains the
face of a person, a person you know, a famous personality whether it is the image of
a tree, a mountain or some kind of an animal etc. So that was not very useful mainly
because this allowed us to manipulate the data that lies beneath the images, but it
does not allow us to provide any contextual information about the images. So, for
instance if I wanted to search for an image out of the images that I have on my phone
give me an image where there is a photo of me inside. It could be a selfie it could be
any kind of image, but I should be present inside that image. Before computer vision
our computers, our applications were not able to identify what image contains.

Thepart of the problemwas that imagedata is very complicated, itmay look simple
on the outside but because images are made up of several colors, several variations
of colors, gradients and they can be they can be manipulated in several ways it can
be difficult to understand well what computer vision actually is. So, in cases like this
when we’re trying to understand what computer vision is, an important idea is to
understand that our brains are much better and much more capable of understanding
visual data, we do it all the time. When we look at a mobile phone we understand
what the phone is, we can understand contextual information about the phone that is
how large the screen is, what’s the weight, how does it look, what color of the mobile
phone is there, what company brand but the computers were not able to do so. With
the advent of machine learning and data science now this is very much possible.

Now we can make computers learn what a mobile phone looks like and then
when the mobile phone is seen in any of the images or videos, we can very easily
understand what it actually means. This is a very narrow understanding of what
computer vision is because in computer vision we might want to not just be able
to do it with a mobile phone but there’s several fields such as if we are trying to
analyze the video for traffic we might want to know which of the images or which
of the people in the traffic or vehicles in the traffic are moving at a pace that is not
suitable for them. So that’s what computer vision is basically it allows computers
to understand visual data such as data contained inside an image. Computer vision
is useful for several reasons. One of them is Contextual understanding-The greatest
achievement of computer vision which is contextual understanding of images and
visual data. For example, if an image contains a person that is or inside a vehicle
that is in an image that a computer vision can understand and depending on how the
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computer vision algorithm is set up it could even understand whether the person is
driving or is just a passenger that’s the contextual understanding. Before this all we
had to do we had to process the image on our own and then we could label it on our
own but there was no way of it being understood by the computers automatically.
Computer vision was helpful in providing contextual understanding. Another good
information would be that since contextual understanding is built using computer
vision, we can even use it in different areas such as security where one person might
be allowed to do some things but not the other things.

Picture classification recognizes an image & can categorize it (a dog, an apple, a
person’s face).More specifically, it can correctly forecast that a given picture belongs
to a particular class. The social network firm, for example, would wish to utilize it
to automatically recognize & separate problematic photographs shared by users.
Picture classification may be used in object identification to identify a certain type
of picture & then detect & tabulate its occurrence in a picture or video. Detecting
defects on an assembly line, for example, or recognizing machines in need of two
examples. When an item is discovered, object tracking follows or tracks it. This
operation is frequently carried out using photos shot in sequence or real-time video
streams.

Computer vision is applied to browse, search, & retrieve photographs from
massive data warehouses based on the content of the images rather than the metadata
tags connected with them. This task can include automatic picture annotation, which
can be used in place of manual image labelling. These activities can be used in digital
asset management systems to improve search & retrieval accuracy.

The greatest achievement of computer vision is the contextual understanding
of images and visual data. Accurate predictions before computer vision predicting
which data in visual data was very tiresome very cumbersome and was not very
accurate aswell, we got around the accuracy of 60% [5] but that was not desirable. So,
to get over that hurdle computer vision makes processing videos, live streaming, data
images and segregating them classifying them, or making some prediction based on
that data very easy, and understanding the images as well becomes very easy and very
accurate so accurate that it’s now feasible to be used in the real-world applications.
Computer vision has significantly reduced the cost of understanding the images and
their contents which has mainly happened. You can deploy these applications on
several platforms be it a low powered mobile phone be it a high-powered mainframe
computer region application that can run on several applications or several platforms
so the cost that we sort of invest in creating a computer vision system gets paid
overtime because of the wide variety of platforms and the wide number of users that
it can be accessed by. When comes to user experience there are several things that a
computer vision system does to enhance user experiences. For instance, a very useful
use case of computer vision is we have an image or we have some product in front
of you that we want to get some information about now before this what we would
have to do is we would have to use a textual interface in which we would have to
type in the text depending on the image that we have now on the other hand what
we could do is now use your camera to point at the product that we want to buy
and the computer vision system will take it over from there and will give us all the
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information that it can find on the internet based on the product that it has, that’s the
real advantage of using computer vision. It enhances the user experience to a level
that was not possible before.

It shares some similarities with the following fields:

Picture Processing: It deals with image alteration.
Pattern recognition: It deals with numerous strategies for classifying patterns

Photogrammetry: It is the mechanism of acquiring precise measurements from
photographs. The way computer vision technology works is similar to human brain
functionality. However, how does our brain deal with visual object recognition? One
prominent theory holds that our brains use patterns to decode particular items. This
notion is employed in the development of computer vision systems.

Pattern recognition is the foundation of today’s computer vision algorithms. We
train machines on vast amounts of visual data—computers analyze photos, name
items on them, & look for patterns in those images.

MyMoments for 2018Master golf event was made using IBM’s computer vision.
IBM Watson was able to recognize the sights (and sounds) of important shots after
reviewing hundreds of hours of Masters film. It compiled crucial moments and sent
them to supporters in the form of personalized highlight clips. Users may use Google
Translate to aim their smartphone camera at a sign in another language and rapidly
receive a translation of the sign in their favorite language. The development of vehi-
cles that drive themselves is reliant on computer vision to interpret visual input from
cameras and other sensors in a vehicle. IBM along with its partners such as Verizon
to deliver sophisticated AI to the edge & to assist automobile makers in identifying
quality flaws before a vehicle leaves the plant.

1.8 Artificial Intelligence

According to the Artificial Intelligence computers can imitate humans in the many
ways-by Thinking, Learning, Planning and Understanding. It is a technology that
helps the machine to mimic human behavior. It is an ability that the machine will
think, behave, act, and perform some tasks like humans. Intelligence means the
ability to understand something. It is an area of science that is helping machines in
finding human-like answers to hard problems. This typically involves taking features
from intelligence of humans and converting them into computer-friendly algorithms.
According to the needs, an efficient strategy might be used, which determines how
artificial the intelligent behavior seems.AI is a broad phrase that refers to all computer
programs that can think in the same manner as humans. AI is a computer program
that exhibits features like self-improvement, inference learning, or even fundamental
human abilities like recognition of image and language processing. The subfields are
machine learning and deep learning. Deep Learning comes under machine learning
that use more advanced approaches to solve challenging issues. However, there are
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Fig. 8 Artificial intelligence
[4]

still some differences that is made between machine learning and artificial intelli-
gence. Deep learning is deterministic, whereas machine learning is probabilistic. It is
the field of computer science with virtue of which we have power to make intelligent
machines that behave, think andmake decision like human. You can create amachine
with programmed algorithm which can work with its own intelligence (Fig. 8).

1.9 Project Description

Artificial intelligence has transformed the gym and fitness industry with smart
workout ideas and body tracking. The saying goes, “Healthiest is richest!” However,
only 20–30% of the world’s population maintains healthy behaviors, with the other
70% doing little physical exercise other than walking [8]. Adults, on the other hand,
are unfit and acquire health problems at a young age. Individuals, on the other hand,
have recently prioritized their health and well-being. In this project, we will be
counting repetitions for 4 exercises: squats, curls, pushups and pullups. The person
will select the exercise which he wants to do and then accordingly repetitions.

1.10 Benefits of Our Gym Tracker

Person will get to know about real time count of exercise to know how many
successful repetitions of exercise he has successfully done. Accordingly, he can
accordingly correct himself.

2 Literature Review

2.1 Deep Neural Based Approach (Toshev et al.)

Author proposed a way for estimation of human pose by employing Deep Neural
Network (DNN) [9]. In this technique, the posture estimation is found by applying
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Fig. 9 Multi scale template
model [10]

regression on body joints, The merit of this approach is that it is simple as well as
powerful.

2.2 Estimation Using Multi-scale Template Model

In this technique researchers employed different humanmodels, one having 10 limbs,
one having 6 limbs, one having 3 limbs and last one having only limb representing
entire body as a whole. Primary goal of this model was to provide richer description
of limbs [10]. However, it doesn’t prove effective as arms were usually merged in
torso, which made them non-distinguishable (Fig. 9).

2.3 Generative Approaches

In year 1980, ORourke&Badler proposed a top-down approachwhere they assumed
human frame as a tree-like connected model [11]. Any other approach with the
aid of Fischler & Elschlager, that is known as the pictorial systems, in which they
proposed a deformable components model in which the advent of every component is
modeled individually and pairwise relationships are modeled by help of spring-like
connections between pairs of parts.

2.4 Human Pose Estimation Features with Convolutional
Networks

The authors presented a novel architecture for assessing human postures by
combining a multilayer convolution network with a altered learning approach [12].
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Comprehensive human posture assessment is amongst the most difficult challenges
in computer vision, & their novel architecture and learning scheme demonstrated a
huge enhancement over existing findings. Their primary contribution was demon-
strating, for the first time, that a certain kind of deep learning can outperform all
current classical architectures in this test. Higher spatial models improve the overall
outcome of a work, although to a far lower extent than expected. Numerous special-
ists recently contended that kinematic construction and hierarchical data are basic
for this space, yet with our unadulterated base up and frail spatial model, we could
further develop other more muddled structures that are presently getting the best
outcomes.

2.5 Deep Learning Framework Using Motion Features
for Human Pose Estimation

In this dissertation, the researchers proposed a novel & effective method for the
articulated estimation of human pose in videos that uses convolutional network [13],
which includes color and movement characteristics. They proposed a new dataset on
the posture of the human body.

2.6 Movenet

MoveNet comprises of 3modules: encoder, mapper, & decoder. The encodermodule
is prepared to change over the knee joint point profile into its 6-D inert portrayal [14].
The mapper module is prepared to plan the inert portrayal of point profile at zero
degrees point of tendency (AOI) to idle portrayal of point profile at the objective
AOI. The decoder module is prepared to foresee a point profile from its given idle
portrayal.

2.7 Human Pose Estimation Via DNN

DNN-based posture estimation technique was presented. The estimate of posture is
viewed as a DNN-based regressor towards body joints [15]. A class of such regres-
sors was developed, resulting in high accuracy amongst present techniques. The
technique has merit of thinking about present in an all-encompassing design and
has a simple yet wonderful strategy that benefits from recent developments in Deep
Learning. A bunch of regressors based on DNN can capture context and reason
about posture in the holistic way. As a consequence, we can get superior results on
numerous demanding academic datasets. Furthermore, it was demonstrated that a
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general convolutional neural network, designed originally for classification tasks,
may be used for localization.

2.8 TFPOSE

The researchers suggested a pose estimation technique that solves the problem using
regression. Unlike earlier regression-based approaches, which frequently lag behind
state-of-the-art methods, they structured the pose estimation issue as a sequence
prediction problem that transformers can successfully tackle [4]. Their methodology
is straightforward and straightforward, avoiding the disadvantages of heatmap-based
pose assessment. Furthermore, by exploiting the attention process of tensor flow, the
suggested framework can adaptively look for the features most relevant to the target
key points, resolving the feature misalignment issue that plagued earlier regression-
based techniques and significantly improving performance.

2.9 POSEAUG

Due to the limited 2D-3D posture pairings in training dataset, existing 3D pose
estimators perform poorly on new datasets [8]. To solve this issue, the researchers
developed PoseAug, an unique auto-augmentation method that learns to supplement
the existing training poses with greater variation, hence boosting generalization of
trained 2D pose into 3D pose estimator. PoseAug, in particular, is game changing.
It learns to modify numerous geometrical elements of a pose (for example, posture,
body size, viewpoint, and location) via differentiable operations. With such distin-
guishing features, the augmentor may be tweaked concurrently with the 3D pose
estimator and use the estimation error as feedback to generate increasingly varied &
complex poses in real time. PoseAug also built a differentiable module to assure the
plausibility of enhanced postures and exhibited a unique methodology for analyzing
local joint-angle likelihood. PoseAug’s superior designs allowed it to create more
diverse yet realistic postures than previous offline augmentation systems, resulting in
greater pose estimator generalization. PoseAug is a general-purpose pose estimator
that may be used to a variety of 3D pose estimators. Extensive testing shows that
PoseAug excels on both intra & cross-scenario datasets. Notably, it obtains 88.6%
accuracy on the MPI-INF-3DHP after cross-dataset assessment, outperforming the
previous best data augmentation-based solution by 9.1%.
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2.10 EMPOSE

Fully immersiveAR/VRexperiences rely on recreating theuser’swhole-bodyposture
without limiting their movements [1]. The authors investigated the application of
body-worn electromagnetic (EM) field-based sensing for the challenge of 3D human
posture reconstruction in thiswork. They developed a technique for estimating SMPL
values from 6 to 12 EM sensors to that end. They used a proprietary wearable
system comprised of wireless sensors that measured time-synchronized 6D postures
at 120 Hz. They used a recently published hybrid framework, learning gradient
descent (LGD), to iteratively estimate SMPL position and shape from our input
data in order to offer accurate poses even with minimum user instrumentation. This
enables us to use powerful pose priors to deal with the quirks of the input data and
obtain reliable position predictions. The proposed technique employs AMASS to
generate virtual EM-sensor data, and we demonstrate that it generalizes effectively
to a recently recorded actual dataset containing 36 min of motion from 5 patients.
We obtain reconstruction errors of 31.8 mm and 13.3°, beating both pure learning
and pure optimization approaches.

2.11 DSPNET

Existing human posture estimate strategies often have a large processing burden,
which is disadvantageous for equipment with low resources [16]. To overcome this
issue, the authors suggested DSPNet, a lower computational cost-based network. To
begin, instead of using transposed convolution as a decoder for the network, they
created a lightweight up-sampling unit. Reduced computation has resulted in an
increase in prediction accuracy. Second, they introduced a unique deep supervision
pyramid design to boost MSRA Simple Baseline’s multi-scale acquiring capabilities
while not increasing the number of parameters.DSPNet achieves almost similar state-
of-the-art results with aminimal computing burden, as demonstrated by experimental
results on both the MPII and COCO posture estimation benchmarks.

2.12 ADAFUSE

Occlusion is most probably the toughest obstacle for pose estimation outside [5].
To identify occluded joints, typical methods frequently rely on invasive sensors like
IMUs. AdaFuse is the adaptive fusion strategy that may enhance the characteristics
in blocked views by exploiting them in visible scenes, to making the job truly uncon-
strained. Its fundamental function is to find the point-to-point co-relation between
2 views, which we do well by examining the sparsity of the heatmap representa-
tion. They also made an adaptive fusion weight for each camera view to represent
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its feature quality, reducing the possibility that good features would be unintention-
ally disturbed by poor views. They thoroughly tested the method on three public
datasets: Human3.6 M, Total Capture, and CMU Panoptic. On all of them, it outper-
formed and proved its mettle. They also produced the Occlusion-Person big scale
synthetic dataset, which allowed them to do numerical assessment on the occluded
joints because it gives occlusion labels for every endpoint in the photos.

2.13 PIFPAF

The authors suggested the unique bottom-up strategy for multi-body posture esti-
mation, which is especially well capable for urban mobility applications such as
self-driving automobiles and delivery robots [6]. PifPaf is a novel approach that
employs PIF to locate body parts & PAF to connect body parts for construction
of entire human postures. Because of their novel field PAF containing fine-grained
input & the use of Laplace loss for regressions that integrates a sense of uncertainty,
this technique outperformed earlier strategies at lower resolution & in crowded,
cluttered, & obstructed environments. Their concept is built on a completely convo-
lutional, single-shot, box-free architecture. On the regular COCO key point problem,
they performed equally good as compared to the existing bottom-up technique.

2.14 HigherHRNet

Strategies for estimating body pose via bottom-up strategy have difficulty estimating
the right position for tiny people owing to scale variation problems [17]. High-
erHRNet is a revolutionary bottom-up body pose estimation strategy for learning
representations that are scale-aware using feature pyramids with higher resolution
that we propose in this research. The proposed strategy, which uses multi-resolution
tactic for training & multi-resolution aggregation for inference, may solve the scale
variation challenge in bottom-upmulti-bodyposture evaluation&more precisely find
key points, especially for tiny persons. HigherHRNet’s feature pyramid is composed
of HRNet feature map outputs as well as sampled higher resolution outputs using
transposed convolution. It proved its mettle by working great on COCO dataset
for medium test-dev by 2.5% AP for medium people, demonstrating its efficacy in
dealing with scale variance.

2.15 Sim2Real

While bypassing ethical concerns about privacy and prejudice, synthetic visual data
can give almost endless diversity & rich labelling [18] However, existing models that
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are trained through synthetic data show the poor generalization to realm datasets for
many tasks. The function of 3D pose estimation is an especially intriguing example
of this sim2real challenge because, while learning-based systems perform admirably
given real-world training data, labelled 3D pose datasets are incredibly difficult to
get, which restricts scalability. Researchers demonstrated in this publication that
traditional neural-network techniques that perform badly when trained on synthetic
RGB photos may perform well when the data is pre-processed to extract clues about
the person’s mobility, namely optical flow and the motion of 2D key points.

2.16 ContextPose

Evaluating 3D pose from just 1 photograph is difficult due to the possibility of
numerous 3D joint configurations having the same 2D projection [19]. To eliminate
ambiguity, latest strategies frequently depend on context modelling methods like
PSM or GNN. There has been no proper study that examines and differentiates them.
As a result, the authors initially developed a generic formula for context modelling,
with PSM and GNN as particular examples. They discovered that the end-to-end
training scheme in GNN and the limb length limitations in PSM are two comple-
menting elements for improving outcomes by comparing the two approaches. To
combine these benefits, they devised ContextPose, a DNN-based attention technique
for enforcing soft limb length limits. On 2 benchmark datasets, the technique effec-
tively lowers the possibility of producing ludicrous 3D pose estimations with wrong
limb lengths andproved itsmettle.More crucially, introducing limb length limitations
into deep networks allows the technique to achieve much improved generalization
performance.

2.17 CVFusion

The authors demonstrated a method for recovering absolute 3D body postures from
multi-view photos using multi-view geometric priors in our model [7]. It comprises
of 2 distinct steps: predicting 2D postures in multi vision photos, and recovering
3D postures from multi-view 2D poses. First, they included a cross-view fusion
technique into CNN to jointly evaluate 2D postures from various perspectives. As a
result, each view’s 2D posture estimate already benefited from another view. Second,
theydemonstrated the recursivePictorial StructuralModel for recovering3Dpostures
frommulti-view 2D poses. It steadily increases 3D posture accuracy at a low compu-
tational cost. We put our strategy to the test on two available datasets, H36M and
Total Capture.
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Fig. 10 Hand landmark [11]

3 Methodology

3.1 Mediapipe Based Approach

Mediapipe is a library that is developed by google and offers customizable ML
solutions for live media like selfie segmentation, hand tracking, hair segmentation,
etc. The basic approach is to find the landmarks of the body of the person. It is helpful
for finding landmarks from a single frame. On the contrary, the current approaches
rely primarily on powerful desktop environments. The figure below describes the
landmarks of hands and face landmarks detected by mediapipe (Figs. 10, 11, 12 and
13).

Similarly, we have face landmarks detected in the image given above.
We have following 32 landmarks of body detectable by mediapipe (Figs. 14, 15

and 16).
Above images show the landmarks of bodythat can be detected using mediapipe.

3.2 Calculating Angles

After finding the landmark, our next aim is to calculate the angle between these
landmarks & on the basis of that judge, whether a pose is correct or not.
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Fig. 11 Hand landmarks live detection

Fig. 12 Face landmarks

3.3 Calculating Repetitions for Curls

For curl we found out the coordinates for the left shoulder, left arm and left wrist.
Then we calculated the angle between them with the help of numpy. Now, if this
angle is greater than 160, then it is considered that it is start of new rep and if angle
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Fig. 13 Face landmarks live detection

Fig. 14 Body landmarks [4]

becomes less than 30 then it is considered to be end of that particular rep and count
is increased by one.
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Fig. 15 Body landmarks live detection

Fig. 16 Curls count live detection

3.4 Calculating Repetitions for Pushups

For Push-Up, we found out the coordinates for left shoulder, left arm and left wrist,
right shoulder, right arm and right wrist. Then we calculated the angle between left
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Fig. 17 Pushups count live detection

shoulder, left arm and left wrist with the help of numpy. Similarly, we found angle
between right shoulder, right arm and right wrist. Next, we took a average of both
these exercises. Now, if this angle is greater than 160, then it is considered that it is
start of new rep and if angle becomes less than 70 then it is considered to be end of
that particular rep and count is increased by one (Fig. 17).

3.5 Calculating Repetitions for Pullups

For the pullups, we have taken nose’s y coordinate into consideration.
If this value becomes less than average y value for shoulders, then it is considered

that exercise has started and after that when the nose’s y coordinate becomes greater
than average y value of shoulder, then repetitions are increased by 1 (Fig. 18).

3.6 Calculating Repetitions for Squats

For squats we found coordinates for left hip, left knee, and left ankle, right hip, right
knee and right ankle.

Then, we found the angle between left hip, left knee and left ankle using numpy,
Similarly, we found angle between right hip, right knee and right ankle. Then we
took average of both these angles. I Next, we took a average of both these exercises.
Now, if this angle is greater than 160, then it is considered that it is start of new rep
and if angle becomes less than 70 then it is considered to be end of that particular
rep and count is increased by one (Fig. 19).
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Fig. 18 Pullups count [16]

Fig. 19 Squats count [5]
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Table 1 Accuracy of
exercises

Exercise Accuracy (%)

Curl 95

Squats 97

Pushups 94

Pullups 95

4 Result

Currently, if we look at play store, we have apps that maintain repetitions count
on the basis of data entered by user. It shows that on this particular day, this much
exercise has been done by users. But, they cannot count the repetitions with help of
AI. Also, we have four exercises in a single application. Using mediapipe library, we
have been able to count repetitions of exercises with great accuracy. For the model
to work effectively, there need to be a computer with webcam enabled. For finding
accuracy we ran our model on about 30–50 videos and checked for howmany videos
the count was correct.We did this for all the exercises. The accuracy for each exercise
is mentioned Table 1.

5 Conclusion

Artificial intelligence technology has become crucial in numbers of businesses,
including the fitness industry. Human posture estimation is becoming highly promi-
nent in field of computer science. It can be done with Artificial Intelligence or
Machine Learning, in which the system is fed sample data or trained models and
can therefore find joints in the human body over video or image. Human posture
estimation is currently one of the hot topics amongst researchers. We can utilize
this in various ways like drowsiness detection, gym training, etc. We have worked
upon gym training aspect of human pose estimation. We leveraged MediaPipe &
Python for detecting different poses from a webcam feed. Then rendered the results
to the screen using OpenCV. This pose estimation can be employed to track athletes,
recognize their activities, count repetitions, and examine the performance of curls,
pushups, pullups, and squats. For building an AI Gym tracker, a curl, squats, and
pushup counter logic is implemented. We intend to expand the number of activities
available in the future, as well as create a multi-person gym tracker that might be
more useful for detecting exercises of multiple people in one go. We can also extend
it to make it a multipurpose application. We can include drowsiness detection, sign
recognition in this to extend the usability.
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Neural Network Modeling and What-If
Scenarios: Applications for Market
Development Forecasting

Valentina Kuskova, Dmitry Zaytsev, Gregory Khvatsky, and Anna Sokol

Abstract In this chapter, we demonstrate the use of neural networks for forecasting
automotive market sales. Using data from an entire country, with a large set of micro-
and macroeconomic variables and other factors, we show how to supplement “black
box” neural network calculations with a solid theoretical foundation from social
sciences. Doing so allows to not only create exceptionally accurate forecasts, but
understand the “black box” weights on different variables that are used in generating
predictions. We also demonstrate how individual variables fit into the overall market
dynamics, and how political changes play a role in economic outcomes.

1 Introduction

In this study, we outline the use of neural networks for prediction of an automotive
market sales. The original goal of the study was to develop a sales forecast for new
automobiles on the country level in a variety of time scenarios at the request of one
of the major players in the Russian automotive industry. Short-term forecasts (up
to three years) needed to be created on a monthly basis; longer-term (ten years and
up)—on the annual basis. The original design assumed the use of neural networks
as a forecasting method. However, in the early stages, the design was substantially
expanded to include a solid theoretical base and resulted in robust methodology that
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allowed for exceptionally high forecast accuracy. This methodology also provides an
opportunity to establish what-if scenarios: forecasting the results we can be expected
if combinations of input factors or conditions changes.

It is important to understand that as a part of future studies [2, 11], the proposed
methodology is subject to the general rules of forecasting. Namely, we cannot predict
the future, we can only extrapolate the existing trends into a limited time horizon.
This allows decision-makers to develop an early warning system, to understand the
influence of factors that generate a certain result, and to design the operating system
byaccounting for the necessary factors. Theproposedmethodology ismostly targeted
at forecasting market development but can also be expended to the prediction of
social, economic, or political development of social entities (companies, industries,
countries).

The main goals of market forecasting are to identify key factors which potentially
influence the market dynamics; to define the impact/weight of factors underlying
market sales; to develop a tool for modelling and forecasting (a group of simulation
models). To accomplish this complex and complicated goal, the process is broken
down into distinct, but interconnected steps.

The first step is the methodology development and revision.We account for scien-
tific and business approaches to forecasting, theorizing the key contributing factors.
The second step is data collection. At the start of the study, all types of data are
collected: company-provided data; interviews with company management; addi-
tional quantitative data. The third step is data clean-up: converting data into one
format; imputing missing data; extrapolating quarterly and annual data to monthly,
where necessary.

The analysis phase also consists of several stages. Paramount to forecast success
is the exploratory data analysis: graphical and numerical summaries and displays of
data; correlation and factor analysis. Next in the order of importance is evaluating
time-series data for trends, finding time-related patterns of all types, from linear to
cyclical. Data were detrended for evaluating the influence of exogenous variables on
the dependent variable of interest—monthly sales. Extracted trends were later added
to the forecasts to account for time-dependent fluctuations. Next stage, the actual
modeling, was executed using in-database machine learning using Vertica platform,
followed by building the what-if scenarios based on simulation modeling. The final
step was forecasting or identifying new data to collect.

As a result of the iterative process, we created unique forecasts not just for the
overall market, but also for smaller segments based on car sizes and prices (e.g.,
budget, volume, and premium segments and subsegments within). Finally, at the
request of the industry client, we created an interactive dashboard to use with the
forecasting tool.

We start this paper with short dive into the history and theory of neural networks
for time series analysis and market prediction, to motivate our choice of the final
model. We then proceed with the description of data as proper selection of variables
and the cleanup process were paramount to the model accuracy. We then describe
the modeling approach. Next, we explore the theoretical foundation that was used
to guide the exploratory data analysis and variable selection. In fact, these two
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steps—modeling and theory-based variable selection—were performed iteratively
multiple times, until the proper model convergence was achieved. In conclusion,
we summarize the capacity of developed methodology based on neural network
modeling enhanced by theoretical development to building forecasts.

2 Neural Networks

The present study heavily relies on the use of neural networks for time series analysis.
This warrants a deeper dive into the history of how neural networks were used for
similar tasks, as well as into the theoretical foundations of neural networks use.

The concept of an artificial neural network has a history almost as long as the
history of computing itself, dating at least to the late 1950s [17]. However, the art
and science of processing data using artificial neural networks has undergone a
period of explosive growth in the 1990s and 2000s. This growth was in part fueled
by the rapid advances in computing technology that has made more and more raw
computational power available to the public. For example, per the Web of Science
citation database, only 2459 articles related to neural networks (both natural and
artificial) were published in 1990. In 2020, this number was 74,584, almost 1.5
orders of magnitude larger. The field of time series analysis with neural networks
shows a similar pattern of exponential growth in the last 3 decades. Only 18 articles
were published in 1990, and as much as 3401 in 2021.

At the same time, this simple quantitative analysis highlights the fact that the field
of time series analysis with neural networks is considerably smaller than the general
field of neural network research. This can suggest that there’s still many advances
to be made in this field. This conclusion is echoed in the literature [15], where
the authors suggest multiple possible ways of improving the models used for time
series analysis. Most notably, the authors highlight the need for further development
in domains of multivariate data processing. Another suggested development that is
crucial for this paper is developing models that perform equally well for short- and
long-term time series analysis.

The purpose of this section of the paper is thus twofold. At first, we will try to
provide a comprehensive overview of the use of neural network for time series anal-
ysis in general and for market research. Then we will look at how, on the theoretical
level, these models can be applied to the task at hand.

Initial research into the field of time series analysis started with the use of rela-
tively simple feed forward neural networks [19]. The architecture of these models
is relatively simple, as they form a directed acyclic graph of neurons organized into
layers, neurons on one layer connected only to the neurons on the next layer. Each
neuron, in turn is represented as a function from multiple input to one output. This
function consists of a linear combination of a neuron’s inputs with certain weights
and a nonlinear activation function. There are several functions that can be used for
this purpose, and one of the most common is the logistic function:
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f (x) = 1

1 + e−x

The process of training a neural network, is, in essence, a process of setting
these weights in a way that minimizes the error made by the model. These models
are commonly trained by using backpropagation, a technique that allows for effi-
cient optimization of such models. Backpropagation is possible because the logistic
function has a continuous derivative.

Themain advantage of thesemodels is their relative simplicity and ease of building
and training. However, feedforward neural networks as described in [19] are funda-
mentally limited in the amount of data they can process at once, as they can only see a
“window” of a fixed size. This makes the these models unsuitable for almost all prac-
tical applications [6]. A one possible way to solve this problem of data availability is
by use of a recurrent neural network. Recurrent neural networks are neural networks
that allow feedback from their outputs back into their inputs. Since networks of this
type have an innate ability to store information about the data they have seen in the
past, they are uniquely suited for time series analysis. However, due to their recur-
sive nature, networks of this type cannot be directly trained using backpropagation
[6]. Another problem of classic recurrent neural network models is that even when
training with specialized algorithms, the training process is unstable, and may lead
to zero of infinite weights in neurons.

The way to solve this problem is to design a specialized neural network archi-
tecture. One such architecture is Long Short-Term Memory (LSTM), first proposed
in 1997 [10]. LSTM achieves its purpose by combining a specialized training algo-
rithm with an architecture that helps enforce the stability of the training process. The
peephole LSTM, which has been shown to be effective in time-series analysis, is
represented in figure [8].1

The intuition behind LSTM models is that their ability to have cell state (and to
forget it at will) allows them to retain a greater amount of information from previous
iterations than classical recurrent neural networks. This, in turn, helps alleviate the
vanishing and exploding gradient problems while at the same time allowing them to
capture long-term dependencies in the data.

Because of their ability to remember and reconstruct both short- and long-term
processes happening in temporal data, LSTM networks are uniquely suited for time-
series analysis and forecasting. LSTM networks have demonstrated good perfor-
mance when predicting time series that are difficult to learn using other methods.
However, it has also been shown that if a time series can be predicted using a feed-
forward network with a window of a fixed size, then LSTM will in general perform
worse than a fixed window based approach [7]. Gers et al. [7] also propose a hybrid
approach to neural-network based prediction, where at first a fixed window-based
model is trained to capture the general structure of the time series, and then use an
LSTM model to reduce the residual error.

1 Image used under the Creative Commons Attribution-Share Alike 4.0 International License.
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Another approach for time-series analysis using recurrent neural networks
suggested in the literature is the use of even more specialized training algorithms
for recurrent neural networks. For example, a special boosting-based algorithm was
designed to train a classic recurrent neural network to model and predict a chaotic
time series [1].

In general, neural network-based models have better performance than models
based on linear analysis, such as ARIMAor the Box-Jenkinsmodel. For example, [9]
provides a direct comparison between neural network prediction and Box-Jenkins
ARIMA. The results of the study show that the proposed classic recurrent neural
network had similar performance to Box-Jenkins ARIMA, a classical model used
for time series analysis. It should be noted, however, that some literature [19] shows
that a fixed-window model can perform better than a Box-Jenkins method. The
same study also suggests that performance of neural networks-based models can be
affected by many parameters among which is the nature of a particular time series.
We can thus conclude that the field where neural networks are applied for time series
analysis and prediction is of paramount importance.

Of a particular interest to this paper, is, of course, the field ofmarket and economic
analytics. Neural networks have a wide range of applications in that field, especially
given the fact thatmarket analytics and time series analysis are deeply interconnected.

Machine learning has a long history of applications for financial modeling and
analytics. For example, in the early 2000s, a use of a support vector machine model
was suggested for company performance analytics [5]. Support vector machine is a
well-known machine learning model first proposed in the early 1960s, this method
has been successfully applied in a variety of academic and commercial domains.
Parallel to these developments, from the early 1990s onwards, the use of artificial
neural networks for application in finance has started to grow.A study from 1992 [18]
indicates that neural networks can be successfully applied for company performance
and failure predictions.

In roughly the same time period, the use of neural network for financial market
forecasting was growing in popularity. Kimoto et al. have tested applications of
simple feedforward neural networks for stock prices prediction [14]. In their study,
the neural network model has shown better performance than classical statistical
models such as linear regression. It should be noted that the authors have pointed
out that special preprocessing and normalization are required when training neural
networks on highly irregular financial data. Another study [13] also points out the
fact the neural networks can be susceptible to noise and trends in the data, as well as
different variables being on different scales. The authors suggest using normalized
data, that is then smoothed using a moving average, and filtered to create a more
uniformdistribution of the data.Another important part of building awell-performing
model is selecting the right variables to train the model on.

For our project, taking the results from [7] into account, we decided to start the
modeling process with a fixed-window based feed-forward network, the results from
which have turned out to be satisfactory. Also taking into account the susceptibility
of neural networks to certain types of noise in the data, we decided to employ an
ensemble of a large number of individually trained neural networks. The neural
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networks were both different in terms of their structure (i.e., number of nodes on
different layers) as well as their input variables and the size of their windows. The
results from multiple neural networks were than averaged to produce the final value
of the forecast. This approach allowed us to both increase the overall accuracy of
our forecast, and, at the same time, make the model more robust to noise in the data.
This approach of randomized inputs also helped to prevent the model overfitting to
the data, allowing it to generalize and be applicable even after sudden changes in the
market.

3 Data

At the onset of the project, massive amounts of data were collected on a wide variety
of variables that could be related to the one dependent variable—sales of new auto-
mobiles in Russia (measured as counts). Through the iterative steps of exploratory
data analysis, many variables were eliminated as either irrelevant or redundant. The
final dataset included more than one hundred and fifty independent variables or
predictors.

The variables can be separated into four groups. The first group was consumer
and dealer data, which included consumer sentiment, consumer’s behavior, and the
companies’ KPIs related to consumer attraction and retention. Several variables
from the last category were aggregated into a customer satisfaction index. Consumer
sentiments were aggregated into consumer confidence index. Which reflected their
inflationary expectations.

The second group of variableswasmarketing datawhich consisted ofwider adver-
tisement metrics (“above the line” marketing, or the ATL, consisting of measures of
TV, radio, billboard, and similar advertising efforts); and incentives, dealer pricing,
and other “below the line” (BTL) measures targeted at specific audiences. Adver-
tisement and ATL variables also included indirect ads in numbers and minutes of
advertising through cinema and TV. Incentives, dealer pricing, and other BTL were
measured as the difference between retail price and transaction price.

The third group of data was consumer demographics (average family income, age,
sex, occupation, family composition, etc.), consumer attributes (hobbies and inter-
ests, number of cars in the household, potential usage of cars, etc.) and automotive
market data. Major correlates of the automotive market data consisted of gasoline
prices and variables from related industries (such as prices of metals and rubber).

The fourth group of data reflected the overall Russian economy: macroeconomic,
financial factors, and industry correlates (energy and precious metal prices). Key
indicators of economic health were the balance of imports, exports, hard currency,
and gold reserves. Financial factors were represented by the Russian Central Bank
key rate and hard currency exchange rate against the Russian ruble.

All data were monthly series. Although all variables were included in the models,
some had much more significant impact on sales than others. All data were analyzed
in current time and with lags (influence of prior period variables on current period



Neural Network Modeling and What-If Scenarios: Applications … 277

sales). It was found that after 12 months, lagged effects were no longer significant,
and final models contained only a few variables that were lagged at longer periods.

Of course, not all variables were equally important to forecast market devel-
opment. Identification of key variables became a major part of the analysis, since
approximately 20% of variables explained more than 70% in historical sales. Most
variables retained in the final models were macroeconomic indicators such as
consumer-related economic indicators (CPI, Oil, USD, Key rate, etc.); indicators
of economic health (imports/exports, reserves (currency/gold), industrial production,
etc.); and energy andmetal prices (gasoline, natural gas, silver, gold, etc.). Consumer-
related variables were found to have very little impact in the final models, leading to
the search of theoretical explanation in the automotive market dependencies.

As we describe in Sect. 4, automotive market turned out to be strongly tied to
major political cycles in Russia. It appears obvious in retrospect that markets for
major consumer goods, such as cars, are tied to geopolitical events andmajor business
cycles more so than to individual consumer variables. However, previous studies [3,
4, 12, 16, 20] focused mostly on the individual-level variables, leaving very little
ground for building macro-level extensions to existing theory. This challenge was
overcome by the modeling process, described in detail next.

4 Modeling

Vertica2 platform is a unified analytics warehouse, allowing to both store the massive
amounts of data and employ advanced analytics at the same time. While the actual
amount of data in this project were not sufficient to constitute “big data,” Vertica
contained all the tools that were necessary for the analysis at hand. Therefore, it was
the tool of choice for this project.

The first Vertica module that was employed was the time series analytics. Built-
in Vertica functions used in this analysis, included data normalization into time
slices, aggregate functions that optimized the values returned for each time slice, and
missing data imputation. Data were fully cleaned and prepared for the analysis using
in-database functions. Time-series modeling included forecast error decomposition
and analysis of impulse responses functions.

Machine learning module within Vertica allowed to perform amultitude of neces-
sary functions for exploratory data analysis (normalization, outlier detection, joining
separate groups of data into one dataset). Vertica allows for integration of existing R
libraries directly into its routines, which allowed to combine existingVerticamachine
learning modules with R-based forecast libraries. This made the neural network
more flexible and more easily adaptable to the data. Results of all computations
are provided in Table 1; they represent the output from the neural networks-based
forecasting procedure.

2 https://www.vertica.com/.

https://www.vertica.com/
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Table 1 Partial supporting numbers for Fig. 1, demonstrating forecast accuracy

July August September October

Actual sales 132,786 136,731 146,722 148,210

Forecast 135,531 137,682 146,758 147,715

Difference 2,745 951 36 495

Fig. 1 Peephole long
short-term memory. Adapted
from [8]

Starting learning algorithm was Naïve Bayes since many of the variables in the
model were nearly independent (based on their pairwise correlations). This algorithm
was used to classify variables into different clusters, each ofwhichwas then evaluated
against the dependent variable.

Original forecasts were built using Support VectorMachine (SVM) for regression.
Even though dependent variable belongs to the counts class, given the range of data
(anywhere between 90 and 200 K vehicles per month) it was analyzed as continuous.
Therefore, SVMfor time-series predictionwas appropriate in this case.More detailed
forecasts (including segment-level forecasts)were created viaR forecast libraries and
TensorFlow incorporated into Vertica.

Finalmodels were nonlinear autoregressivemodels built with feed-forward neural
networkswith a single hidden layer andmostly lagged inputs (independent variables).
The number of nodes in the hidden layer was usually half the number of input nodes
(including exogenous predictors) plus one, though, for some models, this number
was manually adjusted for better performance. For example, for a typical model with
28 independent variables, starting number of nodes would be 15.

Manual adjustment process was iterative, controlled by the resulting model fit.
Seasonality was accounted for with several seasonality adjustments (from 1 to
12 months), including monthly and quarterly factor variables. The number of fitted
networks varied from 30 to 500, usually with random starting weights. Further in the
process, results of previousmodelswere used asweights in the newmodels.Networks
were averaged for building forecasts, and multi-step forecasts were computed
recursively.

Below is an example set of node loadings, obtained from one of the procedures,
which allows to see how the calculations are performed by the neural network.
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Y1[t] = 4529.49 − 1337.4 3
√
Oilt−10 + 1.00258 ∗ N2 (1)

N2[t] = 1927.66 − 0.0184439 ∗ Salest−9 + 1.0017 ∗ N3 (2)

N3[t] = 6535.22 − 1553.82 3
√
USDt−9 + 0.997137 ∗ N4 (3)

N4[t] = −13762 + 3153.47 3
√
USDt−2 + 1.01063 ∗ N5 (4)

N5[t] = 9915.74 − 190.761 3
√
Salest−10 + 0.994558 ∗ N6 (5)

N6[t] = 33119.5 − 7957.16 3
√
USDt−11 + 0.987494 ∗ N7 (6)

N7[t] = −516638 + 4238.55 ∗ BCIt−3 + 0.98867 ∗ cycle (7)

where

Y dependent variable (car sales)
t period (in months), starting with time 1, which is a date specified based on

the length of the training dataset
t − i lagged period for i months; e.g., t − 9 means a period 9 months ago
N neural network node number
Oil price of crude oil, USD, per barrel
Sales care sales in the indicated period
USD price of US dollar in rubles
BCI business confidence index (in percentages)
Cycle calculated cyclical variable, usually a regular cycle of a specified length.

In the interests of demonstration, we show a model with seven nodes, with depen-
dent variable, Y1[t], being Node 1 (Eq. 1). This value, Y1[t], is the forecast of sales
at time t. As is apparent from the calculations, calculations roll up to Node 1, with
each node taking calculations from previous node and making adjustments to it. So,
the first node in the above sequence is Node 7 (Eq. 7), which calculates the value
of node at Time t as a linear function of a constant, business confidence index three
periods ago (Time t − 3), and a cycle variable. Node 6 (Eq. 6) then is a polynomial
regression, with a constant, a cubic root of the USD price in rubles 11 periods ago
(Time t − 11), and a value of Node 7. Each subsequent node takes adjustments
to previous nodes, though, as is apparent from the example, such adjustments are
usually centered around 1, with variations in the decimals. However, the values of
independent variables differ, since no two nodes take the same variable in the same
time period. Final calculation (Eq. 1) shows that the forecast, Y1[t], is a polynomial
regression with the cubic root of the oil price ten periods ago and an adjustment
aggregation of the value of all previous nodes, contained in N2. In the final set of
models, these Y1[t] for each month were the Forecast numbers, shown in Table 1.
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Even though the neural network is usually a “black box” with little information
on why certain inputs were used in a certain way, analyzing the structure of node
weights allows to draw conclusions about relative importance of the variables that
play a role in generating the forecast. We describe the relative importance of each
variable in Part 5.2, Factor Impact Analysis.

Each of the obtained models were evaluated on the test data, and models with
forecast accuracy (using MAPE) under 98% were discarded. Forecast accuracy of
the final set of models exceeded 99%. Models were examined for the possibility of
overfitting. Given the complexity of the variable structure, overfitting was deemed
to be highly unlikely.

Obtained forecasts were evaluated by the client six months after the forecast was
turned as a final report. Short-term forecast accuracy of the models against actual
future values that were predicted by themodels exceeded 99.3%. In fact, in one of the
months of the forecast, the difference between the predicted sales and the actual sales
comprised just 36 automobiles out of more than 146 K total. Forecast against actual
sales are presented in Fig. 2; supporting numbers for some of the data are shown in
Table 1. Full data are not provided, because some of them are still protected by the
NDA.

It is important to note that this short-term forecast accuracy was achieved because
of the iterative comparison of the obtained preliminary results with theoretical back-
ground against which the forecast was built. As mentioned, it became apparent early
in the modeling process that macroeconomic factors played a major role in fore-
casting automotive market sales. Consumer-related variables had little to no impact
on the outcome. Therefore, theory-based interpretation of the results, and incorpo-
rating socio-economic factors into the model, resulted in a much more accurate final
forecast.

Fig. 2 Actual sales against
the forecast built for the year
2018
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5 Interpretation

There are two main groups of drivers of Russian automotive market: economic and
socio-political. Even though we did not directly measure the socio-political vari-
ables, we found a strong connection between socio-political and automotive market
cycles (Fig. 3). This allowed us to conclude that socio-political drivers of Russian
automotive market are intangible, and like all intangibles, they do find reflection
in financial data. Moreover, important aspect to consider when forecasting Russian
automotive market development are the new electoral cycle of 2021–2024, and the
corresponding political cycle (expected changes in the Russian parliament—State
Duma, and of the President).

The role of sanctions is another aspect of socio-political drivers of Russian auto-
motivemarket. Theymostly have psychological effect as actual economic limitations
are minimal. What is more pronounced is high currency volatility and its effect on
foreign multinational corporations (MNCs). Russian counter—sanctions also have
an effect mostly on individual MNCs and do not have large-scale consequences on
automotive market.

Fig. 3 Political, electoral, and economic cycles in Russia 2005–2020
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5.1 Political and Electoral Cycles: Relationships
with Economic Cycles

Political cycle changes are almost always accompanied by some political/economic
volatility. There appears to be a relatively regular automotive sales cycle of approx-
imately 60 months. Even accounting for the possibility of reaction to crises, the
cycle appears to be relatively stable and correlates highly with average time of car
ownership (4.9 years). Variety of explanations are possible for the observed market
cyclicality, including political (Fig. 2).

Political regimes in Russia are personalistic. That is why a change of political
cycle coincides with a change of the head of the state or the President. In the current
Russian history, there were seven electoral cycles and four political cycles (Table 2).

The first political cycle (1991–1999) can be traced from the first Russian presiden-
tial elections on June 12, 1991. These elections were held in Russia, at the time—still
one of the fifteen republics within the former USSR. However, Boris Yeltsin won
elections and shortly become equally or even more popular than then-current USSR
president Michael Gorbachev. But the first Russian electoral cycle (1991–1993) did
not finish until the new constitution of the Russian Federation (RF) was adopted and
elections in the new parliament—the State Duma (lower chamber) and the Council
of Federation (the higher chamber)—were held on December 12, 1993. As a result of
the second electoral cycle (1995–1996), then-current President Boris Yeltsin weak-
ened his position in the parliament, but was nonetheless reelected as the President
and stayed in power until the end of 1999.

The results of the third electoral cycle (1999–2000) marked the beginning of the
new, second political cycle (2000–2007)—the rule of the new President Vladimir
Putin. He won elections in 2000 and became the second President of the RF.
The fourth electoral cycle (2003–2004) strengthened Vladimir Putin’s power. Pro-
presidential party “United Russia” took constitutional majority in the parliament
(more than two thirds’ seats) for the first time. Vladimir Putin won elections with a
large margin over the other candidates (71%).

The design of the third political cycle (2008–2011) was made as result of the fifth
electoral cycle (2007–2008). According to the constitution Vladimir Putin could not
run in the presidential elections for the third time in a row. Therefore, his successor,
Dmitriy Medvedev, won the election with the same result as Putin did in 2004 (70%)
after the success of the “United Russia” in the State Duma election in 2007 (they
took constitutional majority again). During this political cycle, Russia experienced
its first economic crisis (2008–2010) as a part of global financial crisis of 2007–2008
after a prolonged period of growth in the early 2000s. This economic crisis resulted
in the first downward turn of the automotive market sales after a period of expansive
growth.

The fourth political cycle (2012–2021) corresponded to the sixth electoral cycle
(2011–2012). In September 2011, Vladimir Putin declared that he would run in
presidential elections of 2012. This and the massive fraud during 2011 State Duma
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Table 2 Election calendar and cycles

Year, month Elections and cycles

Elections Electoral cycles Political cycles

1991, June 12 Russian presidential elections 1st 1st

1993, Dec. 12 1st convocation the State Duma
(lower chamber of Russian
parliament) elections

1st 1st

1995, Dec. 17 2nd convocation the State Duma
(lower chamber of Russian
parliament) elections

2nd 1st

1996, June 16, July 3 Russian presidential elections 2nd 1st

1999, Dec. 19 3rd convocation the State Duma
(lower chamber of Russian
parliament) elections

3rd From 1st to 2nd

2000, March 26 Russian presidential elections 3rd

2003, Dec. 7 4th convocation the State Duma
(lower chamber of Russian
parliament) elections

4th 2nd

2004, March 14 Russian presidential elections 4th 2nd

2007, Dec. 2 5th convocation the State Duma
(lower chamber of Russian
parliament) elections

5th From 2nd to 3rd

2008, March 2 Russian presidential elections 5th

2011, Dec. 21 6th convocation the State Duma
(lower chamber of Russian
parliament) elections

6th From 3rd to 4th

2012, March 4 Russian presidential elections 6th

2016, Oct. 5 7th convocation the State Duma
(lower chamber of Russian
parliament) elections

7th 4th

2018, March 18 Russian presidential elections 7th 4th

2021, Sept. 19 8th convocation the State Duma
(lower chamber of Russian
parliament) elections

8th From 4 to 5th

2024, March 17 Russian presidential elections 8th

elections caused mass protests in Russia in 2011–2012. Political crisis was accompa-
nied by an economic crisis, which started in 2014. This crisis also found a reflection
in another car sales market downturn after a period of growth that followed the first
economic crisis and almost matched the highs of the first expansive cycle.

The seventh electoral cycle (2016–2018) took place against the background of
two processes. First, it was the end of the acute phase of the economic crisis and
its transition to the long-term stagnation. Second, the ongoing “rally around the
flag” after the annexation of the Crimea gained support of the great majority of
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Russians and strengthen the position of Vladimir Putin. However, this third automo-
tivemarket cyclewasmuch lower inmagnitude than the previous two.Apparently, the
crisis recovery was strong enough, and the “rally around the flag” had no economic
consequences, to assure full automotive market recovery.

Today, Russia is on the eve of the eighth electoral cycle (2021–2024), which, with
high probability, will lead to the change of the Russian president and give a beginning
to the next, the fifth political cycle in Russia.

From Fig. 3 it is apparent that the period of change of political cycle is associated
with the peak of sales within the 60 month automotive sales cycle. Before the regime
change, automotive sales grow at a fast rate. Peak values of sales hold for a while,
the first months of the new presidency, but then the trend inevitably changes to a
downward one. Downward trend is usually accompanied by the economic crisis—or
is a reflection of it. Therefore, before electoral cycle 2021–2024, which must give
a lead to regime change and the fifth political cycle, we expected a growth of the
automotive sales (the first predictive model we have made in 2018). As we elaborate
in the next paragraph, this long-term forecast was also very accurate, very much like
the short-term forecast.

We also expected the high uncertainty in automotive sales during the electoral
cycle 2021–2024, because this period is amilestoneof larger changes.Russian history
knew 10–15 years periods of liberalization, which changes with 20–25 years periods
of autocratization.3 After 22 years of the new authoritarian regime of Vladimir Putin
a new period of liberalization is expected to proceed.

5.2 Cause-Effects: Factor Impact Analysis

Special consideration should be given to the factors that have made the forecast
accurate both short- and long-term. As mentioned, consumer-related variables had
very little impact on the forecast. Figure 3 presents breakdown of the factors that had
an impact on automotive sales; Fig. 4 further breaks down the “other factors” that
account for 46% of the variance in the sales.

As is apparent from Figs. 4 and 5, the most important factor affecting the automo-
tive sales is the market health variables (imports, exports, gasoline, Russian natural
gas, oil). As Russian economy is the resource-based economy, “market health” vari-
ables, apparently, reflected all the intangibles related to the socio-political cycles.
Other important variables included prices of metals, gasoline, energy, and a variety
of industrial indicators—again, economy-based measures. Consumer-based factors,
such as sentiment and confidence, played a minor role.

3 1917–1927: revolution, Civil War, and Lenin’s new economic policy with some elements of
market economy; 1928–1953: Stalin’s dictatorship; 1954–1964: Khrushev’s de-Stalinization and
liberalization; 1965–1985: Beshnev’s and his followers dictatorship; 1986–1999: Gorbachev’s and
Yeltsin socio-political and economic reforms of liberalization and democratization in the USSR
and Russia.



Neural Network Modeling and What-If Scenarios: Applications … 285

Fig. 4 Factors that account
for the variance in the
automotive market sales

Fig. 5 “Other factors” that
impact automotive market
sales

5.3 Automotive Sales Forecast: Long-Term Accuracy

This study was conducted in the year 2018 but is presented after most NDA clauses
have expired. However, later presentation of the results to the academic community
allows to re-evaluate the long-term accuracy of the forecast against the actual sales.
Despite the COVID-19-related market downturn, the model has held up. In fact, as
can be easily verified by the most recent data available, the forecast made by our
model in 2018 was so accurate that it remained well within the predicted boundaries.
Covid-19-related crisis has brought the sales lower than they could have been, but
still within the margins outlined by the original forecast.

It is clear from the Fig. 6 that 2021 marks the end of the current realistic forecast
and coincides with end of Political Cycle IV. Economic uncertainty is manifested by
reduction in automotive sales in 2021.Three divergently different forecast scenarios
are driven bypossible different political developments at the endof the fourth political
cycle. Exchange rate forecast was a part of the forecast modeling; it varied from a
low of 50 to a high of 88 rubles per dollar.

Period of uncertaintywas predicted by the authors in 2018, long beforeCOVID-19
pandemic and political crisis in Russia due to the pandemic, possible war in Ukraine,
and other burning political issues of today. It seems that Russia was doomed to slide
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Fig. 6 Forecast till 2023

down into the period of uncertainty as more tectonic changes were preprogrammed
by the previous development.

6 Conclusion

In this article, we presented the innovations to the sales forecasting approach. First,
we have relied on solid methodology: using a combination of time-series analysis
methods with neural network methodology. Second, we have relied on iterative theo-
retical interpretation of the obtained results to include the appropriate predictor vari-
ables in the model. Third, we have evaluated forecast for accuracy both short- and
long-term, demonstrating that our approach withstood the test of time and showed
excellent results with respect to forecast accuracy.
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Mental Health Studies: A Review

Rachel Wesley and Hoang Pham

Abstract Mental health is a predominant issue in the United States. Conversations
and research around mental health have increased in the past few years. This review
examines and categorizes research that has been conducted regarding social media
and its impact on mental health into three main categories: (1) Data Collection,
Self-Reporting Surveys, and Reviews; (2) Data Collection with Machine Learning
Applications; and (3) Modeling of Mental Health Using Survey Data and Machine
Learning. Summary tables of risk factors studied, machine learning techniques, and
social media sites studied or where data was gathered from are included.
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1 Introduction

Mental health is defined as emotional, psychological, and socialwell-being [1]. These
are not independent of one another. Social well-being is associated with the devel-
opment and maintenance of meaningful relationships with others, from which value
and a sense of belonging within one’s social group is derived [33]. Having a positive
mental state enables one to have a stable emotional state, thoughts, and behaviors. It
can also allow an individual to realize his or her own potential, work productively,
cope with the normal stresses of life, and make positive contributions to society [5].
Being mentally healthy predominantly means having positive characteristics such as
a feeling of purpose, contentment, maintaining fulfilling relationships, and partici-
pating in life to the fullest [5]. On the other hand, negative mental health may make
it difficult to manage thoughts, feelings, or actions in response to daily stressors [7].
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Focusing on mental health can improve physical health, increase productivity, and
mitigate stress.

Mental health impacts every person even if they are unaware of it. According to
Anwar [1], more than 40 million adults in the United States have an anxiety disorder,
but less than 37%of people actually seekmental health treatment for their symptoms.
Other common mental health conditions include depression, panic disorders, Post-
Traumatic Stress Disorder (PTSD), Obsessive Compulsive Disorder (OCD), and
eating disorders. The CDC estimates 1 in 5 experience at least one mental health
condition every year [1]. Mental health is not static; it can shift at any time due to
biological factors, life experiences, or a predisposition due to family history [21].
There are already ongoing studies about this issue and it is expected to see an increase
of interest in the coming decade.

The federal and state governments are responsible for addressing mental health.
The federal government is responsible for regulation, consumer protection, supplying
funding for services and research. Since the federal government is a major funding
source for mental health services, it establishes and enforces minimum standards for
states to follow. States are free to expand beyond the standards set by the federal
government [20]. The U.S. House of Representatives passed a $1.5 trillion spend-
ing package in March 2022 for Fiscal Year 22 (FY22) that includes investments to
expand mental health care [22]. Specifically, $2.14 billion of the total amount was
allocated to the National Institute for Mental Health (NIMH). This is a $37 million
increase that includes $20million to expand research on the impact of the COVID-19
pandemic on mental health. Currently there is research that explores the impact of
COVID-19 on different groups like the general population, children, elderly, health
care professionals, people with preexisting mental health conditions, people with no
preexistingmental health conditions, people whowere infected with COVID-19, and
homeless or refugees [37]. While there is much research and discussion that exists
already regarding mental health and the COVID-19 pandemic [13, 26, 27, 37], there
is much left to be uncovered.

The COVID-19 pandemic was an unprecedented event that saw long periods
of quarantine and social isolation. While social isolation and loneliness were an
issue already, the COVID-19 pandemic only exasperated these problems. Prelimi-
nary surveys suggest that within the first month of COVID-19, loneliness increased
by 20–30% while emotional distress tripled [13]. At the time of publication, Rajku-
mar [27] reported there were 720,000 cases and 33,000 confirmed deaths and this
widespread outbreak is associated with negative mental health consequences. As of
July 6, 2022, theWorld Health Organization (WHO) Coronavirus Dashboard reports
548,990,094 confirmed cases and 6,341,637 deaths worldwide [38]. This is a huge
increase in the number of people impacted by the COVID-19 pandemic as well as the
number of people who have potentially developed one or more mental health issues
stemming from it. Rajkumar [27] suggested that symptoms of anxiety, depression,
and self-reported stress are psychological reactions to the pandemic. Panchal et al.
[26] reported an increase on various mental health issues like difficulty sleeping,
difficulty eating, increases in alcohol consumption or substance use, and worsening
chronic conditions due to worry and stress over the coronavirus.
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Social media plays a large role in daily life. Devices with screens, such as com-
puters and smartphones, are widely accessible to the general population. A rise in
social media has taken place over the last few years in conjunction with this increased
accessibility of devices. The COVID-19 pandemic increased the reliance on tech-
nology for daily tasks as well as communication with others through social media.
Currently, there has been interest and research focus specifically on the impact of
social media on children, adolescents, and young adults. The Department of Health
and Human Services (HHS) announced in March 2022 nearly 35 million in funding
to strengthen and expand mental health services and suicide prevention programs
for America’s children and young adults [31]. This announcement is part of a new
Administration-wide initiative to tackle the nation’s mental health crisis.

2 Current Research

The current research done regarding mental health and social media has been mostly
from a psychology standpoint. There have been many publications that took data
from social media sites or conducted self-reporting surveys to collect data regarding
one or more mental health issues. Some studies analyzed this data to make obser-
vations regarding the connection between mental health and social media. Other
researchers used this data in conjunction with various machine learning techniques
to make predictions. A small subset used mathematical modeling techniques along
with machine learning to make predictions. Depression and anxiety were the two
most commonly studied risk factors in relation to mental health. According to Nesi
[24], cyberbullying has been consistently associated with higher rates of suicidal
behavior and self harm, which were the third and fourth most studied risk factors in
this review, as well as internalizing and externalizing problems. A list of various risk
factors can be found in Table 1.

2.1 Data Collection, Self-Reporting Surveys, and Reviews

As interest in mental health research has increased, there has been an increase in
review studies as well. Naslund et al. [23] summarized challenges and benefits of
social media and mental health by analyzing recent peer-reviewed publications from
Medline and Google Scholar. The challenges were categorized as: (1) Impact on
symptoms; (2) Facing hostile interactions; and (3) Consequences in daily life. The
studies included in this review showed an increased risk of exposure to harm, social
isolation, depressive symptoms, bullying, increased loneliness, worsening of men-
tal health symptoms, cyberbullying, increased anxiety, risk of suicide, and privacy
concerns. Karim et al. [15] categorized sixteen papers into two outcomes of mental
health: anxiety and depression. The main risk factors for anxiety and depression
found from the study were time spent, activity type, and addiction to social media.
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79 studies focusing on adolescents ranging between 13 and 19 years of age were
categorized by Schønning et al. [32] and it was found that depression was the most
studied aspect and Facebook was the most studied social network site. From this
review, about three-fourths of the studies focused on social media and an aspect of
pathology and 94% of the papers in this study were quantitative. Meier and Reinecke
[19] also found that depressive symptoms were the most common meta-analyzed
indicator in internalizing psychopathology. This study also found that there may be
a small negative association between social media and mental health, but results
depend on various mental health indicators and computer-mediated-communication
approaches. Findings by McCrae et al. [18] corroborated the finding of Schønning
et al. [32], Meier and Reinecke [19] by concluding there may be a statistically sig-
nificant correlation between social media use and depressive symptoms in young
people. Chancellor and De Choudhury [6] also found that depression was the most
studied symptom and suicidality was the second most studied symptom out of the
75 papers summarized that were published between 2013 and 2018. That litera-
ture review focuses on study design, methods, and research design of publications
that predict mental health status using social media data. Almost all of the papers
cited by [6] frame their contributions as predicting mental health and use algorithms
frommachine learning and statistical models. After evaluating 501 articles and using
inclusion/exclusion criteria, Sadagheyani and Tatari [30] assessed 50 cases for their
results regardingmental health and social media. Some negative effects were anxiety,
depression, loneliness, poor sleep quality, poor mental health indicators, thoughts of
self-harm and suicide, increased levels of psychological distress, cyberbullying, body
image dissatisfaction, fear of missing out (FOMO), and decreased life satisfaction.

There have been numerous studies on mental health that involved self-reporting
surveys. A large focus of surveys have targeted adolescent-aged persons [14, 25] or
college-aged persons [3, 8, 11, 34]. O’Reilly et al. [25] surveyed adolescents ranging
in age from 11 to 18 years and found they are concerned about the risks that social
media has towards mental wellbeing. Three major findings were that social media
was believed to causemood and anxiety disorders for some adolescents, social media
is a platform for cyberbullying, and social media is addicting. Jones et al. [14] used
data from the 2021Adolescent Behaviors Experiences Survey conducted by the CDC
from January to June 2021. This survey assessed United States high school students’
(grade 9–12) mental health and suicidality during the COVID-19 pandemic with a
large sample size of 7,705 participants. This survey found that more than one in three
high school students (37.1%) experienced poor mental health during the COVID-19
pandemic. For many students, mental health was impacted by remote learning, social
isolation, financial and familial hardships, worry of illness, and reduced access to
healthcare. Son et al. [34] studied the impact of COVID-19 on college students’
mental health and wellbeing at Texas A&M University in the United States. It was
found that 71% saw an increased level of stress and anxiety due to the pandemic.
Stressors like fear and worry about health, difficulty in concentrating, disruptions
to sleep patterns, decreased social interactions, and increased concerns regarding
academics contributed to increased levels of stress, anxiety, and depression. Davila
et al. [8] conducted an initial survey and followup survey with college-age young
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adults enrolled in an introductory psychology or abnormal psychology course at an
unspecified university to establish if there was any relationship between social media
and depression or rumination/co-rumination. It was found that depressive symptoms
were associated with quality, and not quantity, of the social networking interactions.
Some evidence suggested that depressive rumination and co-rumination impacted
social networking usage and quality. In a similar research direction, Feinstein et
al. [11] surveyed students at Stony Brook University in the United States to test a
model whether negative social comparisons on Facebook put individuals at risk for
rumination and depressive symptoms. The results of this model concluded that this
is true and contributes to linking social networking use to negative mental health
outcomes. A survey was conducted at an unnamed university in the south-eastern
region of theUnited States byBerryman et al. [3] and it examined time spent on social
media, importance of social media, and tendencies to engage in vaguebooking. Fac-
tors considered were general mental health symptoms, suicide ideation, loneliness,
social anxiety and decreased empathy. There were also regression analyses carried
out for total mental health symptoms, suicidal thoughts, social anxiety, loneliness,
and general anxiety. The results from this study indicated that social media use was
not predictive of negative mental health, but vaguebooking was predictive of suicidal
ideation.

2.2 Data Collection with Machine Learning Applications

Studying mental health using machine learning has allowed for classifying content
being posted as well as making various types of predictions. The data utilized in
these studies came from social media sites like Reddit [10, 12, 29, 36], Twitter [9,
28], and Instagram [17] as well as from self-reporting surveys [35]. It is expected
to see more publications using these and other techniques in the coming years. A
summary of the machine learning techniques can be found in Table 2 and a list of
the platforms studied or where data was gathered from can be found in Table 3.

Using data directly from the social media sites studied allows researchers to train
and obtainmore accurate classification algorithms. Gkotsis et al. [12], DeChoudhury
et al. [10], and Thorstad and Wolff [36] used public data from Reddit to recognize
and classifymental illness posts. Using a neural network and deep learning approach,
Gkotsis et al. [12] was able to automatically recognize a mental illness post with an
accuracy of 91.08% and select the correct themewith a weighted accuracy average of
71.37%. De Choudhury et al. [10] was able to classify content from Reddit into cat-
egories of mental health concern or suicide ideation. A machine learning prediction
framework was made specifically to see if users would go from the MentalHealth to
SuicideWatch subreddit by looking at linguistic structure, interpersonal awareness,
and interaction categories. By taking language samples from Reddit and analyzing
posts on mental illness subreddits and non-clinical subreddits, Thorstad and Wolff
[36] was able to use an L2-penalized logistic regression model to train a program
to distinguish different mental illnesses like Attention-Deficit/Hyperactivity Disor-
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Table 1 Risk factors studied
Factors Source(s)

Depression Gkotsis et al. [12], Meier and Reinecke [19],

De Choudhury et al. [10], Reece et al. [28],

Davila et al. [8], Sadagheyani and Tatari [30],

O’Reilly et al. [25], Bagroy et al. [2],

Chancellor and De Choudhury [6],

Manikonda and De Choudhury [17],

Feinstein et al. [11], De Choudhury et al. [9]

Thorstad and Wolff [36], McCrae et al. [18],

Braghieri et al. [4], Naslund et al. [23],

Karim et al. [15], Berryman et al. [3],

Schønning et al. [32], Kim [16], Nesi [24],

Richter et al. [29], Jones et al. [14],

Son et al. [34]

Anxiety Gkotsis et al. [12], Meier and Reinecke [19],

Sadagheyani and Tatari [30], O’Reilly et al. [25],

Chancellor and De Choudhury [6],

Manikonda and De Choudhury [17],

Thorstad and Wolff [36], Naslund et al. [23],

Karim et al. [15], Berryman et al. [3],

Schønning et al. [32], Kim [16],

Richter et al. [29], Jones et al. [14],

Son et al. [34], Bagroy et al. [2]

Suicide or suicide ideation Gkotsis et al. [12], De Choudhury et al. [10],

Sadagheyani and Tatari [30], O’Reilly et al. [25],

Chancellor and De Choudhury [6],

Manikonda and De Choudhury [17],

Naslund et al. [23], Berryman et al. [3],

Kim [16], Nesi [24], Jones et al. [14],

Son et al. [34], Bagroy et al. [2]

Self harm Gkotsis et al. [12], Sadagheyani and Tatari [30],

Chancellor and De Choudhury [6],

Manikonda and De Choudhury [17],

Schønning et al. [32], Nesi [24],

Bagroy et al. [2]

Cyberbullying Sadagheyani and Tatari [30], O’Reilly et al. [25]

Naslund et al. [23], Schønning et al. [32],

Kim [16], Nesi [24]

Eating disorders De Choudhury et al. [10], Son et al. [34],

Chancellor and De Choudhury [6],

Manikonda and De Choudhury [17],

Schønning et al. [32], Nesi [24]

Stress Meier and Reinecke [19], O’Reilly et al. [25],

Chancellor and De Choudhury [6]

Jones et al. [14], Son et al. [34],

Bagroy et al. [2]
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Table 1 (continued)

Factors Source(s)

Bipolar disorder Gkotsis et al. [12], De Choudhury et al. [10],

Chancellor and De Choudhury [6],

Manikonda and De Choudhury [17],

Thorstad and Wolff [36], Bagroy et al. [2]

Loneliness Meier and Reinecke [19],

Sadagheyani and Tatari [30], Naslund et al.
[23],

Berryman et al. [3], Kim [16]

Schizophrenia Gkotsis et al. [12], Naslund et al. [23],

Chancellor and De Choudhury [6],

Manikonda and De Choudhury [17],

Body image disorders Meier and Reinecke [19], Nesi [24]

Sadagheyani and Tatari [30], Schønning et al.
[32]

Post-traumatic stress disorder (PTSD) Reece et al. [28], Bagroy et al. [2],

Chancellor and De Choudhury [6],

Manikonda and De Choudhury [17]

Sleep or poor sleep quality Sadagheyani and Tatari [30], Schønning et al.
[32]

Nesi [24], Son et al. [34]

Addiction Gkotsis et al. [12], De Choudhury et al. [10],

O’Reilly et al. [25]

Self-esteem De Choudhury et al. [10], O’Reilly et al. [25],

Schønning et al. [32]

Severe or stigmatized illness De Choudhury et al. [10],

Chancellor and De Choudhury [6]

Rumination/co-rumination Davila et al. [8], Feinstein et al. [11],

Richter et al. [29]

Alcoholism or alcohol use Gkotsis et al. [12], Schønning et al. [32]

Fear of missing out (FOMO) Sadagheyani and Tatari [30], Schønning et al.
[32]

Borderline personality disorder (BPD) De Choudhury et al. [10],

Chancellor and De Choudhury [6]

Panic attacks Chancellor and De Choudhury [6],

Manikonda and De Choudhury [17]

der (ADHD), anxiety, bipolar disorder, and depression. Twitter data of users who
reported being diagnosed with clinical depression was used by De Choudhury et al.
[9]. Through these users’ previous postings over a year preceding the depression
diagnosis various aspects were studied. It was found that by using different cues
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Table 1 (continued)

Factors Source(s)

Drug use or substance abuse Schønning et al. [32], Kim [16]

Worry Richter et al. [29], Son et al. [34]

Opiates Gkotsis et al. [12]

Autism Gkotsis et al. [12]

Hopelessness De Choudhury et al. [10]

Impulsiveness De Choudhury et al. [10]

Psychological distress Sadagheyani and Tatari [30]

Decreased life satisfaction Sadagheyani and Tatari [30]

Obsessive-compulsive disorder (OCD) Manikonda and De Choudhury [17]

Attention-deficit/hyperactivity Thorstad and Wolff [36]

Disorder (ADHD)

Decreased empathy Berryman et al. [3]

Somatization Berryman et al. [3]

Vaguebooking Berryman et al. [3]

Internalizing or externalizing problems Nesi [24]

Social exclusion Nesi [24]

Concentration issues Son et al. [34]

from social media like engagement level, emotion, language styles, and mentions of
antidepressants, one could see useful signals for characterizing the onset of depres-
sion in individuals. Supervised learning, principal component analysis (PCA), and
support vectormachines (SVM)were used to train amodel to predict depression. This
was seen through decreases in social activity, raised negative affect, and increased
relational and medicinal concerns. Manikonda and De Choudhury [17] did a quan-
titative analysis of images shared on Instagram regarding a variety of mental health
issues using automated computer vision techniques and clustering. It was found that
people are using Instagram to express discontent around mental health issues, seek
support, and disclose information about their emotional distress.

Predictions made using machine learning allow researchers to obtain more accu-
racy and possibly new insights. Srividya et al. [35] applied several machine learning
algorithms like SVM, decision trees, naïve Bayes classifier, K-nearest neighbor clas-
sifier, and logistic regression to identify the state of mental health and predict the
onset of mental illness in a target group of two different age ranges of 18–21 and 22–
26 years old. The initial responses from the target groups were from a questionnaire
and a clustering technique was applied and validated to build classifiers to predict
the mental health of a person. Advanced machine learning techniques developed by
Richter et al. [29] were used to analyze the results of a comprehensive behavioral test
battery that detected and quantified cognitive emotional biases. The bagged decision
tree classification algorithm had an accuracy of 71.44% for predicting symptomatic
patients with high depression, anxiety, or both, and had an accuracy of 70.78% for
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Table 2 Machine learning techniques utilized

Source Technique(s)

Bagroy et al. [2] Random forests, ada boost, logistic regression,
support vector machines (SVM)

Berryman et al. [3] Regression analysis

Braghieri et al. [4] Regression analysis

Chancellor and De Choudhury [6] SVM, logistic regression, feature engineering,
random forests, decision trees, deep learning

De Choudhury et al. [9] Principal component analysis (PCA), SVM
supervised learning

Manikonda and De Choudhury [17] Automated computer vision techniques,
clustering

Gkotsis et al. [12] Deep learning, neural network (NN),
convoluted neural network (CNN), SVM

Reece et al. [28] Random forest, feature extraction, time series
analysis

Richter et al. [29] Random forest, bagged decision tree
classification

Srividya et al. [35] SVM, decision trees, Naïve Bayes classifier,
K-nearest neighbor classifier, logistic
regression, Density based clustering, bagging,
DBSCAN

Thorstad and Wolff [36] Logistic regression model, clustering analysis,
DBSCAN

the non-symptomatic control group of patients. The prediction algorithm had an
accuracy of 68.07% in predicting participants with high depression and an accuracy
of 74.18% in predicting participants with high anxiety. Computational models were
created by Reece et al. [28] using Twitter data and depression history to predict the
onset of depression and PTSD. Supervised learning algorithms extracted predictive
features measuring affect, linguistic style, and context. These models successfully
distinguished between depressed and healthy content. This same process was applied
to people with PTSD. The results were consistent even before a diagnosis of depres-
sion was issued and a state-space temporal analysis suggests that depression may be
predicted from Twitter data several months before a diagnosis. The overall findings
strongly support the claim that computational methods can effectively screen Twitter
data for indicators of depression and PTSD.
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Table 3 Social media platforms data gathered from or studied

Platform Source(s)

Twitter Reece et al. [28], Chancellor and De
Choudhury [6]

De Choudhury et al. [9], McCrae et al. [18],
Naslund et al. [23]

Karim et al. [15], Schønning et al. [32], Meier
and Reinecke [19]

Facebook Chancellor and De Choudhury [6], McCrae et
al. [18],

Braghieri et al. [4], Karim et al. [15],
Schønning et al. [32]

Meier and Reinecke [19]

Reddit Bagroy et al. [2], Gkotsis et al. [12], De
Choudhury et al. [10],

Reece et al. [28], Chancellor and De
Choudhury [6],

Thorstad and Wolff [36],

Instagram Chancellor and De Choudhury [6], Manikonda
and De Choudhury [17],

Karim et al. [15], Schønning et al. [32], Meier
and Reinecke [19]

Snapchat McCrae et al. [18], Karim et al. [15],
Schønning et al. [32],

Meier and Reinecke [19]

WhatsApp McCrae et al. [18], Schønning et al. [32], Meier
and Reinecke [19]

Tumblr Chancellor and De Choudhury [6], Schønning
et al. [32]

MySpace McCrae et al. [18], Schønning et al. [32]

Youtube Naslund et al. [23], Schønning et al. [32]

Linkedin Karim et al. [15]

Skype Schønning et al. [32]

Weibo Chancellor and De Choudhury [6]

Reachout Chancellor and De Choudhury [6]

LiveJournal Chancellor and De Choudhury [6]

Mixi Chancellor and De Choudhury [6]

TOYBO Chancellor and De Choudhury [6]

PTT Chancellor and De Choudhury [6]

Flickr Chancellor and De Choudhury [6]

Ping Schønning et al. [32]

Bebo Schønning et al. [32]

Hyves Schønning et al. [32]

Kik Schønning et al. [32]

Ask Schønning et al. [32]

Qzone Schønning et al. [32]
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2.3 Modeling of Mental Health Using Survey Data and
Machine Learning

There are published studies that use survey data in conjunctionwithmachine learning
techniques to formulate mathematical models regardingmental health. This category
is smaller as of the writing of this review, but it is expected to see more discussions
and publications in the coming years. Kim [16] used data from the Korean Youth
Panel Survey to create hierarchical linear models that are estimated to probe the
psychological effects of time spent online. This analysis, which was associated with
self-reported mental problems and suicidal thoughts, showed that online social net-
working is negatively associated with the psychological status of Korean students.
Again targeting college-age persons, using data from Reddit, Bagroy et al. [2] cre-
ated a Mental Wellbeing Index (MWI) to evaluate the mental status of over 100
universities in the United States. The relationship between various attributes of the
universities and the MWI were shown using machine learning. The actual factors
being predicted in thismodel with 97% accuracy can be found in Table 1. Braghieri et
al. [4] looked at when Facebook was introduced at 775 colleges in the United States
in conjunction with seventeen successive reports from the National College Health
Assessment (NCHA) survey at the time of Facebook’s expansion. A two-way fixed-
effect (TWFE) was estimated as a baseline. This equation was then expanded upon
to model other factors. An event study-version estimation of the model with distance
to and from the introduction to Facebook was created. To estimate the effects of
the exposure length of Facebook, an intensity level equation was formulated. Some
major findings from this study were that the introduction of Facebook at a college
increased symptoms of poor mental health (especially depression), students who
were susceptible to mental illness used mental healthcare services more, and after
Facebook’s introduction in conjunction with poor mental health, academic perfor-
mance suffered. These findings corroborate the hypothesis that social media has had
a negative impact on mental health of teenagers and young adults.

3 Concluding Remarks

This review summarizes some of the current research published regarding mental
health and social media. Most research is either inconclusive, suggests that there
may be small negative correlations, or that there is no correlation at all between
mental health and social media. Further research is needed on this subject and there
is expected to be a significant amount in the next 10–20 years. Socialmedia as awhole
has positive and negative aspects, which are addressed in some of these studies and
published papers [23, 24, 30]. Which platforms are popular is always changing and
so are the mental challenges people face. That means the impact of social media is
also changing over time. This research is interesting and important as the mental
health crisis has been continuously worsening.
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