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Abstract. Random walks simulate the randomness of objects, and are
key instruments in various fields such as computer science, biology and
physics. The counter part of classical random walks in quantum mechan-
ics are the quantum walks. Quantum walk algorithms provide an expo-
nential speedup over classical algorithms. Classical and quantum random
walks can be applied in social network analysis, and can be used to define
specific centrality metrics in terms of node occupation on single-layer
and multilayer networks. In this paper, we applied these new central-
ity measures to three real criminal networks derived from an anti-mafia
operation named Montagna and a multilayer network derived from them.
Our aim is to (i) identify leaders in our criminal networks, (ii) study the
dependence between these centralities and the degree, (iii) compare the
results obtained for the real multilayer criminal network with those of a
synthetic multilayer network which replicates its structure.

Keywords: Classical random walks · Quantum random walks ·
Centrality · Criminal networks

1 Introduction

The term “random walk” was firstly introduced in 1905 by Pearson [20]. Ran-
dom walks can be useful to solve practical problems. In fact, the randomness
of objects can be analyzed and simulated through them. Also the correlation
among objects can be computed using random walks. They are fast becoming
key instruments in various fields such as physics, economics, computer science,
biology, or chemistry [25].

A simple random walk model in the mathematical space is a random pro-
cess on a regular lattice where at each step one point jumps to another posi-
tion according to a certain probability distribution [25]. Random walks can be
applied to a network (or graph) defined as a set of nodes with edges between
them. Graphs can be organized into multiple layers, which represent different
types of nodes or edges. In this kind of application, the transition probability
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between nodes is greater when the strength of the association between nodes is
stronger. After an appropriate number of steps, a random path able to describe
the structure of a network can be obtained. In computer science, the PageR-
ank is the most known algorithm based on random walks [19]. This algorithm
randomly walks among web pages to compute their importance.

Aharonov, Davidovich and Zagury were the first to propose quantum walks
in 1993 [1]. These walks can be considered as the counter part of classical ran-
dom walks in quantum mechanics. The main difference between quantum walks
and classical random walks is that the former do not converge to some limiting
distributions [25]. Quantum interference can cause significantly faster or slower
spreading of quantum walks compared to classical random walks. Algorithms
based on quantum walks have lower time complexity with respect to the ones
based on classical random walks, and they provide an exponential speedup over
any classical algorithm [11].

Random walks can find an application in computer vision, semi-supervised
learning, network embedding, and social network analysis [17,22]. Some
researchers also studied the application of random walks on knowledge discovery,
graphs, science of science, and text analysis [2,12,22]. Quantum walks can be
used instead to element distinctness, search problems, and decision trees [3,23].
Moreover, classical algorithms are often accelerated by using quantum walks.

Wald and Böttcher [24] at first introduced a framework for classical, quan-
tum, and hybrid random walks with stochastic resetting on networks. Then,
Böttcher and Porter [6] used continuous-time classical and quantum random
walks to formulate occupation, PageRank, betweenness, and closeness centrali-
ties for multilayer networks.

In this paper, we decided to apply classical and quantum occupation central-
ities on very specific kinds of real networks, i.e. Mafia networks. These networks
are different from traditional social networks because first of all they consist
entirely of suspected criminals, and then they are considered as organizations of
criminal groups and activities. For this reason, research on criminal networks is
focused on their structure, efficiency, resilience and capacity to achieve criminal
objectives. To the best of our knowledge, classical and quantum walks have never
been used to identify leaders in criminal networks. Criminal leaders are strate-
gic brokers within criminal networks [8]. Moreover, to reinforce our finding, we
want to compare the results of classical and quantum walks on Mafia networks
to the ones obtained on Barabási-Albert (BA) [5] models, which according to
our previous work [9], are the one to better replicate criminal networks.

Mafia networks are in fact a good example of real-world networks with respect
to the geometry of connections [16]. Indeed, these connections are the building
blocks of the entire Mafia, and more generally of organized crime. The Sicilian
Mafia is one of the major native mafia-like organizations. It is composed by
loose confederations of about one hundred families (or cosche). Since at least
the 19th century, the social and economic life especially in Southern Italy is
affected by these families [18]. Social network analysis and graph theory can be
applied to Mafia networks to describe their structure and functioning, to identify
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leaders [15], to evaluate police interventions aimed at disrupting them [10], or
to construct crime prevention systems [7].

2 Classical and Quantum Random Walk Centrality
Measures

2.1 Classical Random Walks

Random walks on graphs are sequences of nodes which start from a source node
by selecting an edge, crossing the edge to reach a new node, and repeating the
process. An equivalent concept can be found in the Markov chain which is a
stochastic process that assumes values in a discrete set, where the next state
of the chain only depends on the current state and not on the past states [21].
The Markov chain can be viewed as a graph where nodes are represented by the
states and edges by the possible next states, which are randomly determined.
The set of states is discrete, but their evolution in terms of time can be discrete
or continuous.

In a discrete-time Markov chain, each step is associated with a probability
distribution, i.e. a set of probabilities that a walker is on a node or in a state. This
probability distribution can be described with a vector, after choosing an order
for the states. Given a graph G(V,E) with set of nodes V = {v1, . . . , vn} (|V | =
n) and set of edges E, the probability distribution is described by the vector
[p1(t) · · · pn(t)], where p1(t) is the probability that a walker is on node v1 at time
t and so on. If the process begins with the walker on the first node, p1(0) = 1
and pi(0) = 0 for i = 2, . . . , n.

The future position of the walker cannot be precisely identified, but it is
possible to determine a probability distribution knowing the transition matrix
M . By knowing the probability distribution at the time t, the distribution at
time t + 1 can be obtained by the following formula:

pi(t + 1) =
n∑

j=1

Mijpj(t) . (1)

In vector form, we have �p(t + 1) = Mp(t).
The entry Mij of the transition matrix is the probability of the walker, who

is on node vj , to go to node vi. The transition matrix is related to the adjacency
matrix A of the graph, and it can be defined as:

Mij =
Aij

kj
, (2)

where kj is the degree of node vj , Aij = 1 when two nodes vi and vj are connected
or Aij = 0 if they are not. If there is no edge from vj to vi, the walker goes to
one of the adjacent nodes and transition probability is the same for all of them.
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When time is a continuous variable, the problem of a walker who can go from
node vj to a neighbour vi at any time can be seen as a liquid seeping from vj to
vi. At the beginning, it is likely that the walker is in the node vj . As time goes
by, the probability that the walker is in vj decreases, but the probability he is in
one of its neighbors increases. The transition between neighbors occurs with a
probability γ per unit time, which is a transition rate presumably constant for all
times and for all nodes. An infinitesimal time interval ε is generally used to set
up and solve the differential equation of the problem with continuous variables.
Then, the probability that a walker goes from node vj to vi is given by γε. If
node vj has a degree kj , it means it has kj neighbors. Therefore, the probability
that the the walker is in one of the neighbors of vj after time ε is kjγε, while
the probability of finding him in vj is 1 − kjγε. At this point, the entry Mij(t)
of the transition matrix at time t is defined as the probability that the walker
on node vj goes to node vi in the time interval t:

Mij(ε) =

{
1 − kjγε + O(ε2), if i = j;
γε + O(ε2), if i �= j.

(3)

An auxiliary matrix called generating matrix H, is also defined as:

Hij(ε) =

⎧
⎪⎨

⎪⎩

kjγ, if i = j;
−γ, if i �= j and adjacent;
0, if i �= j and non-adjacent.

(4)

The next state of a Markov chain only depends on the current configuration of
the chain. The transition matrix can be multiplied at different times as follows:

Mij(t + ε) =
∑

k

Mik(t)Mkj(ε) . (5)

The index k runs over all the neighbours of node vj . In fact, if the walker
is in node vj , the probability that he goes to vk in the time interval is Mkj(ε),
independently of the value of k. If there is no edge between vj and vk for a
specific k, Mkj(ε) = 0.

By isolating the term k = j, using the Eqs. 3 and 4, and then by moving the
first term on the right-hand side to the left-hand side and dividing it by ε, the
following differential equation is obtained:

dMij(t)
dt

= −
∑

k

HkjMik(t). (6)

The solution of Eq. 6 with initial condition Mij(0) = δij is:

M(t) = e−Ht . (7)

After the definition of the transition matrix, the probability distribution at
time t can be easily obtained. If the initial distribution is �p(0), �p(t) = M(t)�p(0).
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2.2 Quantum Random Walks

The electron spin is described by quantum mechanics as a unit vector in the
Hilbert space C

2 [21]. The spin up and the spin down are respectively described
by the vectors |0〉 and |1〉:

|0〉 =
[

1
0

]
, |1〉 =

[
0
1

]
. (8)

The notions of spin up and spin down refer to R
3. Quantum mechanics

describes in fact the behavior of the electron before entering the magnetic field.
In this case and if the electron is somehow isolated from the macroscopic envi-
ronment, its spin state is described by a linear combination of vectors |0〉 and
|1〉. Therefore, |ψ〉 = a0|0〉 + a1|1〉, where the coefficients a0 and a1 are complex
numbers which satisfy the constraint |a0|2 + |a1|2 = 1.

The time evolution of an isolated quantum system is described by a unitary
transformation. If the state of the quantum system at time t1 is described by
vector |ψ1〉, the system state |ψ2〉 at time t2 is obtained from |ψ1〉 by a unitary
transformation U , which depends only on t1 and t2. Therefore, we have |ψ2〉 =
U |ψ1〉.

The evolution postulate is to be written in the form of a differential equation
which provides a method to obtain operator U once given the physical context.
It is called Schrödinger equation and it is as follows:

d|ψ〉
dt

= −iH|ψ〉 . (9)

In the passage from the continuous-time classical walk model to the
continuous-time quantum walk model, the transition matrix is simply converted
to an equivalent unitary operator, and the vector which describes the probability
distribution to a state vector. Matrix H, given by Eq. 4 is Hermitian, and there-
fore matrix M given by Eq. 7 is not unitary. M can be easily made unitary within
the context of Hilbert spaces by multipling h with the imaginary unit, that is
by replacing H with iH. Then, the evolution operator of the continuous-time
quantum walk can be defined as follows:

U(t) = e−iHt . (10)

If the initial condition is |ψ(0)〉, the quantum state at time t is:

|ψ(t)〉 = U(t)|ψ(0)〉 , (11)

and the probability distribution is:

pk = |〈k|ψ(t)〉|2 , (12)

where k runs over all nodes of the graph (or states of the Markov chain) and |k〉
is the state of the computational basis which correspond to the node vk. The
computational basis of space C

2 is the set {|0〉, |1〉}.
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2.3 Random Walk Occupation Centralities

Recently continuous-time classical and quantum random walk centrality mea-
sures have been defined for single-layer and multilayer networks [6,24].

Starting from Eq. 7, the explicit Euler integration scheme can be used to
simulate a classical random walker:

pt+1 = 1 − Hc Δt pt , (13)

where Hc is the classical Hamiltonian defined as Hc = LD−1, where L = D − A
is the Laplacian matrix and D is the degree matrix with Dii = ki if i = j and
Dij = 0 if i �= j.

The classical random walks approaches for connected networks and suffi-
ciently long times a stationary probability distribution p∗ such that:

p∗
i =

n∑

j=1

Aij

kj
p∗
j =

ki
n∑

i=1

ki

. (14)

The stochastic vector p∗
i indicates the stationary classic random walk occu-

pation probability OPc for a node vi, and it can be used to define a random walk
centrality measure for graphs.

The Schrödinger equation (see Eq. 9) can be instead solved using the Crank-
Nicholson integration scheme [4,24]. Expanding the evolution operator in Eq. 10
into a Taylor series, we have:

|ψt+1〉 = −2iΔtHq|ψt〉 + |ψt−1〉 , (15)

where Hq is the Hermitian quantum Hamiltonian defined as Hq = L, where
L = D− 1

2 LD− 1
2 is the normalized version of the Laplacian matrix L.

For continuous-time quantum walks, unitary time evolution does not lead
to a stationary state. Instead, the long-time behavior of a quantum walk is
characterized by its long-time mean:

q∗
i = lim

T→∞
1
T

∫ T

0

〈i||ψ(t)〉〈ψ(t)||i〉dt. (16)

where dt is an infinitesimal time step, |ψ(t)〉〈ψ(t)| is a density operator, and
|i〉 ∈ C

N is an orthonormal basis vector.
Even in this case, q∗

i denotes the continuous-time quantum random walk
occupation probability OPq of a node vi, and therefore it gives a type of random
walk centrality.

3 Methods and Results

We used the classical and quantum occupation centralities described in Sect. 2.3
to study the importance of nodes in three real single-layer criminal networks
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(Meetings, Phone Calls and Crimes) related to an anti-mafia operation called
Montagna [7,10,13], from which we derived a fourth network in the form of a
flattened multilayer network. The Montagna operation focused on the Mistretta
and Batanesi clans who monopolized the sector of public contracts in the Tyrrhe-
nian strip and in the nebroidal district of the province of Messina, by working
with some entrepreneurs associated to the Sicilian Mafia. Meetings contains 256
physical meetings between 101 suspected criminals observed during the police
physical surveillance. Phone Calls contains 124 phone calls between 100 suspects
wiretapped during the police audio surveillance. Crimes contains 74 connections
between 25 suspected criminals who committed crimes together. The three net-
works share 20 nodes. We also created an undirected and weighted multilayer
network with 226 actors, 454 intralayer edges and 3 layers corresponding to the
three single-layer criminal networks Meetings, Phone Calls and Crimes. In this
work, a single-layer network (flattened) is created by merging the three layers
of the multilayer network. In the flattened network, there is one node for each
actor of the starting multilayer network and an edge between two nodes if the
corresponding actors are linked in one layer. Meeting, wiretap and co-offending
networks provide fundamentally different pictures of the criminal organization,
and therefore are all particularly useful in finding leaders. Also the flattened mul-
tilayer network can be useful to have a more complete picture of the organiza-
tion. Figure 1 shows Meetings, Phone Calls, Crimes and the flattened multilayer
network.

Fig. 1. Meetings, Phone Calls and Crimes and the flattened multilayer network from
the Montagna anti-mafia operation.
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Our analysis was conducted using the mathematical framework1 of
continuous-time classical and quantum centrality measures created by Böttcher
and Porter [6].

The top 20 nodes ranked by their classical and quantum occupation proba-
bilities are shown in Fig. 2. In the analysis of central nodes in a Mafia network,
we have to consider the hierarchical structure of a Mafia family in which indi-
viduals can be categorized as boss, underboss, consigliere (i.e., an advisor to
the boss), messaggero (i.e., a messenger among families), caporegime (i.e., who
heads a local crew of soldiers), soldier (i.e., average type criminal) and associate
(e.g., entrepreneurs, pharmacists, police officers, politicians etc.). The results for
the Meetings and Phone Calls networks confirm the one obtained through the
application of the degree as we did in [15], revealing that the most important
actors are nodes 18 and 47. These nodes are respectively Caporegime of the
Mistretta family and deputy Caporegime of the Batanesi family. The applica-
tion of OPc and OPq on the Crimes network reveals instead different central
nodes who are not key members of the Mafia hierarchy but are associates such
as entrepreneurs (i.e., nodes 54 and 64), construction workers (i.e., node 72) or
soldiers (i.e., nodes 48 and 49). Differently from the application of degree on the
multilayer network, in this case, we obtain different central nodes such as 103,
136 and 111. Nodes 103 and 111 were intercepted because they were in phone
contact respectively with a Caporegime of the Mistretta family (i.e., node 18)
and a non-existent entrepreneur, created for the purpose of fraud (i.e., node 109).
Node 136 is instead a cohabitant of a Caporegime of the Batanesi family (i.e.,
node 27). The role of these figures in the mafia business in unclear but their
centrality can direct investigations and lead to deeper investigation of them.
Classical and quantum occupation probabilities identify in most cases the same
leaders in criminal networks. Therefore, when a micro approach is adopted in
SNA application to organized crime focusing, as in our case, on one organization
or network with a relatively low number of nodes, there is no clear advantage to
using quantum random walks instead of classical ones. However, quantum walks
can be useful to speed up the investigations, and to find leaders when a macro
approach is adopted to study crime through SNA. In this case, in fact, larger
networks focusing on specific national or regional criminal markets or offender
categories are analyzed.

In Fig. 3, we show the probabilities that a node with a certain degree is
occupied by a classical and quantum random walker. As explained in [6], we
can observe a linear dependence between OPc and OPq which is due to the fact
that quantum walks satisfy Eq. 14 because they do not approach a stationary
state. Their long-time behavior is instead characterized by the long-time mean
as shown in Eq. 16. Quantum walks are not proportional to the degree which
is not able to capture node occupation properties of this kind of walks. These
properties, in fact, also depend on other structural features of the underlying
networks. The minimum and maximum degrees of the Meetings, Phone Calls,
Crimes networks are respectively 1 and 24, 1 and 25, 1 and 13, as shown in the

1 Available at: https://gitlab.com/ComputationalScience/ctqw centrality.

https://gitlab.com/ComputationalScience/ctqw_centrality
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Fig. 2. 20 top ranked nodes computed with classical OPc and quantum OPq random
walk occupation probabilities in the single layer networks meetings, phone calls and
crimes, and the flattened Montagna multilayer network.

plot of the degree distribution in [14]. The differences between these classical
and quantum centralities seem to be greater in the flattened multilayer network.

In [6], the authors asserted that the differences between the classical and
quantum occupation centralities were (i) larger in BA single-layer networks [24]
or in synthetic multilayer networks which include BA layers, and (ii) smaller for
empirical networks. The second results is not valuable for real criminal networks,
and this can be explained just through the first finding. In our previous work [9],
we used some popular network models such as Erdös-Rényi, Watts-Strogatz and
different configurations of BA to replicate the topology of a criminal network.
Our experiments identified the BA model as the one which better represents a
criminal network. To prove our thesis, we decided to build two flattened multi-
layer networks with three BA layers. Each layer is created with the same number
of nodes of the Meetings, Phone Calls, Crimes networks (i.e., 101, 100, and 25,
respectively) and a number of edges as close as possible to that of these net-
works (i.e., 256, 124, and 74, respectively). BA models are built based on a
specific parameter m, which indicates the number of edges that are preferen-
tially attached to existing nodes with high degree. For the first layer, we tried
two different configurations of the BA graphs with m = 2 (obtaining 198 edges)
and m = 3 (obtaining 294 edges). For the second layer, we used m = 1 (obtaining
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Fig. 3. Classical and quantum random walk occupation probabilities for the single
layer networks meetings, phone calls and crimes, and the flattened Montagna multilayer
network that a node of degree k is occupied by a classical and quantum random walker,
respectively.

99 edges) and m = 2 (obtaining 196 edges). For the third layer, we choose m = 3
(obtaining 66 edges) and m = 4 (obtaining 84 edges). Figure 4 shows classical
and quantum occupation centralities versus the node degrees on the described
synthetic multilayer networks.

4 Conclusions and Discussion

In this paper, we used classical and quantum continuous-time random walk cen-
trality measures to identify leaders in (i) three single-layer criminal networks
related to an anti-Mafia operation called Montagna, and (ii) a flattened multi-
layer network created from them.

In the formulation of these measures, different Hamiltonians describe the evo-
lution of classical and quantum walks. Other classical and quantum continuous-
time random walk centralities, such as random walk betweenness or closeness,
can be derived by modifying these Hamiltonians, and tracking different prop-
erties of absorbing random walks. In our future works, we want to apply these
other measures on our criminal networks to identify leaders, and to define a new
disruption framework based on random walks, comparing the targeted attacks
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Fig. 4. Classical and quantum random walk occupation probabilities for a flattened
multilayer network composed by three Barabási-Albert layers with 101 nodes and 198
edges, 100 nodes and 99 edges, 25 nodes and 66 edges (left column); 101 nodes and
294 edges, 100 nodes and 196 edges, 25 nodes and 84 edges (right column).

based on the classical centrality measures with those based on their random walk
versions.

Moreover, we are planning to extend the mathematical framework by
Böttcher and Porter [6] for whole multilayer networks considering the layered
structure, and not just the flattening function. In fact, we can obtain a complete
picture of the activities and the structure of criminal organizations only consid-
ering the various layers not as single-layer networks but as a whole multilayer
network [14]. Then, we want to explore the possibility of developing a disruption
framework for multilayer networks.
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