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Abstract. In April 2022, the French presidential election took place,
and social media played a prominent role in it. By analyzing more than
150 million interactions on French Twitter, this study aims to provide
evidence of coordinated behaviors from political parties. We find that
extreme parties left and right, appear with a particular internal structure
compared to moderate parties. Moreover, by examining similar patterns
in community structures but also in duplicated tweets, we unveil online
astroturfing strategies of the main parties online, and in particular the
extreme right.
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1 Introduction

It is believed that social media exerts an increasing influence on the outcome
of elections [3]. Indeed, the recent 2022 French presidential election anticipated
social media to play a crucial role in shaping election results. During the political
campaign season, political parties across the spectrum sought to impose their
platform in the public discourse and mobilize their constituencies online in a
coordinated, strategic manner. Our study proposes and validates a method to
measure the scale of these online information campaigns by probing the coor-
dination patterns and structure of online communities. For instance, in order
to reach a larger audience, political campaigns may use coordination techniques
that are considered disinformation [18]. One such case is posting numerous iden-
tical media instead of retweeting. Contrary to a retweet that explicitly references
another user, this method masks the real coordination behind these tweets and
can artificially enlarge the audience. These astroturfing methods can be detected
and measured for each community. Astroturfing can be seen as an attempt to give
the false impression that a message or organization enjoys widespread grassroots
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support of the community when little such support exists. Due to astroturfing,
some communities consistently push their narratives into trending topics for
the entire country. With only a few hundred accounts, political parties manage
daily to reach out to hundreds of thousands of accounts outside of their original
community.

Related Work Misinformation and disinformation have gained momentum in
public discourse during the last few years. A broad definition of misinformation
is incorrect or misleading information. It is differentiated from disinformation,
which is deliberately deceptive. Information spread regarding COVID-19 has
accelerated both the production of disinformation and misinformation as well as
their detection [9]. There is a growing literature that seeks to understand the
roots of misinformation and disinformation, including evaluating their volume
[11], determining fake news ecosystems [1], detecting misleading content [7], char-
acterizing astroturfing [17], viewing activism as advertising [5], or disinformation
as distraction [16]. The worldwide prevalence of astroturfing and coordinated
inauthentic behaviors [14,24], especially in a political context [8], demonstrates
a need to analyze the last French presidential election in this framework.

Notably, methods have been developed to uncover coordinated disinformation
networks based on Twitter data [22]. These astroturfing campaigns [19] have
sometimes been seen as related to foreign countries trying to undermine the trust
in the political system [2] or promoting their authoritarian views [21]. Most of
them are now cross-platform, duplicating content and creating narratives before
coming to a large audience [13,20]. These coordination patterns can come from
several potential coordination mechanisms such as several accounts run by the
same person, a shared channel with instructions on how/when to share, or semi-
organic behavior by users that rapidly amplifies target accounts.

Many papers analyze bot activity to answer the astroturfing problem [6,25,
26]. However, analyzing disinformation using bot detection is being increasingly
called into question [23]. Though bots participate in astroturfing campaigns,
they do not represent the entirety of astroturfing activity [15]. These information
campaigns are largely planned and relayed by true accounts and even accounts
with an already substantial audience.

Most of these studies focus only on one factor such as time coordination
[4], structure, or identical content. In this study, we propose to gather these
solutions to show that, across different modalities (text, image, video), they all
point in the same direction– that is, to the presence of coordinated information
campaigns by online political communities.

1.1 Data

The study period starts in October 1st, 2021 and ends on the day of the second
round of the French presidential election, April 24th, 2022, covering the French
presidential electoral campaign. The data has been collected with the Twitter
Public Stream API using the same methodology than Gaumont et al. [10]. Most
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of top French political accounts (Governments, Members of parliament, Members
of European parliament, Senators, Mayors of big cities, etc.) from all political
parties are followed with the API. There are more than 2000 selected accounts.
Moreover, thousands of elections keywords such as names of candidates and
parties are tracked. If a selected account tweets, retweets or quotes, of if it
is retweeted, mentioned, quoted, the interaction is collected. If any message
(tweet, retweet or quote) has a keyword in it, it is collected. About 160 million
interactions (tweets, retweets, and quotes) have been collected over this period.

1.2 French Political Landscape

Political communities are defined based on the retweet graph. A retweet graph is
a graph with users as nodes and retweets without quotes as edges. We compute
the retweet graph over the whole period (from October 2021 to April 2022),
then perform a clustering, using the Louvain algorithm, to which we assign
political labels. In addition to the previous political communities, we define a
“media community” in our clustering, consisting of users who primarily engage
with major media outlets. Communities size and average degrees are reported
in Table 1. In previous work, this method has been tested and had an averaged
precision above 90%, so with few false positives [10]. During these seven months,
the set of political communities remained stable and thus their internal structures
can be studied.

Table 1. Main political communities with number of users and the average number of
retweets per user

Political community with
their leaders

Number of nodes Average number of retweets
per user over the whole
period

Alt. Right—Dupont-Aignan 39,330 27.4

Ext. Left—Mélenchon 39,098 22.4

Center—Macron 33,306 19.2

Ext. RightZemmour 30,783 45.4

Right—Pécresse 11,341 18.7

Ext. Right—Le Pen 9060 21.2

Left—Hidalgo 5770 8.3

Green—Jadot 5582 9.4

Ext. Left—Roussel 3634 10.3

Media 22,848 4.1

Other 45,808 3.4



124 V. Chomel et al.

Fig. 1. Retweet graph of the French political debate—March 2022. Nodes are located
with ForceAtlas2 in Gephi [12]. Ukraine community, on the top right in yellow/green,
gathers users from Ukraine mentioning and retweeting Emmanuel Macron to support
the war effort.

The French political landscape (Fig. 1) is composed of 9 online political com-
munities, with their candidates in italics, divided into three main blocks:

– Left: Parti socialiste—Hidalgo (Left party, pink on the left of Fig. 1), EELV—
Jadot (Green party, red on the left), Parti communiste français—Roussel
(Extreme Left, red on the bottom left) and France Insoumise—Mélenchon
(Extreme Left, red on the bottom)

– Center: République En Marche—Macron (Government, Light pink on the
top)

– Right: Les Républicains—Pécresse (Right, light blue), Rassemblement
National—Le Pen (Extreme Right, blue on the bottom right), Reconquête—
Zemmour (Extreme Right, dark blue on the right) and an alt-right community
including several parties (dark blue on the bottom).

2 Astroturfing Criterion and Definition of Communities

Intra-community Dynamics We first compare the extent to which each com-
munity engages its users. To do so, we measure the online social mobility of each
community using a method based on Markov chains [27]. Each community’s
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Fig. 2. Successive layers on a toy example. In blue are the remaining nodes for the
next step. In red are the nodes in the layer.

users are categorized into layers of increasing importance. This is done by itera-
tively removing nodes with the lowest degree (Fig. 2). As this layer distribution
is recomputed each two weeks, the layer of each node can be computed for all
time steps. Then, the probability of transitioning between layers at a given time
step may be computed for a given community. If a node leaves a community, it
goes to layer 0. For each community, the transition matrices are then averaged
over all time steps, from October 2021 to April 2022.

The probability matrix of moving from layer i to layer j may be formulated
as the transition matrix of a Markov chain, with layers as the state. This allows
us to capture the internal dynamics of communities, the extent to which users
remain in a given community, and the extent to which users participate during
the political campaign. This is summarized by the stationary distribution of the
Markov chain.

Communities which experience high artificial tweet volume and coordinated
campaigns get a particular type of signature in this method. To measure these
coordinations, several other indicators are used such as co-retweet graphs, iden-
tical tweets, or identical images.

Co-retweet Graphs A co-retweet graph GT is a graph where nodes are user
accounts. Two nodes are linked if the two accounts retweet the same tweet within
T seconds from each other, that is to say, they co-retweet each other. To capture
changes in the network on an informative timescale T , we use small values of
T because we are looking for coordination. The lower the T , the more there
is coordination. The weight of an edge is defined as the number of co-retweets
between two users that occur within a time difference of T . A co-retweet graph
is an aggregation over a longer period, typically a week. As we seek to find
clusters of nodes that are strongly connected– knowing that they all participate
in the same coordinated information campaign– we excise all spurious or weak
connections. The probability of two users retweeting the same content within a
small amount of time is really low, it rarely happens twice, spurious connections
are thus defined by edge weight ≤ 2.

Identical Tweets Campaign During the presidential campaign, a strategy
used to give the impression of volume was to post numerous exactly identical
messages without retweeting the original poster, which we will refer to as an
information campaign. Users coordinated on private discussion but also on other
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platforms such as 4chan to publish the same content at the same time [29].
Another strategy is to have a trending hashtag although the tweets may originate
from a very small group of coordinated users. In what follows, we will consider
all coordinated campaigns with least five different users.

Coordinated Identical Images and Video Campaign Posted images and
videos need not be exactly identical to be considered part of the same information
campaign. For example, images may be cropped or otherwise slightly edited.
Therefore, we expand our criterion for image “sameness” to include these altered
images. We collect images and videos attached to tweets with at least one retweet
in order to gather “relevant” content, or content that has been shared at least
once. For the sake of simplicity, only the first frame of videos is kept and used
as image. Due to the volume of the data, only the last two weeks before the
presidential elections (28/03/22–10/04/22) and the two weeks between the two
rounds of voting (11/04/22–24/04/22) are collected. About 100,000 images and
videos are collected for each period.

The media are embedded as 512 dimensional vectors using a pre-trained
ResNet18 from img2vec. For each image, cosine similarities with all other images
are computed. Only almost identical images (similarity above 0.95) are kept. To
understand information campaign coordination, we order images by their number
of tweets (and not retweets) to see how many times they have been posted. For
each image, we collect the posters and the users who retweet the image. The 100
most tweeted and retweeted images and videos were checked by hand to validate
the method. On this small sample, the method has a precision of 1, meaning that
all videos and images labeled as identical or near identical are correctly labeled
(no false positives). Accuracy or recall requires to count false negatives which is
extremely hard due to the size of the dataset.

3 Results

3.1 Intra-community Dynamics

Fig. 3. Stationary probability of being in
each layer by community.

Stationary distributions of user engage-
ment for seven political blocs and the
media can be found in Fig. 3. Here,
the user engagement is defined as
the ability of a party to mobilize its
users and push them towards a higher
online activity. The higher the layer,
the more engaged users are. By tak-
ing a look at the values at x = 0,
or “user attrition”, one can see that
the extreme parties have low attrition,
thus more stable communities. This is
confirmed by the percentage of sup-
porters (value at x = 1). The only
two anomalous cases (the right and
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Table 2. Level of political engagement quantified by the mean layer of the stationary
distribution by community, ordered descending from left to right.

Community ExtRight

Zemmour

AltRight ExtLeft ExtRight Le Pen Center Right Left Media

Mean layer of

stationary dis-

tribution

3.44 3.29 3.15 2.93 2.67 2.35 1.67 0.93

the extreme-right - Le Pen) reflect the fact that a substantial part of their sup-
porters left to join Zemmour, reflecting higher attrition. As expected, the media
community is mainly composed of users that retweet occasionally, leading to a
high attrition and a high percentage of supporters.

Fig. 4. Stationary probability of being in each
layer by community. Zoom on high layers.

The mean of the distribu-
tion can also be a good proxy
to characterize the engagement
(Table 2). The mean engagement
of extreme parties is higher, while
on the other hand, that of centrist
parties and the media is lower.

3.2 Co-retweet Graphs

We compute co-retweet graphs
from the last part of the political
campaign using several time dif-
ferences T between retweets.

Fig. 5. Coordination ratio against the time
between retweets

We quantify the level of coor-
dination in online communities by
computing a coordination ratio,
defined as the number of nodes
in the co-retweet graph divided by
the number of nodes in the retweet
graph by community. This value
is plotted as a function of time
between retweets (Fig. 5). This ratio
captures coordination as it repre-
sents the share of the community
engaged in coordination (measured
by co-retweets), correcting the com-
munity size effect.

We find that, mirroring our results on levels of political engagement, extreme
communities tend to have higher coordination ratios, with the main exception
being the Alt-Right community. For lower timescales such as 30 or 60 s, the
Alt-Right community appears less coordinated than the Center. This may be
explained by the fact that it is not a well organised community but mainly a
gathering of people coming for different reasons (vaccine criticism, conspiracy
theories, sanitary pass opponents, etc.).
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Fig. 6. Average degree in co-retweet graph by
community against time between retweets

However, this ratio does not
take into account the volume of
the activity of the community. A
large part of the network could be
involved in a low-intensity coordi-
nated campaign for example. The
average degree in the co-retweet
graph per user against the time
between retweets can be found in
Fig. 6.

Based on these first indica-
tions and on previous work [24], it appears that the right value to detect the
coordination (for example in the case of the Alt-Right) is at T = 60 s. The value
is large enough to let users retweet but low enough to exhibit coordination. We
fix T = 60 s and plot the coordination ratio and average degree, computed over
snapshots of two weeks, from October 2021 to April 2022.

Fig. 7. Moving average (window = 3 time
steps) of the coordination ratio as a function of
timescale T in seconds (from Oct. 2021 to April
2022).

The coordination ratio and
the average degree over time track
political campaign events in each
community (Figs. 7 and 8). For
example, we see the main politi-
cal parties appear to get increas-
ingly coordinated with the incom-
ing deadline of the first round (t =
23), then witness a dip in coor-
dination ratio for several commu-
nities explained by their loss in
the first round. Compare to the
Center, headed by Macron, and
the Extreme Right with Le Pen,
whose coordination continue to
increase to week 25. Moreover, the only primary election that occurred dur-
ing the period was the Right party primary located in the beginning at the
sixth week.

3.3 Identical Tweets

Fig. 8. Moving average (window = 3 time steps) of
the average degree in the co-retweet graph against
time steps (form Oct. 2021 to April 2022).

Most of the information cam-
paigns are coming from abroad
(Tigray war, Russo-Ukrainian
war, etc.) but their influence on
French public discourse is lim-
ited, as they do not come from
users who are well-rooted in
political communities. To mea-
sure the impact of campaigns,
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we thus rank users according to the number of campaigns they participate in.
The political colors of each of them are computed based on the results of the
clustering from the retweet graph. A limit of this analysis is that a user who,
on purpose, only tweets and never retweets (for example a bot), would not be
politically labeled but it can clearly support a candidate.

We remark that the extreme right community of Zemmour is over-represented
in top users: all the top 100 users belong to this community. Among the top 500
users, 257 of them come from this community and 213 are not politically affili-
ated. The extreme right community behind Eric Zemmour highly push content
and hashtags on a daily basis. Indeed, their intention was to break into trending
topics as much as possible to reach users outside of their community.

Users posting same tweets can be seen as a graph with users as nodes and
edges between users having shared at least a campaign. Two of such graphs have
been computed with two thresholds on edge weights. Two users are linked if they
share at least a defined number of campaigns. Many values have been tested that
can be gathered in two cases. A low value (typically 2 or 3) leads to many users
with weak ties. A higher value (typically 5 or higher) is useful to detect the core
of users that always act together. The presented values are 2 and 5.

As one may expect, the resulting graph is a union of many small connected
components. Most of them are related to an above mentioned political commu-
nity or to a special issue such as the war in Ukraine.

Interestingly, we have found a large connected component (more than 1000
users) that doesn’t belong to a unique political community, in the lower threshold
settings. It gathers accounts that campaigns in favor of ecological issues and try
to push users towards petitions or crowdfunding. By changing the threshold of
the degrees from 2 to 5, the community disappears meaning that it gathers a lot
of users participating to low intensity campaigns.

To verify if accounts in this community are labeled as bots, the Botometer
[28] has been used. This tool gives a score between 0 and 1 to each account. The
bot score distribution on this large component has a bimodal pattern as reported
in the original paper but with slightly more bots. About one third of the accounts
scores above 0.7 (probably bots) and half of them below 0.3 (not detected as
bots). As expected, many bots belong to this community but surprisingly, about
half of the accounts seems to, at least partially, be run by humans.

3.4 Identical Images

Images and videos are key vectors during a political campaign to communi-
cate campaign goals, or push narratives. Media that are part of the campaign:
meetings, posters or images of the candidates, are widely posted and shared
intra-community. However, other images which, e.g. criticise the government,
are shared extra-community. We compare who creates, repeatedly posts, and
retweets such content and examine the communities of origin and dissemination.
Images can be found in Appendix 4.

When examining information campaigns, e.g. the relationship between Putin
and Le Pen, it appears that most posting users come from the center community
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Table 3. Several main image-narratives developed during the campaign, ordered by
the number of tweets.

Period Information campaign Tweets Retweets

Two weeks before the first round Campaign Zemmour 967 30,158

Videos Zemmour 640 7223

Macron McKinsey 582 5787

State Violence 361 7621

Putin with Lepen 314 5667

Ecology from Macron 476 4410

Between the two rounds Putin with Le Pen 433 14,645

State violence 360 2566

Putin with Macron 254 20,906

Anti-elite images 71 11,963

but with retweets from non-affiliated nodes. Indeed, among the retweets, more
than 60% of the retweets come from another community than center. This shows
that the political center manages to take root in public opinion.

After the first round, the two remaining parties were the center of Macron
and the extreme right of Le Pen. To be elected, both candidates attempted to
garner the vote of the extreme left (around 20% of votes in the first round).
To do so, Macron defended his performance on environmental issues during his
last presidential term. Even if they posted hundreds of messages (Table 3), the
candidate did not receive the expected response. Among the more than 4000
retweets, more than 95% of them circulated within the original community.

On the other hand, the extreme right launched a narrative around images
of Macron with Putin as an answer to information campaign concerning Putin
and Le Pen. Even though this narrative has been pushed by the extreme right
parties, more than half of the retweets are outside of extreme right parties.

4 Discussion

Our examination of internal community dynamics over time reveals a complex
picture of online political discourse. We detect and quantify coordination strate-
gies used by communities (especially the extreme right), such as posting numer-
ous identical tweets to lend the community artificial volume, strategies which
have contributed to a never-before-seen level of astroturfing in French politics.
To compare, when the same method for identical messages has been applied to
the 2017 presidential election, only one tweet was identically tweeted more than
1000 times (compared to 26 in 2022), 2975 tweets were tweeted more than 5
times (26489 in 2022) and 1101 users participated to campaigns with at least 5
tweets (6507 in 2022).

Coordination, as it has been defined in this paper, has some limits. For exam-
ple, several accounts tweeting the same image because it’s coming from another
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platform can happen. Co-retweeting popular content isn’t rare. To avoid these
pitfalls, the accounts and the contents appearing the more ”coordinated” accord-
ing to the metrics have been manually checked. Almost all of them denoted
an intention to disinform in some ways (fake accounts, repeatedly posting and
deleting contents, extremely high activity, etc.). Another limit of this approach
is that a counterfactual network without coordination can only be theoretical.
The question of the expected level of coordination of an uncoordinated political
community is open.

If election outcomes do not seem to reflect a candidate’s online influence,
especially for the extreme-right candidate Zemmour, it has pushed the bound-
aries of the extreme right sphere due to visibility given by inflated media cover-
age.
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Appendix

Fig. 9. Example of repeatedly posted images within two narratives : the proximity of
Marine Le Pen and Putin and the violence of the French police, especially during the
Yellow Jackets movement



132 V. Chomel et al.

Fig. 10. Most posted images during the two weeks before the first round (left), between
the two rounds (right). The first one is a manipulation of the Macron political campaign
poster, with a caption about the McKinsey scandal. The second one is part of Macron’s
campaign against Le Pen.
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