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Preface

The future of the distributed energy resource (DER) market looks promising with
opportunities in the residential and commercial and industrial sectors. The global
distributed energy generation market is expected to grow fast in the next ten years.
The major drivers for this market are increasing awareness on clean sources of
energy, greenhouse gas (GHG) emission reduction targets, and increasing demand
for energy.

On the other hand, with the Paris Agreement as an opportunity, various efforts are
being made around the world toward the realization of a decarbonized society. There
are several trends that are likely to revolutionize the traditional electricity supply and
demand structure, such as a sharp drop in solar power costs, development of digital
technology, appearance of new regional power, and strengthening the power supply
system due to frequent natural disasters (improving resilience). Distributed power
generation is one of solutions for low carbon society. In the energy-related field,
various possibilities are expected, such as sophistication of supply and demand
forecasting using Al and IoT, optimization of power plant operation, aggregation,
and optimal control of distributed power generation by demand response, and virtual
power plant (VPP).

The editor has been researching the urban environment in Waseda University
since 1990, and after the transfer to the University of Kitakyushu since 2001, the
distributed energy resource system has been introduced in ecological campus of
Kitakyushu, which became the main subject of the editor’s research. Up to now, the
editor has sent the following 19 doctors in the study of the distributed energy
resource among the 60 doctoral students.

This book is the latest scientific technology in this field, compiled by these
doctoral students, and summaries of the editor in this field for more than 20 years.

1. RUAN, Yujun: Integration study on distributed energy resource and distribution
system, PhD in 2006

2. REN, Hongbo: Integrated plan and evaluation of distributed energy systems
taking into consideration renewable resources, PhD in 2009
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. YANG, Yongwen: Study on distributed energy resource and optimization

choice of technology, PhD in 2009

. XUAN, Ji: Estimation study of energy consumption and the introduction effects

of co-generation system for the building sector in China, PhD in 2010

. FAN, Liyang: Integrated plan and evaluation of distributed energy systems by

area energy network in low carbon community, PhD in 2013

. GU, Qunyin: Feasibility assessment of introducing distributed energy systems

in Shanghai of China, PhD in 2013

. SHI, Xingzhi: Study on multi-objective optimal method in the planning of

distributed generation and heat source technologies, PhD in 2013

. KRITSANAWONGHONG, Suapphong: Integrated evaluation of energy use by

introducing the distributed energy resources in Thailand’s commercial build-
ings, PhD in 2014

. WU, Qiong: Integrated assessment of building distributed energy systems in

different climate zones: Japan-China comparison, PhD in 2015

XU, Lianping: Environmental and economic evaluation of distributed energy
resources technology in buildings, PhD in 2015

ZHANG,Y ao: Integrated assessment of electricity dynamic pricing in buildings,
PhD in 2017

LI, Yanxue: Modelling and evaluation for power supply system with consider-
ation of supply and demand sides, PhD in 2017

JIANG Jinming: Study on maintenance management and reliability in distrib-
uted energy resource system, PhD in 2019

QIAN, Fanyue: Study on the economy potential and implication of hydrogen
energy system with carbon tax introduction, PhD in 2020

ZHANG, Liting: Multi-criteria evaluation of a distributed energy system focus-
ing on grid stabilization and carbon emission reduction, PhD in 2021

WEN, Daoyuan: The impact of renewable energy policies on solar photovol-
taic energy: comparison of China, Germany, Japan, and the United States of
America, PhD in 2021

LIU, Zhonghui: Study on equipment maintenance and system optimization of
distributed energy resource, PhD in 2022

XU, Tingting: Study on the limitation of renewable energy penetration and its
impact on public grids under different power supply systems, PhD in 2022
ZHAO, Xueyuan: Comparison study and economic optimization of different
energy system composition in smart house, PhD in 2022

During the past 20 years, the editor as a Principal Investigator has received a lot

of funds from the government and private institutions, especially

2002-2004 Field study of an introduction effect of distributed energy system in

Kitakyushu Science and Research Park, Grant-in-Aid for Scientific Research
(Contact No. 14550591)

2005-2007 Design and management support system for promoting the local distrib-

uted energy resources, Grant-in-Aid for Scientific Research (Contact No.
17560535)
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2008-2010 Research on energy supply in large-scale non-residential buildings in
China and transformation of energy saving technology of Japan, Grant-in-Aid for
Scientific Research (Contact No. 20404014)

2009-2011 Initiative and strategy of district distributed energy technology based on
field study, Grant-in-Aid for Scientific Research (Contact No. 21560618)

2012-2015 Field study to validate the effect of distributed energy resource and
battery system in residential house with hydrogen pipeline, Grant-in-Aid for
Scientific Research (Contact No. 24560724)

2017-2019 Field study of lifestyle design with energy conservation in smart com-
munity, Grant-in-Aid for Scientific Research (Contact No. 17K06719)

The researches in this book also has been supported by the following funds.

2019-2023 Key technology research and development, integration and demonstra-
tion of coastal green city based on the deep integration of smart-environment-
recycle, Shandong Province

2019-2023 Improvement of energy efficiency and health performance of buildings
based on lifecycle carbon reduction, Key Projects of International Cooperation in
Science, Technology and Innovation, National Key R&D Program (Contact No.
2018YFE0106100)

2021-2023 Research on international standards and application of zero-emission
smart building industrialization system, International Science and Technology
Cooperation Project, Housing and Urban-Rural Development (Contact No.
H20200014)

In Chapter 1, current status and bottleneck of international energy development
will be introduced, and also the reason of the distributed energy solution for low
carbon society has been explained. Chapter 2 introduces one practice of distributed
energy system (DES) in Japan with more than 20-years collected data. Chapter 3
investigates the key policies affecting the development of PV technology from the
perspective of solar PV Research and Development (R&D), industry, and market
development in China, Germany, Japan, and the United States. Chapter 4 seeks the
maximum penetration of renewable energy and analyzes its impact on Japan public
grids. In Chapter 5, a planning and evaluation tool is developed to support the
introduction and optimization of the DER system. Chapter 6 presents a new scheme
about area energy network, which emphasizes the collaborative energy use between
distributed energy plants in the neighborhood community. Chapter 7 analyzes the
basic composition of residential multi-energy system and the possible economic and
energy-saving effects with battery storage, PV, and CHP systems. Chapter 8 intro-
duces the reliability calculation method and maintenance strategy of DER system.
Chapter 9 introduces a multi-criteria evaluation of a distributed energy system
focusing on grid stabilization and carbon emission reduction. Chapter 10 studies
application potential and implication of hydrogen energy in distributed energy
system. Chapter 11 introduces two systems, virtual power plant, and smart grid as
future prospect of distributed energy system.
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How to create a sustainable and low carbon society and realize the sustainable
development goals (SDGs) of the United Nations (UN) is one of the biggest
challenges of this century, even of the next centuries. The covered subject areas of
this book aim at finding a way to push SDGs forward by collecting the related
knowledge between distributed energy resource and low carbon technology. Spe-
cifically, the book focuses on UN SDG 7 to ensure access to affordable, reliable,
sustainable, and modern energy, SDG 9 (innovation and new infrastructure), and
SDG 13 (climate action).

This is a practical book and a good introduction for researchers and students to
understand distributed energy resource for the low carbon society.

s

Weijun Gao
Kitakyushu, Fukuoka, Japan
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Chapter 1 ®)
Why Do We Need the Distributed Energy s
Solution for Low-Carbon Society?

Yafei Wang and Weijun Gao

1.1 Background

Energy plays an important role as a cornerstone in the process of social development.
Energy sources such as electricity, natural gas, and gasoline support the development
of our society and are ubiquitous in our lives. With the development of economic
globalization and technological advances, the world energy sector is undergoing
radical changes.

1.1.1 Current Status and Bottleneck of International Energy
Development

Energy is an important material basis for human survival and civilization develop-
ment and is a matter of national planning and livelihood and national strategic
competitiveness. Currently, economic globalization is facing a new situation: the
global energy production and consumption revolution is emerging, in which energy
science and technology innovation plays a central leading role. The rational

Y. Wang (X))
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development and scientific use of energy is a necessary guarantee for sustainable
development. With the development of society, the energy demand has increased
dramatically. However, the energy consumption structure dominated by coal, oil,
and other fossil fuels has triggered a series of energy crises while promoting social
progress and development.

Firstly, the world will face a huge challenge for the continued and stable supply of
energy. In 2011, the global population exceeded 7 billion and is expected to reach
9 billion by 2045 according to the United Nations [27]. World energy demand will
continue to increase with socioeconomic development and as world population
continues to grow. The share of fossil energy in the world’s primary energy structure
has remained at over 85% for a long time. According to the IEA’s world coal
consumption report, total world coal production decreased by 4.8% in 2020, after
3 years of growth (Fig. 1.1). China was the only major producer that increased coal
production in 2020, up by 1.1%. The declines that started at the beginning of the
century in the USA and the European Union continued, most pronounced in
Germany, Poland, and Greece. Production growth in Russia, Indonesia, India, and
Turkey recently peaked and is now negative. Globally, the equivalent of more than
11 billion tons of oil is currently consumed annually from fossil fuels. Crude oil
reserves are disappearing at a rate of over 4 billion tons every year, and at this rate,

18 )< 10|4 T T T T T T T
I PR of China
16 - [ India
[ JUnited States
14 . |(Z—1Japan
"] Russian Federation
[_1South Africa
12| I Indonesia
I U227
10 F |[____]Rest of the world
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1980 1985 1990 1995 2000 2005 2010 2015 2020

Fig. 1.1 World total coal production, 1971-2020 [14]
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Fig. 1.2 Global share of Hydro
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in 2019
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oil reserves we have already known could be exhausted in just over 53 years. As
fossil energy reserves dwindle, the pressure on the world’s sustainable supply of
energy increases in the long term.

Secondly, the exploitation of fossil energy sources also poses a series of chal-
lenges to the environment. The development and use of energy can cause problems
such as water pollution, including wastewater discharge from coal utilization and
ocean and groundwater pollution due to oil and gas extraction. The use of fossil
energy also emits large amounts of air pollutants. Actually, energy production is the
main source of CO, [2]. The continued increase in particulate matter emissions from
thermal power, transport, and other industries also causes widespread haze, which
will threaten human health.

In response to the many challenges facing the world’s energy development,
changing the way traditional energy is developed and utilized, promoting the
application of new energy technologies, and building a new energy system will
become the main direction of the world’s energy development. Shaping a secure and
sustainable energy future for the world continues to be a development theme today.
Currently, coal is still the main source of electricity generation, as shown in Fig. 1.2.
The British Petroleum (BP) predicted that renewable energy is growing the most
rapidly of all energy sources, contributing 40% of primary energy growth. To
achieve the net zero emission by 2050, renewable energy will play an increasingly
important role in low-carbon power generation. The increasing share of uncertain
renewables such as solar and wind means that the electricity system should become
more flexible. At the same time, the utilization of conventional power plants will
gradually decrease, as decarbonization requires a reduction in use of primary energy.
The development of renewable energy and efficient use of energy will be the key
direction of future energy system development.
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Fig. 1.3 Share of global electricity generation by source [4]

1.1.2 World Energy Demand Trend Forecast

The world’s primary energy structure has been in the process of shifting from high-
carbon to low-carbon fossil energy sources. Electricity takes center stage in the
energy sector. And it also plays a key role in all other sectors, such as the transpor-
tation, buildings, and industrial sectors. Electricity generation will need to achieve
net zero emissions globally by 2040, and successfully supply almost half of the total
energy demand. This requires a significant increase in the flexibility of power
systems, such as batteries, hydrogen-based fuels, hydropower, etc., to ensure reliable
supply. As shown in Fig. 1.3, the global energy system is transitioning from fossil
fuel power generation to renewable power generation, a trend that will accelerate in
the coming decades.

Economic development judgments are the basis for energy forecasts. According
to the outlook of various institutions, the next 20 years will see a significant
slowdown in global population growth and a modest decline in economic growth
as a general trend in economic and social development. OPEC is the most optimistic,
predicting that the world economy will grow at a rate of 3.5%, while other agencies
basically forecast around 3%. By 2040, the world economy will have doubled from
its 2015 level to reach US $100-130 trillion, while the population will also reach
around 9 billion. However, future energy demand growth and economic growth are
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not exactly converging. Energy outlooks from different institutions indicate that
world energy demand growth between now and 2040 will be between 25% and 35%.
The CNPC Economics & Technology Research Institute (ETRI) states that over the
next 30 years, primary energy will grow at a much slower rate than economic growth
over the same period, with global energy consumption at 36% to support 170% of
economic growth. Economic growth is decoupled from energy demand growth, with
energy efficiency improvements and declining energy intensity being the main
reasons. ExxonMobil sees energy consumption per capita remaining largely
unchanged by 2030 and declining by 2040 compared with 2010. The IEA also
believes that energy efficiency improvements play a huge role in removing supply-
side pressures and that without them the projected increase in final energy consump-
tion would more than double. It is worth noting that China is the largest energy
consumer. However, its energy demand is still growing, will no longer be the
dominant demand growth country over the next 30 years as the growth rate continues
to slow and energy intensity continues to decline with industrial transformation.
CNPC ETRI forecasts that China’s energy demand will gradually decline after 2035,
stabilizing at 23% of the global primary energy share, when energy consumption per
unit will be 54% lower than in 2015. The US Energy Information Administration
(EIA) predicts that China’s energy demand will grow at less than 1% in the future, in
contrast to the 8% growth in demand since the beginning of the 21st century.

The world’s primary energy consumption structure is tending to be cleaner, lower
carbon, and more diversified, and the transition is happening faster than previously
expected. The EIA predicts worldwide consumption of fuels other than coal increas-
ing by 2040, and BP’s outlook for the last 3 years has raised estimates for installed
wind and solar power by 2035 by a significant 150%. With a quarter of the total,
clean energy will account for more than 54%. Meanwhile, oil and gas will continue
to dominate in the future, with several reports predicting a 55% share in 2040.

In the process of structural transformation, changes in energy consumption in
different sectors are equally significant. BP, ETRI, and IEA all note a gradual
slowdown in the growth of energy consumption in the industrial sector globally,
with the buildings sector being the fastest-growing sector. BP believes that natural
gas and electricity will meet the future incremental energy demand in the industrial
sector, becoming the main source of energy for the industrial sector in 2040. The
IEA stated that electricity is a rising force among the various end uses of energy
around the world and will account for 40% of incremental final energy consumption
by 2040, which is the share of oil in the growth of energy consumption over the last
25 years.

The most representative country for the transformation of its energy structure is
China. ETRI points out that China’s energy consumption has entered a period of
transition between old and new dynamics. BP and IEA are also concerned about the
increasing share of services in China’s economic structure and the increasing share
of clean energy in its energy structure. The IEA pointed out that, unlike the previous
10 years, the industrial sector will overtake the power sector as the main driver of
natural gas demand in the next 10 years. This is mainly due to industrial growth in
Asia, where natural gas is increasingly being processed as an energy source as well
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as a feedstock. In North America and the Middle East, developments in the chemical
sector have also contributed to growing demand for natural gas. In the past decade,
the power sector contributed half of the increase in natural gas consumption, but in
the future, the industrial sector will account for 40% of the increase in natural gas
consumption.

1.1.3 Current Status and Bottleneck of Japan Energy
Development

Japan is a country that lacks resources such as oil and LNG (liquefied natural gas)
and needs to take various measures to ensure a stable supply of energy. Japan relies
on imports from abroad for most of its demand for fossil fuels. In 2018, the
proportion of fossil fuels dependent on imports was 99.7% for oil, 97.5% for
liquefied natural gas (LNG), and 99.3% for coal. The energy self-sufficiency rate
of Japan in 2017 was 9.6% [19], which is lower compared with other OECD
countries. Low energy self-sufficiency leads to dependence on the resources of
other countries. This makes a country vulnerable to international situations, making
it difficult to obtain energy in a stable manner.

In the year prior to the Fukushima Crisis, Japan’s dependence on fossil fuels
accounted for 81.2% of its total primary energy supply. And after the Fukushima
Crisis, Japan’s energy self-sufficiency rate has fallen sharply, as low as 6.4% in
2014, and then slowly increased, shown in Fig. 1.4. And dependence on imported
energy rose to 87.4% in 2017 as thermal power generation was increasingly used to
compensate for power shortages caused by nuclear plant closures. Oil still accounts
for about 40% of Japan’s primary energy supply, and more than 80% of imported oil
comes from the politically unstable Middle East. Moreover, prospects for importing
electricity from neighboring countries are very poor because Japan is an island
nation. In addition, there is an urgent need for global warming countermeasures

Fig. 1.4 Japan energy self-
sufficiency rate (FY 2017
actual figures from the
“Comprehensive Energy
Statistics of Japan”) [19]
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such as reduction of carbon dioxide emissions from the use of energy. To ensure
Japan’s stable electricity supply, it is crucial to establish an optimal combination of
power sources that can concurrently deliver energy security, economic efficiency,
and environmental conservation while placing top priority on safety. In 2018, the
dependence rate of fossil fuels on imports was 99.7% for oil, 97.5% for liquefied
natural gas (LNG), and 99.3% for coal [13]. It has also brought electricity prices to
unsustainable levels.

Another question is where Japan imports resources from. About 88% of crude oil
is imported from the politically unstable Middle East. As the Middle East is one of
the world’s most important energy suppliers, ensuring the safety of navigation in the
region is vital for Japan and the international energy market. Regarding coal, there is
a high level of dependence on Australia. On the other hand, LNG (liquefied natural
gas) is being sourced from diverse regions such as Australia, Asia, Russia, and the
Middle East.

Since the Fukushima Crisis, electricity prices have risen several times. This is due
to the increased use of thermal power generation to mitigate the effects caused by the
closure of nuclear power plants. This was also due to an increase in fuel prices until
2014. Compared with the period before the Great East Japan Earthquake, household
electricity bills increased by approximately 16%, and industrial electricity bills
increased by approximately 21% in 2017.

Faced with these challenges, the government of Japan has revised its energy
policy in recent years to focus on further diversifying its energy mix (less use of
fossil fuels, more reliance on renewable energy, restarting nuclear plants when
declared safe) and curbing carbon emissions. Building on these plans, Japan has
outlined ambitious goals to cut greenhouse gas emissions by 26% between 2013 and
2030. This emission reduction commitment requires a balancing act between energy
security, economic efficiency, environmental protection, and safety. The 2016
in-depth review of Japan’s policies highlights three areas that are critical to its
success: energy efficiency, increasing renewable energy supply, and restarting
nuclear power generation.

Japan has commitment to reduce greenhouse gas emissions by at least 46% by
2030, and achieving net zero emissions by 2050 is one of the most laudable climate
targets in the world. Unlike many other countries, Japan is not rich in renewable
energy resources, and its high population density, mountainous terrain, and steep
coastline are serious barriers to expanding the resources it has, particularly because
many of its few plains are already heavily covered with solar panels. It has been a
world leader in energy efficiency for decades, and much of the potential offered by
this fast and efficient way of decarbonizing the economy has already been realized.
Japan has already made great strides in reducing energy consumption through
behavioral and lifestyle changes, such as reducing the use of air conditioning in
the summer and supporting public transport. Its geology is not conducive to carbon
storage, and this technology will play an important role in some other parts of the
world. In the long term, Japan will need a broader range of new technologies to
continue to achieve net zero emissions. Fortunately, this plays to the country’s
strengths, as it has long been a global leader in energy innovation through
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technologies such as hybrid electric vehicles, solar photovoltaics, smart grids, high-
speed trains, and robotics. Offshore wind looks particularly promising, although
Japan needs to help push the frontiers that could reap the major benefits it offers. The
world’s largest offshore wind project today, currently being developed off the coast
of the UK, will generate just 2% of Japan’s electricity needs [15].

1.2 General Structure of a Distributed Energy System

A distributed energy system (DES) is a term that encompasses a diverse array of
generation, storage, and energy monitoring and control solutions. DESs can be
tailored to very specific requirements and users’ applications including cost reduc-
tions, energy efficiency, security of supply, and carbon reduction. Currently, practice
shows that a DES offers great advantages. Fonseca et al. defined distributed gener-
ation, storage, electric vehicles, and demand responses as distributed energy
resources (DERs) [7]. A DES is a system that determines the unit configuration
and capacity scale by optimizing the resources, environment, and economic benefits.
It pursues the maximization of terminal energy utilization efficiency and adopts
demand-responsive design and modular combination configuration, which can meet
various energy needs of users and optimize and integrate the supply and demand of
resources. A DES is a complex system, which mainly can be reflected in the
following points. (1) Various energy resources as input and multiple-energy output
are a reason for its complexity. For example, the input resources can include fossil
energy (oil, coal, natural gas, etc.), hydrogen (H,), biomass, solar energy, wind
energy, and so on; the multiple-energy output may include electricity, heating (for
space heating, hot water, etc.), and cooling. A DES is more complex than a
conventional power plant, which only uses one resource for power generation, or a
thermal plant, which only uses one resource for thermal generation. (2) A DES may
consist of multiple devices and components. For example, power generation can
adopt a variety of devices, like a gas engine, gas turbine, fuel cell, reciprocating
engine, and so on; if the system should meet the heating and cooling demand, it must
have heat recovery devices, absorption chiller, adsorption chiller, electrical chiller,
solar thermal and geothermal gas engine, and so on; in order to overcome the
fluctuation of energy supply, the power system must have certain energy storage
capacity, which can either be an electrical storage device or thermal storage device.

In addition to power generation, thermal generation, thermal convection, and
energy storage devices, some auxiliary devices and components also constitute the
complexity of the system, like a DC-DC converter, DC-AC converter, pump, fan,
pipe, wire, and so on. DERs always can be divided into distributed generation
technologies and energy storage technologies [6, 7], and some main technologies
are shown in Fig. 1.5. Figure 1.6 is a schematic diagram of a distributed energy
system. And in the following sections, some main technologies will be introduced.
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Fig. 1.6 Schematic diagram of a distributed energy system [21]

1.2.1 District Cooling and Heating

A district heating and cooling (DHC) system is a kind of typical distributed thermal
source. It is an energy efficiency link between thermal wastes from some sources.
These may include industrial processes, power generation, waste incineration, or
renewable or sustainable energy. The waste heat generated from these processes is
used to heat or cool water, which will be transported into the building through a
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Fig. 1.7 Difference between a conventional heat source system and a district heating and cooling
system [24]

piping system. It is also piped to buildings for space heating or cooling, as well as
heating domestic water. Therefore, a DHC system is an efficient system to increase
the flexibility and efficiency of energy use by utilizing waste heat, thereby reducing
the adverse impact of energy supply and use on the environment. A heat exchanger is
used to convert thermal energy for heating or cooling purposes in a building. The
motivation for developing district heating and cooling is the search for higher energy
efficiency. The technology is particularly suitable for crowded urban areas with
many apartment buildings, where high population densities ensure lower distribution
costs. It is also commonly used in industrial and military complexes, colleges, and
other large institutions. Heating or cooling may come from several sources. These
include simple boilers or chillers; natural geothermal sources or springs; cogenera-
tion sources, i.e., a central plant providing electricity and heat; recycling and refining
waste heat, perhaps sold by a nearby plant; etc. (Waste heat is heat energy recovered
from industrial processes or power generation that would otherwise dissipate into the
environment.)

Figure 1.7 shows the difference between a conventional heat source system and a
district heating and cooling system. Conventional heat source systems install heat
source equipment such as a chiller and boiler in each building to produce cold water
and steam (hot water) for cooling and heating. However, district heating and cooling
systems are a heat source plant that installs chillers and boilers for a group of
neighboring buildings centrally for heating and cooling in district units. The cold
water and steam (hot water) produced by the heat source plant are supplied to each
building through regional pipes built inside the district to use for cooling and
heating.
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1.2.2 Combined Heat and Power

Combined heat and power (CHP) is also called cogeneration. Cogeneration is the
thermodynamically efficient use of fuels. In stand-alone electricity production, some
of the energy must be discarded as waste heat, but in cogeneration some of this
thermal energy is used. All heat emitted during the generation of electricity from a
CHP plant can be released into the natural environment via cooling towers, flue
gases, or by other means. Conversely, CHP captures some or all of the by-products
used for heating, either very close to the plant or, especially in Scandinavia and
Eastern Europe, as hot water for domestic area heating in the temperature range of
about 80-130 °C. Small-scale cogeneration plants are an example of distributed
power generation.

CHP is an efficient energy technology that generates electricity while capturing
otherwise waste heat to provide useful thermal energy — such as steam or hot water —
that can be used for space heating, cooling, domestic water heating, and industrial
processes. A CHP plant can be located in a single facility or building, or it can be a
district energy or utility resource. A CHP plant is often located in facilities where
there is a demand for both electricity and heat. Nearly two-thirds of the energy used
in conventional power generation is wasted in the form of heat energy emitted into
the atmosphere. Even more energy is wasted in the distribution of electricity to end
users. By capturing and utilizing heat that would otherwise be wasted and by
avoiding distribution losses, CHP can achieve efficiencies of over 80%, compared
with 50% for typical technologies (i.e., conventional power generation and on-site
boilers).

The most common CHP system configurations include a steam boiler with a
steam turbine (Fig. 1.8) and a combustion turbine, or reciprocating engine, with a
heat recovery unit (Fig. 1.9). Combustion turbine or reciprocating engine CHP
systems burn fuel (natural gas, oil, or biogas) to turn generators to produce electricity
and use heat recovery devices to capture the heat from the turbine or engine. This
heat is converted into useful thermal energy, usually in the form of steam or hot
water. With steam turbines, the process begins by producing steam in a boiler. The
steam is then used to turn a turbine to run a generator to produce electricity. The
steam leaving the turbine can be used to produce useful thermal energy. These
systems can use a variety of fuels, such as natural gas, oil, biomass, and coal.

Fig. 1.8 Steam boiler with steam / hot cooling/
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CHP requires less fuel to produce a certain energy output and avoids the trans-
mission and distribution losses that occur when electricity is transmitted over power
lines. In the USA, the average efficiency of fossil fuel power plants is 33%. This
means that two-thirds of the energy used to generate electricity in most US power
plants is wasted in the form of emissions into the atmosphere. By recovering this
waste heat, CHP systems typically achieve total system efficiencies of between 60%
and 80% in producing electricity and useful thermal energy. Some systems achieve
efficiencies close to 90% [8].

1.2.3 Gas Turbine (GT)

A gas turbine, otherwise known as a combustion turbine, is a rotary engine that
extracts energy from a flow of combustion gas. It has a combustion chamber in
between the upstream compressor coupled to a downstream turbine. Gas turbines are
generally divided into three main categories, namely, heavy frame, aeroderivative,
and micro-turbine. Energy is added to the gas stream in the combustor, where air is
mixed with fuel and ignited. Combustion increases the temperature, velocity, and
volume of the gas flow. This is directed through a nozzle over the turbine’s blades,
spinning the turbine and powering the compressor.

1.2.4 Renewable and Unutilized Energy Resources

Renewable energy is clean, naturally renewable, regionally distributed, low in energy
density, and intermittent. And it remains an underutilized resource within urban
environments [23]. Renewable energy technologies like solar and wind are essential
for reducing emissions of the power sector, which currently accounts for a large amount
of GHG emissions. There is no possibility of energy depletion from renewable energy
sources. Therefore, the development and use of renewable energy sources is receiving
increasing attention in many countries, especially in countries with energy shortages.
With the recovery of nuclear energy and the rapid development of renewable energy
worldwide, the development of clean energy is on a year-on-year upward trend, and its
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growth rate is second only to that of natural gas. According to statistics, global
renewable energy consumption increased by 16% in 2017 compared with 2016 and
maintained a double-digit growth rate. Of this, solar energy grew at 29.6% and wind
energy at 15.6%. Taking into account nuclear energy, hydropower, and natural gas, the
global share of clean energy consumption reached 38% in 2017, surpassing the 28% of
coal consumption and 34% of oil consumption. At the same time, electricity generation
structures also changed with the renewable energy development. Among the renewable
energy sources, solar and wind power generation is considered to be an important
component of a hybrid distributed energy system. Renewable energy technologies play
an important role in the energy systems of the future, not only in achieving low-carbon
society but also in providing socioeconomic benefits [20].

1.2.4.1 Solar Power Generation

Conversion of solar energy directly to electricity has been technologically possible
since the late 1930s, using photovoltaic (PV) systems. These systems are commonly
known as solar panels. PV solar panels consist of discrete multiple cells, connected
either in series or parallel, that convert light radiation into electricity. PV technology
could be stand-alone or connected to the grid. Solar photovoltaic power generation is
a power generation method that uses the photovoltaic effect of solids (semiconduc-
tors) to directly transform light energy to electrical energy. The solar photovoltaic
power generation system consists of three parts: solar panels, batteries, and control-
lers. With the continuous reduction of manufacturing cost, solar photovoltaic power
generation will present a good development prospect. Figure 1.10 shows a solar
power station in Japan.

Fig. 1.10 Solar power
station in Ikishima, Japan
(photo by Yafei Wang)
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1.2.4.2 Wind Power Generation

Power generation is the main form of wind energy utilization. Wind turbines can be
powered either individually or in combination with other forms of power generation,
such as diesel generators or micro-gas turbines, to supply power to a unit or an area
or to integrate power into conventional grid operations. Windmills or wind turbines
convert the kinetic energy of the streaming air to electric power. Investigation has
revealed that power is produced in the wind speed range of 4-25 m/s. The size of the
wind turbines has increased rapidly during the last two decades with the largest units
now being about 4 MW compared with unit sizes in the 1970s that were below
20 kW. For wind turbines above the 1.0 MW size to overcome mechanical stresses,
they are equipped with a variable speed system incorporating power electronics.
Single units can normally be integrated to the distribution grid of 10-20 kV, though
the present trend is that wind power is being located offshore in larger parks that are
connected to high voltage levels, even to the transmission system. The power quality
depends on the system design. Direct connection of synchronous generators may
result in increased flicker levels and relatively large active power variation. At
present, wind energy has been found to be the most competitive among all renewable
energy technologies (Fig. 1.11).

Fig. 1.11 Wind power
station in lkishima, Japan
(photo by Yafei Wang)
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Table 1.1 Value of battery energy storage systems [3]

Utilities * Increase renewable energy integration.

» Reduce dependence on fossil fuel peaker plants.

» Reduce operating expenses.

Grid operators * Balance electricity supply and demand.

* Improve power quality and reliability.

* Avoid costly system upgrades.

Commercial consumers « Keep critical equipment online during power disruptions.
* Reduce utility bills and generate revenue.

Residential consumers * Reliable backup power during severe weather and other blackouts.
* Reduce utility bills and generate revenue.

1.2.5 Energy Storage System (ESS)

The rapid growth in the use and development of renewable energy sources in today’s
power grids requires the development of energy storage technologies to eliminate
intermittent power disparities [25]. And the clean energy group has provided a
summary of the important role of battery storage systems in all areas and applica-
tions, as shown in Table 1.1. Energy storage technology meets the demand for
electricity or heating/cooling energy over a period by storing electricity, with
functions such as peak shaving, frequency and voltage regulation, smooth transition,
and reduction of grid fluctuations. Energy storage technology can solve the problem
of intermittent renewable energy limited by environmental factors and ensure the
balance of supply and demand of energy systems. As mentioned earlier, global
energy consumption is steadily increasing, some of which is due to the increased
consumption of inefficient peak plants to accommodate industrial facilities. One
promising way to reduce the power demand of facilities is to discharge energy
storage system equipment during peak hours and recharge it during off-peak
hours; this is known as “peaking” and “valley filling.” Energy can be stored in
different forms, including electrical, electrochemical, magnetic, thermal, and
mechanical. A classification by form of energy storage is shown in Table 1.2.

These different functions of ESS will only expand over time, making battery
storage technology so important for clean energy and climate change. Although we
are in the earliest stages of this technology’s development, storage could be a key
transformative energy technology of this century. With the advancement of technol-
ogy, energy storage systems have become less and less expensive in recent years. It
is believed that as prices fall, ESSs will become more popular.

1.2.6 Fuel Cell

A fuel cell is a kind of power generation device that can convert the chemical energy
of hydrogen and other fuels into electrical energy directly through electrochemical
reaction without combustion. Because a fuel cell does not involve combustion and is
not limited by the Carnot cycle, the energy conversion rate is high. In addition, a fuel
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Table 1.2 Overview of energy storage technologies

Energy storage | Electrical and electrochemical | Battery Li-ion
NaS
Lead-acid
Flow
Capacitor Supercapacitor
Thermal Sensible
Latent
Thermochemical
Mechanical Flywheel High speed
Low speed
Pumped hydro
Compressed air Conventional
Adiabatic
Isothermal

Variable pressure ratio

Magnetic

cell does not use mechanical transmission parts and has no noise pollution; the
reaction products are mainly electricity, heat, and water, and the emission of harmful
gases is very little. Therefore, a fuel cell is an efficient, environment-friendly, high-
reliability, quiet energy conversion mode, which is one of the research hotspots in
the field of energy.

1.2.7 Hydrogen Energy System

As hydrogen must be produced from hydrogen-containing substances such as water
and fossil fuels, it is a secondary energy source. The two secondary energy sources,
electricity and hydrogen, have much in common: they are both technology driven;
they are both produced from any available primary energy source; once produced,
they are environmentally and climatically clean throughout their respective conver-
sion chains, from production to utilization; they are electrochemically interchange-
able through electrolysis and fuel cells [28]. The production of hydrogen with high
efficiency and low cost is currently a focus of attention worldwide. The production
of hydrogen from renewable energy sources reduces production costs and serves the
purpose of protecting the environment. It is the most effective way to produce
hydrogen. At the same time, this approach can effectively alleviate the current
consumption problems caused by the continuous development of renewable energy
sources. Hydrogen and electricity can be said to complement each other in the
transformation of energy systems. The use of electrolysis devices to produce hydro-
gen from renewable electricity facilitates the integration of highly volatile renewable
electricity into the energy system. Meanwhile, the large-scale production of
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hydrogen from renewable energy sources such as solar and wind power, and the
development of large-scale, low-cost volatile renewable energy dedicated to hydro-
gen production in marginal areas rich in solar or wind energy resources, will enable
the reuse of wind and light and energy conversion, improve the utilization rate of
renewable energy, and reduce the waste of clean energy. When used in conjunction
with fuel cells, it is a key solution for efficient energy production and effective
decarbonization of the energy sector. Researchers [6] have already explored the role
that hydrogen can play in distributed energy systems. There are also an increasing
number of studies showing the advantages of hydrogen fuel cell vehicle-to-grid
systems [16, 22].

1.3 Possibility and Challenge of Distributed Energy
Resources

Distributed energy systems (DESs) are small-scale generation technologies that use
renewable energy, energy storage, etc., close to the load demand user, while multiple
technologies combine to complement each other. With the rapid development of
photovoltaic and wind power generation, the phenomenon of wind and light aban-
donment is becoming more and more serious. Developed countries such as Germany
and the USA experienced this phenomenon earlier and took early measures to deal
with it, mainly including changing the operation mode of the electricity market,
constructing power transmission channels (including mutual aid with neighboring
countries), improving the electricity price mechanism (such as negative electricity
prices), and adding flexible units such as hydropower and gas power. Some results
have been achieved, which promoted the consumption of photovoltaic and wind
power, but at the same time caused the slowdown of the development of renewable
energy.

While batteries and demand-side measures can provide short-term flexibility,
hydrogen is the only large-scale technology that can be used for long-term energy
storage. It can make use of existing gas networks, salt caverns, and barren gas fields
to store energy for the long term at a low cost. With hydrogen produced from
renewable energy sources, large amounts of renewable energy can be channeled
from the power sector to the end use sector. Renewable electricity can be used to
produce hydrogen, which in turn can provide energy for sectors that are difficult to
decarbonize through electrification, enabling sustainable energy development. The
development of flexible distributed energy systems with abundant renewable energy
technologies for efficient consumption is an important strategic choice for all
countries. However, renewable energy sources are characterized by significant
peaks and valleys, intermittency, and randomness, increasing the difficulty of coor-
dinating the dispatch of distributed units [11].



18 Y. Wang and W. Gao
1.3.1 Problems of Introducing Distributed Energy Resources

The government has made great efforts to develop distributed energy systems
because of their advantages, such as high efficiency, energy saving, and environ-
mental protection. However, the practice of distributed energy systems has shown
that in many cases, their actual operation is not satisfactory. There are some major
barriers.

1.3.1.1 Economic Problem

Even though lower fuel and operating costs may make a DES cost-competitive over
the life cycle, higher initial capital costs may mean that a DES provides less installed
capacity per dollar invested than conventional energy systems. As a result, invest-
ments in a DES typically require more capital for the same amount of capacity.
Depending on the circumstances, capital markets may require a premium on loan
rates for DES projects, as more capital must be risked up front compared with
conventional energy projects.

1.3.1.2 Technology Problem

The unjustified capacity of the DES is the most important issue. DESs are available
in a variety of optional system forms, with main and auxiliary equipment and their
capacity. There is no universally applicable technical solution. Its configuration is
closely related to the climatic characteristics, load demand, and energy prices and
availability of the customer’s region, which place high requirements for the system
configuration determination. For the optimal configuration of a regional distributed
energy supply system, the main task is to determine the system structure and form
reasonably; optimize the type, capacity, and number of main equipment; and obtain
the comprehensive performance of economic, environmental, and other aspects of
the whole year, so as to provide a decision-making reference for owners, provide
selection basis for design, and provide guidance for operation strategy formulation.
Improper configuration of a distributed energy supply system will lead to waste of
equipment investment, failure to give full play to economic benefits, low system
operation efficiency, and other problems and even to system failure in extreme
events.

1.3.2 Design Concept of Distributed Energy Resources

Distributed energy systems can utilize a wide range of energy sources, including
natural gas; biomass; wind, solar, and geothermal energy; etc. These can also be
combined with waste heat, residual pressure, residual gas, and other forms of energy.
DESs come in various forms and structures because of different energy forms. As a
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systematic and complex energy-saving and emission reduction scheme, the issue of
optimal system planning and design has been troubling since the concept of distrib-
uted energy was introduced, attracting sufficient attention from researchers.

In terms of optimization of DESs, there are many researches. L. Blackhall et al.
[1] have analyzed the value of optimizing distributed energy from various technical,
economic, and social perspectives. ISF Gomes et al. [9] explored the synergy of solar
PV, batteries, and electric vehicles in a distributed energy system and explored the
impact of different retail tariff designs on private investment incentives and cost
shifting in the system in the California scenario. G. Wu et al. [30] have proposed an
energy-reserve co-optimization model for electricity and natural gas systems with
multi-type reserve resources. L. Li et al. [17] developed a collaborative hierarchical
framework to coordinate electrical and thermal interactions and explored the impact
of carbon tax, electricity, and heat demand response on the outcome of multi-
stakeholder interaction issues. F. Tooryan et al. [26] presented an optimization
solution to reduce the operational cost for a hybrid residential microgrid consisting
of a diesel generator, wind turbine and photovoltaic array, and battery energy storage
system. D. Wu et al. [29] proposed a two-stage stochastic method for jointly sizing
microgrid assets considering both economic benefits and resilience
performance. X. Luo et al. [18] proposed a mixed-integer linear programming
model for optimizing the structure and operation of a distributed energy system
with a district energy network on a virtual island in the South China Sea and
allocated system costs among the various stakeholders based on a cost allocation
analysis of cooperative game theory. S. Guo et al. [10] presented a new method of
optimizing the distributed energy of AC/DC hybrid microgrids with a power elec-
tronic transformer. Another important issue is the operation strategy of the DES. The
economic operation is essential for the DES to promote its configuration. M. Garcia-
Plaza et al. [8] proposed a new peak shaving algorithm in combination with a
continuous battery peak power estimation algorithm for a battery energy storage
system, which is aimed at avoiding energy exchanges when the output power is
considered to be too high. JD Fonseca et al. [7] proposed a modeling and multi-
criterion optimization strategy for the design and operation of decentralized power
plants that include different energy vectors. The modeling approach considers the
time-varying operation of energy conversion units in response to electricity and
hydrogen demand, as well as the seasonal behavior of energy storage systems.
Y. Huang et al. break through the idealized demand-side distribution and build an
optimization model of regional distributed energy systems under discrete conditions,
pointing out that the main influence of energy station location is the cost difference
caused by the layout of the pipe network [12].

Previous studies have evaluated various DESs from different perspectives. Most
papers use a single economic performance metric to evaluate DESs. Some
researchers have also evaluated the environmental performance to improve the
advantages of DESs. Grid stability performance is also essential when comparing
various feasible DES technology combinations and their corresponding scales.
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Based on the aforementioned studies, we can conclude some design concept of a
DES. It is generally accepted that the inherent instability and unpredictability of
renewable energy generation can have an impact on the operation of the grid,
particularly when connected to large-scale renewable energy sources. In many
countries, the lack of clarity about the technical requirements and responsibility
for grid investment and construction has delayed the progress of projects when it
comes to grid access for renewable energy generation. However, there is some
successful international experience in planning the operation of wind farms on the
grid, and solutions have been proposed that have increased the utilization of renew-
able energy by being implemented in many countries, for example, in many
European countries and in states in the USA.

PV System

The design of a PV power station should take into account sunlight conditions, land
and building conditions, as well as installation and transport conditions. It needs to
meet the requirements of safety, reliability, economy, environmental protection,
aesthetics, ease of installation, and maintenance. PV systems installed on buildings
must not lower the sunlight standards of adjacent buildings. The choice of site for a
PV power station should be in line with the national medium and long-term
development plan for renewable energy, taking into account regional natural condi-
tions, solar energy resources, transportation, access to the power grid, regional
economic development planning, and other factors.

Wind Power Station

Carrying out a sound wind resource assessment is essential for siting wind farm
developments and identifying project-specific needs. Understanding the character-
istics of wind energy is also important for building an efficient wind farm. Wind
speed is the most important indicator, and this cannot be overstated. For example, a
wind turbine installed on a wind farm with an annual average wind speed of 9.0 m/s
will produce twice as much power as one installed at an annual average wind speed
of 6.5 m/s. If insufficient wind measurement is done, this can lead to unreliable
estimates of power generation and pose a risk to investment. Use of technically
mature and certified turbines is very important for offshore wind projects, as solving
any small problem with offshore wind power can be very costly. International
experience shows that the use of technically immature wind turbine equipment has
cost some offshore wind projects dearly.

Figure 1.12 shows the design flow of distributed energy systems. There are three
steps in the design of distributed energy systems. Designers should understand the
energy usage status and equipment operation status in the building and region,
automatically perform optimal operation control in consideration of the load based
on the demand forecast, monitor and control the energy supply equipment and
demand equipment, and perform optimal driving while making predictions. Some
other design ideas for distributed energy systems will be mentioned in subsequent
sections.
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Chapter 2 ®)
Integration and Application of Distributed e
Energy Resources and the Distributed

Energy System in Japan

Zhonghui Liu and Yingjun Ruan

2.1 Present Condition of Distributed Energy Systems
in Japan

2.1.1 Concept of a Distributed Energy System

In recent years, fossil fuels have been rapidly depleted, and environmental pollution
has been severe. Therefore, there is an urgent need to find alternatives to fossil fuels
and to utilize state-of-the-art technologies to improve energy efficiency. A distrib-
uted energy system (DES) has now attracted widespread attention. Unlike conven-
tional energy supply systems where production is usually far from the user, a DES is
an energy system where energy is produced close to end use, typically relying on a
number of modular and small-scale technologies [1]. The poly-generation systems
can be combined heat and power (CHP) systems; combined cooling, heating, and
power (CCHP) systems, and so on [2]. CCHP systems use waste heat from on-site
electricity generation to meet the thermal demand of the facility [3]. Energy cascad-
ing can be realized by the poly-generation process in DESs [4].

A DES is a faster, less expensive alternative to the construction of large, central-
ized power plants and high-voltage transmission lines. It offers consumers the
potential for lower cost, higher service reliability, high power quality, increased
energy efficiency, and energy independence. The use of renewable distributed
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Fig. 2.1 Schematic diagram of a DES [5]

energy generation technologies and “green power” such as wind, photovoltaic,
geothermal, biomass, or hydroelectric power can also provide a significant environ-
mental benefit. Figure 2.1 shows the schematic diagram of a DES.

2.1.2 Combined Heat and Power

Combined heat and power (CHP) has grown more important and is widely expected to
spread for the efficient use of energy and for the prevention of global environmental
problems. The concurrent production of electricity or mechanical power and useful
thermal energy (heating and/or cooling) from a single source of energy is a type of
distributed generation, which, unlike central station generation, is located at or near the
point of consumption. A suite of technologies can use a variety of fuels to generate
electricity or power at the point of use, allowing the heat that would normally be lost in
the power generation process to be recovered to provide needed heating and/or cooling.
CHP technology can be deployed quickly, cost-effectively, and with few geographic
limitations. CHP can use a variety of fuels, both fossil based and renewable. It has been
employed for many years, mostly in industrial, large commercial, and institutional
applications. Figure 2.2 shows the schematic diagram of a CHP.
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Fig. 2.3 Generation capacity and number of installation sites of CHP systems in Japan [6]

In Japan, CHP systems have been developed rapidly. As shown in Fig. 2.3, the
total generation capacity of CHP systems has reached 13,320 MW as of March 2021,
including 2694 MW in the commercial sector and 10,626 MW in the industrial
sector. These CHP systems have been installed on 21,361 sites, with 15,400 com-
mercial facilities and 5961 industrial facilities. Figure 2.4 shows the accumulative
power generation capacity of CHP systems with different fuels. Figures 2.5 and 2.6
show the proportion of power generation capacity of different fuels in the commer-
cial and industrial sectors. It is clear that power generation using natural gas is
highest. Natural gas accounts for 67.7% of power generation in the commercial
sector and accounts for 58.1% of power generation in the industrial sector. This
shows that CHP systems mainly depend on natural gas in Japan. Table 2.1 shows the
prime mover of CHP systems in each fiscal year.
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2.2 Distributed Energy System in KSRP
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A DES is used to meet electricity demand, heating demand, cooling demand, and hot
water demand. DESs are medium- and small-scale energy conversion and utilization
systems that are directly oriented to customers, produce and supply energy locally
according to their needs, and have multiple functions to meet multiple objectives. At
the Kitakyushu Science and Research Park (KSRP), a DES had been installed to
supply the electricity demand, heating demand, cooling demand, and hot water

demand.
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Table 2.1 Prime mover of CHP systems in each fiscal year [6]

Number of Generation Capacity per installation

Prime mover installations (unit) capacity (MW) unit (kW/Unit)
Gas Commercial | 594 535 901
turbine | Industrial | 1024 4974 4858

Total 1618 5509 3405
Gas Commercial | 12,482 1422 114
engine Industrial 2433 2697 1109

Total 14,915 4119 276
Diesel Commercial | 2117 714 337
engine | Industrial | 2405 2547 1059

Total 4522 3261 721

2.2.1 Introduction of KSRP

The Kitakyushu Science and Research Park (KSRP) is located in Kitakyushu City,
Fukuoka, Japan. Kitakyushu is an industrial city in Japan. KSRP is located in the
western part of Wakamatsu ward and the northwestern part of Yahatanishi ward,
with a total development area of approximately 335 ha. Figure 2.7 shows the joint-
use facilities at KSRP. KSRP has a number of industrial-academic collaboration
facilities, with four universities: Kitakyushu City University School of Environmen-
tal Engineering, Kyushu Institute of Technology, Waseda University Graduate
School of Information, Production and Systems, and Fukuoka University. The
eco-campus is a campus of environmental symbiosis, water recycling, power gen-
eration, and heating. The Park has a number of research institutes and companies.
Besides these, it has some buildings such as a collaboration center, semiconductor
center, library, technology development and communication center, and so on.
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Fig. 2.7 Joint-use facilities at KSRP [7]

In KSRP, several technologies and measures were used to reduce energy con-
sumptions and improve energy use efficiency and water use efficiency because
KSRP is composed of universities, research institutes, and companies focused on
science and engineering, the future of technology, and sustainable development.
Especially, in the Faculty of Environmental Engineering of the University of Kita-
kyushu, some technologies were used, such as natural wind, natural light, green
roofs and walls, underground heat storage systems for air conditioning and heating,
generation of electricity and heat, water recycling systems, and so on.

2.2.2 Distributed Energy System at KSRP

The Kitakyushu Science and Research Park (KSRP) comprises a lot of universities,
colleges, and research institutions. Here, to supply necessary energy and water for
the educational research activities efficiently, many technologies considering low
environmental load have been introduced. Specially, at KSRP, a distributed energy
system had been installed to supply the energy demand of the end use since 2001 and
discontinued in 2016, as well as all the energy supply from the energy center
at KSRP.

The energy center is the main part of the environmentally proactive campus that
supports the educational research activities in KSRP. The function of the energy
center is to supply energy (electricity, heating, cooling, and hot water) and water and
to dispose of sewage water. Therefore, complex equipment and many of the facilities
are located in the energy center, for instance, power generation system, cooling and
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heating system, equipment monitoring system, middle water treatment system, water
supply system, power exchange system, standby power equipment, maintenance
centers, component stores, and so on.

The energy center provides electricity, heating, cooling, and hot water to a
number of buildings and facilities within KSRP. It provides energy to only a few
buildings and facilities, not to all buildings and facilities in KSRP. As shown in
Fig. 2.8, the blue line is the energy supply line for the energy center.

A DES has the highest energy use efficiency and low environmental load. In the
KSRP DES, electricity is provided by a gas engine (160 kW capacity; the gas engine
was discontinued in 2016) and fuel cell (200 kW capacity; the fuel cell was
discontinued in 2011), photovoltaics, and the Kyushu grid utility. The waste heat
from the gas boiler, gas engine, and fuel cell meets the heat load. The waste heat
from the gas engine and fuel cell meets the cooling load.

Figure 2.9 shows the schematic diagram of the DES installed in KSRP. It is
known that the energy load of a building or campus includes electrical load, space
cooling load, space heating load, and hot water load. The system at the KSRP
includes photovoltaics, fuel cell, gas engine, gas absorption chiller, heat exchanger,
and gas boiler. In addition to the main equipment, the system includes a large
number of auxiliary equipment, such as various pumps (for cooling water, heating,
cooling supply, circulation, etc.), cooling towers, ejectors, valves, piping, etc.

In this system, the city gas is used to supply the gas engine and the fuel cell to
produce the electricity. In order to reduce the fossil energy consumption and carbon
dioxide (CO,) emissions and improve energy efficiency, the gas engine and fuel cell
are used to produce the electricity as a small-scale power generation system. The gas
engine has 160 kW capacity as shown in Fig. 2.10, and the fuel cell has 200 kW
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Fig. 2.10 The gas engine
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capacity as shown in Fig. 2.11. The capacity of the 150 kW solar PV is used to meet
some electricity demand in the system. When the electricity load is low or the
electricity production is not enough, the electricity from grid utilities is used to
meet the load. A part of waste heat is sent to the absorption chiller to meet the
cooling load, and another part is sent to the heat exchanger unit to meet the space
heating load. And the gas boiler is used to meet the hot water load in this system.
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Fig. 2.11 The fuel cell
system

Fig. 2.12 Multi-crystal
silicon solar cell

A solar cell consists of either single-crystal silicon sliced from a single crystal of
high-purity silicon or polycrystalline silicon obtained by poly-crystallizing metallic
silicon with a mold in order to make the manufacturing cost lower. There are other
types of amorphous silicon solar cells, as well as a hybrid type combined with a
crystal type. The Kitakyushu Science and Research Park has installed 156 single-
crystal molds (250 cm x 75 cm) and 864 polycrystalline molds (132 cm x 89.5 cm)
on the roof sloping table in the eaves of the north building as shown in Figs. 2.12 and
2.13.

Table 2.2 provides details of heat recovery efficiency and generator set efficiency
of the gas engine and fuel cell in the distributed energy system when the equipment
system is running at full capacity.
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Fig. 2.13 Single-crystal

silicon solar cell

Table 2.2 Details of DES
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Equipment system

Gas cogeneration system

Solar energy cell

Monocrystalline

Type Fuel cell Gas engine | Polysilicon | silicon
Capacity 200 kW 160 kW 129.6 kW | 234 kW
Power generation effi- | 40% 28.70% 13.30% 7.20%
ciency (with 100%
load)
Heat recovery (90 °C hot water) 47.7% (90° | None
efficiency 20%(50 °C hot water) | C hot

20% water)
Gas cost 43.3 Nm’/h 44.1 Nm’h | None
Operation mode 24 h/day Run for 8: All the year

00 ~ 22:00

‘Waste heat utilization Heat exchanger, absorption chiller None

equipment

and heater, hot water tank

The capacity of the fuel cell is 200 kW; the two circuits have a generation
efficiency of 40% and a heat recovery efficiency of 20%, with a high temperature
of 90 °C for one circuit and 50 °C for the other. The high-temperature hot water
circuit preheats the hot water supply scheme. The system operates continuously for
24 h throughout the year. The gas-fired unit has a capacity of 160 kW, a generation
efficiency of 28.7%, and a heat recovery efficiency of 47.7%.

Figure 2.14 is a simplified process flow diagram for the gas engine. The gas
engine uses city gas to generate electricity, and the waste heat is sent to the heat
exchanger to supply high-temperature water to the heat recovery unit (heat
exchanger/absorption chiller for heating or cooling or hot water heat exchanger).
Then the returned water is sent to the condenser for cooling, and the water is
circulated to the gas engine.
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Fig. 2.15 A simplified process flow diagram for the fuel cell

Figure 2.15 is a simplified process flow diagram for the fuel cell. The fuel cell
produces power by use of city gas. First, the city gas is changed to H2 through the
fuel processing system. And the air will be cleared and changed by the air processing
system. Then the H2 and the changed air are sent to the power section system to
produce electricity. And the waste heat will be sent to the heat exchanger to supply
high-temperature water to the heat recovery unit. And the returned low-temperature
water is recycled to the condenser. Then it will be sent back to the fuel cell.
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2.3 Evaluation of Distributed Energy System Efficiency

The distributed energy system in the Kitakyushu Science and Research Park
includes the fuel cell, gas engine, and solar cell. Because of the lack of solar cell
data, in this research, the gas engine and fuel cell will be the main focus. Gas engine
and fuel cell data has been collected from the environmental energy center of KSRP.
The data shows that the gas engine has operated for 15 years, from July 2001 to
February 2016, while the fuel cell operated for about 10 years from June 2001 to
November 2011.

2.3.1 Electricity Generation and Efficiency of the Gas Engine

Figure 2.16 shows the electricity generation and city gas cost of the gas engine in
KSRP for 15 years. From Fig. 2.16, we are told the year that has the highest
electricity generation is 2004, 780,644 kWh in total. At the same time, the highest
gas cost is also in 2004, which has 235,286 m’of city gas (13A). The power
generation and city gas cost of the gas engine generally correlate. It means the
higher the city gas cost, the more electricity will be generated. The total electricity
generation of the gas engine for the 15 years is 8,824,397 kWh, while the total cost of
city gas is 2,691,890 m>.
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Fig. 2.16 Electricity generation and city gas cost of the gas engine
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The power generation efficiency of the gas engine was calculated using the city
gas consumption and the power generation data. The data was collected from the
environmental energy center in the Kitakyushu Science and Research Park. And the
power generation data was recorded every hour from July 2001 to February 2016.

The power generation efficiency calculation of the gas engine is shown as
follows:

E,x0.86
ng_4Vg><11XO.1 x 100% (2.1)
where 7, is the power generation efficiency of the gas engine. E, is the power
generation of the gas engine (GJ). V, is the city gas consumption of the gas engine
(G)).

In accordance with Eq. 2.1, the efficiency of the electricity generation of the gas
engine is shown in Fig. 2.17, for every year during the 15 years. Looking at the gas
engine electricity generation efficiency during the 15 years, it is obvious that the
efficiency of the first year was very unstable, because the gas engine was still at the
debugging phase. In the next 3 years, its electricity generation efficiency tended to be
stable, in the range 25-25.9%. There was a shock between 2008 and 2010, while the
year 2006 had the highest efficiency during the 15 years. It was caused that the gas
engine was begun the interim period stoppage. The efficiency line was interrupted in
this figure.

The heat recovery of the gas engine was calculated using these data: temperature
of the forwarded hot water, temperature of the returned hot water, and instantaneous
flow rate of the hot water. These data were collected from the environmental energy

30

25 = = E e ——
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Fig. 2.17 Efficiency of the gas engine electricity generation
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center in the Kitakyushu Science and Research Park (KSRP). The temperature of the

forwarded hot water, temperature of the returned hot water, and instantaneous flow

rate of the hot water were recorded every hour from July 2001 to February 2016.
The heat recovery calculation of the gas engine is shown as follows:

Qr = (Tf_ Tr) X Vi (22)

where Q, is the heat recovery of the gas engine (heat/Mcal). T; is the temperature of
the forwarded hot water (temperature/°C). T, is the temperature of the returned hot
water (temperature/°C). Vyis the instantaneous flow rate of the hot water (flow/m>/h).
Furthermore, the heat recovery efficiency of the gas engine was calculated using
the city gas cost and the heat recovery data; the data was collected from the
environmental energy center in the Kitakyushu Science and Research Park.
The heat recovery efficiency calculation of the gas engine is shown as follows:

_ 0
"= o < 100% (2.3)

where 7, is the heat recovery efficiency of the gas engine. Q, is the heat recovery of
the gas engine (heat/Mcal). N, is the city gas consumption of the gas engine
(unit/m>).

Figure 2.18 is the heat recovery of the gas engine during the 15 years. Because the
heat recovery and power generation were recorded at the same time, the shapes of the
heat recovery and power generation graphs are roughly the same. The highest heat
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Fig. 2.18 Heat recovery of the gas engine during the 15 years
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Fig. 2.19 Heat recovery efficiency of the gas engine during the 15 years

recovery is in 2004, 1,014,852.89 Mcal in total. At the same time, the year with the
highest gas cost is also 2004; it has 235,286 m® of city gas (13A). The heat recovery
and city gas consumption of the gas engine are generally correlated. It means the
higher the city gas cost, the more electricity will be generated, and the more heat
could be reused. At the same time, the waste heat also increased. The total heat
recovery of the gas engine during the 15 years is 12,034,602 Mcal, while the total
cost of city gas is 2,691,890 m>.

Figure 2.19 shows the heat recovery efficiency of the gas engine. It is noticed that
in 2006, the efficiency is highest. It was caused that the gas engine was begun the
interim period stoppage. The operation status and power generation of the gas engine
have been shown in this part.

2.3.2 Electricity Generation and Efficiency of the Fuel Cell

Figure 2.20 shows the power generation and city gas cost of the fuel cell in the
Kitakyushu Science and Research Park for 11 years. From Fig. 2.20, we are told the
year that has the highest power generation is 2006, 1,697,149 kWh in total. At the
same time, the highest gas cost is also in 2006; it has 419,003 m> of city gas (13A).
The power generation and city gas cost of the fuel cell are generally correlated. It
means the higher the city gas cost, the more power will be generated. The total power
generation of the fuel cell for the 11 years is 15,185,001 kWh, while the total cost of
city gas is 3,694,043 m°.
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Fig. 2.20 Electricity generation and city gas cost of the fuel cell

The power generation efficiency calculation of the fuel cell is shown as follows:

_ Ex0.86  273+20
"= Vx011 213+7T

x 100% (2.4)

where 7 is the power generation efficiency of the fuel cell (%). E; is the power
generation of the fuel cell (electricity/kWh). V¢ is the city gas consumption of the fuel
cell (unit/m?). T is the temperature of the energy center (temperature/°C).

In accordance with Eq. 2.4, the efficiency of the electricity generation of the fuel
cell is shown in Fig. 2.21, for every year during the 11 years. Looking at the
electricity generation efficiency of the fuel cell for 11 years, it is obvious that the
efficiency of the first year was very unstable, because the fuel cell was still at the
debugging phase.

The heat recovery of the fuel cell was calculated using these data: temperature of
the forwarded hot water, temperature of the returned hot water, and instantaneous
flow rate of the hot water. These data were collected from the environmental energy
center in the Kitakyushu Science and Research Park.

The temperature of the forwarded hot water, temperature of the returned hot
water, and instantaneous flow rate of the hot water were recorded every hour from
June 2001 to January 2010.

The heat recovery efficiency of the fuel cell was calculated using the city gas cost
and the heat recovery data; the data was collected from the environmental energy
center in the Kitakyushu Science and Research Park.



2 Integration and Application of Distributed Energy Resources. . . 41

3Sl _

\

30 = -

25

20

15

Efficiency (%)

10

O Il Il Il Il Il Il Il Il Il
2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011
Year

Fig. 2.21 The average power generation efficiency of the fuel cell
The heat recovery efficiency calculation of the fuel cell is shown as follows:

_ Vix(t—1,)x0.01
™M= Yx0.11 + Cx0.025

% 100 (2.5)

where 7y is the heat recovery efficiency of the fuel cell. # is the temperature of the
forwarded hot water (temperature /°C). ¢, is the temperature of the returned hot water
(temperature/°C). V; is the instantaneous flow rate of the hot water (ﬂow/m3/h). Cis
the cost of electricity (electricity/kWh). Vi is the city gas consumption of the fuel cell
(unit/m?).

The exhaust heat data of the years 2002, 2006, and 2010 are used in this paper.
Figure 2.22 is the comparison of the 3 years’ average exhaust heat efficiency. The
impact of 0 exhaust heat efficiency has been removed. According to Fig. 2.22, the
exhaust heat efficiency has an obvious decreasing trend in the 3 years. The efficiency
of 2002 is about 15.0%, 2006 is 12.3%, and 2010 is 6.78%. It means that the exhaust
heat capacity gradually weakens as time goes by. It is noticeable that after September
2002, the exhaust heat efficiency is lower than that in 2006. It is because the fuel cell
was still in the debugging stage at that time. Its operation, power production, and
exhaust heat were not stable enough. Compared with the exhaust heat efficiency of
2002, the efficiencies of 2006 and 2010 are more stable. In other words, the fuel cell
has been kept in an inefficient operating condition in the second half of its life.
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Chapter 3 )
Impact of Renewable Energy Policies e
on Solar Photovoltaic Energy: Comparison

of China, Germany, Japan, and the United
States of America

Daoyuan Wen and Weijun Gao

3.1 Support Policies and PV Technology Development
in China, Germany, Japan, and the USA

3.1.1 Introduction

Since the 1970s, due to the limited supply of fossil energy and increasing pressure
regarding environmental protection, numerous countries worldwide have begun to
exploit and utilize renewable energy. Among all renewable energy sources, solar
photovoltaic (PV) technology has a huge potential in alleviating pollution, reducing
CO, emissions, and addressing energy demand pressures [1]. Therefore, promoting
solar PV technology has become a vital part of sustainable development strategies
worldwide. In the last few decades, driven by advanced technology and improved
regulations, solar PV technology has experienced growth rapidly [2].

The first PV device was invented by Bell Labs in the USA in 1954 and mainly
applied to space satellites [3]. After the 1970s, the USA took the lead in introducing
policies to support the solar PV ground deployment. In the following decades, the
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USA gradually developed a niche market for PV technology. Since the 1990s, Japan
and Germany had started launching several programs for installing PV system
products on the rooftops. However, high costs had limited the scale of PV deploy-
ment, and PV had remained a niche market worldwide. The situation improved in the
year 2000, when market incentive policy gradually became a dominant support
scheme along with the first feed-in tariff (FiT) law introduced in Germany. Success-
ful Germany PV market expansion promoted the diffusion of the FiT to other
countries in the following years. Specifically, after 2010, the Chinese market became
the fastest-growing solar PV market in the world. The global solar PV market has
seen remarkable growth, with global cumulative capacity increasing from 1.2 GW in
2000 to 760 GW in 2020. The top four countries by solar PV cumulative capacity
were China (253.4 GW), the USA (93.2 GW), Japan (71.4 GW), and Germany
(53.9 GW), who shared more than 62% of the total solar PV installed capacity
worldwide [4].

Many scholars have explored the key factors behind the successful development
of PV technology by investigating these typical countries. In this chapter, a detailed
analysis of the rise of solar PV technology in China, Germany, Japan, and the USA is
presented, along with how PV development is influenced by policies in different
periods in these four countries as study cases. The effects of different incentive
policies implemented over the past decades on PV development in these four leading
countries are demonstrated. At different development periods, some special external
factors may have guided the introduced policy, and the type of policy implemented
may vary across different countries. The role of policy instruments and international
factors is investigated. Thereafter, different policies are identified, and how they
have driven PV development in China, Germany, Japan, and the USA is examined.

3.1.2 Investigation of PV Incentive Policies in China,
Germany, Japan, and the USA

Table 3.1 shows the PV incentive policies in China, Germany, Japan, and the USA
from 2000. Consistent public funding for PV R&D has helped the USA become the
technology leader in the solar PV industry. Until 2006, the DOE was appropriated
USD 5.8 billion for solar research [5]. The “US Photovoltaics Industry Roadmap,”
which was refined in December 2000 and updated in 2004, unifies the long-term
(2000-2020) strategies and goals for the PV industry in the country [6, 7]. The
production targets of the US PV industry roadmap reveal that 70% of the production
capacities are aimed for export. This series of efforts by the policy instruments
facilitated expansion of the PV industry in the USA [8, 9]. In 2005, the “Energy
Policy Act 2005 (ITC)” was introduced to promote PV market development, which
provided a 30% investment tax credit to those who invested in PV systems. The ITC
has proven to be one of the most important federal policy mechanisms to incentivize
PV development in the USA. This Act was complemented by accelerated depreci-
ation, which added approximately 26% to the tax benefit, thus reducing the system
cost by approximately 56% over a six-year period for many investors ([10]; Stegman
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Table 3.1 The PV incentive policies in China, Germany, Japan, and the USA

Year The USA Germany Japan China
2000 Feed-in tariff
law (EEG)
2001 The new five-year 10th Five-Year Plan
plan for PV power
generation technol-
ogy R&D
2003 New monitoring
program for residen-
tial PV systems;
Renewable portfolio
standard
2004 EEG amended
2005 Energy Policy
Act 2005
(ITC)
2006 Solar Funding for PV roadmap toward | Catalog of Chinese high-
America Solar Power 2030 technology products for
Development export;
Center Renewable energy law
2008 Solar Amer- EEG amended
ica Initiative;
Extension
ITC
2009 R&D for high- The “Golden Sun” dem-
performance PV onstration project
generation systems;
Subsidy for residen-
tial PV systems;
Feed-in tariff law
2010 The Innova- The BIPV subsidy
tion Alliance program
PV;
EEG amended
2011 973 program; 863 pro-
gram;
Solar PV feed-in tariff
2012 New feed-in tariff The new “Golden Sun”
law demonstration project
2013 Feed-in tariff support for
solar PV;
PV electricity grant
2014 EEG amended | NEDO PV
challenges
2015 Extension The top runner program
ITC

(continued)



46 D. Wen and W. Gao

Table 3.1 (continued)

Year The USA Germany Japan China
2016 Solar Energy | Subsidy for Notice on solar PV
Technologies | solar PV with deployment manage-
Office/ storage ment and introduction of
SunShot installations competitive bidding
2017 The Landlord- | Solar PV auctions
to-Tenant (FiT amended)
Electricity Act
2017
2018 Action Plan for the
Extension Development of Smart
ITC Photovoltaic Industry

and Davis 2016). The residential and commercial ITC has helped the solar PV
market to grow significantly since it was implemented, with an average annual
growth of 50% over the last decade alone [11]. The ITC Act 2005 was implemented
until the end of 2007. Thereafter, the ITC Act was extended in 2008 and 2015 to
ensure continued growth of the PV market. In 2007, the Solar America Initiative
(SAI) funded up to USD 13.7 million for 11 university-led projects that focused on
the development of advanced solar PV technology manufacturing processes and
products [8]. During 2009-2011, public funds for PV R&D exceeded USD 400 mil-
lion in the USA. In 2011, the “SunShot Initiative” was introduced by the Solar
Energy Technologies Office (SETO) of the DOE, which aimed to reduce the total
cost of PV solar energy systems by 75% by 2020 [12]. As solar PV technology made
rapid progress closer to the 2020 targets, the SETO committed to reaching new cost
targets for the upcoming decade, supporting greater energy affordability by reducing
the cost of solar electricity by an additional 50% between 2020 and 2030. The
SunShot 2030 targets were 0.05 USD/kWh for residential PV, 0.04 USD/kWh for
commercial PV systems, and 0.03 USD/kWh for utility-scale PV systems [13].

In Germany, the “100,000 Roofs Program” and the EEG (FiT) scheme became an
opportunity for rapid growth in the PV market since 2000 [14]. The FiT scheme has
driven the rapid growth of the market, which has grown consistently toward the
government targets; the growing PV market has become an opportunity for new
companies to enter the PV industry [15]. Therefore, the government of Germany
reformulated the R&D program emphasizing not only cost reduction but also the
consequent utilization of the R&D results in PV production. Since autumn of 2002,
the Federal Ministry for the Environment, Nature Conservation and Nature Safety
(BMU) has been responsible within the federal government for promoting renewable
energy development [16]. In 2006, in addition to BMU grants, the Federal Ministry
of Education and Research (BMBF) also provided funding for the development of
PV technologies [17]. In 2010, the BMU and BMBF initiated an Innovation Alliance
for PV technology. Under this scheme, the R&D projects were funded to support a
significant reduction in PV production costs for enhancing the competitiveness of
the German PV industry. The BMU and BMBF allocated EUR 100 million to
support this initiative. The German PV industry agreed to raise an additional EUR
500 million to accompany the Innovation Alliance [18]. To streamline the German
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energy policies, the responsibility for all energy-related activities was concentrated
within BMWi since the end of 2013 [19]. The EEG has accelerated the growth of the
PV market, which has been consistent and has surpassed the government targets.
Therefore, the government further fundamentally revised the EEG in 2014 [20].

In Japan, a new R&D program called “the new five-year plan for PV power
generation technology R&D” was initiated in 2001. This program focused on four
areas: advanced solar cell technologies, comprehensive introduction of common
basic PV technologies, innovative next-generation PV power technologies, and
advanced manufacturing technology of PV systems. In 2006, the new five-year
plan was completed, and then a four-year plan was launched based on the “PV
roadmap toward 2030 (PV2030)” plan [21]. The “R&D for high-performance PV
generation systems for the future” and “R&D on innovative solar cells” were
initiated in 2009; these plans aimed to make a breakthrough in next-generation
solar cells were governed by the Ministry of Education, Culture, Sports, Science,
and Technology (MEXT) and were promoted by the Japan Science and Technology
Agency (JST). A new guidance for technology development based on the “NEDO
PV challenges,” formulated in 2014, set a target to realize a power generation cost of
14 JPY/kWh by 2020 and 7 JPY/kWh by 2030 [22]. Under the new framework of
technological research, NEDO shifted its direction from “strategies to promote
dissemination of PV power generation” to “strategies to support the society after
penetration of PV power” [23]. On the demand-pull policy side, parallel to a new
monitoring program for residential PV systems, the government introduced another
renewable energy policy known as the “Renewable Portfolio Standard (RPS)” in
2003 [24]. In addition, the FiT scheme for residential PV was adopted in November
2009 [25]. It was estimated that more than 90% of the PV installations were carried
out in residential buildings [26]. With the start of the new FiT Act in 2012, the
Japanese PV market entered a new growth phase [27]. For residential PV installa-
tions, tariffs with 42 JPY/kWh were paid for 10 years. The non-residential sector had
a40 JPY/kWh paid for 20 years [6]. The FiT policy has thus driven the rapid growth
of the PV market in Japan.

In China, the Ministry of Science and Technology (MOST) supports PV R&D in
universities and research institutions and provides assistance to enterprises for
realizing each of the central government’s “Five-Year Plans” [28]. In the Plan for
New Energy and Renewable Energy Industry Development in the 10th Five-Year
(2001-2005) Plan, renewable energy was viewed as a significant choice to optimize
the Chinese energy structure. The public PV R&D funding increased to USD
6 million per year for the 11th Five-Year Plan (2006-2010). In the 12th Five-Year
Plan (2011-2015), the support for PV fields covered the entire manufacturing chain.
The average annual investment in R&D from the MOST was approximately USD
75 million during this period. In 2006, China began to enact the “Renewable Energy
Law.” The law was a national framework for promoting renewable energy develop-
ment. This proved to be a huge driving force for the Chinese PV industry. From
2004, China’s PV production increased remarkably [29]. Benefiting from the assis-
tance of the “catalog of Chinese high-technology products for export” in the form of
tax rebates, free land for factories, and low-interest government loans, Chinese solar
PV product suppliers expanded their production lines rapidly, especially for PV cells
and modules [30]. Since 2009, the government has attached importance to the
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domestic PV market and adopted a range of policies to support its development, such
as special funds for renewable energy, feed-in tariff subsidies, preferential income
tax for high and new technology enterprises, financial aid for PV applications, and
demonstration projects. The “Rooftop Subsidy Program” and “Golden Sun Demon-
stration Program” were initiated by the MOST and the National Energy Adminis-
tration (NEA) [31]. In July 2011, the National Development and Reform
Commission (NDRC) announced a nationwide FiT policy for the development of
solar PV energy [32]. In August 2013, the NDRC issued a “notice on the role of price
lever in promoting the healthy development of the PV industry.” PV power gener-
ation was categorized into either distributed or centralized systems [33]. Concerning
centralized power generation, the whole country was further divided into three
regions based on the solar resource distribution. In particular, the FiT is to be
guaranteed for 20 years. Thus, the FiT policy has driven the rapid growth of the
PV market in China. In 2015, a “Top Runner Program” was introduced to encourage
Chinese PV companies to invest in PV R&D [34]. With the expansion of the
domestic PV market, the PV product capacity in China continues to grow. Until
now, the Chinese PV product output and market scale still ranks first worldwide.

3.1.3 Impacts of Incentive Policies on PV Development
in China, Germany, Japan, and the USA

Based on the investigation of PV incentive policies mentioned above, their impacts
are presented. Figure 3.1 depicts the dramatic change in PV module prices from
2000 to 2018 in the four countries. The PV module prices were influenced by PV
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Fig. 3.1 Photovoltaic (PV) module average prices in China, Germany, Japan, and the USA from
2000 to 2018; 2018 prices and exchange rates. (Data source: IEA. PVPS. National Survey Report of
PV Power Applications)
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R&D activities and the PV industry’s production status. The USA and Japan retained
a price advantage regarding the PV module compared with other countries until
2008. Furthermore, before 2010, PV module average prices in the USA were lower
than in other countries. This can be explained by the large-scale investment in PV
R&D activities over a long period. Beginning in 2008, module prices in the four
countries declined rapidly. This is partly due to advances in PV technology and
partly due to the expansion of the global PV production capacity. In Japan, the
decline in module prices has been slow because of their high domestic production
costs [35]. In Germany, the expansion of the PV industry in eastern Germany (after
2006) has contributed to a decline in the module prices [36]. PV industrial research
collaborations managed to get support from nationally funded R&D collaboration
programs. In China, before 2010, even though the production in the PV industry was
large-scale, average module prices were still higher than those in the USA and
Germany. This can be explained by the lack of systematic investment in PV R&D
in China, considering that the other three countries invested much more public
funding in PV R&D than China. From 2012, Chinese PV products were enforced
by anti-dumping duties and anti-subsidy countervailing duties in both the USA and
Europe. Most Chinese manufacturers have increased R&D investment to improve
product competitiveness to reduce costs [37]. Chinese PV module costs have
decreased rapidly as well. In 2010, the PV module price reductions in Germany
and China caught up with those in the USA and Japan [38]. Until now, German and
Chinese PV modules have maintained their price advantage among the four coun-
tries; China has the lowest module price compared with the other countries. As a
developing country, China’s PV industry development trajectory is completely
different from that of other developed countries. It is important to note that
China’s PV development has not experienced a long basic technology R&D period,
and improvements to technology were only achieved via learning-by-doing strate-
gies. For a long time, most of the technology was imported, mainly from Western
countries. To summarize, we can state that compared with the USA, Germany, and
Japan, China lacked a long-term PV R&D program and invested less public R&D
funds. Additionally, in China, the PV R&D activities and policies were production-
oriented to reduce costs, while in Germany, Japan, and the USA, the focus was more
on technology improvement.

Figure 3.2 shows the trends in average PV module prices with an increase in the
cumulative public R&D funding. The USA, Germany, and Japan maintained long-
term PV R&D programs and invested considerable public funds. The USA had the
highest public investment for PV R&D compared with the other two countries. As a
result, it gained an early advantage in terms of PV module cost reduction, with Japan
following closely behind. Compared with these two countries, Germany’s PV R&D
investments were less and had fewer links between institutions, academia, and the
PV industry. After 2006, the industrial research collaborations were supported by
nationally funded R&D collaboration programs, which contributed to cost reduction.
Even though the German cumulative PV R&D investment was lower than that of the
other two countries, the PV module cost reductions have been effective. The three
countries’ success could be attributed to their long-term stable coordinated public
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Fig. 3.2 Trends in average photovoltaic (PV) module prices with increase of cumulative public
R&D funding. (Data source: IEA. PVPS. National Survey Report of PV Power Applications)

investment in PV technology innovation. And another crucial point is that the
policies implemented by these countries provide a high level of collaboration
between the PV industry, academia, and research institutions.

Figure 3.3 shows the PV production share of the four countries and the rest of the
world from 2000 to 2018. Due to the massive R&D investment before 2000, the US
and Japanese PV modules achieved technology and price advantages and occupied
most of the PV production market [39]. The PV industry in Japan experienced a
period of robust growth, leading to Japan being the leader in the PV industry
worldwide. Since 1999, Japan had ranked first in PV production worldwide. Japan
dominated the PV cell and module markets and contributed to more than 40% of the
world’s PV production capacity until 2006 [40]. Due to the establishment of the PV
industry in East Germany, the PV production share in Germany increased rapidly
since 2005 [41]. From 2005 to 2007, Germany and Japan occupied more than 50%
of the market for PV products. Then, the rise of China’s PV industry shocked the
world. China’s current PV production is higher than that of any other country. The
highly profitable PV market in Europe has attracted many Chinese companies to
enter the PV manufacturing sector. German PV companies have played an important
role in the rise of China’s PV industry. To find a large PV equipment market,
German companies helped China install PV production lines, thereby increasing
China’s competitiveness. High-tech capabilities and knowledge were embedded in
the production line, and the Chinese PV industry obtained technology for large-scale
production [42]. On the other hand, Chinese PV manufacturers benefited directly
from the investment support measures offered by the Chinese central government
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Fig. 3.3 The photovoltaic (PV) production share by countries from 2000 to 2018. (Data source:
IEA data service and Fraunhofer ISE)

[37]. As the PV industry is one of the strategic emerging industries, the Chinese
government has substantially subsidized the PV manufacturing sector along with
related research grants, tax rebates, loans, and lands. Among the four countries,
China is the only country that implements supply-push policies for promoted PV
production [30], and thus, the Chinese PV industry quickly gained competitive
advantage over other countries. China’s involvement has greatly affected the struc-
ture of the global PV industry. Over time, China has started to dominate the
worldwide PV production, and the production of Japan, Germany, and the USA
decreased immediately. In 2011, China’s PV products accounted for more than 66%
of the global production. Subsequently, the USA and the European Union launched
anti-dumping and countervailing duties on Chinese PV products, forcing Chinese
PV companies to struggle [43]. The restriction on exports caused a decline in
Chinese PV cell production in 2012. Therefore, the Chinese government drafted
market incentives to improve domestic PV market development. Thereafter, the
Chinese domestic market has expanded significantly, and the Chinese PV industry
continued to grow. Currently, China’s PV production share accounts for more than
70% of the world.

From 2001 to 2009, the USA once again became a major player in the global PV
development process, with an average PV market growth rate of approximately 60%
per annum, the fastest growth being approximately 100% in 2003 [44]. In 2000, the
PV total installed capacity was 138 MW, but the number increased to 1642 MW by
the end of 2009. The ITC has contributed to the tremendous growth of the PV market
since its implementation. In 2010, compared with 2009, the PV market in the USA
grew by 92%. The PV installed capacity exceeded 40 GW from 2010 to 2016, with
an average annual growth rate of over 70% [45]. In Germany, from 2000, the subsidy
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“100,000 Rooftops Program” became an opportunity for rapid growth in the PV
market. The residential PV market continuously increased under stable conditions,
and the “Renewable Energy Sources Act (EEG) program” was modified in the form
of a FiT. Since 2008, Germany had proven to be the world’s largest PV market, with
its cumulative installed capacity increased to 34 GW at the end of 2012. In Japan, the
annual installed capacity was approximately 290 MW in 2005. The installed capac-
ity grew by more than 200% in 2008, reaching a cumulative capacity of 4.9 GW in
2011. The FiT policy has driven the rapid growth of the PV market in Japan, and the
cumulative PV installed capacity increased from 4.9 GW in 2011 to 42.7 GW
in 2016.

By the end of 2009, the cumulative PV installed capacity in China was only
300 MW. By 2012, 455 projects with a total capacity of 2872 MW were approved
under the Golden Sun demonstration program. The cumulative PV installed capacity
reached 3 GW in 2011. In 2015, the NEA proposed the implementation of the “Top
Runner Program” for PV power generation. At the end of 2017, 43 projects with
26 GW in total have been approved [46]. The PV cumulative installed capacity
increased from 3.5 GW in 2011 to 77 GW in 2016. In 2017, China added 52.83 GW
of new PV installed capacity, accounting for over half of all PVs installed worldwide
that year.

Figure 3.4 shows the changes in the PV market worldwide from 2000 to 2018. In
2000, the PV market in Germany and Japan shared nearly 60% of the world’s PV
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Fig. 3.4 The photovoltaic (PV) market development in China, Germany, Japan, and the USA from
1990 to 2018. (Data source: IEA. PVPS. National Survey Report of PV Power Applications)
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market. In Japan, the subsidy program for PV deployment ended in 2005. Thus, the
expansion of the PV market in Japan was caught during stagnation. Japan lost its
position as the world leader of the PV market share in 2005, and Germany began to
rule the world PV market. The German PV market accounted for more than 60% of
the world PV installed capacity. In 2012, a new EEG was implemented, and the
growth of the German PV market slowed down. In the USA, Congress passed the
“Energy Policy Act (ITC)” in 2005, and the PV market has grown rapidly across the
country. In China, the Chinese government introduced the first significant measure
in 2009, which is “the Golden Sun demonstration program,” to promote the devel-
opment of the domestic PV market. The market grew by over 300% in 2010 and
500% in 2011 [38]. In 2011, China began implementing the FiT scheme, followed
by Japan in the following year; corresponding to this scheme, the PV markets in
China and Japan expanded significantly. The Chinese PV market ranked first
worldwide and accounted for more than 50% of the world PV market in 2018.

3.2 Techno-economic Analysis of Solar PV Energy
in China, Germany, Japan, and the USA

3.2.1 Introduction

To achieve energy security goals and reduce greenhouse gas emissions, countries
around the world have introduced different policy tools to promote renewable energy
installations, such as feed-in tariffs (FiTs), capital investment subsidies (CISs), and
investment tax incentives (ITCs). In particular, in China, Germany, Japan, and the
USA, four governments have been promoting renewable energy sources, including
photovoltaic (PV) energy. These policies have significantly increased the amount of
renewable energy installed in the four countries. As a result, governments have
become more ambitious about renewable energy development.

In 2019, the world PV energy installation capacity has reached 586 GW. China’s
PV installation capacity is 205.5 GW, ranking first in the world. Germany PV
installed capacity is 49.2 GW, ranking fourth in the world. Japan’s installed solar
PV capacity reached 63 GW, ranking third in the world. The USA has PV installa-
tion capacity of 60.6 GW and ranks second in the world (IRENA 2020). These four
countries, from their central government to local governments, all target residential
PV systems and large-scale PV power plants and support a policy of diversification.

In this context, investors in residential PV systems could receive a positive return
on their investment. This ensures the rapid growth of the PV market in these four
countries. However, the explosive growth of PV energy has led to a series of
problems, such as substantial net demand changes and the high renewable energy
tax burden. The increase in PV penetration has affected the stability of the grid. The
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daily or seasonal balancing of supply and demand has become a huge challenge. As
a result, governments in these four countries have been reducing subsidies for PV
systems each year and considering eliminating the subsidy policy.

With the continued reduction or even elimination of incentives, the development
of PV energy tends to slow down. The growth rate of PV energy introduction
reduced year after year in recent years. Furthermore, continued reliance on the FiT
to facilitate reinvestment is not a sustainable approach to expanding the introduction
of PV energy. For mitigation of this reduction, governments are trying to achieve
renewable energy goals by implementing innovative policy solutions. These policies
could improve the utilization and flexibility of PV power generation by introducing
battery systems into the residentials and increasing the stability of the grid.

Based on the real measured load data of typical residential users, this section
establishes a virtual model of residential PVS to analyze the technical and economic
performance in the four cities in each of the selected countries. At the same time,
according to the current different policy conditions, the impact of policies on the
economic feasibility of PV systems in various regions is analyzed.

3.2.1.1 PV System Model

Figure 3.5 shows the schematic layout of the grid-connected residential PV system in
this paper. The main components of the grid-connected system are as follows:

PV array System User (load)

E Array Inverter Eﬂj;t‘ inv. E over Grid
B — Or
PV . UArmay P E useﬂ ,[_E back-up
Array 5 % I ON
User
E needed

Fig. 3.5 The schematic layout of the grid-connected residential PV system
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* Solar panels: The present manufacturing industries of the solar modules produce
various types of PV panels depending on the materials utilized. But crystalline
solar panels are commonly used in residential PV plant installations.

» Inverters They are used to transform direct current (DC) into alternating current
(AC). Based on the PV plant rating, the inverter size is selected.

* Mounting structures: Structures are needed for the positioning of photovoltaic
plates, inverters, and several other accessories. The installation of photovoltaic
panels is a crucial one to discuss here, ensuring that they are mounted at optimal
angles according to the site’s specifications.

* Grid connection: Includes substations and their elements such as transformers, net
meters, protection devices, etc.

* Cables: DC cables are used to connect the PV array with the inverter, and AC
cables are used for connection between the inverter and grid.

In this PV system, if excess power is produced, it can be supplied to the grid. In
the USA, it could by net metering be injected into the grid and then used when there
is less system power generation. In Japan, Germany, and China, the excess PV
energy is injected into the grid, gaining profit through feed-in tariff.

3.2.1.2 The Levelized Cost of Electricity (LCOE)

The PV system economic assessment includes the levelized cost of electricity
(LCOE), the net present value (NPV), and the internal rate of return (IRR) as criteria
for the evaluation of the profitability of a PV investment.

The LCOE represents the total project lifecycle cost, measured in USD per
kilowatt-hour (USD/kWh). Through calculations, it is possible to compare the
impact of different technologies on financial feasibility, project size, production
capacity, and capital cost. Grid parity is defined as the situation where the LCOE
for alternative energy production is the same as the cost of purchasing power from
the grid.

LCOE = Zi=0Ci/(1 +d) (3.1)
Sl oEi/ (1 +-d)f

where C, is the annual project cash flow including installation, operation and
maintenance, financial costs, and fees and E; is the electricity generated by the
system in year t.

In this paper, the LCOE has been compared with the current electric bill, which
ignores the future inflation in the prices. The LCOE also depends on investment and
operating costs and is greatly affected by investment subsidy policies.
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3.2.1.3 Net Present Value (NPV) and Internal Rate of Return (IRR)

A discounted cash flow analysis has been used in this study [47]; the NPV was
calculated for different economic scenarios involving a range of electricity prices,
solar PV degradation rates, and inverter and battery replacement costs to reproduce
the annual cash flow for the lifetime of the solar PV system. The NPV was calculated
using this equation:

(3.2)

_\V7 G
NPV_Z::O(l +d)

where C, is the cash flow, ¢ is the number of years, d is the nominal discount rate, and
T is the project lifetime. In this study, cash flow analyses were conducted with a
discount rate of 4%. The discount rate is the primary factor affecting the NPV
calculation. For residential solar projects, the discount rate should be the same as
or higher than the target for the return on investment.

The IRR is one of the most useful tools for measuring profitability and is the most
used method to calculate the rate of return. It is calculated using this equation:

NPV = Z +IRR =0 (3.3)

3.2.1.4 Simulation Parameters

Nowadays, the most common installation capacity of a residential PV system
worldwide is mainly between 4.0 and 5.5 kW, due to the limited roof area and
limited weight bearing capacity of the building. In this study, the applied PV
production profile is a simulation profile of a 5 kW PV system on a residential
house in four selected countries. The proposed solar module for the 5 kW residential
PV system and PV BESS is the LONGi Solar LR4-60HPH-350 M Si-mono PV with
a rating of 350 W. The inverter used for this plant is SB5.0-1SP-US-40 made by
SMA. The selected SMA inverter has a rated power of 5.05 kW. Other PV system
parameters include the inverter efficiency and module degradation, and operation
and maintenance costs and other economic parameters are shown in Table 3.2. The
parameters have been chosen according to typical parameters that can be found in
various government statistical reports and official websites.

3.2.1.5 Research Location

Four typical cities in China, Germany, Japan, and the USA were selected as case
studies based on the distribution of national grids or power companies and PV and
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Table 3.2 List of simulation
parameters
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Category Assumption
PV system parameters
Energy yield 1000 kWh/kW
Total AC capacity 5.050 kW
Total inverter DC capacity 5.207
Number of modules 14
Number of strings 2
Inverter efficiency 96.9%
Module degradation 0.05%
Lifetime 25 years
Economic parameters
Operation and maintenance costs 2%
Discount rate 4%
Electricity inflation rate 2%
Project lifetime 25 years
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Table 3.3 Performance parameters in study cities

D. Wen and W. Gao

Beijing Shanghai Guangzhou Lanzhou
Solar radiation (kWh/mz/day) 4.86 4.1 3.26 5.07
Energy production (kWh/year 1) 7166 5979 4478 7810
Energy yield (kWh/kW/year 1) 1462 1220 914 1593
Performance ratio (PR) 0.82 0.81 0.79 0.86
Capacity factor (CF) 16.70% 13.90% 10.40% 18.20%
Table 3.4 Incentive policy and electricity tariff
Incentives Duration Feed-in tariff
City (cents/kWh) (year) Tariff (cents/kWh) (cents/kWh)
Shanghai 4.34 5 8.8407 1.1594
Beijing 4.34 5 11.3045 1.1594
Guangzhou 2.17 6 13.6234 1.1594
Lanzhou - - 11.7393 1.1594

battery systems and with investment incentives. Each technology combination is
analyzed in the case of no increase in the average electricity price. Figure 3.6 shows
the geographical location of study cities.

3.2.2 Techno-economic Analysis Results of PV Systems

3.2.2.1 China

Among the selected cities, Guangzhou has the lowest annual energy production of
4478 kWh and Lanzhou the highest at 7810 kWh. Solar power plants perform best in
Lanzhou because it is located in the solar-rich northwest region with an annual
power plant production of 1593 kWh/kW. The average solar radiation of 5.07 kWh/
m?/day is most suitable for photovoltaic power plants. Guangzhou has the lowest
power plant production with 914 kWh/kW due to its hot weather and less supportive
power generation conditions. The main simulation results for all locations are
compared in Table 3.3.

The most important parameters for comparing the performance of different
systems are the performance ratio and CF. The simulation results for the four
selected locations show that Lanzhou City has the highest energy yield with a
performance ratio of 86% and a CF of 18.2%. Guangzhou has the lowest energy
yield with a PR of 0.79 and a CF of only 10.4%. In the case of China, the feed-in
tariff (FiT) is 1.1594 cents/kWh set by the government in 2020, which is used to
calculate the price of electricity to be fed into the grid. Table 3.4 shows the
residential electricity prices and local government generation subsidies for the four
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Table 3.5 Economic indicators
| Beijing | Guangzhou |Lanzhou | Shanghai
LCOE (nominal) 3.73 7.69 4.9 5.43
LCOE (real) 3.04 6.28 3.99 4.43
Energy bill without system (USD/year 1) 367 443 381 381
Energy bill with system (USD/year 1) 126 215 111 144
Net savings (year 1) 241 227 270 237
NPV (USD) 369 —417 —175 —733
Payback period (PBP) 10.7 15 14.4 16.4
Table 3.6 Performance parameters in study cities
Performance parameters
Berlin Munich Dortmund Stuttgart
Solar radiation (kWh/m*/day) 3.06 3.46 2.88 3.39
Energy production (kWh/year 1) 4542 5150 4269 5021
Energy yield (kWh/kW/year 1) 927 1051 871 1024
Performance ratio 0.82 0.83 0.82 0.83
Capacity factor 10.60% 12.00% 9.90% 11.70%

cities. Shanghai, Beijing, and Guangzhou have generation subsidies for a period of
5-6 years. The results show that Beijing has the highest return on investment due to
its higher annual energy production from PVs and local generation subsidies. The
study shows that Guangzhou has the lowest NPV because it has the lowest annual
energy production and lower local generation subsidy prices.

Table 3.5 shows that Beijing has the lowest LCOE and the shortest payback
period due to energy production capacity and policy. In terms of electricity bill
savings, Lanzhou has the highest electricity bill savings due to its highest annual
generation capacity. Shanghai has the lowest NPV and the highest payback period
because of the lower electricity tariff.

3.2.2.2 Germany

Among the selected cities, Dortmund has the lowest energy production of 4269 kWh
and Munich the highest at 5150 kWh. Solar power plants perform best in Munich
because it is located in the solar-rich northwest region with an annual power plant
production of 1051 kWh/kW. The average solar radiation of 3.46 kWh/m?/day is
most suitable for PV systems in this city. Dortmund has the lowest power plant
production with 871 kWh/kW, because of its less supportive energy generation
environment with 2.88 kWh/m?/day. The main simulation results for all cities are
compared in Table 3.6.

The most important parameters for comparing the performance of different
systems are the PR and CF. The simulation results for the four selected cities show
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Table 3.7 Incentive policy

Incentives Tariff Feed-in tariff
and electricity tariff City (USD) (cents/kWh) | (cents/kWh)
Berlin - 32.1 11.844
Munich 200/kW 31.104 11.844
Dortmund 300/set 32.28 11.844
Stuttgart 350-450/kW 34.452 11.844
Table 3.8 Economic indicators
Berlin Munich Dortmund Stuttgart
LCOE (nominal) 26.12 22.1 26.08 21.78
(cents/kWh)
LCOE (real) 21.31 18.03 21.29 17.77
(cents/kWh)
Energy bill without system (USD/year 1) 1439 1394 1447 1544
Energy bill with system 578 464 613 568
(USD/year 1)
Net savings 860 930 834 976
(USDl/year 1)
NPV (USD) —1673 =71 —1179 1176
PBP (years) 14.8 13.4 14.5 12.3

that Munich City has the highest energy yield with a PR of 83% and a CF of 12%.
Dortmund has the lowest energy yield with a PR of 82% and a CF of only 9.9%.

In the case of Germany, the average feed-in tariff (FiT) is 11.844 cents/kWh in
2020, which is used to calculate the price of PV energy to be injected into the grid.
Table 3.7 shows the residential electricity tariff and local government PV generation
subsidies for the four cities. Munich, Dortmund, and Stuttgart have investment
subsidies for residential PV systems, the cash flows for the proposed projects in
the selected cities. The results show that Stuttgart has the highest NPV due to its
higher residential tariff and local subsidies. The study shows that Berlin has the
lowest NPV because there is no local investment subsidy in Berlin.

Table 3.8 shows that Stuttgart has the lowest LCOE and the shortest payback
period due to energy production capacity and policy, while Berlin has the lowest
NPV and the highest payback period because of the lower electricity tariff and lower
energy yield. In terms of electricity bill savings, Stuttgart has the highest electricity
bill savings due to its highest annual generation capacity.

3.2.2.3 Japan

The lowest energy production is observed in Sapporo (5273 kWh), with Osaka the
highest (6347 kWh). The solar plant gives the best performance in Osaka because it
is located in the highest solar resource region with 4.34 kWh/m*/day normalized
production. The plant energy production is lowest in Sapporo due to normalized
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Table 3.9 Performance parameters in study cities

Performance parameters
Tokyo Osaka Sapporo Kagoshima
Solar radiation 4.04 4.34 3.53 4.12
(kWh/m?/day)
Energy production 5959 6347 5273 6009
(kWh/year 1)
Energy yield 1216 1295 1076 1226
(KWh/kW/year 1)
Performance ratio 0.83 0.82 0.84 0.81
Capacity factor 13.90% 14.80% 12.30% 14.00%
Table 3.10 Incentive policy Incentives | Tariff Feed-in tariff
and electricity tariff City (USD) (cents/kWh) | (cents/kWh)
Tokyo 922/set 0.25 0.2 10 years
Osaka — 0.23 0.2 10 years
Sapporo 337 kW 0.28 0.2 10 years
Kagoshima 190/kW 0.23 0.2 10 years

production of 3.53 kWh/m?*/day and less supportive weather conditions. The main
simulation results are compared for all locations in Table 3.9.

The most important parameters to compare the performance of different systems
are PR and CF. Simulation results for the four selected locations have shown the
highest normalized production in Osaka City with 82% PR and 14.80% CF, while
the lowest normalized production is in Sapporo with 84% PR and 12.30% CF.

In the case of Japan, the feed-in tariff (FiT) is selected at 0.2 cent/kWh to calculate
annual savings from the solar plant. Table 3.10 shows the residential electricity tariff
and local government PV generation subsidies for the four cities, Tokyo, Osaka,
Sapporo, and Kagoshima. It shows that the residential electricity tariff and local
government PV generation subsidies are for 10 years. The results show that Kago-
shima has the highest NPV due to the higher annual energy production and incen-
tives. The study reveals the lowest NPV at the Osaka site because of the lowest
incentives obtained.

Table 3.11 shows that Kagoshima has the lowest LCOE and the shortest payback
period due to energy production capacity and policy. In terms of electricity bill
savings, Sapporo has the highest electricity bill savings due to its highest electricity
tariff. Osaka has the lowest NPV and the highest payback period because of its
lowest electricity tariff.
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Table 3.11 Economic indicators

Tokyo Osaka Sapporo Kagoshima
LCOE (nominal) 18.36 18.44 19.56 18.17
(cents/kWh)
LCOE (real) 14.98 15.04 15.96 14.83
(cents/kWh)
Energy bill without system (USD/year 1) 1409 1297 1578 1297
Energy bill with system (USD/year 1) 143 —18 861 49
Net savings 1267 1315 1718 1247
(USD/year 1)
NPV (USD) 613 -23 —1878 1713
PBP (years) 12.8 133 12.6 12.3

Table 3.12 Performance parameters in study cities

Performance parameters

New York Houston Los Angeles Portland
Solar radiation 4.72 5.36 6.25 4.16
(kWh/m*/day)
Energy production 6961 7298 8878 5932
(kWh/year 1)
Energy yield 1420 1489 1811 1210
(KWh/kW/year 1)
Performance ratio 0.82 0.78 0.8 0.8
Capacity factor 16.20% 17.00% 20.70% 13.80%

3.2.24 USA

The lowest energy production is observed in Portland (5932 kWh) and the highest in
Los Angeles (8878 kWh), among the selected cities. The solar plant gives the best
performance in Los Angeles because it is located in the highest solar resource region
with 6.25 kWh/m?/day normalized production. The plant energy production is
lowest in Portland due to normalized production of 4.16 kWh/m?*/day and less
supportive weather conditions. The main simulation results are compared for all
locations in Table 3.12.

The most important parameters for comparing the performance of different
systems are the performance ratio (PR) and capacity factor (CF). The simulation
results for the four selected cities show that Los Angeles City has the highest energy
yield with a PR of 80% and a CF of 20.7%. Portland has the lowest energy yield with
a PR of 80% and a CF of only 13.8%.
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Table 3.13 Incentive policy and electricity tariff
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Tariff

City Incentives (cent/kWh) Net metering
New York ITC 26% State ITC 25% 0.232 Y

Houston ITC 26% - 0.135 Y

Los Angeles ITC 26% - 0.171 Y

Portland ITC 26% State 1500 0.107 Y
Table 3.14 Economic indicators

New York Houston Los Angeles Portland

LCOE (nominal) 11.63 14.25 8.94 15.39
(cents/kWh)

LCOE (real) 9.45 11.58 7.29 12.55
(cents/kWh)

Energy bill without system 1806 1505 2320 1353
(USD/year 1)

Energy bill with system 692 491 573 685
(USDl/year 1)

Net savings 1114 1014 1757 668
(USD/year 1)

NPV (USD) 6796 2338 16,086 —1325
PBP 7.4 8.2 5.9 15

The economic aspects should be considered to assess the investment benefits of
PV systems. For proper economic analysis, parameters such as NPV, LCOE, and
payback period ensure the profitability of the PV system investment.

In the case of the USA, the ITC rate was set by the government in 2020, which is
used to offset the taxes paid for PV generation. Table 3.13 shows the residential
electricity tariff and local government PV generation subsidies for the four cities, the
cash flows for the proposed projects in the selected cities. The results show that Los
Angeles has the highest NPV due to its highest annual energy production from PVs
and local generation subsidies. The study shows that Portland has the lowest NPV
because it has the lowest annual energy production.

Table 3.14 shows that Los Angeles has the lowest LCOE and the shortest
payback period due to energy production capacity. In terms of electricity bill
savings, Los Angeles also has the highest electricity bill savings due to its highest
annual energy generation capacity. Portland has the lowest NPV and the highest
payback period because of the lower electricity tariff and energy production.
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Fig. 3.7 The LCOE of PV ~+~LCOE (Nominal)
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Table 3.15 Comparison of LCOE and average electricity costs
Nominal LCOE (cents/ | Real LCOE (cents/ | Average tariff (cents/
Country | City kWh) kWh) kWh)
China Beijing 3.73 3.04 11.3
Shanghai 4.92 4.01 8.8
Guangzhou | 7.69 6.28 13.6
Lanzhou 4.9 3.99 11.7
Germany | Berlin 26.12 21.31 32.1
Munich 22.1 18.03 31.1
Dortmund | 26.08 21.29 323
Stuttgart 21.78 17.77 34.5
Japan Tokyo 18.36 14.98 25.4
Osaka 18.44 15.04 23.2
Sapporo 19.56 15.96 28.1
Kagoshima | 18.17 14.83 23.3
USA New York | 11.63 9.45 23.2
Houston 14.25 11.58 13.5
Los 9.61 7.85 17.1
Angeles
Portland 15.39 12.55 10.7

3.2.3 Comparative Analysis of PV System Economic
Indicators in Four Countries

3.23.1 The LCOE of PV Systems in Four Countries

Figure 3.7 and Table 3.15 show the LCOE of residential PV systems for the four
countries in all cases. The lowest LCOE among the four countries is in China, which
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can be attributed to the fact that China has the lowest residential PV investment cost.
At the same time, with the national FiT and local-level PV subsidies, especially in
Beijing, the real LCOE for residential PV reaches 3.04 cents/kWh, the lowest of all
cities and less than one-third of the residential electricity price. Even Guangzhou,
which has the lowest annual PV generation among the four cities, has an LCOE of
6.28 cents/kWh, which is less than half of the residential electricity rate. The country
with the highest residential PV LCOE is Germany, due to higher system installation
costs and low solar radiation. The highest LCOE is in Berlin, with a real LCOE of
21.31 cents/kWh, which is attributed to the rapid decline in German subsidy prices in
recent years, as well as the reduction and elimination of subsidies at the local level.
In the last 2 years, Berlin has eliminated its residential PV. This has led to the highest
LCOE in Berlin. However, the LCOE of PV in Germany is still at a low level
compared with the high residential electricity costs. Japan has the highest PV system
cost among the four countries; however, because of local-level investment subsidies,
the LCOE of residential PV in Japan is lower than in Germany, at around 14 cents/
kWh in all four cities. The US residential PV LCOE is only higher than China’s
among all countries, and relative to Germany’s higher system costs among the four
countries, the LCOE is only half of Germany’s, especially in Los Angeles and
New York, where the LCOE has dropped below 10 cents/kWh, especially in Los
Angeles, where it is only 7.85 cents/kWh, compared with the residential electricity
rate of 17.1 cents/kWh. The LCOE is less than half of the residential rate. A special
case is Portland, where the LCOE is higher than the residential rate among all
countries, and the residential rate in Portland is less than half of the residential rate
in New York. Overall, the LCOE of residential PV plants is lower than residential
electricity rates, with the lowest being in China, followed by the USA, the third
highest being in Japan, and the highest being in Germany.

3.2.3.2 Discussion

Except for Germany, governments in the other three countries lacked new long-term
goals for PV deployment. Long-term goals can greatly impact the future of PV
development. Long-term targets, updated planning, and stable measures are needed
to meet the challenges and maintain healthy PV development. Governments in the
four countries should rapidly upgrade their long-term policies, including R&D, and
supply-push and demand-pull policies, in line with the current state of PV develop-
ment. Currently, China, Germany, and Japan are scaling back or eliminating subsi-
dies for PV power generation, which increases uncertainty in terms of policy form
and market risk. According to the results of the techno-economic analysis in the
previous sections, the LCOE of residential PV has been significantly reduced and is
lower than residential electricity prices in all four countries. However, the results of
the financial analysis show that none of the residential PV systems can achieve the
expected returns, especially in Germany and China. This is mainly due to the
adjustment of the FiT in recent years. Currently, residential PV systems in all cities
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and regions studied in the four countries must rely on national and local subsidies if
they are to generate revenue. Current PV policies in China and Germany do not
provide much support for investment in residential PV systems. Promoting policy
reform is particularly important if we want to further promote residential PV in the
future. With the LCOE of PV electricity lower than residential electricity prices and
as FiT prices continue to decrease, net metering policy becomes more economic. In
the USA, for example, residential PV has the highest return among the four
countries.

China’s FiT prices for residential PV have fallen rapidly in the last 2 years.
Moreover, unscheduled subsidy price reductions are not conducive to the develop-
ment of residential PV. Japan’s FiT fixed price is still higher than those of other
countries, and it is necessary to reduce the fixed price more frequently and set an
annual upper limit for the capacity of PV plants of different sizes. In addition to the
tender system, China and Japan could design a predetermined declining rate for fixed
prices, taking a cue from the German FiT system. A predictable rate of price
reduction could give PV product manufacturers a strong incentive to continually
reduce costs in order to accommodate policy changes.

It is expected that PV deployment in the four countries will continue to grow at a
high rate over the next decade. With the expansion of PV power generation, daily or
seasonal demand-supply balance will be a problem [48]. The resulting high PV
penetration will be a major issue in the limited expansion of PV power generation.
The continuous scaling-up of PV deployment would be a great challenge for the
government to reduce PV curtailment and maintain grid balance. Policymakers
should consider reorienting policies to overcome grid constraints and promote
flexibility. The introduction of batteries in PV systems is a favorable solution. In
Japan, Germany, and the USA, a series of PV battery subsidy policies have been
introduced from the local to central government. The main focus is on investment
subsidies. However, there is a lack of long-term planning for battery subsidy
policies, which has led to insufficient revenue for residential PV BESS. The intro-
duction of batteries in PV systems is a good solution. In addition, new demand-side
management modes such as a VPP (virtual power plant) can effectively achieve peak
load reduction on the grid and optimize power resources.

The cost of residential PV systems in Japan is substantially higher than in other
countries, which also results in the lowest return on PV system investment in Japan
among the four countries. The high system prices have also led to high FiT prices.
The high FiT price is probably the main reason Japanese PV products have remained
more expensive compared with those in other countries. The high FIT fixed price for
PV power generation has made local manufacturers less willing to further reduce the
cost of their products, while the high specification requirements for FiT-certified PV
products have made it difficult to introduce lower-priced products from abroad into
the Japanese PV market. These factors have curbed the reduction of PV system costs
in Japan. In the future, the FiT fixed price is bound to continue to decrease, which
will inevitably affect the domestic PV industry. Therefore, local PV manufacturers
should be more proactive about reducing product costs through R&D and other
means, or they should collaborate with foreign manufacturers to introduce lower-
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priced products through original equipment manufacturers (OEMs). When the PV
system investment cost is reduced, the relative FiT fixed price can also be reduced,
thus forming a mutually beneficial virtuous circle.

Driven by policies and supportive measure changes in recent years, the residential
PV installations will be increased more rapidly. However, the high initial investment
cost and long payback periods of distributed PV are barriers to private investors. The
effective adoption of a systemic approach to support the deployment of distributed
energy, including business model innovation and various renewable energy source
integration, would be a great challenge in these four leading countries.
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Chapter 4 )
The Implementation and Integration i
of Renewable Energy and Its Impact

on the Public Grid

Tingting Xu and Yanxue Li

4.1 Renewable Energy Integration: Opportunity
and Challenge

According to analysis from IRENA [1], a decarbonization of the power sector, in line
with the climate objectives outlined in the Paris Agreement, would require an 85%
share of renewable energy in total electricity generation by 2050. By that time solar
and wind power capacity would account for 60% of the total power generated. The
innovations in grid integration strategies have become crucial in increasing the share
of VRE in the power system, enhancing the system’s flexibility in a cost-effective
manner [1].

4.1.1 The Development and Status of Renewable Energy

In October 2020, Japan declared its commitment to become carbon-neutral by 2050.
Exploration of renewable energy resources and zero-energy building were selected
as two of the key technologies for realizing a carbon-neutral society. In order to
tackle tight grid demand-supply balance pressure during peak periods, enormous
political and technical efforts were taken to replace the loss of nuclear energy after
the Great East Japan Earthquake. Maximizing the renewable source integrations in
its power supply fraction has become a key political agenda. Government incentive
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Fig. 4.1 The cumulative capacity of integrated PV in the Kyushu public grid

policies, continuous cost drop in renewable production, improvement in renewable
output prediction, and control jointly accelerated the exploration of renewable
energy resources. Development of the Japanese public grid moves toward greater
amounts of renewable energy. The renewable energy share in the power mix
experienced a significant increase over the last years. These renewable technologies
had a major contribution to decarbonizing the public electricity grid. PV generation
is playing an important role in enhancing national energy self-sufficiency after the
feed-in tariff launched in 2012 in Japan.

As shown in Fig. 4.1, integrated PV capacity experienced sharp increases. The
cumulative capacity of the grid-connected PV system in Kyushu rose from
1100 MW in 2012 to 10,810 MW in 2022. Intermittent renewable generation is
non-dispatchable. The increasing amount of renewable energy also presents a further
challenge to security of electrical power supply. The challenge also influences the
Japanese FiT scheme. As presented in Fig. 4.2, the FiT program offers an attractive
rate at an early stage, for example, 42 yen/kWh for the installed PV system less than
10 kW in capacity. The value of the FiT drops to 17 yen/kWh in 2022 [2]. From
2020, only projects below 250 kW were eligible for the FiT, and the rest had to
participate in a market auction.
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Fig. 4.2 Change of the feed-in tariff for PV systems in Japan

4.1.2 Characteristics of Renewable Energy in the Real Grid

The transition to a low-carbon grid provides challenges and opportunities. As the
state incorporates increasing amounts of intermittent renewable energy into the
public grid, the grid residual load would be significantly reshaped. For example,
California’s renewable resources can generate more electricity than is needed during
the middle of the day. Due to the ramp-up and ramp-down limitation, the California
ISO automatically curtails the renewable generation. Figure 4.3 shows the monthly
wind and solar curtailment in California [3].

Figure 4.4 shows the layout of the power system structure and a typical daily
(May 4, 2016) supply/demand balancing scenario in Kyushu. Aggregated PV
generation plays a dominant role in power supply during daytime, which contributes
to the largest daily variabilities compared with other renewable resources. Geother-
mal and nuclear generators generally run with constant output throughout the day.
Thermal generators (natural gas, coal, and oil) as flexible generators will adjust their
output, with a ratio of peak capacity to demand generally ranging from 0.3 to 1.0, to
meet the changes of renewable output and consumption variations.

Grid flexibility refers to the capability of a power system to maintain balance
between generation and load during uncertainty. Reliable renewable integration
would be highly dependent on adequate energy flexibility. Renewable energy in
Kyushu is generated primarily by solar photovoltaic systems. Massive PV integra-
tion suppresses the output of thermal power plants during the daytime, especially in
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the middle of the day. As shown in Fig. 4.5, the appearance of the “duck curve” in
Kyushu is worsened due to the expansion of PV generation year by year
[4]. Overgeneration happens when more electricity is supplied than is needed to
satisfy real-time electricity requirements. To stabilize the situation, the utility has to
prepare a significant amount of controllable power plant capacity or dispatch storage
systems to absorb the fluctuations and balance real-time demand load. Limited to
grid-flexible resources, the supply-demand balance is still disturbed even when
suppressing the output of the base plant to a minimum level. Therefore, in order to
ensure reliability under changing grid conditions, the operator needs resources with
ramping flexibility and the ability to start and stop multiple times per day. To ensure
supply-and-demand match at all times, controllable resources will need the flexibil-
ity to change output levels and start and stop as dictated by real-time grid conditions.

The PV and wind power pretends different trend in monthly power generation
profile. In Japan, nuclear power is kept constant in the power grid, due to the
difficulties of start-up operations. Figure 4.6 shows the daily power profiles of
different power generators. The adjustment of PHS facilities is shown as well.
These facilities are used to eliminate the peak load and compensate for electricity
when the power demand is low at nighttime. Therefore, with the increasing propor-
tion of renewable energy represented by PV and wind power in the grid, the existing
grid has faced some new challenges owing to renewable energy‘s intermittent and
uncontrollable characteristics. It is important to evaluate the impact of PV and wind
power on the public electricity supply system when they are introduced into the grid.
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Fig. 4.6 Daily balance of power generation

4.2 The Application of the Electricity Storage System

In view of the surplus of renewable energy power, increasing the power generation
proportion of dispatchable units [5], adding energy storage systems [6], and using
interregional transmission lines [7] are common solutions. Among them, an energy
storage system plays an important role in improving the stability and reliability of the
power grid. It has the ability to improve the share of renewable energy sources (RES) in
the grid by compensating for the mismatch between the power supply side and demand
side [8]. In terms of energy storage technology, different energy storage systems have
been compared comprehensively. For a large-scale public power grid, the most com-
mon energy storage technology is PHS [9—11]. It has the advantages of large storage
capacity and long life. PHS has a history of more than 100 years; however, it still is
widely used in the United States [12], Japan [13], China [14], Greece [15], and other
countries [16]. Currently, the total installed capacity of PHS is 180 GW worldwide, of
which China (32.1 GW), Japan (28.5 GW), and the United States (24.2 GW) account
for 50%. Most of the operation strategies are absorbing thermal and nuclear power
generation at night and compensating for the peak load demand during the daytime



4 The Implementation and Integration of Renewable Energy and Its Impact. . . 75

[17]. In addition, PHS is also applied to hybrid single PV-wind energy systems to
increase capacity and address their suppression. In recent years, PHS hybrid PV-wind
energy systems have received the attention of many researchers due to the comple-
mentary characteristics of their power generation nature [18, 19]. The mature develop-
ment of pumped storage is accompanied by challenges from the feasibility of site
selection and the constraints of the ecological environment [20].

4.2.1 Pumped Storage System

Pumped-hydro storage (PHS) is a way of generating electricity. When the electricity
is surplus, the surplus electricity is pumped from the lower reservoir (lower pond) to
the upper reservoir (upper pond), as shown in Fig. 4.7. When the demand for
electricity increases, water is drawn from the upper pond dam to the lower pond
dam. It is a way of generating electricity using the conversion of gravitational
potential energy to electrical energy. The utilization rate of existing pumped storage
is low. The following are requirements for the development potential of pumped
storage in the future:

~Fan

Fig. 4.7 The interconnected configuration of PHS [23]
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(i) Decentralized demand for power supply.

(i) The cost of batteries has dropped sharply, and the share of energy storage
systems in the future will change. However, PHS has many advantages in terms
of scale, responsiveness, and inertia, so it still occupies the mainstream position
in pumping and storing energy.

(iii) Pursue small- and medium-sized decentralized PHS construction sites.
An example of a currently installed PHS is drawn in Fig. 4.7. The aspects

considered when planning a storage reservoir and its topographical influence are
summarized in the following [21]:

(1) Storage volume

The main objective of a storage reservoir is to store water and energy. The higher
the usable storage volume, the better.

(i) Land requirement

The area occupied by the reservoir, one of the main environmental, social, and
economic impacts of reservoir dams. This should be minimized as much as possible.

(iii) Flooded area variation

The reservoir area that changes with the tidal variation as the reservoir is utilized.
The flooded area variation has social, environmental, and economic impacts and
should be reduced as much as possible.

(iv) Level variation

The total variation of the reservoir level from full to empty. The higher the level
variation, the higher the storage volume/land use ratio.

(v) Evaporation

Evaporative losses that scale with the flooded area and reduce the overall storage
volume [22]. A storage reservoir should have a high storage volume/flooded area
ratio to reduce evaporation.

Only a few aspects can be controlled when planning a storage reservoir. The main
parameters are the location of the dam, dam height and length, and reservoir level
variation. The resulting storage volume, land use, flooded area variation, and
evaporation will depend on the topography, geology, and climate of the location.

4.2.2 Prediction of Energy Storage System Installation

According to the composition of pumped storage, the predicted installation demand
can be summarized as follows:

(1) The lower pool utilizes the existing multifunctional dam and seeks a high
platform near the dam that can be used to build the upper reservoir [24].
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Table 4.1 Design requirements and process of the new PHS power station based on the existing
dam in Japan

Research item Content

Dam number and function Detail the characteristics of dams distributed in Kyushu
(except exsiting dams for power generation)

Effective water storage capacity, | According to the basic data of each dam

Vo(*10°m>)

Potential pumped storage, Vi = Vp*20%

Vi(*10°m’)

Head conditions, H (m) H >200; head is defined as 200
Installed capacity, S (mw) S = V1/3600/5/9.8*%200* 1*0.001

Capacity of power generation, P | P = $*5, assuming the discharge period is 5 h, once a day
MWh)
Total power generation for a P, = P*300
year, P, (MWh/y)

(i) Draw the water from the upper reservoir to the lower reservoir to generate
electricity and then pump the water from the lower reservoir to the upper
reservoir through hydraulic pipes to store electricity.

(iii) The lower pool is a multifunctional dam. Although the multifunctional dam is
responsible for disaster prevention, irrigation, and power generation, power
generation uses only part of the water to generate and store electricity. It will
not hinder the function of the multifunctional dam itself.

(iv) Japan now has more than 2700 decentralized dams. As shown in Table 4.1, we
seek the most suitable scale for PHS power generation [25, 26].

The water consumption of PHS power generation is part of the total water storage
capacity of the multifunctional dam. In this chapter, it is set to 30%.

The total water storage capacity is the sum of sand pile capacity, water conservation
capacity, and flood regulation capacity. Sand pile capacity is the hypothetical value of
the sand body capacity accumulated in the dam in a certain year (100 years). The
effective water storage is the total water storage minus the sand pile capacity. Conser-
vation capacity is the effective water storage minus the flood regulation capacity.
Although water capacity varies with the seasons, it is calculated based on the amount
of water in the normal season regardless of floods and droughts. Water storage rate is
the percentage of water storage capacity and water conservation capacity. The possible
water storage capacity is 20-30% of the effective water storage capacity.

As shown in Fig. 4.8, a pumped storage equipment consists of two reservoirs at
different altitudes, and two penstocks are used to connect the pump and generator.
According to the terrain and geological conditions of the site, the powerhouse
includes electromechanical and control equipment such as pumps, turbines, valves,
generators, and transformers. Energy conversion occurs when electrical energy is
converted into water’s gravitational potential energy during the pumping process
and vice versa. The charging process occurs when the RES power is surplus, where
water from the lower reservoir is pumped to the upper reservoir. RES power
generation can be performed to compensate for insufficient power supply or reduce
the use of thermal power generation.
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Fig. 4.8 Basic layout of the PHS with dams with main parameters

In terms of the possible pumping capacity of the dam, considering flood control,
irrigation, water conservation, and other factors of the dam itself, it is set to 30% of the
effective water storage capacity of the dam (the total water storage capacity of the dam
minus the sand pile capacity at the bottom of the reservoir). It is worth noting that huge
dams with a water storage capacity of more than 100 million should be eliminated to
protect the rare creatures in the reservoir and reduce the difficulty of development.

The head of the upper and lower reservoirs shall be greater than or equal to 200 m.
A buffer zone with a radius of 1.5 km shall be set around each reservoir to detect all
upper reservoirs within the buffer zone that meet the marked distance. The upper
reservoir is set to be 100 m in length and width and 10 m in height.

The energy storage capacity of PHS, PHSrae, can be calculated as follows:

PHS orage (KWh) = C;%) 5 V(m?) # g + (g;) + h(m) (4.1)

where V is the volume of the upper reservoir, g is gravitational acceleration, and
h stands for the head between the upper and lower reservoirs. The storage capacity is
the sum of the maximum power output for 5 h. Therefore, the rated power genera-
tion, C, is explained as

C(kW) = S(kWh)/S(h) (42)

4.2.3 Utilization of Energy Storage Systems

When considering the application of PHS in EnergyPL AN, PHS converts renewable
electrical energy into mechanical energy and vice versa. It plays a major role in
reducing power surplus caused by the volatility of renewable energy, reducing the
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Fig. 4.10 Energy management flowchart with the strategies of PHS operation

use of fossil fuel energy, and balancing power supply and demand. Because the
single pump-turbine configuration must be switched during braking and reversing to
reach the charge and discharge modes, it increases the response time. However, the
double-penstock configuration can reduce demand response time by pumping and
generating power at the same time. In this chapter, the double-penstock PHS
configuration is selected to cater to the main purpose of maximizing the penetration
of RES and reducing thermal power generation. The schematic diagram of a PHS,
using a mix of renewable energy, nuclear, and thermal sources, is shown in Fig. 4.9.
These sources are used for power supply. The energy management flowchart with
the strategies of PHS operation is shown in Fig. 4.10.
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The supply and demand of electricity must be maintained in a real-time balance.
Taking into consideration the power generators, the details of electricity balance are
explained in Eq. 4.3.

Dispatch’ + Discharge’ — Charge’ + RES’ + Nuclear’ + Hydro' — Curtail’
= Demand’ (4.3)

where i is the time unit. Dispatch’ refers to the flexible thermal power generators,
which can regulate their output. Discharge’ and charge' are the amount of electricity
generated and pumped by PHS, respectively. To reduce the CEEP from RES, the
pump will be operated when the electricity curtail occurs. While generating electric-
ity by turbines to reduce thermal power generation or supply for the MGSS, the
discharge’ and charge’ are calculated as

Charge’ = min

_ PHS!
Curtail’, ——2&¢ cpump] (4.4)
pump

i
Discharge’ = min | Curtail’, storage | Cpump (4.5)

Mpump

where, #7pump and bine are the water pump and turbine efficiency, respectively. The
maximum capacity of the pump and turbine is explained as Cpymp and Ciyrpine- The
pumping capacity is limited by the amount of power curtailment, the current storage
capacity, and the rated capacity of the pump. PHS discharge is not only used to
reduce fossil fuel energy power generation but also to provide MGSS a power grid as
basic energy. In terms of MGSS, it can be calculated as follows:

30% * Supply’ < Nuclear’ + Dispatch’ + Discharge’ = MGSS' (4.6)
Supply’ = Dispatch’ + Discharge’ + RES’ + Nuclear’ + Hydro' (4.7)

where supply’ is the total electricity generation by all power sectors.

4.2.4 Results and Analysis of the Impact of PHS
on the Power Grid

28.5 GW is the current installed capacity of PHS in Japan, which has 40 pumped
power plants. Hokkaido and Kyushu account for 800 and 2300 MW of installed
capacity of PHS, respectively. The potential for development of medium- and small-
sized PHS promotes the possibility to grow to 20 GW capacity.
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Table 4.2 Supply side

81

Scenario name Thermal power Kyushu (MW) Hokkaido (MW)
Tl Thermal 1 10,490 4529
T2 Thermal 2 6315 2758
T3 Thermal 3 3275 70
Table 4.3 Energy storage Scenario name Kyushu (MW) Hokkaido (MW)
With PHS 20,350 20,800
Without PHS 0 0
100% 100%
1 |[IRES generation Kvyushu - 1 | IRES generation o .
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Fig. 4.11 RES output integrated into the Kyushu and Hokkaido grids

The installed capacity of thermal power scenarios in 2020, 2030, and 2040 is
abbreviated as T1, T2, and T3. Under this circumstance, the scenarios are designed
by combining thermal power and the existence of PHS facilities (with PHS) or using
thermal power alone (without PHS (without PHS)) (as shown in Tables 4.2 and 4.3,
respectively). Scenario design of electricity supply—energy storage is shown as
follows:

On the one hand, the penetration of RES into the grid in different scenarios is
shown in Fig. 4.11. It supports the conclusion that PHS can increase the penetration
rate of RES into the grid. However, as the share of RES increases, the actual RES in
the grid tends to be saturated. PHS plays a significant role when the RES penetration
share is greater than 30% in Kyushu and 25% in Hokkaido. In the scenario of
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Fig. 4.12 The surplus electricity of VRE production in Kyushu

Hokkaido power system without PHS facilities, as the RES continues, the RES into
grid decreases. It results from the constraints of the operating strategy. 30% of the
total power generation must come from the basic power generation unit, which
includes nuclear power, thermal power, and turbines. Nuclear power in the Kyushu
region accounts for 25% of the total power generation, which can stably provide the
supply of basic load. The only unit that can provide basic load in the Hokkaido area
is thermal power generation. Once the RES penetration rate exceeds 50%, the total
power generation will increase sharply, and the required base load unit will increase
accordingly, thereby increasing thermal power generation to compensate for the
basic electricity demand and reducing RES in the grid.

Figure 4.12 shows the monthly CEEP of VRE production. The data resource is
10,490 installed capacity of thermal power plants. The situation of excess power
mainly occurred in the transitional season at April and November.

On the other hand, to reflect the influence of the share of RES and the existence of
PHS facilities, taking scenario 1 in the Hokkaido region as an example, the chro-
maticity diagram of thermal power generation is shown in Fig. 4.13, when the RES
share is 0%, 50%, and 100%, respectively. Horizontally comparing the impact of
PHS on the operation of thermal power generation, when the penetration of RES is
0%, thermal power generation does not show obvious difference due to the addition
of PHS units. When the penetration of RES is 50% and 100%, the usage rate of
thermal power generation is reduced by PHS, especially during the daytime. These
conditions result from the operation strategy of PHS, which is mainly used to
increase the penetration rate of RES and reduce the operation of thermal power
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Fig. 4.13 Operation of thermal power plants in monthly intervals in the Hokkaido power grid

generation. In case RES excess occurs, the pump operates to reduce power suppres-
sion. At the same time, PHS generates power to mitigate thermal power generation
or to improve power grid stability due to the penstock in PHS equipment. The impact
of initial installed capacity of thermal power on the amount of actual thermal power
generation are analyzed in Fig. 4.13. When PHS equipment is available, the higher
the penetration of RES, the lower the utilization rate of thermal power generation.
When there is no PHS equipment, the utilization rate of thermal power generation
with 50% RES penetration is lower than that without RES. However, in case the
RES penetration is 100%, the amount of thermal power generation is greater than
50% RES production, which is due to the limitation of basic load operating condi-
tions. 30% of the total power generation capacity must come from basic load supply
units, such as thermal power generation, PHS facilities, and thermal power plants.
Once the PHS capacity is utilized to the maximum, the stability of the power grid can
only be provided by increasing thermal power generation. This phenomenon can be
used to evidence that the permeability of RES in Fig. 4.11 increases first and then
decreases with the increase of RES.

Figure 4.14 summarizes the fluctuation of average power generation cost with the
increase of RES share in different scenarios, which is affected by many factors. It
includes the RES curtailment, the power generation proportion of PHS, and the
installation of nuclear power. The analysis can be concluded as follows. Firstly, the
average power generation cost in Kyushu and Hokkaido does not exceed 16 and
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Fig. 4.14 Cost of power generation in Kyushu and Hokkaido region

26 yen/kWh, respectively. Nuclear power in Kyushu can reduce power generation
costs. Thermal power accounts for a larger share in Hokkaido, increasing power
generation costs. Secondly, in Kyushu and Hokkaido, the average power generation
cost with PHS installed is firstly higher and then lower than that of non-energy
storage systems. PHS can significantly reduce the curtailment of RES when its
penetration exceeds 25% while decreasing the use of fossil fuel energy. Therefore,
the power generation cost will be gradually lower than that of non-energy storage
systems.

However, the final power generation cost shows an upward trend regardless of
PHS facilities. The higher the share of RES power generation, the greater the amount
of power suppression. When PHS and grid load demand cannot be absorbed, the
average cost of electricity therefore continues to increase. Thirdly, the cost of power
generation under the same RES share decreases with the initial installation of
thermal power (as shown in Fig. 4.14). At the same time, the intersection of it and
the added energy storage system is also forward. This intersection refers to the
crossing of the average power generation cost curve with or without the energy
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storage equipment for the same thermal power installation capacity. The intersection
of the Kyushu area shown up after RES was 68%, while that of the Hokkaido area
appeared at 35%. This is related to the reduction of the PHS operation rate of nuclear
power in Kyushu. The maximum PHS power generation in Kyushu and Hokkaido is
20% and 37%, respectively.

4.3 Suggestions for Future Renewable Energy Development

Major changes in the energy sector in recent years mean that the need for smart,
flexible energy is increasing. Low-carbon transformation in the power sector is
expected to play a significant role in developing a renewable energy—dominated
public grid. Energy production and energy consumption will become more coordi-
nated. The VRE intermittent output has a great influence on grid supply-demand
balance, especially under a high renewable energy penetration level. Increasing the
renewable energy penetration level brings promising environmental benefit and
energy self-sufficiency security at the district level. However, variable renewable
energy differs from the conventional power supply technologies. Variable renewable
energy shows low peak capacity credit. Due to the grid flexibility constraint and low
correlation between solar generation and load profiles, we can observe that the PV
production can greatly shape the grid residual load and PV integration mainly
decreases the output from medium-based plants. The pumped storage system is
used in the energy management system in order to promote renewable energy
integrations. The existing small- and medium-sized dams in Japan are exploited to
expand the capacity of PHS installed. The result shows that PHS can reduce RES
suppression and thermal power operation while providing a share of grid stability.
The reduction of the initial installation of thermal power improves the penetration of
RES and the operation rate of PHS. The average power generation cost decreases
with the reduction of thermal power installation capacity. Besides that, the power
generation cost with the addition of PHS is first higher and then lower than the
scenario without energy storage equipment. Under the same RES share, the maxi-
mum cost in Kyushu is 16 yen/kWh, and that in Hokkaido is 26 yen/kWh. This is
attributed to the nuclear power in Kyushu, which accounts for 25% of power
generation. The penetration of VRE in the future public grid and its impact on
other power generation units were covered.

Energy supply security contributes to a sustainable future and improves social
welfare by reducing carbon emissions. With the development of sustainable energy,
PV energy and wind energy are expected to become important flexible resources of
the power supply system in the future. At present, the variability and intermittence of
renewable energy are the main obstacles to its large-scale grid connection. The
utilization rate of renewable energy can be maximized through peak shaving and
valley filling of the power storage system. Pumped storage has been used to balance
power supply and demand for nearly a century. However, its development potential
is limited due to the resource constraints of large reservoirs, especially in Japan.
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Therefore, the installation capacity can be increased by using the resources of
decentralized small- and medium-sized pumped storage power stations. In the future,
public utility decision makers can combine a variety of energy storage methods and
regional power supply and demand characteristics to realize the maximum grid
connection of renewable energy.
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Chapter 5 )
Design and Optimization of Distributed Sshex
Energy Systems

Hongbo Ren, Qiong Wu, and Xingzhi Shi

5.1 Concept of Design and Optimization of DER System

Plan and design of DER system is seen as the path toward an economic and
ecological sustainable energy system while taking into account limited technical,
financial, and natural resources.

The DER system analyzed in this chapter consists of interconnected power
generations, storage, and several energy carriers: electricity, gas, biomass,
etc [1]. Furthermore, the different types of end-use services (e.g., electricity, cooling,
heating, and hot water) can be also integrated into the distributed energy system
[2]. Figure 5.1 shows the general image of the formation of alternative DER systems.
With the predefined energy carriers and generation technologies, a set of system
alternatives can be deduced, where each system alternative typically consists of
several physical components with predefined connections to the rest of the energy
system. The same components can be included in several competing system alter-
natives, making the different alternatives mutually exclusive from an economic point
of view.

Assuming the numbers of energy carriers and technologies are p and ¢, respec-
tively, then we will have p x g possible equipment. If no equipment is selected, let

the variable y, = ng o= 1 similarly, if only one equipment is employed for the
system, then y; = Czlrx ;=P *q- The total number of possible systems that can be

constituted is identified by the value of § in
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Fig. 5.1 General image of Source Technology System
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Fig. 5.2 Sample layout of DER system design

rPxq pP*q

i=0 i=0

EL: Electricity load
HL: Heating load
WT: Wind turbine

(5.1

~—

Each element in the set represents a unique combination of technology alternatives.
Figure 5.2 shows the principle layout of some sample designs, including various
technology components. It is obvious that selecting a suitable system from the numer-
ous alternatives will be an enormous work. Even with the help of computer, it will result
in long computational time if many technology alternatives have been considered.
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Operation planning is another vital task for the introduction of DER sys-
tem [3]. Generally, it is to find the optimal operation of a given system that
minimizes the costs of satisfying a predefined energy demand within the studied
location. The system boundaries are implicitly defined by import and export of
energy to the modeled system. The planning horizon is usually 1 year, and the
typical time step is 1 h. Figure 5.3 illustrates the general image of operation planning.
As to a real site, both electricity and thermal demands fluctuate seasonally and
hourly, so it is necessary to take account of the system’s annual operational strategies
according to the variations of load demands. In addition, the operation of DER
system is subjected not only to the variation of load demands but also to the fuel
prices and energy policies as well.

As discussed above, in order to realize high economical and energy-saving
potentials of the DER system, it is necessary to determine its structure rationally
by selecting some kinds of equipment from many alternative ones so that they match
energy requirements for an objective user. Furthermore, it is also important to
determine rationally the number and capacities of each kind of equipment selected
and the system’s annual operating strategies corresponding to hourly variations in
energy demands.

Facing the abovementioned problems, a systematic optimization procedure is
needed. The role of optimization is to reveal the best (under certain criteria and
constraints) design and the best operational point of the DER system automatically,
with no need for the designer to study and evaluate one by one the multitude of
possible variations [4]. It is a time-dependent optimization and without
pre-specification, so the degree of freedom is very large and the problem is very
complex. In order to solve such a complex work in an effective manner, a large
amount of information is required, and energy modeling has been and still is the
most basic approach in aiding the plan of evaluation of DER system.

According to the concept described above, in the plan and design of a DER
system, there is a hierarchical relationship among determination of the system
structure, the numbers and capacities of equipment, and the system’s operating
strategies [5]. Namely, a certain system structure is created by selecting some
kinds of equipment from their candidates; under this system structure, the number
and capacities are specified for each kind of equipment from their alternatives; and
under these specifications, the system’s operating strategies are determined so as to
satisfy energy requirements.
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Fig. 5.4 Structure of the levels of DER system optimization

Corresponding to the hierarchical process of plan and design of a DER system,

the optimization model of the DER system can also be considered at three levels, as
shown in Fig. 5.4.

1.

Synthesis optimization. It decides the components that appear in a system and
their connections. After the synthesis of a system has been successfully com-
posed, the flow diagram of the system can be drawn. It is a macroanalysis, which
sometimes takes into the technological, socioeconomic, and even natural condi-
tions of the specific area.

. Design optimization. It is used to imply the technical characteristics of the

components and the properties of the substances entering and exiting each
component at the nominal load of the system.

. Operation optimization. For a given system (i.e., one in which the synthesis and

design are known) under specified conditions, the optimal operating schedule is
requested, as it is defined by the operating properties of components and various
economic and environmental conditions.

However, the optimization of DER system is usually a complete optimization;

each level cannot be considered in complete isolation from the others. This is
because the operational strategy will sometimes affect the selection of specific
equipment. For example, sometimes we prefer to select two 50 kW generators
instead of one 100 kW generator because of the relative low efficiency at part
loads. So, it is necessary to integrate the synthesis of the system, the design
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characteristics of the components, and the operating strategy so as to lead to an
overall optimum. It can be stated mathematically as follows:

Min f(u,v,w) (5.2)

Uy Vy W

where u, v, w are independent variables for synthesis, design, and operation optimi-
zations, respectively.

For a given synthesis of the system, i.e., for given u, the problem becomes one of
design and operation optimization:

Min  f,(v.w) (5.3)

Furthermore, if the system is completely specified (both u# and v are given), then
an operation optimization problem is formulated:

Min  fop(w) (5.4)

5.2 Single-Objective Optimization Model
5.2.1 Description of the Model

Economy is the core goal considered in the design of a DER system. From the vast
set of different optimization methods, the DER optimization is formulated here as a
MILP (mixed-integer linear programming) model. It should on one side be kept as
simple as possible, to facilitate the work of the optimization algorithm and to shorten
the total computing time. On the other side, it has to guarantee a certain level of
accuracy. Figure 5.5 is a flowchart illustrating the structure of the model.

It has been developed to find the optimal combination of distributed generation
units and corresponding operation strategies, with an objective of minimizing annual
total cost including investment cost and running cost. Decision variables are com-
posed of design and operational ones. Since the units can be only with discrete
numbers, integer variables are necessary. The input date for the model can be divided
into the following categories: customer information (load profiles, climate condi-
tions, natural resources, etc.), technical information (power and thermal efficiencies,
etc.), as well as financial and policy information (capital costs, energy tariffs, taxes,
etc.). Whiling considering the balance between the supply and demand of energy
resources, by analyzing the equipment availability, supply share, and costs, the
operation characteristics of the complex system are examined. The calculation is
executed for every hour in a whole year (8760 h). The results obtained from this
process are the optimal combination of on-site generation and heat recovery,
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Fig. 5.5 Flowchart of the design and optimization model

Output

capacity of each technology to be installed, an elementary operating schedule of how
the equipment should be used, and summary results for each scenario, such as total
electricity bill, electricity generation and purchase in each hour, etc. Furthermore,
according to the determined system combination and operation, the economic,
energetic, and environmental effects can be also deduced.
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While constructing the model, in order to make it more rational, some important

assumptions have been considered [6].

1.

Customer decisions are taken based only on direct economic criteria. Other
effects of DER adoption can be converted and assessed in an economic manner.
For example, by introducing the carbon tax, the environmental benefits can be
integrated into the economic comparison.

. All data are known with complete certainty, i.e., energy loads and fuel prices for

the duration of the test year are all given. The candidate technologies are
comparable from a life cycle cost viewpoint.

. When electricity buyback is taken into consideration, the customer is not allowed

to sell and buy at the same time.

. The DER system is grid-connected; when more electricity is consumed than

generated, the DER system will buy from the macro-grid at the default tariff rate.

. There is a fixed relationship between the amount of recoverable heat and elec-

tricity generated by each DER unit based on the manufacturer’s technical
specifications.

. Neither reliability and power quality benefits, nor economies of scale in invest-

ment and running costs for multiple units of the same technology are taken into
account.

In addition, in order to make the model easy to be used and spread, the following

issues have been paid enough attention to while developing the model:

1.

The procedure is flexible and generic, allowing different scale areas in any
location and climate, with different demand needs and supply possibilities to be
analyzed.

. Various types of energy demands including electricity, cooling, heating, and hot

water are able to be considered.

. The temporal matching of supply and demand is reached in order to analyze

variations throughout the day and between seasons.

. Intermittent suppliers, alternative fueled technologies for CHP generation, energy

storage technologies, as well as other uses for excess electricity are available for
consideration.

. It is possible to analyze and compare a number of potential combinations quickly

and easily.

The model has three possible applications: first, it can be used to guide choices of

equipment for specific sites or provide general solutions for example sites and
propose good choices for sites with similar circumstances; second, it can additionally
provide the basis for the operations of installed on-site generation; and third, it can be
used to assess the market potential of technologies by anticipating which kinds of
customer might find various technologies attractive.
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5.2.2 Decision Variables

Decision variables are composed of integer and continuous ones. The integer vari-
ables express the number of equipment, the on-off status of the operation, as well as
the existence of energy storage devices. The continuous variables express the input
and output energy flows of the system components.

5.2.3 Objective Function

The objective function of the model is to minimize the overall cost of supplying
energy service to a specific customer by using distributed generation to meet part or
all of its electricity and thermal requirements, as shown in Eq. 5.5. It is evaluated as
the sum of energy (both electricity and fuel) costs, annual capital, operational and
maintenance (O&M) costs, as well as carbon tax cost and cost associated with start
and stop of equipment, subtracting the revenue from selling excess electricity.

Min{Crot= Cinv + Cilec + Cruel + Com + Cctax + Css — Csal } (5.5)
Annual capital cost is described in Eq. 5.6. It is calculated by spreading the initial

cost across the lifetime of the equipment while accounting for the time value of
money (realized through a specific interest rate).

Cry = ZNlnv(i) - [FCostf (i) + FMaxp(i) - (FCostv(i) — FSubs(i)))

IRate

(5.6)
(—
(1+1Rate)FLTnn(z)
The outside electricity purchase cost is described in Eq. 5.7. It is composed of the
demand charge and total energy cost. The demand charge is calculated with charge
rate multiplied by the peak electricity demand in every month. The energy cost is

calculated with cumulative amount of electricity purchase multiplied by the utility
electricity rate.

Crlec = ZEDchar - max (ZPElec(m, d,h, u)) +
ZZZZPElec(m, d,h,u) - Eprice(m,d, h)
m 4 h U

(5.7)
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The fuel cost is composed of monthly base service fee, flux charge, and volu-
metric cost, as shown in Eq. 5.8. The flux charge is calculated with charge rate
multiplied by the peak fuel demand in every month. The volumetric cost consists of
two separate parts, DER use and non-DER use. It is calculated with cumulative fuel
consumption for each period of DER equipment and direct fuel use multiplied by the
tariff rate.

ZZFBase(f, m)
f m

> PFuel(f,m,d, h,u)+

Eff (i)

i

+ZZ max (ZEGen(i, m,d, h,u) + ESal(i,m,d, h) + IEne(i,j, m, d, h))
7o S

Cruel = -FDchar(f,m)

> S S S PFuel(f,m,d, h,u)+

m 4 h ou

+ § (ZZZZEGen(i, m,d, h,u) + ESal(i,m,d, h) + IEne(i,j,m,d, h)
7 Z m 4d h u )

Eff (i.f)

-Fprice(f)j € {elec}
(5.8)

The O&M cost is composed of fixed and variable costs, as illustrated in Eq. 5.9.
The fixed O&M cost is calculated with the installed DER equipment capacity
multiplied by a unit cost coefficient. The variable O&M cost is calculated with
cumulative power generation for each period of DER equipment multiplied by a unit
cost coefficient.

BB (ZEGen(i, m.d, h,u) + ESal(i,m,d, h)
i m d h u

(5.9)
+ IEne(i,j,m, d, h)) - OMv(i) + ZNInv(i) - FMaxp(i) - OMF (i)

Com =

The carbon tax cost is indicated in Eq. 5.10. It is described as the cost for carbon
emissions from utility electricity, on-site power generation, as well as direct fuel
consumption.
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SN S PFuel(f,m,d, h,u)+
m 4 K u

Z >3 (ZEGen(i, m,d, h,u) + ESal(i,m,d, h) + IEne(i,j, m,d, h))
CCtax = f Z m 4 h u

-CTax - FCInt(f) + ZZZZPEleC(m, d,h,u) - CTax - ECInt  j € {elec}
m 4 h u

(5.10)

Additional cost is assumed to be associated with the start and stop of the
equipment, as is illustrated in Eq. 5.11.

Css=Y > > > (FStart(i,m,d,h) — FStop(i,m,d,h)) - @ (5.11)

An income will be received when electricity buyback is available by the utility
grid, as shown in Eq. 5.12.

Csu=» > > > ESal(i,m,dh)- Sprice(m,d,h) (5.12)

5.2.4 Main Constraints

The main constraints in this model are energy balance and supply-demand relation-
ships, as well as the performance characteristics of the system components.

5.2.4.1 Energy Balance and Supply-Demand Relationships

A key constraint is that energy demand in each time period must be met in one of
three ways: purchase of energy from utilities, operation of a technology or set of
technologies selected by the model, or a combination of these options. It is formu-
lated with the energy flow rate, as is described in Eq. 5.13.
Cload(m,d,h,u):ZEGen(i,m,d,h,u) + PElec(m,d,h,u)

+ p(f.u)- PFuel(f.m.d.h.u)+> (y(i.u)-RHeat(i,m.d.h.u))
f i

+) "8(j.u) OEne(j.m.d.h.u) Vm.d.h.u
J

(5.13)
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Furthermore, according to the agreement with the electric utilities, constraint is
set to prohibit the customer from buying and selling energy at the same time, as
shown in Eq. 5.14. Also, the electricity purchase has to be not lower than a specific
share of the total requirements, as illustrated in Eq. 5.15.

ESal(i,m,d,h)=0 if > > EGen(i,m,d,h,u) < _Cload(m,d,h,u)
u i u

Vi,m,d,h if u € {electricity}
(5.14)

ZZZZPEleC(m, d,h,u)>0
m. d h

u

PElec(m,d, h,u) + > EGen(i,m,d, h,u)+

' ZZZZ 6(j,u) - OEne(j,m,d, h,u) (5.15)
m d h u

j € {elec}

5.2.4.2 Performance Characteristics of System Components

As the second group constraint equations, the performance characteristics of the
system components are formulated as a relationship between the input and output
energy flow.

1. General DER generation unit

A main performance constraint is that any installed DER technologies must be
operated between the minimum and maximum operating capacity of the units, as
illustrated in Eq. 5.16. Equation 5.17 indicates the number of equipment under
operation at each time interval.

Operate(i,m,d, h) - FMinp(i) < ZEGen(i, m,d, h,u) + ESal(i,m,d, h)
+ IEne(i,j,m,d, h) < Operate(i,m,d, h) - FMaxp(i)Vj € {elec}, i,m,d, h
(5.16)
Operate(i,m,d, h) € {0,1,2, -+, NInv(i) } (5.17)

2. PV generation unit

PV is assumed to produce electricity in proportion to the capacity of the installed
system and the amount of solar irradiation, as illustrated in Eqs. 5.18 and 5.19.
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ZEGen(i, m,d,h,u) + ESal(i,m,d, h) + IEne(i,j,m,d, h) < NInv(i)

- PVp(i,m,d,h) Vi

€ {PV},j € {elec},m,d, h (5.18)
PVp(i,m,d,h) = min {FMaxp(i),R(m,d,h) - Eff (i)} Vi€ {PV},m,d,h (5.19)

3. Wind turbine unit

The electricity produced by wind turbine is determined by local wind speed and
equipment characteristics, as shown in the following equations.

ZEGen(i, m,d, h,u) + ESal(i,m,d, h) + IEne(i,j,m,d, h) < NInv(i)

-Wp(i,m,d,h) Vi
€ {wind},j € {elec},m,d, h (5.20)

k k
V&(m,d, h) — VC(i)

Wp(i,m,d, h) = FMaxp(i) - T T Vi
VR(i) - VC(i)
€ {wind}, Ve < V(m,d,h) < Vr@) (5.21)
Wp(i,m,d, h) = FMaxp(i) Vi € {wind}, Vg <V(m,d,h) <V (5.22)

Wp(i,m,d,h) =0 Vi {wind},V(m,d,h) <Vci UV(m,d,h)> Vi (5.23)

4. Heat recovery unit

Constraint is also set to how much heat can be recovered for both immediate
usage and diversion to storage from each type of DER technology, as described in
Eq. 5.24.

ZMRHeat(i, m,d,h,u) + IEne(i,j,m,d,h) < a(i) - ZMEGen(i, m,d, h,u)
Vi,j € {heat},m,d, h
(5.24)

5. Energy storage unit

Additional constraints are needed to ensure the operation of energy storage units
(both electricity and heat). Equation 5.25 shows the energy inventory balance
constraint. It states that the total amount of energy stored at the beginning of each
time interval is equal to the non-dissipated energy stored at the beginning of the
previous time interval plus net energy flow (energy stored into the storage unit minus
stored energy which is released to meet end-use loads).
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SEne(j,m,d,h + 1) =¢(j) - SEne(j,m,d, h) + ZiIEne(i,j, m,d, h)

(5.25)

— ZMOEne(i, m,d, h,u) Vj,m,d,h

Equation 5.26 prevents the quantity of energy stored from exceeding the maxi-
mum storage capacity, while below the minimum level.

ESMin < SEne(m,d,h) <ESMax Ym,d,h (5.26)

6. Start and stop of equipment

The operational experience shows that frequent start and stop will speed up the
corruption of equipment. In this chapter, the cost coefficient is associated to the start
and stop of equipment. By using the following equations, the start and stop times are
expected to be minimized.

D(i,m,d,h+ 1) — D(i,m,d, h) = FStart(i,m,d, h) — FStop(i,m,d,h) Vi,m,d,h
(5.27)

> EGen(i,m,d, h,u) + IEne(i,j,m,d, h) + ESal(i,m,d, h)

(5.28)
—M -D(i,m,d,h) <0 Vi,j={elec},m,d,h

5.2.5 Solution Method

Generally, there are two options for implementing the above solution techniques: to
transform the model into an algorithm and code it in a high-level language and to use
the professional optimization software. Both options have their own advantages and
disadvantages: the former may be more efficient in terms of the speed of solution but
lends itself to relatively less user-friendliness and less flexibility in modifying input
data and interacting with other software. In this chapter, the MILP model is
programmed as one coherent system of equations using the mathematical modeling
language LINGO. Modeling the overall system performance with a series of equa-
tions has advantages in conjunction with recycled streams because there is no need
to determine a calculation order. Moreover, additional system components can be
easily integrated into the model by connecting them with the upstream and down-
stream components. In this way, the optimization model will be flexible in modify-
ing input data to perform sensitivity analysis and easy to interact with most window-
driven software for a continuous flow of data input, processing, display, and
analyses.



102 H. Ren et al.
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Solving the relaxed LP problem with simplex algorithm

l No

Is integral constraints satisfied?
Employing
Yes B&B algorithm

Storage of feasible solutions

Change parameter values

Determination of optimal system planning

END
Fig. 5.6 Flowchart of the solution process for the optimization model

Due to the great differences in the order of magnitude of the variables, the entire
model has to be scaled to ensure an equal treatment by the solver regarding the
compliance of all equations. In addition, to facilitate the work of the solver and to
improve the quality of the results, upper and lower bounds for all variables are
needed. The optimization is controlled by the MILP solver B&B which accesses the
LINGO model, performs the optimization, and stores the best solutions and arun in a
data file for a subsequent analysis. Figure 5.6 shows the flowchart of the solution
process, which can be concluded as following steps: firstly, the necessary input data
is delivered to the model; secondly, the model is activated to construct the objective
function and constraints with data realization; thirdly, the simplex algorithm is
employed to solve the relaxed LP problem; fourthly, if the achieved results can
satisfy the integer constraints, it is put into the storage as a feasible solution;
otherwise, the B&B algorithm will be employed; then, the above steps are recycled
until the end of the simulation; finally, the results of optimal system planning are
deduced.
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5.3 Multi-objective Optimization Model

5.3.1 Multi-objective Optimization Problem

The process of decision-making determines the choice of a possible course of action
among a wide variety of available alternatives. The difficult point in decision-
making is the multiplicity of the criteria set for judging the alternatives. The
decision-maker needs to attain more than one objective in achieving the final goal
set while satisfying constraints dictated by the economics, resources, and
environment.

As a complex decision-making problem, energy system planning inherently
involves multiple, conflicting, and incommensurate objectives. Therefore, mathe-
matical models become more realistic if distinct evaluation aspects, such as cost and
environmental concerns, are explicitly considered by giving them an explicit role as
objective functions rather than aggregating them in a single economic indicator
objective function. Multi-objective models can provide decision support to
decision-makers by rationalizing the comparison among different alternative solu-
tions, thus enabling the decision-maker to grasp the inherent conflicts and trade-offs
among the distinct objectives for selecting a satisfactory compromise solution from
the set of non-dominated solutions. In multi-objective models, the concept of
optimal solution in single-objective problems (unique, in general) gives place to
the concept of non-dominated solutions (feasible solutions for which no improve-
ment in any objective function is possible without sacrificing at least one of the other
objective functions). Figure 5.7 illustrates the general flowchart of a multi-objective
model for energy system planning.

Fig. 5.7 Flowchart of
multi-objective optimization

Input Data

Customer information Technical information Market information

Economic Environmental Energetic
objective « o « oObjective « | « objective
Min=Cost Min=Emissions Min=Consumption

Trade-off
Analysis

’ Non-dominate Solutions (Pareto Set) ‘

l

’ Final Solution ‘
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5.3.2 Mathematical Formulation of the Problem

In this section, a multi-objective mixed-integer linear programming (MOMILP)
methodology is applied to determine the supply share for some chosen technologies
for a district where various distributed energy resources can be found and could be
exploited to satisfy part of the energy needs. These resources are examined from all
aspects using specific mathematical model. Considering the existing constraints, a
series of solutions is derived providing decision-makers the flexibility to choose the
appropriate solution with respect to the given situation.

In this section, the MOMILP model considers three objective functions, which
quantify the annual energy cost, the environmental impact, and the primary energy
consumption, all to be minimized. The environmental impact objective functions
attempt to capture the increasing awareness of environmental externalities resulting
from energy generation.

By keeping the objectives separate, trade-offs among different objectives are
clearly illustrated, and more informed design decisions can be made. In this case,
it allows to find and to rank the best integrated generation technology solutions from
the superstructure, which are cost-effective, less polluting, and energy conservative.
The solutions returned by the algorithm are an approximation to the optimal—such a
solution cannot be made less polluting without being more costly and energy saving,
vice versa.

1. Economic objective (energy cost minimization)

As illustrated in Eq. 5.29, total energy cost is shown in the following:

Min fc = Cglec + Cgas + Cinv + Com + Cctax + Css — Csal (5.29)

2. Environmental objective (carbon emissions minimization)

The environmental impact associates with the total CO, emissions from utility
electricity, fuel consumption for on-site power generation, and thermal use.

Min f§ = CEgiec + CEgas (5.30)

3. Energetic objective (primary energy consumption minimization)

The primary energy consumption composed of energy consumption for pur-
chased electricity, natural gas, and other fuels.

Min fP = ECElec + ECGas (531)

The constraints including balance of demand and supply and the availability of
generating units are illustrated in the above section.
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5.3.3 Solution Method

There are a lot of methods for solving multi-objective optimization problems, such
as compromise programming, global criterion method, goal programming, and so
on. In this chapter, the developed MOMILP model is programmed in the LINGO
software, and the compromise programming method has been employed to solve it.

To apply compromise programming, the decision model is modified so as to
include only one objective. The aim in this method is to minimize the distance of the
criterion values from their optimum values. Considering this, the decision problem is
formulated as follows:

Min z=¢ (5.32)

Besides the constraints illustrated above, the following constraints should be
taken into consideration.

¢ 2 (fC_mein) : (WC/mein) (533)
¢ 2 (fE_fEmin) ! (WE/fEmin) (534>
we + wg =1 (5.35)

where ¢ corresponds to the Chebyshev distance, fomin and fgmin are the optimum
values of the two objectives when optimized independently, and wc and wg are
corresponding weight coefficients reflecting the relative importance of the two
criteria. The use of weight coefficients allows the planners to express their prefer-
ences regarding the criteria and must satisfy the constraint as shown in Eq. 5.35.

5.4 Structural Optimization Including Network Layout

5.4.1 Description of the Structural Optimization Problem

As illustrated above, a DER system is a system comprising a set of energy suppliers
and consumers, district heating pipelines, heat storage facilities, and so on. The
distributed energy production plants are built on locations defined in the regional
plan. For the energy production technology, several options are available.
Compared with the electricity transmission, the transport and storage of heat are
much more complicated and cost-intensive. The costs comprise the pipeline invest-
ment costs and the circulation water pumping costs, the costs for heat losses along
the pipelines, as well as the exchanger equipment costs. Therefore, after the suitable
technologies are recognized, the structure of the DER system is of vital importance.
In this section, the above plan and evaluation model is extended to include the design
of district heating network. In the model, production and consumption of electric
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power and heat, power transmissions, transport of fuels to the production plants,
transport of water in the district heating pipelines, and storage of heat are taken into
account. The problem is formulated as a MILP problem where the objective is to
minimize the overall cost of DER system, i.e., the sum of the running costs for the
included operations and the annualized investment costs of the included equipment.
The solution gives the DER structure, i.e., which production units, heat transport
lines, and storages should be built as well as their locations, together with design
parameters for plants and pipelines. Figure 5.8 shows the flowchart of the structure
optimization model.

A geographical region comprising a set of energy suppliers that can supply heat
and/or electric power and a set of energy consumers with given heat and power
demands is considered. The region is shown schematically in Fig. 5.9. It is consid-
ered as self-content in respect of the total heating demand, while for the electric
power, the demand can be satisfied with power produced within the region and/or
with power purchased from the utility grid. It is purchased with given tariffs that may
vary, for example, between day- and nighttime and between different seasons.

Heat is delivered to the consumers via a district heating network, which is defined
in the model as a superstructure covering the connection options from suppliers to
consumers. The line distances between suppliers and consumers are calculated prior
to the optimization.

A supplier can be situated inside the region in a number of predetermined
locations. There can be many types of heat or power production units or combina-
tions of these. CHP is one option, boiler plant that produces district heat is another
option, and wind power, PV, etc. are other options. Sites can have any number of any
given types of production units, or a site can be given restrictions, for example, a
coast site may have been reserved only for a wind power plant.
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P4
—— §sT4 / ® 4 C: Customer
M E S P: Power plant
ST: Storage tank

Fig. 5.9 Schematic view of a DER system with district heating network routes

Consumers can produce their own heat in competition to the district heat. If a heat
pump is installed at a consumer site, there will be additional electricity consumption
at that site. A consumer can also produce his own electricity by PV panels or the like,
but the investment costs are for the time being still high compared with the main grid
power or power from CHP plants.

5.4.2 Mathematical Formulation of the Problem

The objective function is to minimize the total cost for the regional energy system, as
illustrated in Eq. 5.5. However, here, the pipeline investment cost should be
included, which is defined as sum of the investment costs of different pipelines, as
shown in Eq. 5.36.

Cinvp = (ZZpr,q “Cplpg t ZZPfW “Cplpr + Zzpfnq O lf-‘l) -Yp
p q p r r q
(5.36)

Besides the constraints illustrated in Sect. 5.2.4, the existence of various pipelines
should be defined.
The existence of pipelines between supplier and consumers is defined as



108 H. Ren et al.

ZZZHM»’”"M —M-Pf,,<0 Yp.q (5.37)
modh
The existence of pipelines between supplier and storages is defined as

ZZZHp,r,m,d,h -M- Pf,‘yk <0 Vp, r (538)
m d h

The existence of pipelines between storages and consumers is defined as

S Hegman—M-Pf,,<0  Vrgq (5.39)
m 4 h

5.5 Numerical Study of an Eco-campus

A numerical study of the model usage is presented below. It is an eco-campus in
Kitakyushu, Japan [7-10]. In order to provide a comfortable living and working
conditions with little environmental load, some DER technologies, such as gas
engine, fuel cell, PV, etc., are considered for adoption. In the following, the results
of single-objective optimization, multi-objective optimization, and structural opti-
mization are presented and discussed [11-14].

5.5.1 Single-Objective Optimization Results
5.5.1.1 Setting of Scenarios

Here, only the economic objective function is considered. In order to investigate
various aspects that affect the optimal adoption of DER system from the technical
point of view, the following four scenarios have been assumed for analysis.

Scenario 1: Conventional system. It is the base scenario which indicates the con-
ventional energy supply system. The electricity load is satisfied by utility grid and
thermal load by gas boiler. No DER technology is considered.

Scenario 2: DER system without CHP technologies. All distributed generators
except CHP technologies are accounted for. The electricity load can be served
through either utility electricity or DER operation or a combination of both.
However, the thermal load can only be supplied by the gas boiler as the conven-
tional system. This option is considered to be suitable for locations without
enough heat demands.
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Table 5.1 Optimal system combinations

Scenarios Installed capacity (kW) System combination
Scenario 1 0 -

Scenario 2 3000 GE (3000)

Scenario 3 2683 H-GE (300), H-GE (2383)
Scenario 4 2683 H-GE (300), H-GE (2383)

Scenario 3: DER system with all distributed generators. Besides the technologies
assumed in Scenario 2, the CHP technologies are also paid enough attention
to. Under this consideration, the thermal load can be satisfied by the recovered
heat from CHP plants, and the deficiency is supplemented by the gas boiler. It is
expected to be a good alternative for sites (e.g., hospital, hotel, etc.) with enough
thermal loads accompanying the electricity requirements.

Scenario 4: DER system with both distributed generators and storage technologies. It
is an integrated consideration, in which both energy generation and storage
technologies (thermal storage only) are considered. Under this consideration,
by including the thermal storage tank, it is able to keep an inventory of heat for
use in subsequent periods, and sites are able to lower costs even further by relying
on storage. It may be a good consideration for sites with much thermal loads,
which are not accompanied by the electricity demands.

5.5.1.2 Optimal System Combination

Table 5.1 shows the optimal system combination for various scenarios illustrated
above. Generally, it can be found that the total installed DER equipment capacity is
below the peak electricity demand (about 4000 kW) for the three scenarios consid-
ering DER technologies. It means that grid connecting may be always necessary
from the economic viewpoint, although energy can be generated on-site.

According to Table 5.1, for Scenario 1, no DER technology is considered, and all
energy requirements (both electricity and heat) are served through direct electricity
and gas purchases. In the DER without heat recovery scenario (Scenario 2), a
3000 kW gas engine is selected. For Scenario 3, heat recovery is taken into
consideration. The total installed capacity is reduced, with a value of 2683 kW.
Two equipment are selected, a 300 kW gas engine and a 2383 kW gas engine. Both
equipment can be used with heat recovery for heating but not for absorption cooling.
Furthermore, as to Scenario 4 which considers not only heat recovery but also energy
(heat only for this chapter) storage, the selected equipment are the same as Scenario
3. It means that the inclusion of heat storage has marginal effect on the introduction
of DER technologies in this illustrative example. This is partly because of the
relatively small heat to power ratio of the examined site.

In addition, in can be found that no fuel cell or PV is adopted. It is mainly because
of their high capital cost. Therefore, from the economic view point, gas engine is the
most popular DER technology currently. However, as more and more attention is
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paid to the global environment, and due the rapid technology development, it is
believed that renewable energy technologies will become dominant in the near
future.

5.5.1.3 Optimal Operation Strategies

Optimal operation schedule is one of the most important outputs of the plan and
evaluation model. It is very important to decision-makers for the design of a DER
system.

Taking the summer as an example, Fig. 5.10 illustrates the electricity balance for
various scenarios. The cooling load is here considered as an electricity load and is
complemented by electric chillers.

According to the figure, for Scenario 2, most electricity is supplied by DER
equipment. In addition, it can be found that the gas engine operates only during the
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Fig. 5.10 Electricity balance for various scenarios in the summer



5 Design and Optimization of Distributed Energy Systems 111

Annualized capital (5 Electricity purchase
2] Gas for DER [] Gas for non-DER

Annual cost (million $)

........

Scenario 1 Scenario 2 Scenario 3 Scenario 4

Fig. 5.11 Annual energy cost for various scenarios

daytime when tariff rate is relatively high. In the night, the customer prefers to
purchase from the grid rather than generate on-site. Scenario 3 and Scenario 4 have
similar running schedules. Both DER equipment operate during the daytime, and the
2383 kW gas engine has a longer operating time than the 300 kW gas engine.

5.5.1.4 Economic Analysis

Figure 5.11 illustrates the economic related results for various scenarios. The
conventional system (Scenario 1) has a total cost of 3.9 million dollars. The
introduction of DER equipment results in reduced electricity purchase and increased
gas purchase. The overall cost is decreased through on-site generation. Compared
with the conventional system (Scenario 1), the total costs of Scenario 2, Scenario
3, and Scenario 4 are reduced by 9.6%, 13.4%, and 13.4%, respectively.

Furthermore, it can be found that the adoption of CHP technology results in
increased investment cost, although the total installed capacity is decreased (see
Table 5.2). This is because of the high capital cost of the CHP technologies
compared to the ones without heat recovery. However, it can be found that the
total cost is reduced by about 0.2 million dollars. This is because the inclusion of
heat recovery extends the operation of DER technologies, which leads to reduced
grid electricity purchase and gas consumption for non-DER use. In addition,
according to the figure, the consideration of heat storage (Scenario 4) does not
lead to obvious economic merits. This is because of the similar system combination
and operation schedule as illustrated above.
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Table 5.2 Coordinates of consumers, suppliers, and heat storage sites

Item x-Coord (x10% m) y-Coord (x10% m)
DH 1.2 7.6
APT 7.4 8
Office 2 2
Hospital 5 6
Education facility 5.1 1
Commercial building 0.3 4.5
S1 4.8 7.2
S2 2.9 39
S3 7 2
ST1 4.8 7.2
ST2 4 1.9
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Fig. 5.12 Energetic and environmental characteristics

5.5.1.5 Environmental and Energetic Analysis

As shown in Fig. 5.12, carbon emissions and primary energy consumption resulting
from various scenarios are analyzed. Compared with the conventional system
(Scenario 1), all scenarios (except Scenario 2) result in reduced carbon emissions
(although marginal) and primary energy consumptions. Annual CO, emissions of
Scenario 2 are increased by 13.6%, and the primary energy consumption is also
increased by about 1.1%. This is because without heat recovery, the efficiency of gas
engine is relatively low, compared to either utility grid or gas boiler. It means that the
introduction of DER system does not definitely lead to better environmental effects if
only economic benefits are taken into consideration. In addition, it can be found that
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the inclusion of heat recovery (Scenario 3 and Scenario 4) results in considerable
reduction amount of primary energy consumption. It is due to the higher total
efficiency of the CHP plants. Therefore, it can be concluded that the installation of
DER equipment using fossil fuels has more energy conservation merits than the
environmental merits. In addition, it should be indicated that while evaluating the
CO, emission reduction, the determination of reference system is of vital impor-
tance, which can change the results more or less.

5.5.1.6 Sensitivity Analysis

Sensitivity analyses on the model runs are performed to understand the influence of
key parameters on the decision to install DER technologies and their resulting cost and
environmental effectiveness. In the following, the sensitivity analyses are executed on
the scale of energy demand, electricity and gas tariffs, as well as the carbon tax rate.
All the technologies including heat recovery and storage are considered.

Energy Demand Scale Sensitivity

Energy demand is one of the uncertainty factors at the demand sites. In the follow-
ing, the energy demands (both electricity and thermal) are assumed to have an
increase until twice of current value, and the corresponding results are analyzed.
According to the results shown in Fig. 5.13, the installed DER capacity does not
show a linear increase to the energy demand scales. For example, as the energy
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Fig. 5.13 Optimal system combination and corresponding economic and environmental effective-
ness for various scales of energy demands
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demand is increased by 20%, the total DER capacity has an increase from 2683 to
5000 kW. However, as the demand is further increased to 140% and even 180% of
current value, no additional DER equipment is adopted. When the energy demand is
twice of current value, besides the 5000 kW gas engine CHP plant, a 1000 kW one is
also included.

Furthermore, from this figure, it can be found that the economic merit is always
larger than the environmental one at various energy demand scales. This is partly
because of the economic objective which has been assumed in this section. Com-
pared with the base scenario, the cost reduction ratio is increased by about 2.2% as
the energy demand is increased by 60%. As the further increase of energy demand,
the cost reduction ratio has slight reduction, which means economies of scale cannot
be actually realized while introducing DER system. As to the environmental merit,
the reduction ratio of CO, emissions illustrates an uncertain trend as the increase of
demand scale. However, the variation range is relatively small, which is between
2.8% and 4.5%.

Electricity Tariff Sensitivity

As discussed above, besides the energy demands, the operation of DER system is
also subjected to the energy prices, which will affect the combination and capacity of
DER system correspondingly. Along with the increased consumption of energy
resources especially fossil fuels, the energy prices (e.g., electricity, gas, etc.) are
expected to have a continued increase in the following years. Under this consider-
ation, in this section, the sensitivity of electricity tariff, which is the most important
factor affecting the total energy cost, is analyzed by increasing the rate until twice of
current value.

As shown in Fig. 5.14, when the tariff rate is increased by 20%, the 300 kW gas
engine CHP plant is replaced, and a 1000 kW one is introduced. However, as the
tariff rate is further increased until twice of current value, the system combination
illustrates no variation. This is because electricity buyback is not accounted for in
this case study. The introduced DER capacity is limited to the peak electricity
demand, which avoids the excess electricity generation.

Furthermore, looking into the figure, it can be found that the economic perfor-
mance of the DER system is greatly affected by the tariff rate. As the tariff rate is as
high as twice of current value, the cost reduction ratio is increased from 13.4% to
40.0%. On the other hand, the CO, emission reduction ratios almost keep the same
level at different tariff rates, with the values around 5.0%. However, the increased
tariff rate prolongs the operation time of DER system, which results in reduced
power purchase and corresponding less CO, emissions. The reduced CO, emissions
may be partly replaced by the increased city gas consumption due to more on-site
generation.
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Fig. 5.14 Optimal system combination and corresponding economic and environmental effective-
ness at various electricity tariff rates

City Gas Price Sensitivity

As one of the most popular fuels for DER technologies, city gas is considered to be a
transition fuel before reaching a clean fuel society. In this section, most of the DER
technologies are assumed to be fueled by city gas, and the economic system
combination is considered to be partly affected by the gas price. According to the
results shown in Fig. 5.15, the increase of gas price leads to reduced total DER
capacity, which is 500 kW as the gas price is twice of current value. The optimal
system combination also illustrates quite difference at different gas prices. For
example, when the gas price is increased by 60%, two gas engine CHP plants
(1000 and 100 kW) are adopted with a total capacity of 1100 kW. In addition, as
the price is further increased to 180% of current value, two 300 kW gas engine CHP
plants are the best combination.

Furthermore, according to the figure, the increase of gas price has a negative
effect on the economics of DER system. As the gas price is twice of current value,
total cost reduction ratio decreases from 13.4% to as low as 0.9%. The environmen-
tal merit is also reduced due to less DER adoption, with a reduced CO, emission
reduction ratio from 4.5% to 2.1%.
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Fig. 5.16 Trade-off relationship between economic and environmental characteristics

5.5.2 Multi-objective Optimization Results

Here, both economic and environmental objectives are considered for the operation
optimization of the DER system. The MOMILP solution for the operational optimi-
zation of the DER system produces a Pareto optimal front, as shown in Fig. 5.16,
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generated by 11 possible non-inferior solution points (or optimal operational strat-
egies) for the competing objectives including energy cost and CO, emissions. The
solution points A to K correspond to the weight coefficient of the economic objective
at the range of O to 1. As observed, a high reduction in the energy cost is gained if the
selection of solutions passes from the right extreme (CO, emissions minimization) to
point B than when it changes from point B to the left extreme (energy cost
minimization). This means that passing from solution A to B provides a small
increment in the CO, emissions but produces a high decrease in the energy cost.

In order to understand the operational strategy that affects the economic and
environmental characteristics, Fig. 5.17 illustrates the optimal operating results at
various trade-off points. In general, due to the increase in economic objective
satisfaction degree (from A to K), the share of electricity requirement from utility
grid has an increase from 41.8% to 59.1%. Correspondingly, the share of thermal
load from recovered heat is decreased from 42.8% to 26.5%. In addition, looking
into the figure, it can be found that as the degree of economic objective satisfaction
increases from O to 0.5 (from A to F), the share of thermal load from recovered heat
has a decrease of 11.8%. However, when the satisfaction degree rises from 0.5 to
1 (from F to K), the recovered heat share is reduced by only 3.2%. This means that as
more attention is paid to the environmental performance (near point A), the opera-
tion becomes more sensitive to the change of satisfaction degree of the objective.

Furthermore, according to the results obtained and presented in Fig. 5.17, the
operating hours of gas engine reduce from 8760 to lower than 5000 as the objective
is changed from emissions minimization to cost minimization. As to the fuel cell,
when the satisfaction degree of economic objective increases from 0 to 0.1 (from A
to B), the running hours have a sharp decrease from 6866 to 5125. However, due to
the further increase in the satisfaction degree, the running hours keep at a steady
level. It means that compared with fuel cell, gas engine is more sensitive to the
change of optimization objectives. This is because on the one hand, as the environ-
mental objective is paid the main attention, gas engine has longer running time than
fuel cell due to its higher total efficiency which is the determining factor of the
environmental performance; on the other hand, as the economic objective is focused,
the running hours of gas engine are reduced below that of fuel cell due to its lower
power efficiency which is recognized as the main factor affecting the economic
performance.

5.5.3 Structure Optimization Results
5.5.3.1 Description of the Case Study

An optimal structural design method aims to determine the structures of energy
supply systems in consideration of the multi-period operation. As illustrated in Sect.
5.4, the optimization problem can be formulated as a MILP problem with binary
variables for selection and on/off status of operation of equipment and continuous
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Fig. 5.17 Optimal operating results at various trade-off points

variables for capacities and load allocation of equipment. In addition, the planning of
the path for the heat piping network is taken into consideration.

An illustrative example of the model usage is presented below. The case is an
eco-campus which has been introduced in Sect. 5.2 in detail. The graphic image of
the district is shown in Fig. 5.18. Three available power and heat production sites are
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determined in the regional plan for six main consumer sites. Heat storage can be built
in two sites.

At each production site, two alternative production units are allowed: a CHP plant
and a boiler plant with only heat production. Any combination of these two is
allowed at a site. A site can also be left unbuilt. Heat losses from the pipelines are
not considered in the example.

Table 5.2 presents the coordinates for the consumer, supplier, and heat storage
sites. Coordinates are defined starting from the southwest corner of the region.

5.5.3.2 Optimal Energy System Structure

Figure 5.19 shows the obtained structure for the energy system. The district heating
lines are shown. Two production plants, S1 and S2, and one heat storage, ST1, are
obtained in the solution. At the site S1, a 440 kW CHP plant and a 964 kW gas boiler
are selected. At the site S2, a 14 kW CHP plant and a 6 kW gas boiler are determined.
Furthermore, a storage tank of 600 kWh is used in the ST1 site. In can be found that
from the economic point of view, the site S1 is selected as the main source for
supplying the heat requirements in the district. The customer C2 (APT) and C6
(hospital) are supplied directly by the source at site S1. The customer C1 (DH), C4
(office), and C5 (education facility) are satisfied by the heat from the storage tank.
The capacity of production plant at site S2 is relatively low. It is used for all the heat
demand of customer C3 (commercial building) and part of the heat load of customer
C1 (DH).
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5.6 Nomenclature

Name Definition

C Cost, $

CLoad Customer load, kW

CTax Carbon tax, $/kg-C

d Day in a month

D Indicator variable for the state of equipment operation
ECInt  Carbon intensity of electricity, kg-C/kWh

EDchar Regulated demand charge of electricity, $/kW

Eff Efficiency of DER technology, %

EGen Power generation, kW

Eprice  Tariff rate for electricity purchase, $/kWh

ESal Buyback electricity, kWh

ESMax Maximum dispatch level of energy storage, kWh
ESMin Minimum dispatch level of energy storage, kWh

f Index of fuel type

FClnt Carbon intensity of fuel, kg-C/kJ

FCostf  Fixed part in capital cost of DER equipment, $
FCostv ~ Variable part in capital cost of DER equipment, $/kW
FDchar Regulated demand charge of fuel, $/kJ

FLTime Lifetime period of equipment, year

FMaxp

Nameplate power rating of equipment, kW
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Name  Definition

FMinp  Minimum load rating of equipment, kW

Fprice  Fuel volumetric charge, $/kJ

FStart  Indicator variable for the start of DER technology
FStop  Indicator variable for the stop of DER technology
FSubs  Subsidies for DER equipment, $/kW

h Hour in a day

i Index of DER technology

IEne Energy stored into the storage unit, kW

IRate Interest rate, %

j Index of storage type, electricity or heat

k Power generation coefficient of wind turbine

m Month in a year

M A very large number

NInv Number of adopted DER equipment

OEne Energy output from storage unit, kKW

OMf Fixed operation and maintenance cost, $/kW
OMyv Variable operation and maintenance cost, $/kWh
Operate Number of units under operation

p Number of energy carriers

PElec Purchased electricity from the grid, kW

PFuel Fuel consumption, kJ

PVp Power generation of PV technology, kW

q Number of total DER technologies

R Irradiation data, KW/m?

RHeat  Recovered heat from DER equipment, kW

S Number of possible systems

SEne Amount of stored energy, kW

Sprice  Electricity selling price, $/kWh

u End uses, including electricity, cooling, heating, and hot water
Vv Wind speed, m/s

Wp Power generation of wind technology, kW
Greek symbols

a Heat recovery efficiency, %

p Heat efficiency from direct fuel consumption, %
4 Utilization efficiency of recovered heat, %

) Utilization efficiency of stored energy, %

€ Storage coefficient, %

0 Minimum percentage of electricity purchase, %
® Unit start and stop cost, $

Subscripts

C Cut-in

Ctax Carbon tax

Elec Grid electricity

121
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Name Definition

F Cutoff

Fuel Fuel consumption

Inv Investment

OM Operation and maintenance
R Rated value

Sal Sales

Ss Start and stop

Total Total cost
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Chapter 6 )
Integrated Plan and Evaluation sy
of Distributed Energy System by Area

Energy Network in Smart Community

Toward Low Carbon Society

Liyang Fan

6.1 Distributed Energy with Area Energy Network

6.1.1 The Trend of Distributed Energy and Area Energy
Network

Distributed energy systems (DES) have been drawing increasing attention as a
substitute for grid in the low carbon society development [1, 2]. Compared with
the traditional centralized energy supply system, the distributed energy generations
are easy for renewable energy use and can avoid the loss in energy delivery as well.
As the integration of distributed energy generation become major concerns, one
problem occurred that the conventional energy supply model, the unidirectional
top-down grid could hardly be multipurpose to it [3]. It can only support the energy
flow from the energy station to static users. A much smarter energy supply system
will be desirable to support multidirectional energy flows that can dynamically
switch between the user and local energy providers. It needs for more observable,
accessible, and controllable network infrastructures. The future energy system,
termed as area energy system with smart city technologies, is the emerging system.
Area energy network refers to the idea of mutually accommodating electricity and
heat among multiple buildings. As Fig. 6.1 displayed, in conventional system,
buildings use electricity and heat individually. However, in an energy system
based on area energy network, electricity and heat are distributed among multiple
buildings to level out usage patterns of electric energy and thermal energy.
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Fig. 6.1 The conventional system and area energy network

6.1.2 General Structure of Area Energy Network

The area energy network within microgrid and distributed generation paradigm
should be recognized as the future power paradigm. The model discussed in this
chapter is not an isolated system but connected with the conventional system. The
system can both import and export surplus electricity at times of low local demand.
Area energy network is a network of energy chains, starting from the primary energy
supply and ending in the end-user sectors. The main parts of area energy network are
primary energy supply sector, energy transformation sector, energy distribution
sector, and end-user sector.

Primary Energy Supply Sector

Primary energy supply sector includes the nonrenewable energy (fossil fuel, etc.),
renewable energy (solar, biomass, etc.), and untapped energy (industrial by-pass,
water energy, etc.).

Energy Transformation Sector

The small-scale distributed technologies will be dominated in the area energy
network model with distributed energy generation. The energy transformation sec-
tors as CHP plant make use of the energy from primary energy supply sector and
transfer them to the energy in the local network, the energy distribution sector in area
energy network.

Energy Distribution Sector

The energy distribution sector is an essential part in the area energy network. It
connected the distributed energy generations to form a network with the electricity
and heat sharing. The optimization of the distribution sector with the intelligent
control can level out the load fluctuation and cut the capital investment, rewarding
both in environmental aspect and economic aspect.
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End-User Sector

The integrated energy system can supply customers with different kinds of end-use
services. In area energy network, the end users usually formed with more than one
building. Load profiles represent the basis for generation and distribution system
sizing and economic dispatch optimization [4]. Design and plan in the end-user
sector is the base for the area energy network.

6.1.3 Classification of Area Energy Network with Heat

Various research about the area energy network is mostly focused on electricity
supply chain, among which the heat supply system can hardly be mentioned. This
chapter focuses more on the area energy network from the aspect of heat, as heat is
also an important aspect for improving the efficiency of area energy network.

From the viewpoint of heat utilization, the area energy network in Japan is
classified into three types, according to the scale: the district heating, centralized
plant, and the interchanging energy system.

1. District Heating (Cooling)

District energy systems (DES), displayed in Fig. 6.2, centralize the production of
heating or cooling for a neighborhood or community. It is a large energy plant,
supplying energy to a board district. The supply regulations are based on the heat
supply business law. The energy is supplied by heat supply companies that are set by
the law, and supply obligation is based on the law, defining the conditions by the
supply rules.

- I- Ih Energy transfer station
| | |

Hospital Office Commercial
Industries Residential

Energy plant

Fig. 6.2 The concept of district heating (cooling) system
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2. Centralized Plant

Centralized plant, displayed in Fig. 6.3, is almost same with district heating and
cooling. It uses centralized heat generation as heat supply system for the customers
in the same site. Compared with district heating, centralized plant is in small scale
and excluded from the heat supply law. This type is usually called regional heat and
cooling, widely used in the residential area, universities, hospitals, and commercial
areas.

3. Interchanging Energy System Between Buildings

Compared with the other two types before, the interchanging energy system
between buildings (displayed in Fig. 6.4) is the area energy network in small
scale, with the energy interchanging between buildings. In this kind of project, the
nearby buildings are connected with pipes and share the heat. The characteristic of
this type is that the buildings in this area network have their own heat generation
system as the base heat supply. In other words, the buildings in this type can also
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Fig. 6.5 The energy saving effect of area energy network

work individually. However, the efficiency of the heat supply system in the existing
buildings can be improved by highly efficient equipment introduction in the new
constructions and the energy interchanging management.

6.1.4 Energy Conservation Effect of Area Energy Network

The area energy network aggregates the energy load in the region. In that case, it can
adopt more efficient energy generation plant and can manage the system more
efficiently to support part load by appropriate equipment division. The optimization
of the system construction and controlling can improve the energy saving effect.

The survey [5] in the year 2008, displayed in Fig. 6.5, suggested that the district
heat supply system can save 9.9% primary energy compared with the individually
heat supply system. Recent systems built after the year 1997 have higher energy
efficiency and can save 14.2% primary energy. Further, the distributed heat energy
system can utilize the untapped heat resource and realize the 20.6% primary energy
conservation.

6.1.5 Planning and Design of Area Energy Network
Procedure for Its Introduction

Procedures for the introduction of area energy network are different according to its
type, district characteristic, and system form. Usually, the procedure is from the
basic concept and the plan of the business, the system design, construction, operation
and maintenance, evaluation, and system renovation.
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Fig. 6.6 Time schedule for area energy network construction

The area energy network is proposed firstly based on the city development, as the
construction or renewal of the urban blocks. Then the developers will analyze the
surrounding heat resource and the situation of the heat supply, deciding the type of
the project. Figure 6.6 displayed the flow and time schedule for area energy network
construction.

The area energy network needs detailed planning during every stage for the
survey on the untapped energy use, energy demand side prediction, and plant system
setting. Further, it needs more information about the characteristic of the district and
the urban plan information to make the project more practicable. Figure 6.7
displayed the considerations in the area energy network planning decisions.

6.2 A Model for Area Energy Network by Offline Heat
Transport System and Distributed Energy Systems

Based on the normal area energy network with hit utilization, the heat supply should
also convey the concept of distributed energy generation (DEG), demand energy
storage (DES), and demand side response (DSR), under the concept of smart city. It
can make use of onsite exhaust heat, such as recovery heat of CHP plant and nearby
factory exhaust heat (FEH) [6]. It should be a dynamic controllable as well, which
can smooth out the heat fluctuation.
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Fig. 6.7 Considerations in the area energy network planning decisions

In this part, we develop an area energy network by offline heat transport system
and distributed energy systems, with the concept of DEG, DES, and DSR.

6.2.1 The Demand-Response Network Model

The demand-response network (DRN) model for smart community is a treelike
hierarchical model that comprises the community energy management system
(CEMS), energy station (ES), and building energy management system (BEMS).
Figure 6.8 demonstrated the hierarchical model. The end users (managed by
BEMS) reside at the bottom of the hierarchy. They will be prioritized and organized
into groups. Every group is managed by one ES. The ES is at the lowest rank unit for
the energy strategy decision that controls the introduction of DEG, DES, and DSR.
The ES collects information of the energy generation and consumption in the group
and sends signals to the CEMS. The CEMS connected with each other and formed
city energy network, which is organized in a topological structure. ES is assumed to
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Fig. 6.9 DRN system energy supply chain (a) Electricity supply chain (b) Heat supply chain

have two modes, the energy surplus mode (SUR) and the energy insufficient mode
(INS). The ES can dynamically switch its mode depending on the energy generation
and consumption in the group. The mode signal will send to CEMS who collects and

distributes the energy.

The proposed DRN system in this research is different from the smart grid that it
not only has electricity supply chain but also has heat supply chain. Figure 6.9a
illustrated the electricity supply chain. The DES in DRN system only acts as a
backup and the buffer unit. The energy produced by DEG is supplied to the end users
from the buffer unit. When the energy generated by DEG is more than the energy
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consumption in the group, the ES will be in SUR mode and become an energy
supplier to other ES. Oppositely, the ES will be in INS mode when the energy
generated by DEG is less than the energy consumption and becomes an energy
consumer. Figure 6.9b illustrates the heat supply chain. Similar with the electricity
supply chain, it has a buffering unit that comprises the PCM tank and the heat
exchanger. Under the INS mode, the CEMS will transport heat to the ES by trucks
with PCM tank. Under the SUR mode, the tank in the buffer unit will collect the
surplus heat and be transported to other ES when it received the order from the
CEMS. The mode signals in the heat supply and that in the electricity supply are self-
governed.

6.2.2 District Energy Using Concept and Operation
Hypothesis

As the DRN system illustrated before, the building in the community will be divided
into groups. Every group is managed by ES, the basic unit to make energy strategies.
Figure 6.10 describes the district energy using concept.

1. Introduction of the renewable energy: all the buildings will be introduced with PV
system. The electricity generated by PV system will be preferentially used by the
building themselves and the remaining electricity will be sent back to the grid.

2. Introduction of the CHP system: the CEMS will characterize buildings by their
demand types. The buildings have both high electricity consumption and heat
consumption (such as commercial buildings and public buildings) which will be
introduced with the CHP system, named as CHP group. The capacity of the CHP
system 1is set as electricity peak load of the group. The buildings without CHP

Fig. 6.10 District energy g*
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Egyiq: Electricity from Grid Qfuctory: Exhausted heat from factory
E ,,: Electricity by PV
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system is considered as non-CHP (NCHP) group. The electricity produced by
CHP plant will satisfy themselves first and then send the remaining electricity to
NCHP system. The CHP group will generate all their own demand beside
PV. Therefore, as the DRN described before, the electricity of these groups is
only in SUR mode. The NCHP group will be in INS mode if PV cannot afford
their electricity consumption.

The CEMS will manage the model signal and control and dispatch the electricity.
It will preferentially use the DEG, thus maximum output of CHP plant. The
electricity produced by PV can sell back to grid, but the electricity produced by
CHP plant cannot. In that case, when the electricity generated by the CHP is more
than the district electricity demand, the CEMS will restrict the CHP output. It will
preferentially choose the CHP plant with higher efficiency and lower down the CHP
plant with low efficiency. If the efficiencies of the CHP plants are the same, CEMS
will cut down the CHP plants in same rate.

3. Reutilization of the onsite exhaust heat and the FEH: the recovery heat of the
CHP system will be preferentially used by the group first. However, if the
recovery heat is more than the heat demand, the heat supply mode of the ES
will turn to SUR. This part of heat surplus will be collected by CEMS.

Further, the CEMS will select out the FEH resource based on the characteristic of
the PCM system, which collects the FEH and utilizes it in the community.

The onsite CHP exhaust heat and the FEH stored in the PCM system will be
preferentially used. The CEMS will distribute the heat according to the SUR signal
from the ES. It will be sent to the ES which has higher amount of heat insufficiency.

Flg. 6'1.1 The Demand side | | Supply side
simulation flow I I
The building information Techniques for area-wide
(Load, electricity & gas energy using
consumption) (PV,CHP&PCM)

I I

| System design & Scenarios setting |
| |

| CHP Group | | Non-CHP Group ‘
I I

N . Heat sharing
Electricity sharing re-utilizing factory exhausted heat

| l
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6.3 Energy Balance Management and Simulation Modeling

6.3.1 Simulation Flow

The energy balance management and the simulation flow are conducted as in
Fig. 6.11. The simulation of the DRN system is also a bottom-up model. Firstly,
based on the district zoning, the research will estimate the building energy con-
sumption and describe profiles by groups. As the treelike hierarchy described in the
second part, buildings in one group will be managed by one ES. Secondly, the
CEMS will characterize the groups by its energy consumption character and intro-
duce proper DEG in every ES: some are with CHP system, but some are not. The
simulation separated them into CHP group and the NCHP group. Thirdly, the
research executed the simulation. During the simulation, ES will dynamically switch
between the INS mode and the SUR mode by estimating the energy consumption
and the generation. Finally, the research will calculate the primary energy consump-
tion and evaluate the environmental effect of every technology as well as the whole
community.

6.3.2 Estimation of District Energy Consumption

community

demand ) is calculated as

The energy consumption of the whole community (E
follows (6.1):

ESpmmenity — gl 2L +E"=Y """ (ELEC,,, + HEAT},,) (6.1)
n m 4 i
ELEC,,, is hourly electricity load, calculated as

ELEC) =Y €y * St (6.2)
k

HEAT, ,, is hourly heat load, calculated as (6.3)

HEAT =Y "Hl % Sk (6.3)
k

n is the group number.

m is month; d is date; A is hour.

El.. .En is the energy consumption of every group.

e, and hﬁl 4, are the energy consumption unit in Kyushu area, Japan [7].
k is the building function.

Sy is the building area for one function (k).
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Fig. 6.12 The electricity balanced model
6.3.3 The Electricity Balanced Management

Figure 6.12 illustrates the simulation model for the electricity balance.

The buildings will preferentially use the electricity produced by PV.

The electricity produced by PV system in one group (PV’,;dh) is calculated as
follows (6.4):

PV an = Sn > Qman <1 (6.4)
S, is the area for PV penal in a group (n).

an 18 the hourly sun radiation rate [8].
1 is the efficiency of the PV penal [8].
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The CHP capacity (CZy;p) is decided as (6.5).

MAX (ELEC},,, — PV",,)  (CHPgroup)

Clyp = 6.5
cHp {0 (NCHPgroup) (6:3)

The ES will decide the mode by the prediction of electricity load profile of the
CHP system, PV system, and electricity demand.

When C¢yp + PV, —E; 20, the group is in SUR mode. The expected
surplus electricity (ElecPLUS"mdh) is calculated as follows (6.6):

ElecPLUS, 5, = Cyap + PVipan = Epan (6.6)

On the contrary, when the group is in INS model, the expected electricity
insufficiency (ElecINS.,;,) is calculated as follows (6.7):

ElecINS,,q4 = Epan — PV pan — Couan (6.7)

If Y ElecPLUS,,,, <> ElecINS,, , , CEMS would lower down the total CHP

output (prior use of the equipment with higher efficiency). Under this situation, there
was no electricity supplement from the grid. The electricity generated by CHP plant
(CHPEleczdh) is calculated as follows (6.8):

> CHPElec),;, = Y ELECh;, — Y PViy, (6.8)

If Y "ElecPLUS,,,, <> ElecINS, , . the surplus electricity from CHP group will

be offered to the NCHP group. Under this situation, the electricity from the grid
(GRIDEIec),,;,) is calculated as follows (6.9):

> GRIDElec}, ;=  ElecPLUS};, — > ElecINS},, (6.9)

Electricity offered by CHP is calculated as follows (6.10):

> CHPElec);, =Y Clyp (6.10)
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6.4 The Design and Modeling for the PCM System
6.4.1 The Offline Heat Transportation System with PCM

The offline heat transport system, suggested in Fig. 6.13, is the rejected heat
transport system without pipeline that can utilize the rejected heat at less than
200 °C. It is a track with a PCM container that can collect storage exhausted thermal
energy from the factories and store and then transport to the heat demand area.

The system is firstly developed by the aviators and introduced in Japan from the
year 2003 and then became widely used these years. Compared with the traditional
pipe system, the offline system can collect heat from all the factories in possible
distance rather than one. Furthermore, it can avoid large initiate cost of pipes.

When the heat is used for heating or cooling, the system has three times heat
capacity than water; thus, this system can offer a reliable heat supply. In the
container, the oil can make a good contact with the PCM material that the heat can
transit fast and efficiently to PCM. When the surface enlarged, the speed becomes
much faster. The maximum can reach to 0.6 MW [9].

The system firstly collected heat from the supply side, which is then stored and
then transported to the demand side. Even heat demanding and discharging of the
demand side always fluctuate; the PCM container has a buffer tank which can
promise stable supply. There are two energy supply patterns as in Fig. 6.14.
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6.4.2 PCM for Collecting the FEH

According to the system parameter, economically the system can utilize heat within
135 km and 20 km round trip [10]. The CEMS will economically select out the
possible utilized resource and make a plan for the PCM system. The collecting
schedule of the PCM trucks should match with the factory working hour. It will
become more complicated as the factory heat resource increases. Considering the
various factors for making the plan, the research assumed that the FEH collected
would be transported to the demand side and used in the following day.

The number of the tanks for collecting FEH used in 1 day (x) is decided by the
capacity ( [9]). It should satisfy the following (6.11):

Qpcm'x2 ZQfac X € (LP) (611)

Opem 1s the capacity for the PCM tank.
Ocis the daily factory exhaust of the selected resources.

The exhaust heat that can be used in the demand side is limited by the energy lost
during the heat storage, transport, and exchange. CEMS will estimate it can select
out the proper resource. The amount of heat (HEAT,..rac) that can be used in the
demand side is as follows (6.12):

HEATrecFAC =u- Qfac (6 12)

u is the overall efficiency of the PCM system, set as 0.91 according to the existing
research [8] (Table 6.1).

6.4.2.1 PCM for the Heat Delivery Between the Groups

ES will use the estimated consumption pattern for the consistent prediction and send
the mode signal to CEMS.

Table 6.1 The type and parameters of the PCM tank

Usage
Melting Point/ | Heat Tank capacity/ Hot

Type |°C temperature/°C MWh Water Heating | Cooling
Typel |58 85(70) 0.8~1.1 o) o) —
Type2 |78 100(90) —* o o —
Type3 | 116 150(130) —* o o o
Type4 | 118 150(130) 1.1~14 o} ) o
XTypeZ and Type3 are used outside Japanese O The function it has — The function it doesn’t

has
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For every group, CHP recovery heat (CHPREC?,,) is as follows (6.13):

M i
L FElecCHP CHPgrou,
CHPREC"., = { M. nan - (CHPgroup) (6.13)

0 (NCHPgroup)

n.is the electricity generating efficiency of CHP plant.
ny, is the heat recovery efficiency of CHP plant.

If CHPREC), ,, — HEAT), ;, >0 , the ES is in SUR mode and the expected value
of heat surplus (HeatoSURY,,,,) is as follows (6.14):

HeatySUR?.,;, = CHPREC". ;, — HEAT" ,, (6.14)

If CHPREC, ;, — HEAT, ;, <0 , the ES is in INS mode and the expected value
of heat shortage (HeatoINS.,,) is as follows (6.15):

Heat,INS!' ,, = HEAT". ,, — CHPREC" ,, (6.15)

Every day, the PCM system will carry the FEH and input into the community
from the first peak time in the morning, set as h, . During the day, the system will
preferentially use the heat stored in the PCM and release it before the next day.
Therefore, every day at the time & , the heat amount stored in the PCM system is
reset.

The amount of stored heat energy in the PCM that can be supplied to the ES in
SUR mode at 4 time in one group (PCMRECZW,) is as follows (6.16):

n n n n
3™ PCMRECT,, — { 5> PCMREC!,,_ + 3 HeatoSURl,y, — - HeatoINSly, (h# ho)

HEAT 1.crac (h=ho)
(6.16)

The total amount of PCM truck (p) should satisfy condition (6.17)
MAX (Z PCMREC’;Mh> <Qpem P (6.17)

MAX(-) is a function to determine the maximum value of the stored heat in PCM
system by the expected value.
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Fig. 6.15 Heat supply calculation flow

6.4.3 The Heat Balanced Management

Figure 6.15 illustrates the heat balanced management. The collected heat in the PCM
system including the recovery heat of CHP system and FEH is used for heating,
cooling, and hot water in the community. It is also managed by CEMS following
total quantity priority that is supplied to the group, which had larger amount of heat
shortage, MAX (HeatOINS’VZ dh) .

With the use of the waste heat collected by the PCM system, the heat shortage
(HeatgINS,,) is as follows (6.18):

Y HeatzINS., = (HEAT;'ndh— CHPREC" ,, —PCMRECZ[,WU) (6.18)

When HeatrINS,, ;, <0 , the heat demand can be satisfied with the onsite exhaust
heat reutilization that the heat-source equipment (AUSHEAT?,,,) is not required
(6.19):
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AUSHEAT? ;, =0 (6.19)

When HeatgINS), ;, >0 , the heat-source equipment is used as supplement. The
heat offered by the heat-source equipment is as follows (6.20):

AUSHEAT" ;, = HeatgINS" ;, /1" (6.20)

n" is the efficiency of heat-source equipment.

6.4.4 Assessment Index Setting

1. Energy saving ratio.

ESR is energy saving ratio, defined as follows (6.21):

QC()nv _ QCHP

ESR = input input (62 1 )

Conv
input

For CHP system, the primary energy input is as follows (6.22):

051 — ESH, % + (VO + V1) x (622)
Egiiry is the electricity input in CHP system; VEHE yBoiler is the gas input to the
CHP plant and boiler.

For conventional system, the primary energy input is as follows (6.23):
Qs = Eitin, X €Gria + V™ X £gas (6.23)

Elc,‘t’,’l'lg is the electricity input in conventional system.
V€™ is the gas input to conventional system for hot water.
€Grig 18 primary energy consumption unit of grid in Japan (11.4 MJ/kWh)).

€445 1S primary energy consumption unit of city gas in Japan (45 MJ).
2. CO, reduction ratio.

Naco, is COy reduction ratio, defined as follows (6.24):

_ EXGyr —EXEY! 624
ﬂAcoz—ng;V ( : )

EX&! is CO, emission for CHP system, calculated as follows (6.25):
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CHP __ as CHP Boiler ow CHP
EXco, = ex%()z x (V +V ) X Egas + exgoz X Erilisy > €Grid (6.25)
EXE2 is CO, emission for conventional system, calculated as follows (6.26):
Cony as C Pow C
EX&yY = exs; 0, X VI X Eg45 + excyy) X EU‘;,;@j‘, X €Grid (6.26)

exgy, is the CO, emission unit for gas in Japan (13.8 g-C/MJ).
exZp? is the CO, emission unit for grid in Japan (153 g-C/kwh).

A numerical study of this model is presented in a smart community in Kitakyu-
shu, Japan. In order to provide a smart community model with low carbon concept,
the latest DEG technologies, such as gas engine, fuel cell, hydrogen fuel cell, PV,
PCM system, untapped FEH, etc., are considered in the model. By analysis on
various cases, the study will suggest the environmental effect of every technology
as well as the overall potential of the smart community in Japan.

6.5 Case Study
6.5.1 Energy Load

Kitakyushu lied in the northern part of Kyushu, the westernmost of the four main
islands in the Japanese archipelago. It used to be one of Japan’s four leading
industrial regions and contributed greatly to the rapid economic growth of
Japan [11].

The smart community creation project is newly launched in Yahata Higashi
district, where it used to be the factory district of the steel company. The government
invested 16.3 billion yen over the 5-year period from 2010 to 2014. It has already cut
30% of the CO, emission compared with the other place in the city. However, the
target for the smart community was to cut 50% of the existing emission, but still 20%
need to be cut.

The urban structure has been changed in the past few years under the concept of
“Environmentally Growing Town” and “Creation of a Shared Community.” Com-
merce, entertainment, museum, and residential buildings were introduced into this
area, which made a “compact district” with mixed function.

Detailed knowledge about energy end-use loads is important for the energy
system design and optimization. In this study, the hourly load demand for electricity,
cooling, heating, and hot water has been calculated according to the energy con-
sumption unit (the system in Japan that displays energy consumption intensities) of
various buildings in Kyushu, Japan [7]. As the method described before, the whole
community is divided into four groups. Figure 6.16 displays the image of commu-
nity and district zoning. The building information, yearly energy consumption, and
peak load of the district are shown in Table 6.2.
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Fig. 6.17 The district energy consumption

Figure 6.17 described the detailed hourly load profiles for every group in summer
(August), winter (January), spring, and autumn (May). The energy consumption
profile firmly related with the building function.

I) Group 4 is the residential area; thus, the peak of the energy consumption comes
during the night. Group 1 also has considerably higher energy consumption
compared with group 2 and group 3, because there is a hotel in the group.

II) The commercial group (group 2) has a higher energy consumption during the
day, but with almost no energy consumption during the night.

II) The hot water load is higher in residential group (group 4), but lower in group
2 and group 3.

6.5.2 FEH Load

1. Investigation and estimation of the factory exhaust heat

Kitakyushu is one of the most important industrial cities having a large area of
industry. Thus, the CO, emission from the factories is more serious than the average
level of the whole country. In that case, the city will try to reuse the potential energy
from the factory exhaust heat, aiming to construct a low carbon society combining
industry, school, government, and residential environment together.

To estimate the exhaust heat of the whole city, the research put forward a
questionnaire to all the factories and industries in Kitakyushu. The investigation
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includes 170 factories and 213 industries. It covers the equipment, temperature,
working hours, and so on. All the factories that been reported by the Kitakyushu
were included in the estimation in this research.

6.5.2.1 Methods

In Japan, around 90% of the exhaust heat is discharged as gas. Therefore, in this
research, the estimation of the exhaust thermal reserves is estimated by gas.

(1) Maximum exhaust heat.

From the result of the questionnaire, the factory measured values can offer the
maximum gas discharge amount and the discharge temperature. The maximum
exhaust heat energy can be calculated as below:

RH __ y/RG RG
Emax - Vmax x Tmax X Cg

ERH (KJ/h) is maximum hourly exhausted thermal energy.

ERM (Nm?/h) is maximum hourly gas discharge amount.

ERH (°C) is gas discharge temperature.

Cg (KJ/N m3-°C) is the specific heat capacity of gas (1.356 KJ/N m®).

max

(2) The ratio between the maximum exhaust heat and the normal exhaust heat.

The facilities with exhaust heat will measure the hourly exhaust gas including the
discharge amount and the temperature. It takes out 2 or 6 years a time depending on
the scale of the facility. This research uses the last record of measured value and set
the mean value as the normal value.

Conversion coefficient between the maximum value and the normal value can be
defined like the following:

ay = Kigx
Vreal

ar = %
Treal

ay is the conversion coefficient between the maximum exhaust gas amount and the
normal exhaust gas amount.

V year is the mean value of the last measured data of discharged gas amount per hour.

aris the conversion coefficient between the maximum exhaust gas temperature and
the normal exhaust gas temperature.

T eqs is the mean value of the last measured data of discharged gas temperature.

The result of ay and ay are listed out in Figs. 6.18 and 6.19. The mean values are
set as the conversion coefficient
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Fig. 6.19 Conversion coefficient between the maximum and the normal exhaust gas temperature

ay polt (ay=0.77)

ar polt (aT 2089)
Therefore, the exhaust heat energy can be estimated as follows:

RH __ y/RH , = RG |, =
E _VmaxXaVXTmaxxaT

=VERH %077 xTRG x0.89

ERH (KJ/h) is the estimated exhaust heat per hour.
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Table 6.3 The setting for working hours

Building category Working hours(h)
Factory the factory above 500cal/h 24

Others 8

Hospital, hotel 24

Public Waste disposal facilities 24
Industry Nursing homes for elders 24

Shopping centers 12

School 12

Others 8

(3) The setting for working hours.

The working hours will be estimated according to the questionnaire among the
factories. The investigation includes 170 factories and 213 industries, and the
questionnaire recovery rate is 37.6% for factories and 20.3% for industries.

According to the result, the working hours can be set as in Table 6.3. The average
working ratio can be set as 0.7.

(4) The estimation for yearly rejected heat energy.

The yearly rejected heat energy for every factory can be calculated as below:

ER =EM x0.77 x TR % 0.89 x Cy x 241 x 356d x 0.7

yearly max

EfeHaﬂy (KJ/h) is yearly gas discharge amount.

6.5.2.2 The Estimation Result of the Exhaust Heat

This survey covered 1552 facilities that have exhausted heat in Kitakyushu, among
which 1412 were used for the estimation.

There are 7 districts in the city, and the 1412 factories are in the whole city. As the
result of estimation, the yearly rejected heat energy is about 18,000TJ. Figures 6.20
and 6.21 show yearly rejected heat energy of every district.

Another important input to the energy system is the reutilization of the FEH. It is
collected by PCM system and used in the community for heating, cooling, and hot
water. The study selected out the four potential factory resources (within 20 km)
[10]. Usually, the temperature for FEH is higher than 300 °C and daily exhaust heat
is around 38.9 GIJ. The tank type with the capacity of 1.4 MWh will be introduced
into the system. As this research only discussed the environmental effect of the PCM
system, thus it is supposed that there are enough tanks for collecting all the exhaust
heat (the heat of the factory and the unused CHP recovery heat).
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Table 6.4 Technical parameters of system

Facility Parameter COP
Grid n 0.35
CHP Plant
Gas Engine (GE) Electricity Generation Ne 0.3
Heat Recovery Nrec 0.45
Fuel Cell (FC) Electricity Generation MNe 0.4
Heat Recovery MNrec 0.3
Hydrogen Fuel Cell (HFC) Electricity Generation MNe 0.48
Heat Recovery MNrec 0.42
Absorption Chiller COP,. 1.1
Heat Exchanger(H-EX) COPy, 1
Boiler Nb1 0.8
Multiple Air-conditioning System Cooling COP, 4
Heating COP, 39
Room Air Conditioner Cooling COP; 3.22
Heating COP, 2.83
PCM system Nrec2 0.9

6.5.3 DEG Technologies and District Energy System

This district is the demonstration area that the latest technologies are expected to
introduce into the area. The smart community has also undertaken the Kitakyushu
Hydrogen Town project. The project is the world’s first attempt to use a pipeline
recycling the hydrogen generated in the iron manufacturing and operating the fuel
cells as an energy supply to the district. The demonstration testing is processed
jointly by Fukuoka prefectural and city gas utilities [13]. The pipeline is connected
with the hydrogen station and hydrogen fuel cells that are installed in buildings in
this district. These fuel cells generate electricity by combining hydrogen and oxygen.
Table 6.4 shows DEG technologies assumed in this study and their properties,
including gas engine (GE), fuel cell (FC), hydrogen fuel cell (HFC), and PV. All
equipment is city gas fired.

6.5.4 Setting of Cases

In order to investigate the effect of technologies in the DRN, the following cases are
assumed for analysis.

Base case: conventional system. Base case indicated conventional energy supply
system. The electricity load is satisfied by grid. The buildings also used air condi-
tioner for heating and cooling. Commercial buildings and office and public buildings
use multiple air-conditioning systems, and residential buildings use room air condi-
tioner. The hot water load is satisfied by gas boiler fired by city gas.
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Fig. 6.22 Case setting

Case 1: The conventional system combined with PV systems. In this case, the
community still keeps the conventional system, but facilitated with PV. The system
is as in Fig. 6.22a. The electricity will be supplied by PV system, or by grid, or by
both. The electricity from the PV system will be used by the buildings themselves,
and remaining electricity will be sent back to the grid.
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Case 2: Individually introduced DEG systems, displayed in Fig. 6.22b. In case
2, the CHP plants with GE are introduced in group 2 and group 3. The CHP plants
and PV systems can satisfy the electricity load of these two groups. The thermal load
can also be supplied by the recovery heat of the CHP plants and the deficiency
supplemented by gas boiler. In this case, the electricity and recovery heat of the CHP
plants cannot supply to other groups or return back to the grid. Therefore, the NCHP
groups still get electricity from the PV and grid, kept as the conventional system.

Case 3: DRN system without using factory exhaust heat, described in Fig. 6.22c.
In the DRN system, the community uses the same DEG technologies with case 2, but
controlled and managed by CEMS. Under the CEMS, the electricity produced by the
CHP plants cannot only be used for the CHP group but is also supplied to the NCHP
group. The recovery heat of the CHP group will be used in the CHP group first and
then recycled by the PCM system. The CEMS distributed the heat that is stored in the
PCM system with thermal shortage and surplus profile of every group.

Case 4: DRN system with the utilization of the FEH, as in Fig. 6.22c. Besides the
technologies and DRN system that are assumed in case 3, case 4 also makes use of
the FEH by PCM system. The PCM system collects the exhaust heat from the factory
resource that is set in part 3 and transports it to the CEMS in the community. Besides
the surplus CHP recovery heat, this part of heat will also be distributed by CEMS.

Case 5 and case 6: The DRN system with the CHP plants of FC and HFC. Beyond
the DRN systems built in case 4, case 5 introduced the CHP plant of FC and case
6 introduced HFC.

6.6 Results and Discussions

6.6.1 The Effect of Electricity Sharing in DRN System

Figure 6.23 is the electricity balance in the community with the individually
introduced DEG systems (case 2) and the DRN system (case 3). Both cases use
CHP plant with GE and PV. The comparison between the two cases can show the
effect of the electricity sharing between them. It can suggest that PV system can
provide 35% of the community electricity consumption and the individual CHP
plant can produce 41% electricity. By electricity sharing, the CHP group can offer
2GWh electricity to the non-CHP group, which occupied 52% of their electricity
consumption. As a whole, the community can produce 58% of the electricity by
CHP, and only 7% from the grid, while the individual system needs 24%.

As we know, the electricity produced by DEG has less energy loss during the
electricity delivery. Therefore, the system can save more energy as it gets less
electricity from the grid. In the DRN system, the CEMS can operate the CHP plants
and distribute the electricity to the whole community. Therefore, it will increase the
output and working hours of the CHP plant and reduce the electricity from the grid.

The electricity sharing under the CEMS can balance the electricity consumption
between the different groups, making the system more independent and reliable.
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Fig. 6.24 Daily electricity balance of group 1 (summer)

Figure 6.24 displayed the daily electricity balance in group 1, taking summer as
example. The buildings in group 1 have small roof areas that the PV can only offer a
small part of the electricity. Compared with group 4 (the other NCHP group), group
1 has higher electricity shortage, thus preferentially getting electricity from the CHP
group. CHP can satisfy most of its electricity demand. Especially, during the night,
the electricity load is low in commercial buildings that the electricity demand in
group 1 can be satisfied by CHP only.
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The electricity sharing used in DRN system can shift the electricity demand from
the peak. Just as Fig. 6.24 suggested, without CHP plant, the peak hour should come
during the noontime, but now it shifts to 8 o’clock in the morning and 18 o’clock in
the afternoon. Further, from the city level, the less relay on the grid will alleviate
electricity shortage especially during the peak hours. That means with the DRN, the
city can smooth out the electricity fluctuation.

6.6.2 The Effect of Heat Sharing in DRN System

The DEG with CHP plants not only reduce the energy loss but can make use of the
recovery heat as well. In case 2, the individual CHP system can only use the recovery
heat by the CHP group itself. However, under the CEMS, in case 3, the DRN system
can distribute the recovery heat to other group with the PCM system. In that case, it
improved the utilization rate of the recovery heat. As Fig. 6.25 illustrated, the
individual CHP has 37.9GWh recovery heat every year, and 31.1 GWh is used for
thermal consumption in CHP group. In DRN system, the yearly CHP recovery heat
is 47.3 GWh, among which 6.4G Wh heat is offered to the NCHP group. This part of
heat occupied 33.8% of heat consumption in NCHP. Under this condition, 85% of
the CHP recovery heat can be reused which possessed 68.8% of the community heat
demand.

Figure 6.26 illustrates the daily heat balance in the community, taking the
wintertime as example. The plus value means the heat surplus of each group.
Group 2 and group 3 are the CHP groups, and their heat surplus means the remaining
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Fig. 6.26 Daily heat balances of the community

heat after their own utilization. PCM system can collect this part of heat which is
used for heat supply in other groups. The minus part means the heat shortage. For
group 2 and group 3, it means the heat deficiency after utilizing the CHP recovery
heat. Figure 6.26 can suggest that the first peak of the heat shortage comes on
9 o’clock in the morning, and the peak of the heat surplus comes on 19 o’clock.
Group 2 and group 3 have no heat demand from 19 o’clock to the next 9 o’clock;
thus, during this time, all the CHP recovery heat will be supplied to NCHP group.
From the 9 o’clock to 19 o’clock, group 3 has the largest heat shortage; thus, the
stored heat in the PCM system will be preferentially supplied to group 3. That means
the heat sharing is not only between the CHP group and NCHP group but also
between the CHP groups. After the CEMS collected the heat and stored it in the
PCM system, it only distributes the heat according to the heat insufficient volume.

6.6.3 The Effect of Using Factory Exhausted Heat

Until now, the city of Kitakyushu still has 1412 factories and industries, which have
exhaust heat. The existing research put forward questionnaire to all the factories,
estimating and setting up a database by GIS for the yearly exhaust heat. As a result,
the yearly exhausted thermal energy is about 18,000TJ.
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Fig. 6.28 Heat balance considering factory exhaust heat (group 4, winter)

For this community, four factories were set as the resources, and the total yearly
heat amount that can offer to the community was 14.2 TJ (38.9GJ per day).

In this research, it is set that exhaust heat will be averagely supplied to the
community from the first peak hour in the set time range. Figure 6.27 is the
relationship between time range and the heat volume, as well as the energy saving
result. It can suggest that in this case, 6 hours is the optimal time range and it can cut
41.4% of primary energy beyond the PV and CHP system.

Figure 6.28 is the daily heat balance with the utilization of the factory exhaust heat,
taking group 4 in the wintertime as example. During the daytime, group 3 has higher
heat load that the factory exhaust heat will firstly be supplied to group 3. However, the
factory heat can still afford on part of the heat load of group 4. During the night, group
2 and group 3 have no thermal demand that the stored heat will firstly offer to group
1, but still another part can afford almost half of the heat demand in group 4.
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Fig. 6.29 Energy saving ratio with different kinds of CHP plant

6.6.4 The Effect of Introduction of Different CHP Plant

As the techniques of CHP plant improved, the environmental performance of the
system changed as well. The gas engine and the fuel cell have already been widely
used in Japan. As a trial project, the community introduced hydrogen fuel cell.
Figure 6.29 is the energy saving ratio of these three kinds of CHP plant. The fuel cell
and gas engine had similar effect when the capacity is low, but after 1000 kW, the
fuel cell improved obviously. The hydrogen fuel cell had a higher efficiency on both
electricity generating (48%) and heat recovery (42%); thus, the system can reach an
optimal energy saving ratio of around 53%.

6.6.5 The Assessment from the Community Side

Figure 6.30 is the energy saving ratio for various cases. The PV system can cut off
22.6% primary energy consumption. The individual CHP plants and the PV system
can totally cut 30.6% primary energy consumption. Based on this system, the
execution of the DRN system can cut off 38.2%. By introduction of hydrogen fuel
cell, the community can cut off 53.1% primary energy consumption as its target.

Figure 6.31 is the low carbon ratio for every technology. By introducing the PV
system and the CHP plant (gas engine), it can cut off 29.4% of the carbon emission.
The networking CHP system can reduce energy consumption and cut off another 7%
carbon emission. Besides these, the reusing of factory rejected heat energy can cut
off 41.1% CO, emission. With the introduction of fuel cell and hydrogen fuel cell, it
is proved that the community can get 51.8% CO, emission reduction ratio.
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6.6.6 Conclusions

This chapter proposed a DRN energy system model for smart community in Japan.
One innovation is that the model not only has a smart grid but also has a smart heat
energy supply chain by PCM system. The PCM system controlled by CEMS
conducted the heat sharing between buildings. In that way, it can maximize onsite
use of CHP recovery heat. Further, this model promoted a collaborative energy
utilization mode between the industrial sector and the civil sector. The introduced
PCM system will also collect the exhaust heat from the nearby factory. It not only
made use of the untapped energy but also cuts off the CO, on the factory side (the
exhaust heat) as well. In addition, the research chose the smart community in
Kitakyushu as case study and executed the model. The simulation and the analysis
of the model is embodied by temporal perspective of the low carbon techniques in
Japan, including nature and untapped resource, CHP plants, and the PCM system.
The result suggests not only the environmental effect of different technologies but
also the potential of its overall performance.
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(1) The DRN energy system proposed in the study is a treelike hierarchical model
that consists of BEMS, ES, and CEMS. The CEMS can dispatch the energy,
including heat and electricity in the district, by the information received from the
ES. The electricity sharing between the groups can improve the working hour
and output of the CHP system. In that case, the distributed energy system can
satisfy 95% of electricity consumption by itself. It enhances the reliability and
independence of the energy system and shifts the energy consumption away
from the peak hour as well. Heat sharing can also enhance the independence of
the energy system and satisfy 68.8% of the thermal demand by CHP
recovery heat.

(2) The CHP plant is widely used and developed quickly in Japan. There are
different kinds of CHP plants, as gas engine and fuel cells. They have different
characteristics and different electricity generation efficiency and heat recovery
efficiency. The latest hydrogen fuel cell, firstly under trial in this district, is the
new kind of CHP plant that can obviously improve the environmental effect of
the system.

(3) In general, the introduction of nature energy resource (PV) can cut 22% of the
primary energy consumption and CO, emission. The introduction of CHP
systems can cut around 30.6% primary energy consumption and CO, emission.
Beyond that by DRN control, the district energy sharing can cut 38.2% primary
energy consumption and 36.4% CO, emission. The use of factory exhausted
heat and the development of the CHP plant can help the district to finally reach
the target: cut more than 50% of the primary energy consumption and the CO,
emission.

The area energy network will be widely used toward carbon neutral, with the
district electricity and heat network. The offline heat transport system, which is not
needed in the infrastructure investment, can be a useful way for heat sharing and
waste heat utilization in low-density area.
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Chapter 7 ®)
Residential Multi-energy System Design e
for Energy Saving and Economic

Optimization

Xueyuan Zhao and Xiaoyi Zhang

7.1 Characteristics and Composition of Residential
Multi-energy System

Residential multi-energy system refers to a low-carbon residence system through the
effective utilization of energy without affecting the living comfort. Buildings con-
sume a large ratio of social energy consumption, for example, 75% in the USA. The
building can be flexible in terms of energy use means having the ability to shift
energy use in time and space, thus providing energy flexibility in aggregated form,
known as grid-interactive efficient buildings [1]. Aggregated demand side partici-
pation as virtual grid asset is increasingly expected to play an important role in peak
demand issues and offer a broader range of grid services for the incorporation of
higher shares of variable renewable generations. Due to the decline of photovoltaic
system cost and the implementation of feed-in-tariff (FiT), more families begin to
install residential PV systems. With the rapid decline of the cost of fuel cell system,
the number of houses using domestic fuel cell system also began to increase. Real
estate developers have also begun to merge and sell residential photovoltaic systems,
fuel cells, and household battery systems. It can be predicted that the smart house
with home energy management system (HEMS) will be the development trend of
residence in the future.

Energy management system (EMS) refers to the energy management system that
uniformly manages the visualization of energy generation and consumption, power
storage system, and control energy consumption equipment. The design and instal-
lation of the management system are divided according to the scale of the region,
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Fig. 7.1 The composition
of EMS

FEMS BEMS
CEMS

including home energy management system (HEMS), building energy management
system (BEMS), factory energy management system (FEMS), and community
energy management system (CEMS). The house installed with HEMS is called
smart house, the building installed with BEMS system is called smart building,
and the area installed with CEMS system is called smart community (Fig. 7.1).
Specifically, the residential multi-energy system effectively manages the energy
used, manufactured, and stored by household appliances, solar power generation
system, residential energy supply system, and residential energy storage system
through HEMS, so as to realize the rational use of energy and residential comfort.

7.1.1 Demand Side Management

Advancement and development in smart meter, Internet, and communication tech-
nologies enable the interconnection between electricity utility and distributed energy
customer and provide chances for customers to participate more in local grid
management via coordinated control of home appliances or local power resources
in aggregated form. Contexts of DSM in community or microgrid generally focuses
on the uptake of energy efficient appliances, coordinated control of local power
technologies, and induced load pattern shift. Driven by cost-saving potential and
relevant incentive policies, there is growing interest in the uptake of energy conser-
vation technologies and real-time power consumption control in the demand side,
generally called demand response, and district utilities pay more attention to poten-
tial benefits of demand response applications, such as cost-saving, load leveling, and
carbon emission reduction. The aggregated uptakes of high energy efficiency appli-
ances and on-site generators are expected to participate more in compensating
increase in load and developing sustainable energy system. Current energy effi-
ciency efforts and activities in building sector have been focused toward improving
energy saving in appliances [2, 3], coordinated managements of grid-connected
on-site generators [4—6], and demand response implementation driven by potential
cost benefits brought to both plant and customer sides [7-9]. Figure 7.2 depicts the
main activities for smart demand side management strategies, including variable
renewable energy production dispatch, grid load leveling via valley fill and peak cut,
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Fig. 7.2 Main activities for smart demand side management

energy conservation, and load shifting. The building sector is facing a trend toward
decentralized, more efficient technologies to cover the electrical or heating loads,
with increasing share of efficient power technologies installed in electrical distribu-
tion grid. Customers can participate in demand side management by offering flexible
power and load profiles, through aggregation of owned distributed energy resources,
storage system, and shift-able activity or comfort-based load.

Major changes in the energy sector in recent years mean that the need for smart,
flexible energy is increasing and that energy production and storage facilities will
have to become more coordinated. In the future smart grid, every facility and device
will have its own IP address so that it can be monitored and controlled via the
Internet. It is expected that markets related to “smart technology” will expand as it
contributes to energy conservation and improves the convenience of everyday life.
The Internet of Things (IoT) is an emerging technology in which smart devices are
interconnected and communicate via the Internet. Devices could be incorporated into
the IoT, from air conditioners and TVs to cars and solar panels. It can be used on
different platforms to support a diversity of devices and the development of IoT
applications. Technology optimists claim that IoT technology will be the vital
missing link enabling us to meet the major challenges associated with climate
change and energy efficiency. The new technology will also create new products,
new services, and new applications. Small energy producers and urban districts with
energy-plus houses produce more electricity than they consume, and motorists with
electric cars that are part of a cooperative scheme can feed energy to the grid and act
as energy companies. Smart management in demand side is embodied not only in
integration of devices but also the information exchange between the utility and
customers. Smart meter and wireless communication framework enable the real-time
control of power technology consumptions and provide market cooperation potential
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between supply and demand sides based on demand side response strategies
[10, 11]. As illustrated in Fig. 7.3, the installation of HEMS makes it possible to
view the consumption of electricity and gas as visible information and control
HEMS-compatible home appliances automatically [12]. Because it avoids wasting
energy and reduces energy costs, HEMS is an essential part of smart house technol-
ogy. Smart meters, air conditioners, water heaters, lighting devices, and other
devices are connected to HEMS. Home energy management system (HEMS)
enables smart houses, generally equipped with on-site generators, to gather the
real-time energy production, consumption, and pricing that shift their energy con-
sumption based on signal among communication network [13]. HEMS also enables
customer to participate in the grid management from aggregated form, and applied
HEMS algorithm receives the price information from the utility company in advance
and controls the start and schedule of the power consumption of home appliances.
Meanwhile, it brings cost-saving to customers via load shifting [14].

7.1.2  Composition of Residential Multi-energy System

The construction of residential multi-energy system is essentially a process of system
integration. In this integration process, relevant technologies, equipment, and mate-
rials finally form a qualified smart system under the control of the integrator
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(Fig. 7.4). The information flow connects the electric and gas suppliers and the
demand side through the HEMS, to realize a two-way communication of the energy
data [15]. Users can validate the usage and power consumption of home appliances
through the HEMS. Meanwhile, the HEMS sends the collected energy consumption
data to the power company, which in turn formulates the electricity price and
incentive scheme according to the power load characteristics of the users and
feeds the data back to the household. Finally, the users can adjust the energy
consumption behavior and select an economical electricity price plan through the
information displayed by the HEMS, for optimizing the power cost. The energy flow
comprises electric and gas suppliers, a utility grid, and the demand side. Power
suppliers, public grids, and other energy supply equipment imported from residential
buildings provide electricity to users. A PV battery uses solar energy to provide
electricity for residence during the day, and users can sell the remaining power back
to the grid. The external equipment imported by users can be classified into two
types: energy supply only and energy supply and storage simultaneously. Energy-
only devices include heat pumps and fuel cells, which provide electricity and heat to
the users during the operation time. Energy storage devices, including batteries and
electric vehicles, have the function of charging and discharging. They maximize the
advantages of HEMS by storing energy when the cost of power is low and releasing
it to users when the cost is high. The following will introduce the equipment and
system operation mode in the energy system of smart house.

1. Home energy management system (HEMS)

The HEMS includes the most appropriate control system for the operation of
household appliances. Lighting switch, solar power generation system, and fuel cell
system are always visible equipment for power generation. The specific functions
include the following:
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1. HEMS can accurately grasp the power consumption of air conditioning and
lighting and control the air conditioning and lighting through the comprehensive
control and analysis of indoor temperature, humidity, and lighting.

2. The power and heat generated by the installed solar energy equipment, urban
liquefied gas, and fuel cells shall be managed uniformly. Charge the battery with
the remaining electric energy, and heat the water heater to meet the consumption
during peak hours.

3. Based on the analysis of the actual situation of energy consumption in the past,
HEMS comprehensively considers the changes of power generation caused by
weather changes, so as to achieve the most reasonable control of household
energy consumption.

Therefore, smart house is composed of HEMS, solar power generation system,
battery system, energy-saving lighting system, solar energy utilization system, fuel
cell system, heat pump system, electric vehicle charger, intelligent household appli-
ances, etc. Smart housing industry is a new industry born under the premise of
technological breakthrough and high technological integration and cross industry
cooperation of enterprises (Fig. 7.5).

In addition to household appliances, HEMS can also relate to energy machines,
residential equipment and instruments, electric vehicle, home gateway, and electric-
ity meter to realize household energy management. In addition, the system can also
connect outdoor power system, information system, and nearby community
network.

The key technologies of HEMS include the following parts:

1. Data acquisition technology

* Smart appliances: used for automatic monitoring of their own faults, automatic
measurement, automatic control, automatic adjustment, and communication
technology with remote control center. It has the characteristic of networking
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function, intelligence, openness, compatibility, energy saving, ease of use, and
so on. The equipment has the function of intelligent mode operation, can
automatically control the operation based on the environment, realizes the
data collection of working conditions and energy consumption, and has the
ability of fault self-diagnosis.

Smart socket: it can directly reflect the operating power, current, voltage, and
other information of electrical appliances on the socket. Be able to find
electrical abnormalities in time to avoid abnormal power consumption. At
the same time, it has a communication interface, which can transmit the
monitoring data to the monitoring platform. As a transitional product, when
smart appliances are not mature and unified, smart sockets will exist for a long
time. The main function is to realize the electric energy measurement of
electric equipment, mainly focusing on the measurement of voltage, current,
power, and power factors.

Electric energy meter: statistics the electric energy used by the equipment
within the measurement range, so that the power supply department can charge
according to the accumulated metering data and has the function of data
remote transmission. Smart meter technology is mainly driven by the market-
ing business needs of State Grid Corporation of China. Its function is mainly
measurement and cost control, which is updated according to the standards
formulated by the State Grid Corporation of China.

2. Communications technology

Home communication network: a home network access platform integrating
home control network and multimedia information network to realize the
interconnection and management of information equipment within the scope
(Fig. 7.6).

Fig. 7.6 The key
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* Home energy gateway: it has the information collection of all metering
equipment in the home and can realize the energy management technology
of distributed energy access management and municipal power switching.

3. Visualization technology

* HEMS display terminal includes home energy display, mobile client software,
and home interactive terminal. The display terminal can directly manage and
manipulate all household equipment through wireless connection with HEMS
and user interactive graphical interface.

* Display software: the open intelligent operating system control terminal
design is adopted, and the application framework supporting component
reuse and replacement is used.

4. Energy management technology

e Under the guidance and promotion of energy conservation and emission
reduction policies, energy management technology will achieve rapid devel-
opment, including energy management software development and design,
energy consumption monitoring, and energy efficiency evaluation.

2. Photovoltaics (PV)

PV is the conversion of light into electricity using semiconducting materials that
exhibit the PV effect, a phenomenon studied in physics, photochemistry, and
electrochemistry. PV system employs solar modules, each comprising a number of
solar cells, which generate electrical power. PV installations may be ground-
mounted, rooftop-mounted, or wall-mounted. Japan has reduced the FIT price of
household PV year by year and implemented subsidies for household energy storage
installation in order to improve the spontaneous self-use rate and improve the power
grid. This will also enable Japan to install about 130,000 household energy storage
units in 2020. At the same time, as the equipment price decreases year by year and
the fit expires, the number of energy storage installations will only increase.
According to the survey statistics, the number of houses suitable for PV installation
in Japan exceeds 25 million. By 2020, the number of installed PV and energy storage
is close to 3 million and 500,000, accounting for about 10% and 2%. It can be seen
that even in Japan, where the development of household PV has been relatively
mature, there is still a lot of room for expansion in the future. In addition, a large
number of distributed PV installations also bring potential for the future small energy
storage market.

3. Fuel cell

A fuel cell is an electrochemical cell that converts the chemical energy of a fuel
and an oxidizing agent into electricity through a pair of redox reactions. Fuel cells
are different from most batteries in requiring a continuous source of fuel and oxygen
to sustain the chemical reaction, whereas in a battery the chemical energy usually
comes from metals and their ions or oxides that are commonly already present in the
battery. A residential fuel cell is a scaled down version of industrial stationary fuel
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cell for primary or backup power generation. These fuel cells are usually based on
combined heat and power-CHP or micro combined heat and power micro-CHP
technology, generating both power and heated water or air. In May 2009, the world’s
first residential fuel cell sales began in Japan. In December 2018, the cumulative
production of residential fuel cells exceeded 250,000 units.

Japan’s interest in domestic fuel cells dates back to 1999, and its millennium
project includes support for PEFC research. Japan’s residential energy demand is
large and has been growing. The Japanese government started a large-scale domestic
fuel cell demonstration project in 2005. During the validation and pilot period from
2005 to 2009, nearly 5000 sets of distributed fuel cell systems were sold, reducing
the system acquisition cost from 8 million yen in 2005 to 3.5 million yen in 2009, a
decrease of 56.25%.

The promotion and popularization period of products is from 2010 to 2020. The
Japanese government has provided subsidies of 1.4 million yen or half of the
manufacturing cost to families installing fuel cell systems since 2010. In 2015, the
price of the new generation of household fuel cell system launched by Panasonic,
Toshiba, and other enterprises has been as low as about 1.5 million yen, down
81.25% and 57.14%, respectively, compared with 2005 and 2009. The efficiency of
its thermoelectric system has increased from 70% to 95%. At the same time, the
amount of government subsidies was also reduced to 500,000-600,000 yen. Since
2012, sales have almost doubled. In 2015, the subsidy amount of Ene-Farm reached
22.2 billion yen.

As Japan continues to encourage families to purchase fuel cells and manufac-
turers’ mass production effect is expanded, the price of residential fuel cells is
gradually falling. Forty-two thousand residential fuel cells were added in Japan
from April 2016 to March 2017. The newly added quantity is about the same as
that in 2015, and the cumulative number of installed units is 196,000, of which
PEFC models with low price and short restart time account for a higher proportion.

4. Heat pump

A heat pump is a device that transfers heat energy from a source of heat to what is
called a heat sink. Heat pumps move thermal energy in the opposite direction of
spontaneous heat transfer, by absorbing heat from a cold space and releasing it to a
warmer one. In Japan, heat pump is an electronic air conditioner, which is widely
used in families and commercial spaces, so it constitutes a huge market. In recent
years, heat pump products for domestic hot water supply have increased rapidly. As
people pay more and more attention to environmental problems, heat pumps using
natural refrigerants instead of fluorocarbon refrigerants have attracted the attention
of consumers. The ozone depletion potential (ODP) of carbon dioxide heat pump is
zero, and the global warming potential (GWP) is also very low.

The residential heat pump system was first introduced in Japan in April 2001. In
September 2007, the cumulative shipments of the entire market exceeded one
million units, and in October 2009, it exceeded two million units. In January 2014,
the sales volume reached four million units (Fig. 7.7). Compared with other
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countries in the world, domestic air energy heat pump water heater is the most
popular in Japan. Small size, exquisite structure, leading technology, and excellent
performance are the biggest characteristics of Japan’s air energy heat pump water
heater. “Eco-Cute” is the main model of air-water heat pump water heater using
natural refrigerant (CO,). The demand of Eco-Cute has increased steadily in recent
years. CO, gas has the advantages of good safety, chemical stability, being harmless
to the environment, large latent heat of evaporation, high refrigerating capacity per
unit volume, good transportation and heat transfer properties, etc. And it still
maintains high thermal efficiency in the heat exchange process with large tempera-
ture rise on the water side. The rated operating temperature can reach 600 °C, and the
maximum outlet water temperature can reach 900 °C.

Eco-Cute has gradually become a new product of great concern in the Japanese
heat pump market. Many new residential and commercial buildings take the heat
pump water heater as the preferred home heating center. Since entering the market in
2001, the sales volume has continued to rise, and the household penetration rate
reached 10% in 2007. Affected by the economic crisis, the sales volume of Eco-Cute
products in 2008 still exceeded 510,000 units, although there was a certain gap with
the expectation. According to the market ownership, about 1.8 million domestic
carbon dioxide heat pump water heaters were sold in the Japanese market in 2008. In
2010, the sales volume was about 800,000 units, and the cumulative sales volume
will reach 3.2 million units. In 2011, the output reached 1 million units, and the
cumulative sales volume reached 5.2 million units.

As arapidly growing market, heat pump water heater has attracted the attention of
many manufacturers and promoted the development of relevant new products. It is
certain that Eco-Cute will trigger significant changes in the central water heater
market. In this market, gas water heater has occupied most of the share, and heat
pump water heater has only accounted for about 6% for a long time. If the Eco-Cute
market expands from now on and the total installed capacity can reach the expected
5.2 million units, the share of heat pump water heater in the central water heater
market will rise to 30% or more.
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5. Battery

Battery is an electric storage equipment that can be repeatedly used by charging.
The battery is from a small size portable material to a large size of electric installa-
tion, and the size is approximately proportional to the storage capacity.

Household batteries are mainly divided into two types:

One is the “system disconnected type,” which is the power storage type pur-
chased from the power company. Use the socket for charging, and connect the
appliances you want to use directly to the household battery. According to different
models, household appliances can also be wired and connected in electrical engi-
neering. If the line is connected in advance, it will switch automatically in case of
power failure, which has certain safety.

The second type is “system connected.” Through the residential distribution
panel, it is connected with the electrical system in the family to supply power to
household appliances and lighting and store the power produced by the solar power
generation system. The stored electricity can also be used when using the electricity
generated by sunlight. The system connection type is mainly used to store the power
generated by solar power generation and users with large power storage capacity.

In recent years, the installation of household batteries in Japan, which can store
the electricity generated by household solar panels, has increased sharply. According
to FiT, during the 10-year contract period, the production company of household
battery can buy the excess power of users’ households at a high price. However,
there are now families whose 10-year contracts have expired. However, compared
with selling electricity, more families choose to use their own electricity. At present,
household batteries have attracted much attention. Household batteries can generate
and store electricity during the day and use it at night when electricity consumption
is high. According to Sharp, the market of household batteries is expected to increase
from 42,000 in 2017 to 150,000 in 2021. At the same time, due to frequent natural
disasters in Japan, the demand for domestic batteries as a solution to power failure
has also increased.

6. Electric vehicle

An electric car or battery electric car is an automobile that is propelled by one or
more electric motors, using energy stored in batteries. Charging an electric car can be
done at a variety of charging stations; these charging stations can be installed in both
houses and public areas.

Out of all cars sold in 2020, 4.6% were plug-in electric, and by the end of that
year, there were more than ten million plug-in electric cars on the world’s roads,
according to the International Energy Agency. Despite rapid growth, only about 1%
of cars on the world’s roads were fully electric and plug-in hybrid cars by the end of
2020. Many countries have established government incentives for plug-in electric
vehicles, tax credits, subsidies, and other nonmonetary incentives, while several
countries have legislated to phase out sales of fossil fuel cars to reduce air pollution
and limit climate change.
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Nowadays, electric vehicles can not only take the place of transportation but also
supply power to the home. The vehicle to home (V2H) function with this feature has
been applied in electric vehicles, and this function of plug-in hybrid vehicle (PHV)
and fuel cell vehicle (FCV) is also under development. This is unmatched by
previous gasoline vehicles. In the future, the energy conversion between cars and
families is likely to add new value to cars.

At present, Japanese researchers have begun to explore the V2H system which is
most suitable for popularizing electric vehicles to Volkswagen. Its advantage is that
it can reduce the household electricity expenditure through “peak load shifting
power consumption” and can be used as an emergency power supply in case of
power failure.

At present, Japan has a variety of residential power generation equipment, such as
solar power generation, household battery, household fuel cell, and natural gas
power generation. Since the East Japan earthquake, the planned power outage policy
implemented in Japan has increased the number of power outages caused by natural
disasters such as typhoons and storms. Nissan Motor Company pointed out that “the
actual demand of consumers for V2H is increasing.”

After automobile manufacturers add V2H function to electric vehicles, some
manufacturers aim to simplify the existing household power generation system,
while others combine with the existing system to make the use more flexible and
diverse. All manufacturers still hope to improve the added value of electric vehicles
through the practical application of V2H, so as to promote the further popularization
of electric vehicles.

The world’s first V2H system produced by Nissan has sold about 2000 units so
far. This device can convert up to 6 kW of power from the vehicle lithium battery for
household use. The power conversion device (PCS) is used to convert DC power
into AC power to supply power to the home. PCS configuration and automobile
power output mode of different automobile manufacturers are different.

7.1.3 Location of Jono Zero Carbon Demonstration Projects

To analyze household using fuel cell, PV, and heat pump residential energy systems,
we collected electricity and gas usage of users in the Jono zero carbon demonstration
projects. The location of Jono region in Japan is shown in Fig. 7.8.

7.2 ZEH Low-Carbon Technology and Advanced
Management

A ZEH is a house with an annual net energy consumption of around zero (or less) by
saving as much energy as possible while maintaining comfortable living environ-
ment. This can be achieved through envelope thermal insulation, high-efficiency
equipment, and creating energy with on-site distributed energy resources (DER).
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Fig. 7.8 Location of Jono region in Japan

The Japan Strategic Energy Plan sets a goal of achieving average zero emission in
newly constructed houses by 2030. Buildings can be an important part of the
solution in these future smart energy grids; aggregated buildings will be both energy
user and producer [16]. This part aims to examine the performance of active demand
side management for residential households in the social demonstration projects,
which include solar PV production, thermal storage, and fuel cell system. Analysis
selects objectives from different types of residential customers who have installed
HEMS and cooperates with demand side management. The real history load and
generation profiles were mainly collected from residential buildings, located in Jono
zero carbon demonstration projects.

1. Eco-Cute water heater

Electrical power to heat and thermal energy storage are identified as effective
measures to provide flexibility. Optimal control of heat pump and thermal tank
enable building to bring flexibility toward the power grid. Figure 7.9 presents the
function of Eco-Cute; it is suitable for residential hot water supply, especially for the
house with all-electrification. Eco-Cute generally refers to a heat pump water heater,
utilizing natural refrigerant (carbon dioxide) that is environmentally safe. Its capa-
bility has been improved based on customer needs, making them more
multifunctional with features such as the ability to support floor heating, and
providing more space-saving models. Because it makes effective use of heat
extracted from air, the system can generate heat energy more than three times greater
than the input electrical energy. Eco-Cute saves energy by always checking and
keeping adequate bathwater temperature. Its warm-charge function saves energy
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when boiling water at night by using the heat of the remaining warm bathwater.
Temperature selection function enables users to select and set a mode from hot,
standard, and warm temperature settings without adding water.

The popularity of heat pumps is generally supported by (designed specific
electricity tariff scheme) energy market and policy implications. Heat pump water
heater is generally considered as useful appliances for environmental protection and
load shifting. Thermal storage applications are integrated to shift the daily energy
consumption pattern and generally schedule the working time of heat pump water
heater concentrates in lower pricing region (early morning and deep night) to
provide potential economic benefits for customers. Figure 7.9 illustrates the scheme
of the residential heat pump water heater system, the local controller can receive the
real-time price single from the grid and switch on/off the heat pump, and the work
period of heat pump is optimized according to the price information from the grid.
The produced heating will be stored in thermal tank and then released for daily later
use. Figure 7.10 presents the color scale distributions of power consumption of heat
pump water heater in a typical residential household. Working period of heat pump
mainly lasts from 0:00 to 7:00 am and locates in the valley period of demand load.
Operating time becomes shorter with daily decreasing heating demand; heat pump
water heater system shows higher power consumption density in winter, attributed to
the higher heating demand and lower generating efficiency under low ambient
temperature. Heat pump water heater tends to operate earlier in wintertime to meet
the daily heating load, which may be highly dependent on activity-based load.

2. Rooftop PV and battery system

Rooftop solar PV system plays a significant role in raising local energy self-
sufficiency. Generally, PV system has a connection with the public electricity grid
via an inverter. The distributed PV battery is expected to reduce the customer’s
electricity bill and participate more in grid load optimization through optimal
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management strategies in aggregated level. Figure 7.11 presents the variation of
annual PV generation, high generation period concentrates in mid-season period.

The dynamic battery dispatch scenarios are shown in Fig. 7.12; the rule-based
control forced the charging process of the battery into the off-peak price period and
shifted the load upward during this period, and then its discharging process started
during night peak price hours. The scheduling leads to peak power load concentrates
over a shorter period at about 3 hours, discharging flow with the negative value
corresponds with residential peak price period, and the cycling is expected to reduce
power purchased from the utility with a high price under the time-of-use tariff
scheme.

The Japan government aims to capture 50-70% of next-generation vehicles to
total new car sales by 2030; electric vehicle plug-in hybrid vehicle is expected to
account for 20-30% of diffusion target. Panasonic develops the smart house linked
to cloud computing service; its function supports EV charging facilities and smart
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meters equipped with communication functions, making them useful as electricity
supplies in communities. Figure 7.13 illustrates the scheme of EV application in
residential sector. The plug-in electrical vehicle not only receives charge from the
grid to power the vehicle but also provides backup power to the household. EV
provides two-way flow from grid and to home, functioning electric power grid for
peak shaving or enhancing local energy security.
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Fig. 7.14 The fuel cell cogeneration system

Potential opportunity to manage increasing electricity costs and demand spikes is
the utilization of EVs to act as an aggregated energy store, providing peak shaving or
demand shifting to both local buildings and to the power system when demand is
high. Electrical vehicle for residential demand response could bring potential ben-
efits to both of power supply and demand side, supporting peak reduction from
aggregated form and reducing customer energy cost under time-of-use tariff scheme.
This section will mainly analyze the techno-economic performance of residential EV
system (V2H).

3. Micro-cogeneration system

Japan’s Ene-Farm program is arguably the most successful fuel cell commercial-
ization program in the world. As shown in Fig. 7.14, the fuel cell (Ene-Farm)
devices, packaged in enclosures about the size of a refrigerator, convert natural
gas into electricity and heat that can be used for hot water and space warming.
Ene-Farm is the mainly applied micro-cogeneration technology in Japanese residen-
tial buildings, which couples the residential heat and electricity demand. The
nominal power output capacity of the fuel cell is 700 W, thermal output is 998 W,
the volume of combined water tank is 130 L, and stored water temperature is around
60 °C [17]. The cogeneration system runs in combined heating and power mode
tracking thermal load. Panasonic, one of the main producers of the devices, claims
95% total energy efficiency.

As shown in Fig. 7.15, the power output of fuel cell is limited to the electricity
demand and its nominal capacity (0.70 kW). The cogeneration system runs with
thermal tracking strategy, and on/off operation cycle of the fuel cell is controlled by
the energy consumption patterns and amount of hot water in thermal storage tank.
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Fig. 7.15 Operational CHP mode of fuel cell in a typical day

Fig. 7.16 Fuel cell power
output profiles
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Annual output of fuel cell at 30-min is described in Fig. 7.16, the measured daily
maximum output of the fuel cell concentrates in the time when the PV output is
absent, its output is limited to the simultaneous heat energy demand, and large heat
demand enables prolonged working period and increasing power generation in
winter days.
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7.3 Application and Evaluation of HEMS in Residential
Multi-energy System

7.3.1 IoT Smart Energy Management

Internet of Things (IoT) is a technology consisting of sensing, network infra, and
service interface that connects things to networks and shares information. Smart
meter combined IoT enables the real-time information exchange between power
supplier and customer. Private sector and local grid are expected to contribute to
ensuring the efficient and sustainable use of natural resources and reducing carbon
emissions. Home energy management systems (HEMS) also integrate IT networks
with information on energy supply and use from appliances. Driven by the potential
benefits from demand side management, HEMS is widely promoted to reduce
household energy demand in the Japan national energy roadmap launched by
METTI in 2014. HEMS allows for automated measure and display of energy use
information and thus stimulates energy conservation. The Japanese government has,
through the introduction of subsidies, encouraged more construction companies and
buildings to install HEMS devices. This has led to an increase in the number of smart
houses in Japan as well as a target to have HEMS devices installed in every
household by 2030.

Occupants’ behavior contributes significantly to the energy conservation of the
building energy system [14]. The function of HEMS involves the real-time control of
on-site power generators and home appliances, monitoring and communicating
building operating conditions and coordinating control of loads, and providing
highly efficient energy supply resolution for customer, including space heating,
cooling, and hot water supply. Currently the ZEH in Japan is a generally efficient
energy system that features on-site renewable energy resource, cogeneration system,
and smart energy management strategy under HEMS environment. Excess energy
from local renewable generators, which cannot be directly self-consumed, is usually
sold to the grid. Smart HEMS can also help the consumer to effectively control the
cogeneration units, such as operating the micro combined heating and power unit via
tracking the simultaneously electrical and thermal loads considering the balancing
constraints; coordinated energy-saving control on home appliances, for example,
maintaining the indoor temperature by 28 °C and after 30 min 20 °C air cooling
conditioning operation in summer; and automatic lighting illumination adjustment
for electricity saving. Customers can acquire the real-time energy consumption
through APP visualization, turn on or off home electric appliances, and manage
their operations in time, which can induce the customer to form an energy-saving
habit [18].

A grid-interactive efficient building expands demand flexibility options beyond
traditional demand response because of the smart technologies like advanced sensors
and controls and visualization function that can actively manage DER and adjust a
building’s energy consumption. In order to facilitate controllability on the subset of
smart houses and management of local energy system, the community energy
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Fig. 7.17 Overview of system structure and integrated network between CEMS and HEMS

management system (CEMS) as an energy and information hub is introduced. As
depicted in Fig. 7.17, the two-way information communication network between
HEMS and CEMS could automatically record smart meter data and transmit it
through IoT at both household and utility service level and enable consumers to
easily access their own real-time electricity consumption behaviors and identify
individual energy cost rank among community members through the online
information.

Smartphone app using HEMS renders home energy use visible and intelligently
controls equipment. As shown in Fig. 7.18, the user-friendly interface of smartphone
supports awareness of energy issues, supports consumers to compare and manage
their real-time power consumptions, and participates more responsibly in improving
district energy system flexibility or energy consumption reduction [19].

7.3.2 Management Strategy and Suggestions

Major changes in the energy sector in recent years mean that the need for smart,
flexible energy is increasing. Participating objectives in a flexible public grid would
come from both supply and demand sides. It is expected that markets related to
“smart technology” will expand as it contributes to energy conservation and
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Fig. 7.18 Interface of HEMS APP

improves the convenience of everyday life. Low-carbon transformation in power
sector and smart demand side management are expected to play increasing roles in
developing renewable energy dominated public grid; energy production and energy
consumption will become more coordinated.

7.3.2.1 Management from Supplier Perspective

The VRE intermittent output has a great influence on grid supply-demand balance,
especially under high renewable energy penetration level. Performance investigation
of VRE further integration can help utility understand future electricity market
investment. Increasing renewable energy penetration level brings promising envi-
ronmental benefit and energy self-sufficiency security at district level. However, the
variable renewable energy differs from the conventional power supply technologies;
variable renewable energy shows low peak capacity credit. Due to the grid flexibility
constraint and low correlation between solar generation and load profiles, we can
observe that the PV production can greatly shape the grid residual load, and PV
integration mainly decreases the output from medium based plants.

Limited to flexible resources, actual market value of renewable energy would
drop due to renewable power curtailment considering grid flexibility. The electricity
spot trading price was reduced with increasing PV power share, especially at certain
rising penetration ranges. To meet the above challenges, power to heat and power to
hydrogen productions as potential solutions are expected to support the cost-
effective integration of a large share of renewable energy production and compre-
hensively decarbonize the social energy system.
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7.3.2.2 Suggestions for Demand Side Management

The building sector is facing a trend toward decentralized, more efficient technolo-
gies to cover the electrical or heating loads. With increasing share of efficient power
technologies integrated with electrical distribution grid, their integration to the
public grid needs to be planned similar to the integration of renewable energy
resources. Buildings account for a large ratio of social electricity consumption and
offer on-site generation (rooftop PV, cogeneration system) and different storage
potentials, either in the structure itself (thermal storage) or in individual units (hot
water tank, battery). Consumers can also adjust their energy consumption to have a
flexible energy demand, generally based on incentive response. In the future,
buildings will continuously manage loads and DERs to better serve the needs of
building owners and occupants, electric utility systems, and regional grids.

Energy efficiency contributes to the achievement of a sustainable future and
improves the social welfare through reducing carbon emission. With the widespread
of behind smart meter and development of advanced information communication,
high-efficiency appliances, integrated distributed power resources, and smart man-
agement are expected to be important flexible energy resources of future power
supply system. Currently, high initial capital investment may be the main barrier to
promote the energy efficiency products in demand side. Utilities and policymakers
can implement financial incentive mechanisms via policies, rate designs, and pro-
grams for customers to shoulder part of capacity cost that may enhance the wider
uptake of grid-supporting high-efficiency technologies. Direct subsidies to heat
pump water heat system and cogeneration are essential for their wider development
due to the high initial capital investment. Being government-led, customer partici-
pation, and being business-driven are expected to become the main features in
sustainable development of smart community energy system.

7.4 Influence of Power Market Fluctuation on Residential
Electricity Cost

To address the primary energy shortage problem, Japan has implemented a series of
policies and measures for residential energy conservation and emission reduction.
Among them, the home energy management system (HEMS) in a smart house as a
hub connecting users and power companies to realize energy visualization has been
widely studied.

The research object of this study is a two-story detached smart house integrated
with HEMS in the “Jono smart house area” in Japan. A dynamic pricing model was
developed to guide the users’ electricity consumption behavior and adjust the grid
load. The annual electricity charges of users under the three pricing schemes of
multistep electricity pricing (MEP), time-of-use pricing (TOU), and real-time pricing
(RTP) were calculated and compared.
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Table 7.1 Unit price and basic charge incurred by the target household by selecting MEP and TOU

Basic charge (yen/contract) Unit price (yen/kWh)
MEP 1782.0 0-120 kWh 17.46
121-300 kWh 23.06
300kWh- 26.06
TOU 1650.0 8:00-22:00 Spring/autumn 23.95
Summer/winter 26.84
22:00-8:00 13.21

7.4.1 Comparison of Electricity Cost Among Different
Pricing Models

Power demand response refers to the market participation behavior of power users in
response to the market price adjusted signals or according to the incentives of power
companies to change their inherent usage patterns. It is a solution for demand side
management. The price mechanism forms the core of the power market mechanism.
In addition, reasonable electricity price can reflect the size of social benefits, realize
the optimal allocation of power resources, allow users to select a reasonable power
consumption time, and adapt to the intermittent characteristics of distributed power
generation.

At present, the main pricing strategies used in the power market include MEP,
TOU, and RTP. With the characteristics of stepped-type electricity price, MEP is
applicable to most types of residential energy systems and is a common choice of
users. Table 7.1 presents the unit price and basic charge incurred by the target
household by selecting MEP and TOU [20]. The monthly electricity cost incurred
by the customer is calculated by summing the basic charge and unit price.

In general, RTP has an economic advantage over TOU in terms of electricity cost,
but due to the long operation time of the heat pump and large power consumption at
night in winter, it is still higher than TOU. The cost of electricity in January was
22,200 yen for RTP and 24,724 yen for TOU. A comparison of the annual electricity
cost of the three tariff models is illustrated in Fig. 7.19. In the absence of an evident
gap between MTP and TOU, the application of RTP makes the system economy
better than that in the other two modes. There is a huge difference in the electricity
costs between MTP and RTP in winter; in contrast, the cost of TOU is evidently
different from that of RTP in summer.
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Fig. 7.19 Comparison of annual total electricity cost

7.4.2 Comparison Results and Power Market Suggestions

Faced with the problem of primary energy shortage, residential energy consumption
has been a main objective of Japan’s energy conservation and emission reduction
strategy. HEMS as a hub in smart house which connects the supply and demand
sides realizes the function of two-way communication between users and power
companies. At present, most consumers select MTP and TOU as the modes to
calculate electricity charges. According to the characteristics of real-time monitoring
and feedback of energy consumption data in HEMS, Japan electric power company
has not yet developed an applicable RTP scheme. Here, a smart house integrated
with HEMS in the Jono area in Japan was selected as the case study, and the short-
term load forecasting of user energy consumption was conducted based on the
historical data. An RTP model was established based on the consumer’s load
forecast results of the next day, with an aim to reduce the annual electricity cost
incurred by the user by adjusting their energy consumption behavior and transferring
the peak load. An RTP model is established, and the load of the power grid can be
adjusted to guide users’ electricity consumption behavior through the model. This
model is compared with MTP and TOU, and the annual electricity charges of the
three pricing schemes are calculated according to the prediction results of the short-
term load forecasting model. The result indicates that the annual electricity cost
generated by RTP is less than that generated by MTP and TOU, and RTP’s economic
advantage becomes evident in case of high energy consumption.
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Chapter 8 )
Maintenance and Reliability in Distributed g
Energy Resource System

Jinming Jiang, Zhonghui Liu, and Weijun Gao

8.1 Maintenance and Reliability of a Complex System

8.1.1 Distributed Energy Resource System, a Complex System

The DER system is a complex energy conversion system. As introduced above, the
DER system is a kind of energy that can be close to the user side, contain various
energy types, and produce electricity, heat, cold, hot water, and other forms of
energy.
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8.1.1.1 The Complexity of Energy Types

The DER systems can use a variety of energy sources and convert them into a variety
of energy forms. The primary energy can use renewable energy sources, such as
solar, wind, and hydrogen, and non-renewable energy sources such as carbon,
natural gas, oil, etc. For an efficient and low-carbon DER system, the primary energy
used is often a combination of various energy sources. At the same time, distributed
energy can transform primary energy into electricity, space heating or cooling,
domestic hot water, and other energy forms to meet users’ needs. For example, the
DER system of Kitakyushu Science and Research Park in Japan is a hybrid DER
system, which combines natural gas and solar energy as the primary energy and, to
meet the electricity demand, space heating in winter, space heating in summer, and
domestic hot water [1]. Therefore, one of the complexities of the DER systems is the
complexity of its primary energy types and energy utilization forms.

8.1.1.2 The Complexity of Technologies

Because of the complexity of primary energy types and energy utilization forms, the
technical complexity of the DER systems is determined. Generally, the DER system
includes electric energy conversion units, heat energy conversion units, energy
storage units, etc., including various energy generation technologies, energy con-
version technologies, and energy storage technologies. Akorede et al. [2] gave us a
review of the distributed generation technologies and energy storage technologies.
The different energy conversion technologies correspond to other energy types and
provide different energy types. Any distributed energy system embraces multiple
technologies; that is to say, the DER system is complex technology integration.
Therefore, one of the complexities of distributed energy systems is technological
complexity.

8.1.1.3 The Complexity of Maintenance

Maintenance is a complex activity and process. The complexity of maintenance is
mainly reflected in the following three aspects: (1) the complexity of the mainte-
nance subjects; (2) the complexity of the maintenance types; and (3) the complexity
of the maintenance levels.

The Complexity of Maintenance Subjects
Maintenance subject refers to the party who undertakes or partially undertakes the

maintenance responsibility of the equipment during the maintenance of the system.
For example, the manufacturer or supplier of a device may be the main maintenance



8 Maintenance and Reliability in Distributed Energy Resource System 189

Fig. 8.1 The classification Routine
of maintenance types Maintenance

Time Based

p —L— Scheduled
Maintenance

Maintenance
Preventive
Maintenance
Condition Based _ Planned

. Maintenance ~ Maintenance
Maintenance

Types Generally

Corrective

Corrective | Maintenance

Maintenance |
Emergency
Maintenance

subject of the device, and the user and maintainer of the device are also the main
maintenance subject of the device. They all take responsibility for the health of the
equipment. There are many maintenance subjects for a DER system, and they often
take different responsibilities.

The Complexity of the Maintenance Types

A maintenance definition which has been proposed by Geraerds (1985) is widely
recognized as “all maintenance activities aimed at keeping an item in, or restoring it
to, the physical state considered necessary for the fulfillment of its production
function” [3]. To ensure the system running in health, there are multiple maintenance
types based on the requirements of different devices and components. For the
maintenance strategy of a system, a single maintenance type cannot meet the
requirements of different devices and maintenance layers. Therefore, the mainte-
nance process of a system is often a combination of multiple maintenance types.
Therefore, the maintenance of a DER system is complex. Figure 8.1 shows some
maintenance types for a system; more details are presented in Sect. 8.1.

The Complexity of the Maintenance Levels

The maintenance level is the level at which a device or system is restored to its
original state through maintenance actions here. The different maintenance behav-
iors cause different maintenance levels. Reliability levels are commonly used to
describe system status. For example, overhaul maintenance maybe can make the
reliability level recovery to the initial or better. The corrective maintenance can
restore the reliability level to some extent but lower than the initial state when a
maintenance action or process occurs. The level of maintenance performed can result
in different maintenance results, which can make the reliability level of the device
higher or lower. Therefore, the maintenance level in the maintenance process is
complex and often difficult to calculate or detect.
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8.1.2 System Reliability

Reliability is defined as the ability of an item to perform a required function under
given conditions for a stated period [4]. Therefore, reliability is an important quality
indicator of the product, which marks the possibility that the product will not lose its
working ability.

The system reliability of a DER system refers to the extent to which the system
can meet the requirements of energy production, conversion, and storage under
given conditions for a state period. As a complex energy production, conversion,
and storage system, the system reliability of the DER system depends on the
reliability of each component in the system. If a system component fails, it can
lead to the failure of a unit, a sub-system, or the whole system.

If the failure of a component will lead to the failure or shutdown of the entire
system, then this component is a critical component for the whole of the system and
needs more attention in maintenance. If a component fault has little or no impact on
the entire system, the component is not a critical component. You only need to
periodically check the component during maintenance to meet the maintenance
requirements. In system reliability analysis, whether a component is a critical
component depends on its impact on system reliability. The connection relationship
between components determines the reliability of the entire system. Components in
the system are connected to other components in series or parallel. More information
about reliability calculation will be introduced in Sect. 8.3.

8.1.3 Operation and Maintenance

Maintenance, replacement, and reliability are the key factors of an equipment or a
system to make the equipment or system complete the function within a function or
production period. For a DER system, the operation and maintenance (O&M) are the
main activities during the life cycle of a system.

Maintenance is an orderly and systematic administrative, financial, and technical
framework for assessing, planning, organizing, monitoring, and evaluating mainte-
nance and operation activities and their costs continually. The maintenance plan also
depends on the maintenance experience, and the purpose of the maintenance plan is
to make sure the equipment can be operated on the system requirement functions.
Therefore, an analysis of system maintenance strategy, system operation status,
failure, maintenance cost, and effect of the function should be performed in the
maintenance process.

Maintenance is seen as an opportunity to save energy [5]. Better maintenance can
reduce the operating and maintenance costs of the system and thus reduce the
system’s life cycle costs. In addition, good maintenance can reduce the system’s
failure rate and improve its reliability.
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From the point of view of system reliability, it is indispensable to improve the
system’s reliability and improve the utilization efficiency of products. Maintenance
can only enhance the system’s reliability in operation and maintenance stage.
However, an excessive focus on improving reliability can lead to excessive mainte-
nance and thus increase the total life cycle costs; inadequate maintenance may
reduce system reliability. Therefore, there needs to be a balance between mainte-
nance costs and system reliability requirements.

The maintenance of any system should consider several points:

. When to carry out maintenance and the frequency of maintenance.
. How to use maintenance.

. How much is the repair cost?

. Downtime during maintenance (downtime often comes with costs).
. Demand for types and numbers of maintenance personnel.

. Required maintenance preparation (tools, spare parts, etc.)

AN AW~

The main objectives of operation and maintenance include the following:

1. To adopt reasonable maintenance strategies to improve system reliability and
reduce life cycle costs.

2. To avoid the waste of energy caused by system failure and performance degra-
dation and manage for energy saving.

3. To provide a basis for system design optimization, update, and transformation.

8.1.4 Significance and Challenges of Maintenance
and Reliability Research of the DER System

8.1.4.1 Significance of Maintenance and Reliability Research

The DER system has been built up and applied for decades; many application
programs on the DER system are closed to the design life of the DER system. As
indicated in the above presentation, there are many devices or components in a DER
system. Thus, a DER system is a complex system that can meet multiple functions.
When a device or component has failed, the whole system or a sub-system will be
failed. The energy supply or a part of the function will be interrupted. Therefore, one
of the primary purposes of DER system utilization is to ensure the reliability and
availability of components in the DER system and keep components in a good
(or working) state. However, most previous studies are focused on the optimization
and analysis of the DER system to reduce the total life cycle cost; few articles discuss
the reliability and availability of DER systems. Thus, the research on maintenance,
reliability, and renewal of distributed energy systems is an important research
direction to improve the reliability of distributed energy systems and further reduce
the operation and maintenance costs and optimize the design of distributed energy
systems.
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8.1.4.2 Challenges

Reliability and maintenance management is a complex multidisciplinary research
system. Usually, its research content can increase availability and security, consti-
tuting the study of reliability, availability, maintenance, and security (RAMO); the
four are almost inseparable and complement each other in the research.

The research on reliability and maintenance management of distributed energy
systems should focus on the whole life cycle cost of the system. The optimization of
a maintenance strategy is the key to reducing the operation and maintenance cost of
the DER system. Secondly, for complex repairable systems, clarifying the mainte-
nance priority of internal sub-systems or components of the system is an effective
means to avoid waste of maintenance resources and save costs. Third, system
reliability analysis and maintenance should provide methods for system design
optimization. Fourth, in changing from a traditional maintenance strategy to an
intelligent maintenance strategy driven by big data, the maintenance of distributed
energy systems should be improved intelligently.

8.2 Maintenance Optimization of a DER System

8.2.1 Maintenance Strategy

A maintenance strategy is a specified maintenance process and project for the
deterioration of a system or device. At the initial stage of system maintenance,
maintenance strategies can be used to maintain the device according to the sugges-
tion of the device manufacturer. Maintenance strategy optimization can be
performed based on system conditions to save costs and improve reliability.

8.2.1.1 Corrective Maintenance

Corrective maintenance (CM) refers to the maintenance task of identifying, isolat-
ing, and repairing faults so that the faulty equipment, machine, or system can be
restored to the normal operating state within the allowable error range. The CM is
also called break-down maintenance, and the maintenance is based on whether the
fault is intact or available. Maintenance is based on whether the fault is intact or
usable. CM adopts the fault maintenance strategy of maintaining when a fault
occurs, restoring the original state only after the device’s partial or complete failure.
It can be divided in detail into immediate corrective maintenance and deferred.

CM maintenance is classified into the following categories according to the
recovery of the operating status of the maintained devices.
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1. Perfect Repair or Maintenance. Maintenance that restores a system or operating
state to a state as new.

2. Minimal Repair or Maintenance. An activity of maintenance that restores the
system to the failure rate at which a fault occurred. After minimal repair or
maintenance, the operating state of a system is often referred to as the obsolete
operating state.

3. Imperfect Repair or Maintenance. A maintenance activity in which the system is
restored to a non-new state, but the system’s operating state is improved.

4. Worse Repair or Maintenance. Maintenance that restores the system to a non-new
state but does make the system better.

5. Worst Repair or Maintenance. Maintenance activities that unintentionally cause a
system or equipment to fail or collapse.

The previous maintenance strategies have different maintenance results (levels),
reflecting the maintenance complexity.

8.2.1.2 Preventive Maintenance

Preventive maintenance is to keep the equipment or system in a satisfactory running
state, according to the production plan and maintenance experience before the
occurrence of serious failure, according to the specified time or interval to stop
testing, inspection, closure, replacement of parts, in order to prevent damage,
secondary damage, and production loss.

Preventive maintenance is widely used in power systems and distributed energy
systems. The DER system is complex, and its preventive maintenance process is as
follows:

1. Identify the system’s fundamental fault modes according to the system’s structure
and functional characteristics.

2. Select the appropriate residual life prediction method according to the obtained
degradation or failure data samples.

3. The cost function of preventive maintenance and timely repair for each failure
mode of the steel member is distributed by the predicted remaining life.

4. Use an optimization algorithm to obtain the best preventive maintenance scheme
to minimize the cost of maintenance decisions.

8.2.1.3 Condition-Based Maintenance

Condition-based maintenance (CbM) is a preventive maintenance strategy based on
state detection technology. Conditional maintenance is premised on the fact that
many failures do not occur instantaneously. If this failure process is developing,
measures can be taken to prevent the failure or avoid serious consequences. There-
fore, condition-based maintenance technology includes data acquisition, feature
extraction, fault detection, fault diagnosis, and fault prediction.
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Data acquisition may involve various data galaxies, such as temperature, pres-
sure, velocity, etc. Feature extraction includes Fourier transform, data filtering/
smoothing, temperature/pressure ratio, etc. Fault detection algorithms alert users to
potential risks. Fault diagnosis algorithms isolate and identify faults of specific
components or sub-systems. The fault prediction algorithm estimates the device’s
usable life RUL or failure probability based on the history and current operating
state. Fault identification and diagnosis technologies play an important role in
condition-based maintenance.

8.2.1.4 Predictive Maintenance

Predictive maintenance (PdM) is preventive maintenance based on CbM. When the
equipment or system is running, it periodically or continuously detects and diagno-
ses the status and faults of major components or parts. Determine the status of the
device or system and predict the future development trend of the device status. In
addition, a predictive maintenance plan is made based on the device status trend and
possible failure modes. Thus, determine the time, content, method, and necessary
technical services and material support for the maintenance of the machine.

The technologies of PdM include condition detection technology, fault diagnosis
technology, condition prediction technology, and maintenance decision technology.
Condition monitoring technology and fault diagnosis technology are the foundation,
condition prediction technology is the key, and maintenance decision technology
gives the final suggestion. Fault identification and diagnosis technologies are the key
technology of CbM.

8.2.1.5 Intelligent Predictive Maintenance

The Internet of Services (IoS), big data, artificial intelligence (AI), Internet of Things
(IoT), cloud computing, and other new information technology have promoted the
rapid development of intelligent manufacturing technology. Cyber-physical systems
(CPS) can monitor the objects and processes, create a virtual copy of the physical
world, and decentralize control and decision-making. Compared with PdM, intelli-
gent predictive maintenance mainly uses CPS, Al IoT, IoS, and other technologies
to monitor and analyze the status, making the whole system more intelligent. The
research and application of intelligent predictive maintenance have been carried out,
representing the development trend of maintenance strategy in the future.

8.2.1.6 The Selection Method of Maintenance Strategy

A suggestion of the selection method was shown in Fig. 8.2; the selection of
maintenance is related to the failure frequency (failure rate) and the effect of failure.
A complete system should not have a high failure rate and failure effect, so the
design needs improvement. Components with a high failure rate and low effect



8 Maintenance and Reliability in Distributed Energy Resource System 195

Fig. 8.2 The selection Failure Rate
method of maintenance
strategies

Preventive Maintenance Improve design
Condition-based Maintenance

Failure Effect

General Inspection Intelligent Predictive Maintenance
Corrective Maintenance Predictive Maintenance
Condition-based Maintenance

should be monitored and replaced. Components with a low failure effect and low
failure rate do not need to monitor and collected data. They only need to perform the
general inspection, replacement, or preventive replacement of components in a
period. Components with a high failure effect when a failure occurs, maybe with
the extended downtime and higher cost for maintenance, should be detailed of failure
mode and effect analysis to decide the data collection objects and maintenance
strategies.

8.2.2 Failure Diagnosis and Predictive Techniques
8.2.2.1 Fault Identification and Diagnosis

When a system failure occurs, it needs to be detected, isolated, and identified. Failure
detection is to detect a failure in the system; failure isolation is to locate the faulty
components, sub-systems, and systems; failure identification is to identify the failure
mode that has occurred.

Whether it is a degraded failure or a sudden failure, the general steps and methods
for fault diagnosis are as follows:

1. Collect relevant data and materials.
1. The types of collected data.

(a) Numerical data: the data collected is a single value, for example, temperature,
pressure, humidity, etc.

(b) Waveform data: the data collected in a specific time domain is a time series,
usually called a time waveform, such as vibration and acoustic data.

(c) Multi-dimensional data: the collected data is multi-dimensional, and the most
common multi-dimensional data is image data, such as infrared hot soil,
X-ray images, etc.
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2. Basic information about the system.

(a) System structure and performance information, including the working prin-
ciple of the system, the status and role in the production process, the basic
parameters, the structural composition of the system, etc.

(b) System operation data, including the change of load, the situation of starting
and stopping, the efficiency of the DER system, etc.

(c) Environmental conditions: ambient temperature, humidity, relationship with
surrounding facilities and equipment, etc.

3. Failure and repair records, including past maintenance records, overhaul time,
what adjustments and changes have been made during the maintenance process,
the weak environment of the equipment and the type and location of failures
expected to occur, the failure records of other equipment of the same model and
working conditions, etc.

2. System testing.
Detect the system’s state after the failure, additional testing, etc.
3. Failure analysis and diagnosis.

According to the collected data, analyze the signal and data changes, and analyze
the waveform and stability of the signal in a specific time domain, frequency domain,
etc. On this basis, failures are diagnosed through diagnostic methods, such as pick-
up models, signal processing, expert knowledge, etc.

For traditional diagnostic methods, the model-based analysis method is better if a
more accurate mathematical model of the monitored object can be obtained, such as
state estimation, parameter estimation, consistency check, etc. The disadvantage of
this method is that the quality and capacity of the sample are limited and the presence
of noise and the system’s complexity result in poor accuracy.

Signal-based processing methods, such as frequency domain analysis, wavelet
analysis, adaptive time-frequency analysis, etc., can be used for data preprocessing
but cannot be used as a separate diagnostic method.

When it is difficult to establish a mathematical model of the diagnostic object,
knowledge-based diagnostic methods can be used, including expert system, neural
network, fuzzy algorithm, genetic algorithm, rough set, artificial immune algorithm,
fault tree, support vector machine, and other fault diagnosis methods. With the
development of new-generation information technologies such as the Internet, big
data, and artificial intelligence, new-generation data-driven failure diagnosis
methods based on deep learning have received more attention.

8.2.2.2 Failure Prediction

Failure prediction is used to determine whether a failure is imminent and estimate the
time and possibility of failure. Unlike fault diagnosis, failure prediction is made
before the failure occurs, while failure diagnosis is made after the failure occurs.
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At present, there are two mainstream failure prediction categories. One is to
predict the remaining service life of equipment, that is, to predict how much time
is left before the equipment fails based on past operating data and current equipment
status. The other is to predict the probability of failure at a particular time in the
future, the failure rate.

Failure prediction is the core method to realize the prediction of system perfor-
mance degradation state and remaining life.

8.2.3 Maintenance Strategy Optimization Based on Risk
Analysis

8.2.3.1 Failure Modes and Effects Analysis, an Approach Based on Risk
Assessment

Failure modes and effects analysis (FMEA) was one of the first highly structured and
systematic techniques for maintenance analysis. It is a systematic method for
analyzing and ranking the wind associated with various products, processes, and
failure patterns. Prioritize for remedial action, take action on the highest ranked
items, reevaluate those items, and return to the priority steps continuously until
marginal returns begin.

The mentioned method was designed to model the system’s operation to deter-
mine its reliability characteristics. Each method has its advantages and disadvantages
and has been widely analyzed in the scientific literature. The advantages and
disadvantages have been introduced, and the compression of FTA, FMEA, and
FMECA has been presented. FTA method may not find all possible initiating failures
and cannot analyze the more complex system. The FMECA method can give us
more details about the system’s component reliability. However, it needs to inves-
tigate many trivial cases, but for a complex DER system, it may not have a lot of
actual case data to be analyzed.

This method does not allow the evaluation of reliability functions of complex
systems but allows for the identification and analysis of all system failures, assesses
their importance in system reliability, and then focuses on maintenance practices and
their impact on system reliability. In addition, FMEA allows dealing with uncer-
tainties, including the complexity of systems and the ambiguity of human judgment
[6]. The FMEA method uses actual data from equipment during operation to analyze
the relevant faults of components, so there is no theoretical causality. The effective-
ness of the FMEA method comes from the practice-based approach, which allows
the selection of cost-effective actions for the correct maintenance plan.
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Fig. 8.3 Component block diagram for a complex system

8.2.3.2 Analysis Method and Process

The reliability of a complex system depends on the reliability of its components and
the way those components are connected throughout the system. The FMEA method
adopts the risk priority number (RPN) to evaluate and optimize the failure of
components by analyzing the failure modes, causes, and effects. The steps of the
FMEA method can be written as follows:

Step 1: Review the system’s components details, such as the requirement, mainte-
nance data, system function, component’s function, failure events, etc.

Step 2: Break down the structure of the equipment or system, and draw the reliability
equipment block diagram. The equipment block diagram for a complex system is
shown in Fig. 8.3.

Step 3: Determine the components’ failure mode, failure cause, and failure effect.
The effect of failure can relate to a part, a sub-system, and a whole system.

Step 4: Calculate the risk priority number (RPN), severity (S), occurrence (O), and
detection (D) for each failure mode.

Step 5: Perform the FMEA process to assess the reliability and maintenance.

The FMEA process for the DER system in KSRP is shown in Fig. 8.4. The FMEA
process is applied to assess the importance level of the component. After performing
the FMEA assessment, a team review will be applied to the maintenance strategy.
The team members can include the engineers, operators, manufacturers, designers,
managers, maintainers, etc. Professional maintenance knowledge, equipment knowl-
edge, maintenance experience, and management experience put forward improve-
ment strategy for equipment maintenance strategy and evaluate new RPN.

Three factors are used to calculate the RPN, including severity, occurrence, and
detection. Severity (S), occurrence (O), and detection (D) factors are rated separately
using numerical scales, usually ranging from 1 to 10 [7].

The details of the three factors can be described as follows:

* (S): Result generated from failure
* (O): Opportunity or probability of a failure
* (D): Opportunity for an unidentified failure because of the difficulty in detection.
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Corrective Actions
Required

Yes

Rank of

severity Description

12 Failure is of such minor nature that the operator will probably not detect the
failure

3-5 Failure will result in slight deterioration of part or system performance

6-7 Failure will result in operator dissatisfaction or deterioration of part or system
performance

89 Failure will result in a high degree of operator dissatisfaction and cause the
non-functionality of the system

10 Failure will result in significant operator dissatisfaction or significant damage

The RPN can be expressed as:

RPN=Sx0OxD

(8.1)

The evaluation rank is based on a scale of 1-10, with the corresponding descrip-
tion from Mauro Villarini et al. [6], Kapil Dev Sharma et al. [8], and Jichuan Kang
[9] and the investigation in KSRP. The rank of severity (S), occurrence (O), and
detection (D) is shown in Table 8.1, 8.2, and 8.3, respectively. As a consequence of
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Table 8.2 Occurrence rating scale for FMEA

J. Jiang et al.

Rank of
occurrence Description
1 An unlikely probability of occurrence: the probability of occurrence < 0.001
2-3 A remote probability of occurrence: 0.001 < probability of
occurrence < 0.01
4-6 An occasional probability of occurrence: 0.10 < probability of
occurrence < 0.10
7-9 An occasional probability of occurrence: 0.10 < probability of
occurrence < 0.20
10 A high probability of occurrence: 0.20 < probability of occurrence

Table 8.3 Detection rating scale for FMEA

Rank of detection

Description

1-2 Very high probability that the defect will be detected

34 High probability that the defect will be detected

5-7 Moderate probability that the defect will be detected

89 Low probability that the defect will be detected

10 Very low (or zero) probability that the defect will be detected

Table 8.4 Effect of different | oye]

RPN levels

RPN Effect
I 1~10 No effect
)i 10~100 Duty is unfulfilled
1 100~250 It is failing a critical mission
v 250~1000 Abandonment of duties

the scale indicators, the RPN values are ranked between 1 and 1000. The effect of
different RPN levels is divided into four levels, including no effect (RPN 1-10), duty
unfulfilled (11-100), failing an important mission (101-250), and abandonment of
duties (251-1000), as shown in Table 8.4.
Through FMEA analysis of the DER system, component priority can be obtained
according to the level of RPN, thus helping the maintainer to determine which
component should be paid more attention to in the maintenance process. For
components with a high RPN level, improve maintenance policies based on device
performance, expert advice, and the experience of the maintainer. For example, add a
condition monitoring system, increase inspection frequency, replace parts, etc.
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8.3 Reliability and Maintenance Prioritization Analysis
of the DER System

8.3.1 Concept of Maintenance Prioritization Analysis

Maintenance is the leading way to keep the components or systems healthy and safe.
Maintenance prioritization is defined as determining the maintenance sequence
based on the effect of component failure during system maintenance. Of course,
maintenance and inspection are generally carried out in actual operation in a period.
The maintenance priority can provide a reference for us to recommend the mainte-
nance interval and the content of each maintenance. Generally, maintenance prior-
ities within a system are determined based on manufacturer advice or expert
experience. This chapter introduces maintenance priority calculation methods
based on reliability analysis and cost requirements.

8.3.2 Reliability Calculation of Complex Systems
8.3.2.1 Reliability Concepts

Failure rate, repair rate, mean time to failure (MTTF), mean time to repair (MTTR),
and mean time between failure (MTBF) are the general reliability indices for
components and system reliability engineering. The failure is defined as a compo-
nent or system loss of the function during the operating period that the production
cannot be carried out. The failure rate is the frequency in which a component or a
system fails during a period, expressed in failures per time, the Greek letter A
(lambda) [4]. The repair rate is the frequency that the failed component or system
gets repaired; the repair rate unit is the same as the failure rate. It is often denoted by
the Greek letter y (mu).

There are three common basic categories of failure rates: mean time between
failures (MTBF), mean time to failure (MTTF), and mean time to repair (MTTR).
The relationship between MTBF, MTTF, and MTTR is shown in Fig. 8.5. Figure 8.5
shows that MTBEF is the sum of MTTR and MTTF. Although MTBF was designed
for repairable items, it is commonly used for repairable and non-repairable items. For
non-repairable items, MTBF is the time until the first failure after #;.

The following formula can explain the calculation relationship among failure rate,
repair rate, MTTF, MTTR, and MTBF:

1

A= MTTE

(8.2)
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For a component or system which has a much higher repair rate than failure rate,
the MTBF can be approximated by the MTTF.

MTBF ~ MTTF = % (8.6)

8.3.2.2 Reliability and Availability

Reliability analysis also is known as survival analysis. When the study concerns are
focused on the biological event with the object of humans or animals, it is usually
called survival analysis [10]. The survival analyses focus on a non-parametric
estimation approach. The reliability analyses focus on a parametric approach.

The reliability function (R(7)) is the probability that the individual survives after
time t. It is defined that T is the entire life cycle; the R(f) is probable when the T is
more than ¢ (T > f). The function can be estimated by the non-parametric Kaplan-
Meier curve or one of the parametric distribution functions. The system reliability
decreases exponentially as time increases [l11]. The following equation can
express it:

R(t)=e * (8.7)
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Availability is defined as the ability of a project (in the integrated aspects of its
reliability, maintainability, and maintenance support) to perform its required func-
tions at a specified time point or within a specified period.

_ MTTF _ u
“ MTTF+MTIR _ A+u

A (8.8)

Here, the MTTR sometimes can be substituted by the mean downtime (MDT) to
make it clean to show the downtime. In addition to reliability and availability, other
concepts can describe the reliability of components or systems, such as maintain-
ability, security, security, reliability, and quality [4].

8.3.2.3 Reliability Analysis Method

The Markov process, based on the state-space method (SSM), is suitable for
analyzing a DES system’s reliability. The stochastic process reliability analysis
method can be used to analyze the reliability of repairable systems, such as the
homogeneous Poisson process, renewal process, and Markov process. The Markov
process can model the system with multiple states and transitions between states, so
it is widely used [4]. Reliability assessment methods of multistate systems are based
on two different approaches: the stochastic analytical process and the Monte Carlo
simulation method. The Markov process is the leading analytical stochastic process
since it can be used to perform the reliability analysis of a system that has changed
continuously or discretely with the passage of time and space. The state-space
method (SSM) is applicable for assessing large and complex systems’ reliability,
availability, and maintainability. It is considered an irreplaceable method for eval-
uating repairable and complex systems.

The state of a system depends on its components; each component has two states:
functioning (1) and failed (0). Since each component has two states (functioning or
failed), when a system has n quantity of components, the system still will have at
most 2" possible states. The state of a system is transferred randomly with time in
those states. A Markov model based on a state-space method (SSM) is performed for
the reliability analysis of a system with two components. The Markov model and
possible states of the system are shown in Fig. 8.6 and Table 8.5, respectively. The
failure rate (A) is represented by the transition rate of one component from a
functioning state to a failed state. Similarly, the repair rate (u) is represented by
the transition rate of one component from a failed state to a functioning state. Thus,
the failure rate and repair rate of a component are used to describe the transition rate
between two system states. The reliability and availability analysis model using the
Markov process and SSM can be decomposed into the following steps:

1. List and classify all system states; the same state should be merged, and the
non-related state should be removed.

2. Construct the state space diagram of the system; confirm the transition rate
between states.
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Fig. 8.6 Markov model of a
system with two
components

Table 8.5 Possible states of a
system with two components
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. Calculate the probabilities of the states during a lifetime.

4. Calculate the reliability and availability indices, such as the failure rate (generally
represented by mean time to failure), repair rate (generally represented by mean
time to repair), and availabilities of components.

A steady-state distribution system is used to limit the Markov processes. Gener-
ally, a set of linear, order differential equations is established to determine the
probability distribution of the system. The probability distribution equation is

shown:

P(t)=[P1(2), P2(2), ..., Py(1)]

(8.9)

where the P{(t) is the probability of the system in state i at time ¢ and P(¢) is the state

probability matrix at time z.

A density matrix, Q, is defined as the following:

where g;; = 2;(i # j) and g;;

qn q12 q
O=|% 42 b L8

4nt n2

= = Xi# ki

(8.10)
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The following state equations are presented for the steady-state probability of the
system:

P-Q=0
{ Sp— (8.11)

Thus, for a system with two components, as shown in Fig. 8.6 and Table 8.5, the
state transition density matrix is presented as:

— (hi+42) ﬂlﬂ b
0= i ) _(j]”%) (8.12)

Hy

Based on Eq. (8.11), the following equations can be acquired:

= (Mi+2)P1+p Pr+py Py =0
P — (u+2)Patuy Py =0
APy = (p1+42)Po+p Py =0 (8.13)
HaPa+py Py — (up+py )Pa =0
P1+Py+P3+Py =1

The state probabilities of the system are obtained through solving the equations in
(8.13), with the following results:

Hily
P = 8.14
S Tt ) (8.14)
Aipy
P, = 8.15
2= G ) (s 1) (8.15)
Aophy
Py = 8.16
= ) (e ) (8.16)
Py 4122 (8.17)

(A1 + p) (A2 + )

The probabilities of the system availability can be calculated. Therefore, the
availability of component 1 is written as follows:

Acomponent 1=P1+P (818)
where the availability of component 2 is written as follows:

Acomponent 2=P1+ P (819)
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where the availability of the whole system (both component 1 and component 2 are
functioning) is written as follows:

Ashole system — Py (820)

where the availability of the system (whole system or part of the system is function-
ing) is written as follows:

Asystem:PI + P>+ P3 (821)

Generally, a complex system consists of multiple series and parallel sub-systems.
Thus, the reliability calculation methods for a series sub-system and parallel
sub-system are different [12]. The reliability of a series system with n components
is presented as follows:

Rseries = R1RoR3 "R, (822)
The reliability of a parallel system with n components is presented as follows:

Rpa.rallel =1- [(17 Rl)(lf Rz)"'(l* Rn)] (823)

8.3.3 Component Reliability Importance Indices

Two reliability importance indices based on cost considerations are proposed and
described to determine maintenance priorities in complex systems [13]. One is the
reliability importance index of failure cost, and the other is the potential failure cost
importance index.

The component reliability importance index based on failure cost is defined as
follows:

0Crp
0

I = (8.24)

where If is the reliability importance index that is considered the failure cost. The
unit If is failure cost per failure (failure cost/f).

Reliability importance index of failure cost (I£) is affected by the repair cost of
the component and the repair rate but is not related to the failure rate. The second
reliability importance index is related to failure rate and proposes a maintenance
prioritization with comprehensive consideration of failure rate, repair rate, and
required repair cost. The potential failure cost importance index defines the expected
cost of failure before the failure occurs. It is presented as the following:
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I =1 (8.25)

The failure cost of a component of a CCHP system is defined as the system’s total
cost during the failure time, including the component repair cost and the added cost
for an unserved load (electricity or space cooling and heating or hot water).

The total failure cost is defined as the following:

Crr(k) =Y [Cra(k) + Can(k)] (8.26)

n

where Crg is total failure cost of component £’s failure, Cy is the repair cost for the
k component, and the Cy is the added cost of the outage (electricity or space cooling
and heating or hot water).

The added cost during an outage is defined as the cost that should be paid in order
to meet the insufficiency of the energy load when the failure occurs, such as when the
power generator experiences a failure leading to an outage state, the electrical grid
will meet the insufficient electricity, and the insufficient heat from the waste heat will
be met by the gas boiler or gas-fired absorption chiller. Thus, the total cost of
electricity and natural gas for meeting the insufficiency is the unserved load’s
added cost.

The added cost of the outage (electricity or space cooling and heating or hot
water) is calculated as the following:

Ca=uxL,x MTTR (8.27)

where u is the unit price of electricity or city gas and L, presents the amount of
electricity or city gas is purchased, and MTTR is the meantime to repair. Generally,
MTTR is defined as the total amount of time spent performing all corrective or
preventative maintenance repairs divided by the total number of those repairs [14].
Failure cost importance and potential failure cost importance indices are devel-
oped to provide accurate cost indicators for managers to optimize the maintenance
strategy to reduce the total maintenance cost and improve the system reliability.

8.4 Availability and Cost Analysis of DER System
with Redundant Design

8.4.1 Reliability and Availability of System with Redundant
Design

Redundant design is an important method to improve system reliability and avail-
ability. The reliability and availability of the system with redundant design have
changed and can be calculated using k-out-of-n: G (good) or k-out-of-n: F (failure)
methods. A case of the redundant design was presented in Ref. [15].
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A redundant design of the power generation unit in the DER system was
presented in this part. The power generation unit is assumed to be a parallel system
composed of multiple power generation modules (PGM). The power generation
modules are independent of the power generation unit. The structure of the power
generation unit with n PGM and x PGM is presented in Fig. 8.7.

For a parallel and independent power generation unit with n + x power generation
modules, the system is satisfying the k-out-of-n: G model. This model is defined as
for an n-component system that good components (or is “works”), if and only if at
least k of the n components good (or are work) is called a k-out-of-n: G model
[16]. Therefore, the reliability of the power generation unit can be presented as the
following:

Re=> 0 (" + )RRy (8.28)

J=n n

For a parallel and independent system, the repair rate is equal to the repair rate of
the power generation module; the failure rate of the n + x parallel power generation
unit can be expressed as:

1 1
Angx = MTBF, ., %Z]n:;% (8.29)

The availability of the n + x parallel power generation unit can be expressed as:

Apn=d (” + x)Aj (1— Ay (8.30)

J=n n
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Fig. 8.8 Diagram of the total cost of the DER system

8.4.2 Cost Analysis of DER System with Redundant Design
8.4.2.1 Total Life Cycle Cost

Minimum total life cycle cost is the economic objective of optimizing a DER system.
The diagram of the total cost of a DER system is presented in Fig. 8.8. The total cost
of the DER system includes the investment cost, operation and maintenance cost,
and energy cost.

The total cost of the DER system can be expressed as follows:

CTolal = CInv + CO&M + CEnergy (831)

8.4.2.2 Investment Cost of DER System with Redundant Design

The investment cost of the system includes the cost of all the devices. Therefore, the
investment cost of the devices can be presented as:

X
CInV = Zicunitlnv,i x Qi x <1 + ni) (832)
where Cy,, is the total investment cost; i is the device type, for instance, power
generator, absorption chiller, and so on; and Cyyy, ; 1S the unit investment cost of
device i (unit, $/kW). Q; is the installed capacity of device i (kW). n; is the number of
the device i, and x; is the number of the redundant device i.

8.4.2.3 Operation and Maintenance Cost
The O&M cost of a DER system includes the operation and scheduled maintenance

cost (Co & schm)> unscheduled maintenance cost (Cynsecnm), and downtime cost
(Cpown)- The O&M cost is presented as follows:
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CO&M = CO&schM + Cunsctm + Cpown (833)

The operation and scheduled maintenance cost depends on the devices’ capacity
and the maintenance strategy. The scheduled maintenance is performed to prevent
faults from occurring [17]. It is usually treated as a constant in the design period. The
operation and scheduled maintenance costs can be presented as:

Cogschm = Zicunito&schM,i X Qi X L; (8.34)

where Cynito & schm, i 1S the unit value of operation and scheduled maintenance cost
of device i (unit, $/kW) and L, is the design life cycle.

The unscheduled maintenance cost also can be called the corrective maintenance
cost; the unscheduled maintenance cost occurred after the failure [18]. Thus, the
unscheduled maintenance cost is the cost of repairing and recovering the device from
the failed state to the operation state. So, the unscheduled maintenance cost depends
on the device or system’s failure rate and repair rate.

CunsehM = Zicrepair,i XA X L (835)

where Cepair, ; is the mean repair cost per failure for the device i (unit, $/failure).

The downtime cost of a power outage for a power supply is difficult to estimate,
generally deviled into direct and indirect costs [19]. The indirect cost for the DER
system is challenging to define. However, the direct downtime cost of the energy
supply system is composed of two parts: one is the fixed loss cost of the investment
of devices, and another is increased energy cost. Increased energy cost is defined as
the cost which should be paid to meet the insufficiency of energy load when a failure
occurs [13]. The increased energy cost can be expressed as follows:

Clnc,i =P, x Qoulage,i XMTTR; X 4; x L; (836)

where Cy,, ; is the increased energy cost of device i ($); P, is the price of energy
(grid electricity or fuel); and Qoyage, ; is the failed outage capacity of device i.

The fixed loss cost (Cpss) is defined as the average investment cost of device
i during the design life cycle. The fixed loss cost can be presented as:

CLoss,i = CInv,i X MTTR; x j'i (837)

where Cy,,, ; is the investment cost of device i.
Therefore, the downtime cost of the system can be presented as:

Cpown = Z (Pu % Qoutage,i XL+ CIUVJ) XMTTR; > 4; (838)

i
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Chapter 9 )
Multi-criteria Evaluation of a Distributed oo
Energy Resource System Focusing on Grid
Stabilization and Carbon Emission

Reduction

Liting Zhang, Yongwen Yang, Weijun Gao, and Fanyue Qian

9.1 The Evaluation of the Distributed Energy Resource

9.1.1 Promotion Difficulties of the Distributed Energy
Resource

Nowadays, the rapid depletion of fossil fuels and environmental deterioration are
two global challenges.

Since the dawn of the industrial revolution, fossil fuels have been the driving
force behind the industrialized world and its economic growth. According to the
Statistical Review of World Energy, the primary direct energy consumption of the
fossil fuels was from insignificant levels in 1800 to an output of nearly 140,000 TWh
in 2019 [1]. Global fossil fuel consumption is on the rise, but new reserves are
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Fig. 9.1 Future reserves for
coal, gas and oil. (Source:
CIA World Factbook and
Statista)
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Fig. 9.2 Diagram of proposed distributed energy resource system

becoming harder to find. Figure 9.1 shows the future energy reserves for coal, gas,
and oil. Those that are discovered are significantly smaller than the ones that have
been found in the past. Global reliance on fossil energy is causing serious environ-
mental deterioration. Figure 9.2 shows the CO, emission trends from 1800 to 2018
by fuel type [2]. In 2018, nearly 35 billion tons of CO, were emitted from fossil fuel
consumption, and this has 3.5 times since 1950. In fact, energy production using
fossil fuel is the dominating source of CO, [3]. Energy demand will double by 2050.
If the current proportion of fossil fuels remains the same, carbon emissions will
certainly exceed the upper limit allowed to keep the global average temperature rise
below 2. Such high emissions will have a disastrous impact on the global climate.
Moreover, with the sharply increasing demand load, large-scale and centralized
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power grid system relying on fossil fuels is suffering a security concern. The
network needed for its transmission and distribution is relatively complex. Most of
the users are concentrated in a specific area, so the flexibility of load change and the
safety of energy supply are poor. Once a small failure will happen in the supply
chain, all users in the area will be suffering electricity loss. Therefore, countries
around the world are looking forward to an alternative approach of more clean,
efficient, and reliable energy consumption.

PV system is inexhaustible and non-polluting; it has been playing proactive roles
in sustainable energy development. Increasing the proportion of PV in the energy
structure is inevitable for all countries in the world. To address the intermittent
output of PV, battery system is a key technology to keep the grid stability. It also can
save the overproduction of the PV and shave the peak load. In the future, battery
system will be cheaper and popularly used. Moreover, in order to improve the energy
self-sufficient of the users, co-generation which can provide electricity and thermal
load is the best choice due to its high efficiency. It can reduce the impact of demand
load fluctuation on power grid with its flexible controlling. Therefore, a distributed
energy resource system (Fig. 9.2) combined with three technology is proposed. It is a
clean and low emission system which stays close to the consumer side, can effec-
tively solve the energy and environmental problem, as well as improves grid
reliability.

Due to the advantages of high efficiency, energy conservation, and environmental
protection, distributed energy resource system has been vigorously developed by the
government. However, the practices of DER systems have shown that the actual
operation performance is not as good as expected in many cases. Nearly half of more
than 40 DER projects in China have been out of service due to economic problems
[4]. There are some main barriers:

1. Economic aspect.

Even though lower fuel and operating costs may make the DER cost competitive
on a life cycle basis, higher initial capital costs can mean that the DER system
provides less installed capacity per initial dollar invested than conventional energy
system. Thus, investments of the DERs generally require higher amounts of financ-
ing for the same capacity. Depending on the circumstances, capital markets may
demand a premium in lending rates for financing the DER projects because more
capital is being risked up front than in conventional energy projects [5].

2. Technology aspect.

The unreasonable capacity of the system equipment is the most important issue.
Distributed energy supply system has a wide range of optional system forms, main
and auxiliary equipment, and capacity. There is no universally applicable technical
scheme. Its configuration is closely related to the climate characteristics, load
demand, energy price, and supply of the user’s area, which puts forward high
requirements for the system configuration determination. For the optimal configu-
ration of regional distributed energy supply system, the main task is to determine the
system structure and form reasonably; optimize the type, capacity, and number of
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main equipment; and obtain the comprehensive performance of economic, environ-
mental, and other aspects of the whole year, so as to provide decision-making
reference for owners, provide selection basis for design, and provide guidance for
operation strategy formulation. Improper configuration of distributed energy supply
system will lead to waste of equipment investment, failure to give full play to
economic benefits, low system operation efficiency, and other problems and even
lead to system failure in extreme events.

3. Evaluation aspect.

The economic performance of the DER can be directly reflected through quan-
titative indicators such as annualized cost or payback period, but the social benefits
brought by the advantages of energy-saving, environmental protection, and improv-
ing the reliability of the power grid cannot be directly compared with the economic
benefits. As a result, the current evaluation method of the DERSs usually uses energy-
saving or economic benefits only, which is relatively simple and one-sided
[6, 7]. The single criterion cannot reasonably and accurately reflect the comprehen-
sive benefits of the DERs. Economic sustainability, energy security, and environ-
mental protection are the most important aspects of the distributed energy resource
system. However, they often mutually influence each other. For example, energy
costs and carbon emissions are evaluation indicators from two different perspectives
and often conflict with each other. How to reach a reasonable compromise is critical
[4]. Trade-offs between different performances can be addressed by the multi-criteria
evaluation analysis.

To deal with the energy depletion and environmental problems as well as
reducing the grid weakness, this chapter proposed a DER system composed of PV,
battery, and ICE. Its grid stabilization and carbon reduction potentials were ana-
lyzed. Then, focusing on these advantages, a multi-criteria evaluation method is
established to optimize the system. Finally, different utilization case studies of the
DER were demonstrated. It is hoped to improve the core competitiveness of the DER
and promote its development.

9.1.2 Model Establishment of Distributed Energy Resource
System

To study the application potentials and promotion of DER, it is necessary to establish
the model of the devices and systems. The distributed electricity generation system
and combined cooling, heating, and power (CCHP) system used in the follow-up
study were proposed.
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Fig. 9.3 Distributed electricity generation system

9.1.2.1 Distributed Electricity Generation System

The structure of the proposed regional distributed electricity generation system is
depicted in Fig. 9.3. The distributed generators including diesel generator (DG),
photovoltaic (PV) system, battery energy storage system (BESS), and internal-
combustion engine (ICE) are designed to meet the load requirements.

The energy balance of the proposed power system is presented in Eq. 9.1 as:

Nioad Npg Npv Nice NgEss NgEss

ZEt = ZEIZDG + ZEiDV + ZEiCE - Z Eppss.ch Z Eppssach T Egia (9-1)
=i =1 m=1 =1

z=1 i=1

where Ej is the demand load at #-time, kW. Ef is the electricity generated by the
DG at t-time, kW. E},, is the electricity generated by the PV system at r-time,
kW. Efcg is the electricity generated by the ICE at r-time, kW. Egpgg g, and Eggsg o
are the electricity discharged and charged by the BESS at #-time, kW. E’gn-d is the
electricity imported from the utility grid. In addition to this, Npg, Npy, Nicg, and
Nggss depict the number of DG, PV, ICE, and BESS units utilized in the DER, while
Njoaq denotes the number of load points.
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9.1.2.2 Combined Cooling, Heating, and Power (CCHP) System

As a typical kind of DER systems, the performance of the combined cooling,
heating, and power system (CCHP) is usually determined by the matching degree
between the energy demand side and the supply side, as shown in Fig. 9.4.

The energy demands of users are mainly divided into three parts: (1) electric
demands, E; (2) cooling demands for space cooling, QOc; and (3) heating demands for
space heating and domestic hot water, Qh. The CCHP system consists of a power
generation unit (PGU), a waste recovery system, a back-up gas boiler, a cooling
system, and a heating system. In this study, the PGU is the internal combustion
engine (ICE). The PGU consumes the natural gas and produces the electricity to the
demand side. The system relates to the grid, so the sufficient electricity can be
imported from the grid and the excess electricity can be sent back to the grid. Then,
the recovered heat from the ICE is used to provide heating and drive the absorption
chiller. In addition, the auxiliary boiler and the electric chiller are used as back-up
devices to provide the additional heating and cooling load of the demand side,
respectively. The energy balance in CCHP system is as follows:

Ejosa = Eice — Eee — E, + Eggq (9.2)
Qe =0C + Qi (9:3)
0= Q;h + Q{;h (94)
F! =Ficg + F}, (9.5)

where E|, is the electricity load of the demand side, kW. Ej. is the electricity
generated by the ICE, kW. E; is the parasitic electric energy consumption of CCHP

system. Efgn-d is the electricity imported or sold back to the grid, kW. Q! is the cooling
load of the demand side, kW. Q! is the cooling produced by the absorption chiller,



9 Multi-criteria Evaluation of a Distributed Energy Resource System. . . 219

kW. Q. is the cooling produced by the back-up electric chiller, kW. Qf is the
heating load of the demand side, kW. 0, is the heating generated by the absorption
chiller, kW. Qf, is the supplementary heat from the back-up gas boiler. F’_ is the
total natural gas consumption at ¢-time, kWh. Fi. is the natural gas consumption of
the ICE at r-time, kWh. F}, is the natural gas consumption of the back-up gas boiler at
t-time, kWh.

9.1.3 Evaluation Criteria
9.1.3.1 Economic Criteria

The economic evaluation method is divided into static evaluation analysis and
dynamic evaluation analysis. Static evaluation analysis method is generally used
for the evaluation and analysis of the initial period of the system. Dynamic evalu-
ation analysis method is to convert the inflow and outflow of current funds in
different periods into the value of funds at the same time, such as the annualized
total cost. Annual basic cost (ABC) includes the annualized investment cost (AIC),
the annualized maintenance cost (AMC), and the annualized operation cost (AOC)
of each equipment in the system, expressed as Eq. 9.6. Among them, the annualized
investment cost and annualized maintenance cost refer to that the total equipment
investment cost and maintenance cost are evenly amortized throughout the lifetime
of the system, calculated as Eqs. 9.7, 9.8, and 9.9.

ABC = AIC + AMC + AOC (9.6)
N
AIC=CRF- ) "NC,"C, (9.7)
n=1
N
AMC=§- Y NC,-C, (9.8)
n=1
r(1+r)
CRF= —— :
(14+r)Y—1 (99)

where NC,, is the nominal capacity of the nth equipment in the system, kW. C,, is the
initial capital investment cost of the nth equipment, $. f is the proportion of annual
maintenance cost to the initial investment cost of each equipment in the system. CRF
is the capital recovery factor. r is the interest rate, %. y is the lifetime of each
equipment in the system, year.

The annualized operating cost of the system refers to the cost of fuel consumed by
equipment of the system, such as natural gas consumed by the ICE and the
purchasing electricity from the external grid, which is calculated as follows:
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Table 9.1 Emission conver-  ~Coungries Natural gas (#/m’) Electricity (2/kWh)
sion factors of natural gas and -
. China 2.20 980
electricity [8—10]
Japan 2.19 462
8760
aoc=5""" (E’gﬁdEcg + anEc;) (9.10)

where EC!, EC}, ECL, and EC} are the energy price of cooling, heating, electricity,
and natural gas at -hour, respectively, $/kWh.

9.1.3.2 Environmental Criteria

At present, the world is vigorously advocating a low-carbon economy to achieve
sustainable social development. The environmental performance evaluation of the
system refers to the amount of pollutant emitted by the burning of fossil energy
during the operation of the system. The pollutants produced by burning fossil energy
will have a variety of effects on the environment, such as soil eutrophication,
greenhouse effects, and ozone layer depletion. The system burns fossil energy to
produce a lot of pollutants, mainly including CO,, NOX, CO, and particulate matter
(PM). Among them, the proportion of CO, is as high as 99.5%, while other
pollutants account for a small proportion, which can be ignored. Therefore, this
research takes carbon dioxide emissions (CDE) as an environmental evaluation
index. It can be calculated as Eq. 9.11:

1 8760
CDE = Zi: 12, Efyet " Hrue,i (9.11)

where i is the ith kind of fuel used in the DER system. Ef; is the energy
consumption of the fuel at #-time, kWh. g, ; is the emission conversion factor of
the fuel. Usually, the energy fuel of the DER system is natural gas and electricity.
Their emission conversion factors in China and Japan are listed in Table 9.1 [8—10].

Carbon dioxide emission cost (CDEC) is the charge that the user pays for the
CDE by carbon taxes, which is an effective way in contributing to reduce the CO,
emissions [11]. Carbon taxes represent a cost-effective way to steer the economy
toward a greener future [12]. Through carbon taxes, the environmental performance
can be transformed into economic performance to evaluate the comprehensive
performance of the DER system. The CDEC is calculated as follows:

CDEC = CDE  Taxco, (9.12)

where CDEC is carbon dioxide emission cost and Taxco, is the carbon tax ($/kg).
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Fig. 9.5 Application of a DER system for grid stabilization
9.1.3.3 Reliability Criteria

Power system reliability can be defined as the ability to provide high-quality and
continuous power to the demand side. Improving the grid stabilization is one of the
most important contributions of DERs. On the one hand, DERs can reduce the peak
load demand to stabilize the utility grid during grid connected. On the other hand,
they can be emergency power systems to provide power for critical facilities during
times of large-scale power disruptions and outages.

The Independence and Peak Shaving Performance During Grid Connected

Distributed energy resource system is considered as one of the effective control
means to adjust peak power consumption and reduce grid load. Power can be stored
during peak hours through storage or other technologies, released during peak hours,
or replenished to balance the grid with power generation equipment.

As presented in Fig. 9.5, the power produced by localized power generation
systems can be self-consumed directly by the demand side in the DER system, which
can reduce the electricity demand of the utility grid. The dependence on the grid can
be significantly fell down for the user. Peak shaving by operating the power
generation systems can further help to reduce the peak load pressure of the power
grid and stabilize power grid fluctuation. These two performances can achieve the
grid stabilization, which contributes to the reliability of the power supply in the
service region. Therefore, we propose two indices of “independence ratio” and “peak
shaving ratio” for the grid stabilization of the DER system, which are represented the
power self-supply ability of users and the effect of shaving peak load by the DER
system. The impact of the demand load fluctuation on the utility grid is less with the
improvement of the independence ratio of the DER system. And the peak load
pressure of the grid reduces with the growth of the peak shaving ratio.
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The expression for the independence ratio is as follows:

. 8760
Independence ratio=1 — th

 Eeria(1)/ Zjnj(l)ELoad(t) (9.13)

where E,iq(7) is the electricity imported from utility grid, kWh. Ejoq(?) is the
electricity load of users, kWh.
The peak shaving ratio is expressed as follows:

Peak shaving ratio

12 12 12
= (Zm _ 1Eoriginal,max (m) - Zm _ 1Egrid, max (m)> /Zm: lEoriginal,max (m)
(9. 14)

where Eiginal, max(f?) is the monthly maximum electricity imported from utility grid
before employing the DER system, which is equal to the monthly maximum demand
load, kWh. Egiq, max(m) is the monthly maximum electricity imported from utility
grid after application of the DER system.

Peak load cost (PLC) refers to the electricity charge paid monthly by users
because it occupies the electricity capacity. It is calculated based on the maximum
capacity of the demand side in 1 month, which is equal to the monthly peak load. The
peak load price is the unit capacity cost of maximum power. The higher the peak
load price, the more obvious is the benefit of the peak shaving effect. The peak load
can be reduced by the operation of a reasonably power generation system in the DER
system, which can reflect the effect of the DER system on peak shaving.

PLC= Z:nz:l max (Em,gn'd) * Pricep (9.15)

where Pgrig, max 1 the maximum capacity of the demand side in 1 month (kW),
Pricey, is peak load price (yen/kW).

The Reliability Assessment Index as Emergency Power Systems During
Power Outage

Power outage loss refers to the total economic loss that the society bears when the
power supply is not completely reliable or expected to be not completely reliable. To
assess the reliability of a power supply system, it is necessary to estimate the
economic loss caused by power outage and power supply interruption to customers.
The economic losses caused by interruption of power load in a region can be divided
into direct economic losses and indirect economic losses. The direct outage loss is
usually determined by the short-term effect of the unexpected outage, while the
indirect outage loss is caused by the longer-term consideration of the expected power
outage. The cost of energy not supplied (CENS) in a power system represents the
average cost during the power outage. It can be estimated by modelling the power
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outage loss as a function of the unsupplied energy regardless of the power outage
duration and frequency [13]. The CENS consists of all financial damage that
consumers experience during the power outage or load shedding. In order to estimate
the CENS in the distribution system, the following details must be supplied: (i) direct
economic loss; (ii) indirect economic loss; and (iii) information on the non-supplied
energy during the time period of the analysis [14]. The expression is as follows:

di—oFiDi+ 370 ol

CENS = -
27 ,EENS

(FresDres + FinaDind + FeomDeom + Fg&iDg&i + FotherDother> + <lex - ley>
J J

S/ EENS
(9.16)

where CENS is the value or cost of energy not supplied for the case study, $/kWh. F;
is vulnerability factor of consumer at the load point, %. i is type of consumers such as
residential (res), industrial (ind), commercial (com), government and institution
(g&i), and other (others). D; is the direct economic losses of consumers, $. I; is
indirect economic losses, $. I, is total indirect cost brought about during the time of
investigation, $. I;, is the indirect costs that had no association with the investigation,
$. n is number of customers in the system. EENS is the non-supplied energy during
the period of analysis, kWh.

The expected energy not supplied (EENS) referred to the power outage loss load
is the expected unsupplied energy in a year owing to generation unavailability or
inadequacy or lack of primary energy, which is calculated as

EENS=> "' P xEj (9.17)

where Py is the power outage with a probability (usually using the failure rate). Ey is
the average load of the load point, kWh.

9.2 Economic and Environmental Analysis
of the Distributed Energy Resource System Focusing
on Grid Stabilization

Through application of the DER system, the power produced by localized power
generators can be self-consumed directly by the demand side, which significantly
reduces the power import from the grid and lessens the dependence of the users on
the utility grid. At the same time, the DER system can stable the fluctuation of the
grid load by flexibly operating the distributed generators to shave the peak load.
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Fig. 9.6 The Higashida District, Yahata, Kitakyushu City

Therefore, the DER system can minimize the shock of demand load surge on the grid
and effectively achieve grid stabilization. However, the cost of DER system to
realize the different requirements of grid stabilization is different. This section
analyzed the economic and environmental performance of the DER system focusing
on grid stabilization.

9.2.1 Research Object

Taking a smart community in Higashida, Japan, as research area, five different types
(including two offices, two residential buildings, two hospitals, two museums, and
two shopping malls) of buildings were selected, as shown in Fig. 9.6.

The electrical load of these ten buildings was investigated from April 2013 to March
2014 at hourly intervals, collected by smart meters and cluster energy management
system of Higashida District. Figure 9.7 shows the variations in daily or seasonal power
demand based on the history of grid load. The grid demand load has the characteristics
of “peak during daytime, valley at night,” especially in summer.

The proposed DER system model consists of PV system, battery system, and
ICE. The energy balance of the model was as Eq. 9.18. In order to reflect the grid
stabilization effect of the DER system, two aspects should be evaluated. Therefore,
we proposed two novel indices. The “independence ratio” is represented by the
power self-supply ability, and the “peak shaving ratio” is reflected by the effect of
peak load reduction, calculated as Eqgs. 9.13 and 9.14.

Ep =Epy + Eicg + Eggss acn — Epessch T Eria (9.18)

where E is the demand load at t-time, kW. E}y, is the electricity generated by the PV
system at r-time, kW. Ej-; is the electricity generated by the ICE at t-time,
kW. Egess gen @nd Eppgg o are the electricity discharged and charged by the BESS
at r-time, kW. E;ﬁd is the electricity imported from the utility grid.
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Fig. 9.7 Proposed distributed energy resource system

Considering the economic operation strategy, the battery system can only migrate
the grid load without increasing the DER system output, depicted in Fig. 9.8.
Therefore, the independence ratio is only determined by the power generation of
PV and ICE. So, we first analyzed the performance of PV and ICE under different
independence and peak shaving ratios. Then, the impact of the battery system on the
peak shaving was explored. Finally, the optimal combinations under different grid
stabilization effect can be obtained (Fig. 9.9).

9.2.2 Economic and Environmental Analysis Focusing
on Grid Stabilization

9.2.2.1 Distributed Energy Resource System with PV and ICE

After simulation, peak shaving ratio and investment cost changes are shown in
Fig. 9.10. We can see that the output of PV and ICE system can improve the
independence ratio at the same time increasing peak shaving ratio. Because the
ICE only operates in the daytime and cannot cover the night load, the independence
and peak shaving ratio have maximum values. The investment cost of the DER
system increases with the independence ratio, and the growth rate accelerated
quickly when the independence ratio is high.
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Fig. 9.9 Peak shaving of BESS

The annual basic cost (ABC) and carbon emission reduction changes are shown
in Fig. 9.11. The rising of independence ratio will increase investment cost but can
greatly reduce energy bills. Therefore, the annualized total cost first decreased.
When the independence ratio reaches 64%, the annualized total cost is the least.
To continue increasing the independence ratio, the economic performance of the
DER system will become less. Moreover, the carbon emission reduction rate will be
increased linearly with independence ratio rising.
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Fig. 9.11 (a) ABC changes; (b) carbon emission reduction changes

9.2.2.2 Distributed Energy Resource System with PV, ICE, and BESS

Figure 9.12a shows the ABC changes with the increase of BESS capacity.
Figure 9.12b shows the ICE and BESS optimal capacity changes with the increase
of independence ratio. Due to the peak shaving and valley-filling operation of the
battery, the more expensive power in the daytime can be replaced by the cheaper
power at night, which can save the energy bills. Therefore, the annualized total cost
after introducing the battery system is reduced. And the optimal capacity of battery is
different with the independence ratio changing. As this figure shows, with the
increase of independence ratio, the installed capacity of the BESS gradually
decreases. This is because the peak shaving and valley filling operation of the
BESS will reduce the daytime load, which leads to the reduction of the DES output.
It will affect the independence ratio of the system. Therefore, the installed capacity
of the BESS is limited by the independence ratio.
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After introducing the battery system, the peak shaving ratio is greatly improved.
However, when it comes to the maximum peak shaving ratio, increasing the capacity
of the battery is not useful. Therefore, the annualized total cost can be reduced at the
low share of independence ratio by introducing the battery system, but it is not
economic when the independence ratio is above 45% (Fig. 9.13).

9.2.3 Summary

DER has the application potentials for grid stabilization and environmental improve-
ment. Two novel indices called “independence ratio” and “peak shaving ratio” were
proposed to analyze the grid stabilization effect of the DER. The results showed that
increasing the installed capacity of the ICE could improve the independence ratio
and peak shaving ratio. The battery system has no contribution to the independence
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ratio and only plays a role in peak shaving due to its economic operation strategy. As
for the economic benefits, the effect of the DER system investment cost increase is
becoming smaller with the growth of the independence ratio. Therefore, the intro-
duction rate of the DER on the demand side has an optimal proportion. If continuing
increasing the independence ratio to enhance the grid stability and environment
effects, the gains come at the expense of economic benefits. Therefore, it is essential
to balance all of them.

9.3 Multi-criteria Assessment for Optimizing Distributed
Energy Resource System

Cost saving, grid stabilization, and CO, emission reduction are causing the increas-
ing attention of the DER. As analyzed in the previous chapter, the improvement of
grid stabilization and environmental effects will weaken the economic performance
of the DER system. To achieve comprehensive assessment, we proposed a multi-
criteria evaluation method combined with these three different perspectives and
transferred the advantages into economic benefits using peak load price and carbon
tax, as depicted in Fig. 9.14.

9.3.1 Different Criteria

1. Objective Function Setting

To compare the impact of grid stabilization and carbon reduction performance on
optimizing the structure of DER system, three different objective functions were
proposed and compared.

Fig. 9.14 Multi-criteria
evaluation method Evaluation criteria
P e S—
Economic Reliability Environmental
Cost Grid stabilization Carbon emission
[ [ {
Energy saving Peak shaving Emission reduction
Annual basic Peak load cost CO, emission
cost (ABC) (PLC) cost (CDEC)




230 L. Zhang et al.

The cost consists of annual basic cost only:
F, = min(ABC) (9.19)
The costs consist of annual basic cost and peak load cost:
F>= min(ABC + PLC) (9.20)

The total costs consist of annual basic cost, peak load cost, as well as CO,
emission cost:

F3= min(ABC + PLC + CDEC) (9.21)

where ABC is the annual basic cost which is the amount of money that users need to
spend for their demand each year, calculated as Eq. 9.19. PLC is the peak load cost
referred to the fee paid by users according to the monthly maximum grid load,
calculated as Eq. 9.24. CDEC is annual cost of carbon emission, calculated as
Eq. 9.11.

The first Function (F1) only includes the system basic cost, which is a single
index including economic performance. The second Function (F2) adds the peak
load cost, which means that the evaluation considers both economic and grid
stabilization performance. And the third Function (F3) considers the annual basic
cost, peak load cost, and carbon emission cost at the same time, which is a multi-
criteria evaluation method.

2. Basic Information.

The output of PV system will significantly influence the performance of the DER.
High share of PV penetration may cause overproduction and aggravate the grid
fluctuation, as demonstrated in Fig. 9.15. Therefore, we set different application
scenarios with 0 ~ 50% PV penetration in Higashida smart community for research.

The technical specifications and cost data details for each unit of the proposed
DER systems are presented in Table 9.2. According to the Kyushu Electric Power
Company, the electricity price is adopting the time of use (TOU) event, which is
presented in Table 9.3 [15]. Other prices are listed in Table 9.3 as well.

9.3.2 Comparison Results

In this section, we assume that the PV penetration changes from 0% to 50% and it is
divided into 11 scenarios with increasing by 5%. The surplus PV production cannot
be sold out to the grid in this case. The results of the different scenarios are obtained
and compared.



9 Multi-criteria Evaluation of a Distributed Energy Resource System. . . 231

15

-3

-10

—Original load
Demand load, 20% PV
——Demand load, 40% PV

——Demand load, 10% PV
——Demand load, 30% PV
—— Demand load, 50% PV

Jan. Feb. Mar.

Apr.

May  Jun.
Month

Jul.  Aug. Sep. Oct. Nev. Dec.

Fig. 9.15 Daily average curves of load in each month with 0 ~ 50% PV generation

Table 9.2 Technical parameters of the units in the distributed energy resource systems [16—19]

System Capital cost® ($/kW) Lifetime (years) Other operation parameters
PV 1904.8 15 Conversion efficiency = 16%
Angle of incidence = 30°
ICE 2857.1 15 Electricity efficiency = 0.4
Lower heating value = 45 MJ/Nm®
BESS 1428.6 9 d=0.3

Max SOC = 95%
Max SOC = 15%
Charge/discharging efficiency = 100%

“The US dollar exchange rate against RMB is 1:7; the US dollar exchange rate against JPY is 1:105

Table 9.3 Energy prices [15, 20]

Item Time Prices ($/kWh)
Electricity Summer Peak time 13:00-16:00 0.248
Daytime 8:00-13:00, 16:00-22:00 0.213
Other seasons Daytime 8:00-22:00 0.203
Night 22:00-8:00 0.0863
Peak load price Monthly 12.571
Natural gas Always 0.575 $/m*
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Table 9.4 The optimal configurations of units in the DER systems under the three objective
functions and their performance comparison

DER systems DER; DER, DERj
Configuration PV penetration 30% 30% 30%
ICE 0 MW 1.573 MW 1.565 MW
BESS 9.479 MW 3.488 MW 3.491 MW
Cost saving ABC saving 7.677% 6.837% 6.839%
PLC saving 2.634% 5.392% 5.390%
CDEC saving 1.394% 1.349% 1.350%
Total cost saving 11.706% 13.578% 13.579%
Peak shaving 19.372% 37.848% 37.945%
CO, emission reduction 31.346% 30.365% 30.380%

After simulated, the results under the three different objective functions are
obtained. Table 9.4 presented the optimal configurations of the equipment in the
DER systems under the three objective functions and their performance comparison
(here, we define that the DER systems with the optimal combinations under F1, F2,
and F3 are abbreviated to “DER1,” “DER2,” and “DER3,” respectively).

The total cost saving of the DER3 is the most, which improves 1.87% compared
with the DER1. The peak shaving performance of DER3 is the most significant; it
reduces 37.945% of the peak load. But the CO, emission reduction of DER1 is most;
it declines 31.346% of the carbon emission. The results demonstrated that when the
peak shaving capacity and emission reduction effect are converted into economic
benefits, the peak load price and carbon tax will have a greater contribution.
Therefore, the comprehensive evaluation criteria should be considered when deter-
mining the configuration of DER. The utilization of multi-criteria evaluation when
optimizing DERs can fairly balance the different performance and improve its
competitiveness.

9.3.3 Summary

This section proposed a multi-criteria evaluation method from different points of
view and converted them into economic benefit by introducing peak load price and
carbon tax. After analyzing the characteristics of grid load for five multi-types of
buildings in a smart community in Japan, the configurations of each unit in the DER
system were optimized and compared under three different evaluation methods. The
results presented that the multi-criteria method can trade off the different perfor-
mance of the DER. Taking grid stabilization effect as evaluation index can improve
the economic advantage of ICE, and the carbon tax is helpful to promote the PV
penetration. Optimizing the configuration with multi-criteria evaluation can maxi-
mize the application potentials of the DER and improve its market competitiveness.
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9.4 Utilization of Multi-criteria Assessment Method
for Two Cases of Distributed Energy Resource Systems

9.4.1 Promotion and Utilization of the Distributed Energy
Resource System: A Case Study of Combined Cooling,
Heating, and Power System

As a typical DER system, the CCHP system can meet the energy demand by
generating electricity and simultaneously provide the cooling and heating load by
recovering waste heat. It is identified as a sustainable energy development with its
high efficiency. However, poor economic performance has limited its diffusion. In
order to improve the economic performance of the CCHP system, this section
evaluated the comprehensive performance of the CCHP system through a multi-
criteria method. And the impacts of different factors on its promotion were
discussed. The research object takes a typical CCHP system in an amusement park
resort in Shanghai, China. First, we established the energy flow model of CCHP
system. The detailed model was presented in Sect. 9.1.2.2.

94.1.1 Evaluation Criteria

Dynamic payback period and carbon emission were calculated to evaluate its
economic and environmental performance.

1. Economic Criteria.

The payback period, an index of economic performance, is the time required for
the project to recover the initial investment cost. By calculating payback period, the
economic performance of the projects can be compared. A short payback period
means that the economic benefits of the system are high. The dynamic payback
period is calculated when the cumulative net present value (NPV) is zero, as shown
by Eq. 9.22:

NPV (n)=0—PB=n (9.22)

The payback period cannot be longer than the lifetime of the system, which is
25 years in Japan.

The net present value (NPV) is the difference between the present value of cash
inflows and the present value of cash outflows during a period, which mainly
represents the balance between the present value of total profit and the initial
investment. It can be expressed as [21]:

ATP,
NPV = Zn_l T ir —IN (9.23)
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where ATP,, is the annual total profit in $. i is the discount rate percentage. IN is the
total investment cost in $.

2. Environmental Criteria.

The amount of carbon dioxide emissions (CDEs) from the CCHP system can be
determined using the emission conversion factors as follows [8, 22]:

8760 8760
CDE:Z, Egiq* Heo,.e JFZ, Fro* Heo, gas (9.24)

where pco, . and fico, 4, are the emission conversion factors for electricity from the
grid and natural gas, respectively, in g/kWh.

A carbon tax is one of the effective means to reduce carbon emissions. At present,
at least 20 countries in the world have imposed carbon taxes [23]. The carbon tax can
be calculated into the total annual profit, as follows:

ATP' = ATP — ACDE x Taxc,, (9.25)

where ATP' is the total annual profit considering the carbon tax. ACDE is the
difference in carbon dioxide emissions before and after utilization of the energy
supply system. Tax,,, is the carbon tax.

9.4.1.2 Case Study

1. System Setting.

To promote the CCHP, we proposed three systems with different penetrations for
comparison. Generally, centralized energy supply systems with electric chillers and
gas boilers are commonly used in amusement parks to provide cooling and heating
[24]. Nowadays, a few major theme park companies are embracing a more energy-
saving and environmentally friendly way to solve energy problems. The CCHP
system is an alternative to conventional systems. The research case of this chapter is
a hybrid CCHP system with penetration of 50% (the cooling and heating load
provided by waste heat from PGUs account for 50% of the total demand). To
study the promotion of CCHP systems, this chapter proposed three CCHP systems
with different penetration, using the current system for comparison:

» System 1: conventional system without CCHP (only adopting electric chillers
and boilers to supply cooling and heating load; the electricity is from the utility).

* System 2: CCHP with 50% penetration (adopting PGUs, absorption units,
electric chillers, and boilers to cooperate to supply electricity, cooling, and
heating).

* System 3: CCHP with 100% penetration (only adopting PGUs and absorption
units to supply energy).
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Table 9.5 Configurations of three cases

System Equipment Amount Rated output (kW)

Conventional system (without CCHP) Electric chiller 1 6 6330
Electric chiller 2 4 3165
Boiler 4 7000

CCHP with 50% penetration ICE 5 4401
Absorption unit 5 3931
Electric chiller 1 4 6330
Electric chiller 2 2 3165
Boiler 2 7000

CCHP with 100% penetration ICE 15 4401
Absorption unit 15 3931

Table 9.6 The facility price, energy price, and other parameters of the CCHP system [25]

Parameter Symbol Unit Value
Facility price IC engine Cpou $/kW | 971
Absorption unit Cap 172
Electric chiller Cec 139
Boiler Cy 43
Energy Natural gas EC} $/ 0.039
prices kWh
Cooling/heating ECL/EC}, |9/ 0.04
kWh
Electricity | 22:00-6:00 EC! $/ 0.044
6:00-8:00, 11:00-18:00, 21:00-22: kWh 1 0.089
00
8:00-11:00, 18:00-21:00 0.151
The CO, emission con- Natural gas KO, gas g/ 220
version factors Electricity from grid Hcoye kWh  [96g
The discount rate i % 4.9

The configurations of three cases are presented in Table 9.5. Table 9.6 listed the
basic parameters to calculate the economic and environmental criteria based on the

simulation results.

2. Comparison of Economic and Environmental Performance in Three

Systems.

Based on the simulation results, the economic and environmental performance is
shown in Table 9.7. The comparison of the payback period and CO, emissions of the
three different systems is shown in Fig. 9.16. As the penetration of the CCHP
increases, carbon emission is reduced, but the economic performance becomes
worse since the payback period is extended because of the large investment cost.
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Table 9.7 The economic criteria of the three systems

Systems ATP ($) IN ($) Payback period (year)
Conventional system (without CCHP) 2.28 8.3 4.01
CCHP with 50% penetration 5.35 29.8 6.5
CCHP with 100% penetration 7.09 74.2 14.67
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Fig. 9.16 The economic and environmental performance of the CCHP system with different
penetrations

3. Impact of Different Factors on the Economic Performance of CCHP
System.

In this section, we analyzed the economic influence factors of the CCHP system
and compared the economic criteria of the three CCHP systems with different
penetrations with various changes in these factors. Investment cost is one of the
main factors affecting the economics of the CCHP system. In the future, as the cost
of the ICE decreases, its economy will gradually improve. Energy prices determine
the operation cost and profit of the CCHP system, which directly reflect the eco-
nomic performance of the CCHP system. Supportive policy is one of the most
effective measures that can contribute to the economics of the CCHP system. At
present, an investment subsidy is available in Shanghai [26]. This investment
subsidy is a direct grant provided by the government according to the installed
capacity of the CCHP system during construction. With reasonable subsidies, the
attraction of the investment into and installed capacity of the CCHP system can be
improved. With an emphasis on energy-saving and emission reduction, the imple-
mentation of a carbon tax can increase the operation cost of an energy system,
because the energy becomes more expensive when imposing taxes on fossil energy
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Table 9.8 The changes in factors on the economic performance of CCHP system

Factors Changes
Penetration of CCHP system 0%, 50%, 100%
Investment cost of ICE decrease 0% to 50%
Energy prices Electricity price —50% to 50%
Natural gas price —50% to 50%
Investment subsidy 0 to 2 times the current subsidyl
Carbon tax 0 to 50 $/ton [30]

consumption. Compared with the conventional system, the advantage of the CCHP
system would be more obvious after employing a carbon tax due to the low emission
character.

Therefore, how the above factors affect the economics of the CCHP system is
discussed below.

The influencing factors and values were shown in Table 9.8.

After simulation and analysis, we can get some conclusion as follows:

(a) Impact of the Investment Cost of ICE.

The ICE is much expensive than other equipment, which extend the payback
period of the CCHP system. With the decline of investment cost of ICE in the future,
the payback period of CCHP system is effectively reduced. Compared with the
conventional system, the investment cost of ICE needs to be decreased by more than
48% to achieve a shorter payback period.

(b) Impact of Energy Prices.

Energy prices determine the profits. The increase of electricity price can bring
greater benefits for CCHP system. When the electricity price increases by more than
11.5%, the payback period of CCHP system can be shorter than the conventional
system. But the change of natural gas price is less helpful to reduce the economic gap
between the CCHP system and conventional system. The payback period of CCHP
system is still longer than conventional system; even gas price reduces to 50%.

(c) Impact of the Investment Subsidy.

Incentive policy is an effective way that contributes to the economy of the CCHP
system. Under the current investment subsidy, the payback period of the CCHP
system with 50% penetration is almost the same as that of the conventional system.
When the investment subsidy increases to 1.7 times, the 100% CCHP system will
achieve better economic performance than the conventional system.

(d) Impact of the Carbon Tax.

The introduction of a carbon tax can highlight the superiority of the low-emission
characteristics of the CCHP system. With the increase of the carbon tax, the
economy of the conventional system (without CCHP) decreases rapidly. When the
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carbon tax is more than 12.5 $/ton, it gives an economic advantage to the 50% CCHP
system even without other incentive policies. The more the carbon tax increases, the
environmental advantage is more prominent with the penetration of CCHP system.
When the carbon tax reaches 25.5 $/ton, the economic performance of the 100%
CCHP system is superior to that of the conventional system (without CCHP).

94.1.3 Summary

Taking a typical CCHP system of an amusement park resort in Shanghai, China, as a
research case, the economic and environmental criteria of the CCHP system were
analyzed based on its dynamic payback period and carbon emissions. The results
indicated that CCHP system could bring significant environmental benefits, but as
the penetration of the CCHP system increases, the economic performance becomes
worse. Adjusting the energy price and implementing subsidy policies could help to
address the problem. Among them, increasing the carbon tax is the best way to
accelerate the promotion of CCHP system.

9.4.2 Promotion and Utilization of the Distributed Energy
Resource System: A Case Study of Emergency Power
System

Power outages will not only cause huge economic losses but also threaten people’s
lives. Therefore, improving the reliability and safety of the power system is signif-
icant for developing the modern power grid. Emergency power system (EPS) can
provide critical load in the power outages by installing small and localized power
generators to improve the power grid reliability. The research on the reliability and
economic analysis of the emergency power system is divided into two parts: first is
the optimization of the emergency power system integration, and second is applica-
tion of distributed generation as emergency power.

9.4.2.1 Evaluation Criteria

1. Reliability Criteria.

We use power outage loss load called expected energy not supplied (EENS) to
reflect the power supply reliability of the building complex. Equation 9.26 shows the
calculation of EENS. Less EENS means higher reliability.

EEl\IS;< = /IkrkLi (926)
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Fig. 9.17 Economic criteria

System cost Annual investment cost
Annual operation cost
Total cost Annual maintenance cost
Power

2. Economic Criteria.

The total cost is economic criterion which is combined with system cost and
power outage loss, as displayed in Fig. 9.17.

System cost is divided into three parts: annualized investment cost (AIC), annu-
alized operation cost (AOC), and annualized maintenance cost (AMC), which are
calculated as Eqgs. 9.6, 9.7, 9.8 and 9.9.

Power outage loss is divided into two parts: direct economic loss and indirect
economic loss. The former refers to losses incurred during and after the actual
outage; the latter refers to additional costs incurred by users to reduce the outage,
adjust their activities, or adopt standby energy sources [27]. The direct economic
loss increased sharply at the instant of power outages and increased with the duration
of power outage. However, the growth rate decreases with the duration of outage
[28]. The indirect economic loss increases with the duration of the outage, and the
growth rate of different types of building losses is different. The composite customer
damage function (CCDF) [29] is used to express the relationship between outage
loss and outage duration, considering the loss characteristics of different types of
users. The composite customer damage function is obtained as follows:

n X k(T
Sfccpr (Toutage) = Zi: | % (9.27)

Among them, i is the type i customer (the type of users include residence,
industry, government, and so on), n is the number of categories of users, c; is the
proportion of power consumption of the type i customer, and k(Toycage) is the unit
power outage loss of the type i customer, $/kWh, of which it can be obtained by
investigation [30]. Toyege is the duration of power outage, /. N; is the load rate of the
type i customer.

According to Ref. [31] based on its research data, the function can be estimated as
Eq. 9.28.

Focpr (Toutage) = 18.989T0:1°¢ (9.28)

outage

Therefore, the formula for calculating the annualized power outage loss is
calculated as follows:
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Fig. 9.18 The schematic diagram of stand-alone emergency power system (SEPS) and integrated
emergency power system (IEPS)

Table 9.9 The information of the building complex

Buildings The type of building Average load (kW) Critical load (kW)
Building 1 Commercial 4935 1819
Building 2 Office 4985 2165
Building 3 Central business district 7298 1473
8760 ;
Coutagek = Zt [ CCDF (Toutage) x EENS]J (9.29)

9.4.2.2 Case Study

Generally speaking, EPSs usually adopt diesel generators, and they are installed
independently in every building. If one of them is broken, the other cannot provide
help. Since the power outage probability of each building is different, an emergency
power system integration model was proposed by connecting the stand-alone emer-
gency power subsystems with the micro-network. In this way, the integrated emer-
gency power system can serve several buildings in a more safe and economic
manner. Then, the whole system cost can be reduced, and the power supply safety
of the building complex will be improved. The concept schematic diagram of the
stand-alone emergency power system (SEPS) and the integrated emergency power
system (IEPS) was displayed in Fig. 9.18.

The emergency power system integration model was verified in a building
complex in a certain region in Shanghai, China. The building complex included
three adjacent buildings, which were a commercial high-rise building (Building 1),
an office high-rise building (Building 2), and a central business district building. The
information of the three buildings is shown in Table 9.9. To meet the reliability
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Fig. 9.19 The economic Building,
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Table 9.10 The results comparison of SEPS and IEPS

Integrated emergency
Stand-alone emergency power system with Rate

Index power system optimal configuration (%)
Cp,(kW) Building 1 1900 1860 —2.11

Building 2 2200 1680 —23.64

Building 3 1500 1470 —2.00

Total 5600 5010 —10.54
Total EENS (MWh) 220.34 10.65 —94.23
Annual investment cost 0.134 0.120 —10.60
(million $)
Annual operation cost 0.054 0.102 +88.62
(million $)
Annual maintenance cost 0.003 0.005 +88.62
(million $)
Outage loss (million $) 1.249 0.061 —95.15
Total cost (million $) 1.440 0.288 —80.03

requirements of the critical load of each building, EPSs are stand-alone allocated in
each building. Their initially capacity is set as the critical load of its own building,
shown in Fig. 9.19. The EPSs of these three buildings are adopting diesel generator,
which is a common form of back-up power.

Taking the minimum expense of the building complex as the objective function,
the optimal configuration of the integrated emergency power system can be obtained
using the genetic algorithm. Table 9.10 displayed the results comparison of stand-
alone emergency power system and integrated emergency power system. The
optimal installed capacity of the IEPS is 5010 kW, which is decreased by 10.54%
compared with the initial installed capacity; therefore the investment cost is saved by
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10.60%. Under the optimal configuration, the total EENS could decrease by 94.23%;
as a result, the total cost of the building complex can be cut down by 95.15%. The
results evidently illustrated that after optimization of emergency power system
integration, we can see that the EENS is sharply reduced, and at the same time,
the system cost is decreased as well. It is because that when one of the subsystems
fails, the other subsystems can be used as back-up to help each other. It indicates that
the integrated emergency power system can save the cost while improving the
reliability.

9.4.2.3 Summary

DER systems can be used as emergency power systems to improve reliability and
reduce power outage loss. According to the concept of micro-network, the integrated
emergency power system (IEPS) can serve multiple buildings more safely and
economically in a building complex. Due to the different probabilities of distribution
network failure in each building, the stand-alone emergency power system of each
building can integrate and dispatch to maximize the utilization of resources. There-
fore, Sect. 9.4.2 proposed an integration emergency power system (IEPS) by
connecting the stand-alone emergency power subsystems with the micro-network
and backing up each other to achieve the purpose of improvement in reliability and
economy.

9.5 Conclusion

The high rate of world energy consumption caused by a growing population and
global economic expansion coupled with rapid industrialization has necessitated a
massive investment in reliable and efficient energy supply. With the rapid growth in
energy demand, concerns about climate change, high prices of fossil fuels, and the
depletion of fossil fuels, the countries around the world are changing the focus of the
production of electricity from large, centralized power plants to local generation
units scattered over the territory. As an ideal system for incorporating renewable
energy sources, distributed energy resource (DER) systems allow producing energy
that is consumed in proximity to the points of production, thus reducing energy costs
and carbon emissions, achieving energy self-sufficiency. The outstanding perfor-
mance of DER systems in reliability, economy, and environment is leading to an
increased interest in its application. However, the implementation of DER systems is
still hindered. Lack of a comprehensive evaluation in the design and operation of the
DER systems is one of the major barriers. At present, the evaluation method of DER
systems is relatively simple and one-sided, which cannot reasonably and accurately
evaluate the comprehensive benefits of DER systems. Therefore, this study proposed
a DER system composed of photovoltaic, energy storage, and gas engine, and its
grid stabilization and carbon reduction potentials were analyzed. Focusing on these
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advantages, a multi-criteria evaluation method was established to optimize the
system. Finally, different case study scenarios of the DER utilization were demon-
strated. It is hoped to improve the core competitiveness of the DER and promote its
development.

References

0o =

5.

6.

10.

11.

12.

. BP (2020) Statistical review of world energy. Bp:66
. Hannah R, Roser M (2020) Emissions by sector. https://ourworldindataorg/emissions-by-

sector. Zugegriffen: 1 Nov 2020

. Hook M, Tang X (2013) Depletion of fossil fuels and anthropogenic climate change — a review.

Energy Policy 52:797-809. https://doi.org/10.1016/j.enpol.2012.10.046

. Wei D, Chen A, Sun B, Zhang C (2016) Multi-objective optimal operation and energy coupling

analysis of combined cooling and heating system. Energy 98:296-307. https://doi.org/10.1016/
j-energy.2016.01.027

Beck F, Martinot E (2004) Renewable energy policies and barriers. Encycl Energy:365-383.
https://doi.org/10.1016/b0-12-176480-x/00488-5

Wang J, Mao T, Dou C (2016) Configuration optimization with operation strategy of solar-
assisted building cooling heating and power system to minimize energy consumption. Energy
Procedia 88:742-747. https://doi.org/10.1016/j.egypro.2016.06.063

. Wang JJ, Jing YY, Bai H, Zhang JL (2012) Economic analysis and optimization design of a

solar combined cooling heating and power system in different operation strategies. Proceedings
of the 2012 7th IEEE conference on industrial electronics and Applications ICIEA 2012, pp
108-112. https://doi.org/10.1109/ICIEA.2012.6360706

. Wang JJ, Jing YY, Zhang CF (2010) Optimization of capacity and operation for CCHP system

by genetic algorithm. Appl Energy 87:1325-1335. https://doi.org/10.1016/j.apenergy.2009.
08.005

. CO, emission coefficient by electric utility (2020). https://ghg-santeikohyo.env.go.jp/files/calc/

102_coefficient.pdf. Zugegriffen: 5 Aug 2021

Carbon dioxide emission coefficient of urban gas (2020). http://www.saibugas.co.jp/business/
others/co2_emission_factor.htm. Zugegriffen: 5 Aug 2021

Sun Y, Mao X, Yin X et al (2021) Optimizing carbon tax rates and revenue recycling schemes:
model development, and a case study for the Bohai Bay area. China J Clean Prod 296:126519.
https://doi.org/10.1016/j.jclepro.2021.126519

Carattini S, Carvalho M, Fankhauser S (2018) Overcoming public resistance to carbon taxes.
Wiley Interdiscip Rev Clim Chang 9:1-26. https://doi.org/10.1002/wcc.531

. Raesaar P, Tiigimigi E, Valtin J (2006) Assessment of electricity supply interruption costs

under restricted time and information resources. Proceedings of the 2006 IASME/WSEAS
International Conference on energy and environmental Systems Chalkida, Greece, 8—10 May
2006, pp 409415

. Véasquez P, Vaca A (2012) Methodology for estimating the cost of energy not supplied-

Ecuadorian case. Proceedings of the 2012 6th IEEE/PES transmission and distribution: Latin
America conference and exposition T D-LA 2012. https://doi.org/10.1109/TDC-LA.2012.
6319047

. TOU electricity price in Higashida District. http://www.kyuden.co.jp/agreement_rate_

gyomukijia-1_h26_5.html. Zugegriffen: 5 Aug 2021

.Li Y, Gao W, Ruan Y (2018) Performance investigation of grid-connected residential

PV-battery system focusing on enhancing self-consumption and peak shaving in Kyushu,
Japan. Renew Energy 127:514-523. https://doi.org/10.1016/j.renene.2018.04.074


https://ourworldindata.org/emissions-by-sector
https://ourworldindata.org/emissions-by-sector
https://doi.org/10.1016/j.enpol.2012.10.046
https://doi.org/10.1016/j.energy.2016.01.027
https://doi.org/10.1016/j.energy.2016.01.027
https://doi.org/10.1016/b0-12-176480-x/00488-5
https://doi.org/10.1016/j.egypro.2016.06.063
https://doi.org/10.1109/ICIEA.2012.6360706
https://doi.org/10.1016/j.apenergy.2009.08.005
https://doi.org/10.1016/j.apenergy.2009.08.005
https://ghg-santeikohyo.env.go.jp/files/calc/r02_coefficient.pdf
https://ghg-santeikohyo.env.go.jp/files/calc/r02_coefficient.pdf
http://www.saibugas.co.jp/business/others/co2_emission_factor.htm
http://www.saibugas.co.jp/business/others/co2_emission_factor.htm
https://doi.org/10.1016/j.jclepro.2021.126519
https://doi.org/10.1002/wcc.531
https://doi.org/10.1109/TDC-LA.2012.6319047
https://doi.org/10.1109/TDC-LA.2012.6319047
http://www.kyuden.co.jp/agreement_rate_gyomukijia-1_h26_5.html
http://www.kyuden.co.jp/agreement_rate_gyomukijia-1_h26_5.html
https://doi.org/10.1016/j.renene.2018.04.074

244

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

L. Zhang et al.

Cost of solar power generation in Japan. https://www.renewable-ei.org/pdfdownload/activities/
Report_SolarCost_201907.pdf. Zugegriffen: 5 Aug 2021

New energy related technology trend survey. http://www.city.takatsuki.osaka.jp/
ikkrwebBrowse/material/files/group/82/newe-h14.pdf. Zugegriffen: 5 Aug 2021

A study on expansion of stationary batteries and its application to aggregation services. https://
www.meti.go.jp/meti_lib/report/H28FY/000479.pdf. Zugegriffen: 5 Aug 2021

Natural gas price of power generation industry in Kitakyushu. http://www.saibugas.co.jp/
business/rates/index.htm. Zugegriffen: 5 Aug 2021

Zhang X, Zeng R, Deng Q et al (2019) Energy, exergy and economic analysis of biomass and
geothermal energy based CCHP system integrated with compressed air energy storage (CAES).
Energy Convers Manag 199:111953. https://doi.org/10.1016/j.enconman.2019.111953

Feng L, Dai X, Mo J, Shi L (2019) Performance assessment of CCHP systems with different
cooling supply modes and operation strategies. Energy Convers Manag 192:188-201. https://
doi.org/10.1016/j.enconman.2019.04.048

Lin B, Jia Z (2018) The energy, environmental and economic impacts of carbon tax rate and
taxation industry: a CGE based study in China. Energy 159:558-568. https://doi.org/10.1016/j.
energy.2018.06.167

Ren H, Lu Y, Zhang Y et al (2018) Operation simulation and optimization of distributed energy
system based on TRNSYS. Energy Procedia 152:3-8. https://doi.org/10.1016/j.egypro.2018.
09.050

Li Y, Tian R, Wei M et al (2020) An improved operation strategy for CCHP system based on
high-speed railways station case study. Energy Convers Manag 216:112936. https://doi.org/10.
1016/j.enconman.2020.112936

Dong R, Xu J (2015) Impact of differentiated local subsidy policies on the development of
distributed energy system. Energ Buildings 101:45-53. https://doi.org/10.1016/j.enbuild.2015.
05.001

Wang L, Singh C, Tan KC (2007) Reliability evaluation of power-generating systems including
time-dependent sources based on binary particle swarm optimization. 2007 IEEE congress on
evolutionary computation, pp 3346-3352. https://doi.org/10.1109/CEC.2007.4424904
Adefarati T, Bansal RC (2017) Reliability and economic assessment of a microgrid power
system with the integration of renewable energy resources. Appl Energy 206:911-933. https://
doi.org/10.1016/j.apenergy.2017.08.228

Chao W, Zheng XU, Peng GAO et al (2007) Reliability index framework for reliability
evaluation of bulk power system. Proc CSU 27:42-48

Chowdhury A (2001) Application of customer interruption costs in transmission network
reliability planning. IEEE Trans Ind Appl 37:53-60

Swinand, Peter G, Natraj, Ashwini (2019) The value of lost load (voll) in European electricity
markets: uses, methodologies, future directions. International conference on the European
energy market (EEM) https://doi.org/10.1109/EEM.2019.8916400


https://www.renewable-ei.org/pdfdownload/activities/Report_SolarCost_201907.pdf
https://www.renewable-ei.org/pdfdownload/activities/Report_SolarCost_201907.pdf
http://www.city.takatsuki.osaka.jp/ikkrwebBrowse/material/files/group/82/newe-h14.pdf
http://www.city.takatsuki.osaka.jp/ikkrwebBrowse/material/files/group/82/newe-h14.pdf
https://www.meti.go.jp/meti_lib/report/H28FY/000479.pdf
https://www.meti.go.jp/meti_lib/report/H28FY/000479.pdf
http://www.saibugas.co.jp/business/rates/index.htm
http://www.saibugas.co.jp/business/rates/index.htm
https://doi.org/10.1016/j.enconman.2019.111953
https://doi.org/10.1016/j.enconman.2019.04.048
https://doi.org/10.1016/j.enconman.2019.04.048
https://doi.org/10.1016/j.energy.2018.06.167
https://doi.org/10.1016/j.energy.2018.06.167
https://doi.org/10.1016/j.egypro.2018.09.050
https://doi.org/10.1016/j.egypro.2018.09.050
https://doi.org/10.1016/j.enconman.2020.112936
https://doi.org/10.1016/j.enconman.2020.112936
https://doi.org/10.1016/j.enbuild.2015.05.001
https://doi.org/10.1016/j.enbuild.2015.05.001
https://doi.org/10.1109/CEC.2007.4424904
https://doi.org/10.1016/j.apenergy.2017.08.228
https://doi.org/10.1016/j.apenergy.2017.08.228
https://doi.org/10.1109/EEM.2019.8916400

Chapter 10 )
Application Potential and Implication sy
of Hydrogen Energy in Distributed Energy
System

Fanyue Qian

10.1 Economic and Potential Analysis of Hydrogen Energy
Equipment in Distributed Energy System

10.1.1 The Significance of Hydrogen Energy for Energy
Environment

1. Hydrogen energy will be an important way to absorb renewable energy

Since hydrogen must be produced from hydrogen-containing substances such as
water and fossil fuels, it is a secondary energy source. At present, high-efficiency
and low-cost hydrogen production is the focus of attention of countries around the
world. Using renewable energy to produce hydrogen can both reduce production
costs and achieve the purpose of protecting the environment. It is the most effective
way to produce hydrogen. At the same time, this method can effectively alleviate the
current consumption problems caused by the continuous development of renewable
energy.

Hydrogen and electricity can be said to be complementary to each other during
the transformation of the energy system. The use of electrolysis devices to achieve
hydrogen production from renewable energy power is conducive to the integration
of highly volatile renewable energy power (VRE) into the energy system. At the
same time, large-scale use of solar energy, wind energy, and other renewable energy
to produce hydrogen and the development of large-scale, low-cost VRE facilities in
marginal areas with rich solar or wind energy resources, dedicated to hydrogen
production, can realize the reuse of wind and light and energy conversion, improve
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the utilization rate of renewable energy, and reduce waste of clean energy
[1]. Although batteries and demand-side measures can provide short-term flexibility,
hydrogen is the only large-scale technology that can be used for long-term energy
storage. It can use the existing natural gas network, salt caves, and barren gas fields
to store energy for a long time at a lower cost. Through the hydrogen produced from
renewable energy, a large amount of renewable energy can be led from the power
sector to the end-use sector. Renewable energy power can be used to produce
hydrogen, which in turn can provide energy for sectors that have difficulty to achieve
decarbonization through electrification and achieve sustainable energy development.

2. Hydrogen energy helps deep decarbonization in various industries

As a transportation medium for renewable energy, hydrogen can realize the long-
distance transmission of renewable energy; promote the interconnection between
electricity and construction, transportation, and industry; and help in areas where
electrification is difficult (transportation, industrial, construction departments that
rely on existing natural gas pipeline networks, etc. make more use of renewable
energy to reduce carbon dioxide emissions Fig. 10.1).
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Fig. 10.1 Mind map for the definition of zero-energy hydrogen economy [2]
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10.1.2 Hydrogen Energy Equipment

10.1.2.1 Fuel Cell

Fuel cell is one of the most widely used methods of hydrogen. The scope of
application includes fuel cell vehicles, household fuel cell water heaters, and large
fuel cell cogeneration [3]. Compared with other energy systems, fuel cells have the
following advantages: (1) high energy conversion efficiency [4], (2) modularization,
and (3) short construction period and flexible start and stop [5].

Fuel cells can be divided into the following five types: alkaline fuel cells (alkaline
fuel cell), proton exchange membrane fuel cells (proton exchange membrane fuel
cell), phosphoric acid fuel cells (phosphoric acid fuel cell), molten carbonate fuel
cells (molten carbonate fuel cell), and solid oxide fuel cell. According to the gradual
increase of the operating temperature from 50 °C to 1000 °C, it is low, medium, and
high temperature. PEMFC and SOFC are considered to be the future development
direction due to their special operating temperatures. At the same time, the proton
exchange membrane fuel cell is also the most mature fuel cell currently developed
and has a wide range of applications in home power, mobile power, distributed
power, and vehicle power.

10.1.2.2 Hydrogen Vehicle

Hydrogen vehicles are an important part of the new energy vehicles that are being
vigorously promoted worldwide. New energy vehicles include pure electric vehicles
(PEV), hybrid electric vehicles (HEV), fuel cell electric vehicles (FCV), hydrogen
engine vehicles (HEV), and so on. At present, pure electric vehicles and hybrid
electric vehicles have improved after many years of promotion, occupying a certain
share of the automobile market. According to the statistics of the International
Energy Agency, in 2017, electric vehicles accounted for 2.2% of the total sales
market share of automobiles, of which Norway accounted for the highest proportion,
and its sales market share of electric vehicles reached 39%.

Among them, as hydrogen energy [6] and fuel cell technology have become the
major strategic direction of energy and power transformation in the world, the next
stage of new energy vehicles will focus on the technical innovation and application
promotion of FCVs. Figure 10.2 shows a comparison between FCV and other
vehicles. The number of stars varies between 1 and 5, reflecting the advantages or
disadvantages of the car in this comparison. The outstanding part with red stars
represents the advantages of FCV and EV, as well as the problems FCV is facing at
present. The main advantage of FCV and EV is that there is no carbon dioxide
emission during driving. In addition, the fuel filling of FCV is fast. The main
problems FCV faces are high cost and imperfect supporting facilities.
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Fig. 10.2 Carbon emissions and economic chart of various vehicles [7]

Ti}l)le .10.1 Annual energy Project Value Unit

‘Clgllllsza“"n and cost of fuel Hot water demand 20.10 GJ
Gas consumption 979.5322 Nm®
Electricity produce 2938.60 kWh
Electricity cost reduce 75,169.3 Yen
Gas cost 14584 Yen
Total energy cost 60,585.3 Yen

10.1.3 Development Potential of Energy Equipment
in Demand Side

10.1.3.1 Household Fuel Cell

According to Japan’s statistics on the use of domestic fuel cells in 2009, the average
annual carbon dioxide emission reduction of each 700 W fuel cell is 1330 kg.
According to the trial calculation and relevant gas price policies of Tokyo Gas
Company for fuel cells, the annual energy utilization and cost of fuel cells are as
follows (Table 10.1).

The energy cost reduction after using fuel cells is about 60,000 Yen. Using the
same hot water demand, according to the heat pump trial model of Tokyo Gas
Company, the energy cost reduction is about 50,000 Yen. According to the carbon
dioxide emission coefficient of 0.418 kg/kWh for electricity and 2.2455 Nm*/kWh
for gas (Statistics publicity of Japan’s Ministry of Economy and Industry in 2018),
the carbon dioxide emission after using the heat pump increased by about 155 kg.
Although the energy cost of using fuel cells is reduced more than that of heat pumps,
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it helps to reduce carbon dioxide emissions. However, due to the high purchase cost
of fuel cells, this part of the revenue cannot be recovered within the service life of
fuel cells.

Therefore, the concept of carbon tax should be introduced to re-measure the
economic benefits of domestic fuel cells by converting carbon dioxide emission
reduction into economic benefits. According to the “World Energy Outlook™ put
forward by the International Energy Agency (IEA) in 2014, it is expected that by
2020, the carbon emission prices of all countries will be around 2.17 Yen/kgCO, and
will reach 15.22 Yen/kgCO, by 2040 (6.52 Yen/kgCO, by 2025, 10.87 Yen/kgCO,
by 2030).

On the one hand, the introduction of carbon tax will increase the cost of electricity
and hydrogen; on the other hand, because the equipment manufacturing stage will
also produce carbon dioxide emissions, it will cause the price of equipment to rise.
The carbon dioxide emissions during the production of 1 kW fuel cell are 275 kg [8],
and the carbon emissions during the heat pump production process account for 2—3%
of the carbon emissions throughout the life cycle [9]. The fuel cells and heat pumps
used in the study are natural gas and electricity, respectively. The CO, emissions of
different power generation types in the table are all conversions of carbon emissions
from production, use, scrapping, and recycling throughout the life cycle. The carbon
emission factors of electricity and gas are 418-769 g/kWh (Kansai-Okinawa) and
2.245 kgCO,/Nm?, respectively [10].

According to Japan’s fuel cell development strategy, the dynamic payback period
of fuel cell and heat pump shown in Tables 10.2 and 10.3 is calculated. The
benchmark yield is 4.5%.

In the above table, cases with recoveries greater than 15 years under all carbon
taxes are not shown in the table. The dynamic payback period of more than 15 years
is displayed as “15+,” indicating that the service life of the equipment is exceeded. It
can be seen that the revenue of fuel cell will rise with the increase of carbon tax,
while that of heat pump is the opposite. Fuel cells need to be reduced to 1,000,000
Yen to recover costs, while heat pumps cost 750,000 Yen.

Table 10..2 Payback period Carbon tax (Yen/kg_coz)

of domestic fuel cell Price (Yen) |0 217 652 1087 |15.22
1,000,000 15+ 15+ 15+ 1505 | 13.58
800,000 1358|1275 [1137 1027 |9.36
600,000 810 |766 692 631 |581

Table 10.3 Payback period Carbon tax (Yen/kg-CO»)

of heat pump Price (Yen) |0 217 1652 1087 |15.22
750,000 1578 | 15+ 15+ 15+ 15+
700,000 1358|1372 1402 1432 | 14.64
650,000 1179|1191 1216 |1242 | 1268
600,000 1014|1024 |1044 |1066 |10.88
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At the same time, when the cost of fuel cell is reduced to 800,000 Yen, its
economic benefit is the same as that of heat pump in the period of carbon tax of 10.87
Yen/kgCO,. When the cost of fuel cell reaches the target of 600,000 Yen, or when
the cost is 800,000 Yen and carbon tax is 15.22 Yen/kgCO,, the economic benefit of
fuel cell will exceed that of heat pump.

10.1.3.2 Hydrogen Fuel Cell Vehicle (FCV)

In the aspect of hydrogen fuel cell vehicles and electric vehicles, the same method is
used to calculate the dynamic payback period of them. If it is assumed that the
hydrogen used by the fuel cell is produced from renewable energy sources, the CO2
emissions of 1 kW of hydrogen are 10-24 g (conversion efficiency is 0.7 [11]).

The price of hydrogen fuel cell vehicles is expected to fall to 5,300,000 Yen from
the current 7,600,000 Yen. The price range of electric vehicles is set at
3700000-3300000 Yen with reference to different automobile brands. The calcula-
tion parameters are shown in Table 10.4, and the calculation results are shown in
Tables 10.5 and 10.6.

Table 10.4 Parameters of hydrogen fuel cell vehicle and electric vehicle

Electric
Hydrogen fuel cell vehicle vehicle
100 km energy consumption 0.99 kg 15.7 kWh
Unit Price 1011 Yen/kg 23 Yen/kWh
Cost (Yen) 1000 361
Vehicle selling price (1074 Yen) 760 570
100 km CO, emission(kgCO,) 0.4-0.96 (wind- 9.53
hydroelectric)
CO, emissions during the manufacturing stage | 45-55 55-100
(gCO,/km) [12]
Table 10.5 Payback period Carbon tax (Yen/kgCO»)
of hydrogen fuel cell vehicle  “p 2 5 v 2.17 652 1087 |15.22

5,700,000 15+ 15+ 14.91 13.20 11.85
5,500,000 11.54 10.80 9.56 8.58 7.79

5300,000 620 |5.85 524 | 475 | 435
Table 19.6 P.ayback period Carbon tax (Yen/kgcoz)
of electric vehicle Price (Yen) |0 217 | 652 1087 |1522

3,600,000 15+ 15.26 14.49 13.80 13.17
3,500,000 12.19 11.89 11.34 10.83 10.37
3,400,000 9.174 8.97 8.57 8.21 7.88
3,300,000 6.51 6.37 6.11 5.86 5.64
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Because hydrogen fuel cell vehicles and electric vehicles can reduce carbon
dioxide emissions when they are used, their income increases with the rise of carbon
tax, but the rise of hydrogen fuel cell vehicles is higher. At the same time, when the
cost of hydrogen fuel cell vehicles is reduced to 5,700,000 Yen, which is the medium
level of current vehicles, it begins to have economic competitiveness. When the
target of JPY5300000 is reached, its economic benefits will exceed that of electric
vehicles.

It can be seen that the introduction of carbon tax will promote the promotion of
fuel cell due to the reduction effect of carbon dioxide emission of fuel cell. At the
same time, it is predicted that by 2030, when the price of fuel cell has been reduced
to a certain extent and the price of carbon tax has been stabilized at a higher level,
fuel cell will realize the same or even higher economic benefits as the existing
conventional energy system and have market competitiveness.

10.2 Economic and Potential Analysis of Hydrogen
Vehicle-to-Grid (V2G) System

10.2.1 Research Status of Hydrogen Vehicle-to-Grid (V2G)
System

Many countries in the world have formulated the development goals, strategic
planning, R&D investment, road map, and other related policies for hydrogen energy
utilization and fuel cells, among which are Japan, Germany, the United States, and
other leading countries. Taking Japan as an example, a demonstration of a hydrogen
gas pipeline network was set up in Kitakyushu City from 2011 to 2014, including
verified research on hydrogen fuel cell vehicles. As a part of the smart community
demonstration project in Kitakyushu City, the FC vehicle-to-house (FCV2H) power
supply from the FCV to the housing was verified by the external power supply
function in emergencies and the peak cut effect in the power supply and demand
tightening. The current concept of FCV2G is shown in Fig. 10.3. FCV forms an
energy aggregator through buildings with large parking lots to participate in V2G
services with the grid.

At present, the research on FCV2G is still relatively small, but there is much V2G
and V2H research with pure electric vehicles and hybrid electric vehicles, which
have great reference value. Nathaniel S [13] provided a comprehensive and current
review of concepts, recently published studies, and demonstration projects/deploy-
ments of V2X technology from around the world. Trivifio-Cabrera [14] studied
dynamic pricing and V2G market-driven models for driving habits and revenue of
electric vehicle fleets. P H Hashemi-Dezaki [15] proposed a comprehensive method
to evaluate the system’s reliability based on PHEV Monte Carlo simulations. M
Alirezaei [16] aimed to investigate the role of vehicle-to-home technology in
satisfying the energy requirements for a net-zero energy building and indicated
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Fig. 10.3 The current concept of FCV2G

that this system can not only reduce the monetary value of the required grid
electricity but also earn money to compensate for the installation costs of other
technologies.

FCV will occupy an important position in the field of new energy vehicles in the
future. Compared with other new energy vehicles, FCV has lower carbon emissions,
larger capacity, and higher discharge power, which is consistent with the V2G
service. In order to illustrate the economic and environmental effects of FCV’s
participation in V2G, firstly, this part of the paper chooses a large shopping mall
in Japan as the research scenario, after obtaining its annual electricity consumption.
Then, replacing part of the FCVs with EVs is considered, as well as the discharges of
vehicles to buildings and power grids, using buildings as agents for all vehicles to
provide V2G services for power grids. A genetic algorithm (GA) is used to find the
best discharge price, the choice of vehicle discharging under the condition of the
highest economic benefit, and to analyze the change of building income under
different FCV ratios and EV charging demand.

10.2.2 Hydrogen V2G Research Combined with Case Study
10.2.2.1 Case Study and Data Processing

The research objective of this chapter is a large shopping mall in Kitakyushu, Japan.
The average daily vehicle visit rate (proportion of visiting vehicles to maximum in a
year) for the target area is shown in Fig. 10.4. As the changes in visiting vehicles
from Monday to Friday are close, in subsequent simulations, Monday will represent
the other weekdays. The target building has two parking lots, which can accommo-
date 2000 and 500 vehicles, respectively. Through simulation, the parking lot with
500 vehicles is more suitable for this research.
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10.2.2.2 Background Parameter Setting

The target shopping mall is located in Kitakyushu City, Japan, which is within the
scope of the Kyushu power grid. Therefore, the price we choose comes from the
official website of Kyushu Electric Power. Similar to Sect. 10.1.3, 4320 Yen/t-CO,
(about 40$/t-CQO,) is chosen as the initial carbon emission pricing, and its sensitivity
analysis will be carried out in the follow-up.

Considering that EVs will still dominate the new energy vehicles for a long time,
all the V2G vehicles will be divided into six situations: 100% FCV, 80% FCV + 20%
EV, 60% FCV + 40% EV, 40% FCV + 60% EV, 20% FCV + 80% EV, and 100%
EV. At the same time, the investment cost of FCV [17] and EV [18] is also used to
calculate the user loss per discharge.

10.2.3 Case Study Results of Hydrogen V2G

If the charging demand of EV is considered, it is assumed that there are some EVs
that don’t participate in the V2G but need to be charged. Through simulation, the
different situations on Monday, Saturday, and Sunday are shown in Fig. 10.5. As a
result of the difference in the number of vehicles visited, there are also differences in
the charging demand on Monday, Saturday, and Sunday, with Monday being the
smallest and Sunday the largest. The results of optimization on Monday, Saturday,
and Sunday are shown in Table 10.7.

As can be seen from Table 10.7, because of the addition of EV charging demand,
the gap between the peak and the valley during the V2G period has been widened,
thus increasing peak-cutting income. On Monday, because of the higher electricity
price for buildings, the total income of the introduction of FCV has been improved,
but the effect on peak reduction is smaller than that of V2G. The increase of total
income mainly comes from the smaller discharge loss of FCV, the benefits of carbon
emission reduction, and income from providing V2G services.
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Table 10.7 The results of optimization on Monday, Saturday, and Sunday with EV charging

demand

Monday (Priceliy =25.85Yen/kWh, Pricel." =32.57Yen/kW)

Proportion of FCV 100% 80% 60% 40% 20% 0%
Proportion of EV 0% 20% 40% 60% 80% 100%
Peak-cutting income (Yen) | 2206 6123 10,320 |13427 |13,133 | 12,678
V2G income (Yen) 78,601 |70,940 |63,098 |66,345 |58,036 |49,136
Total spending (Yen) —47,894 | —42,606 | 37,152 | —43,895 | —37,958 | —31,389
Total income (Yen) 32913 34,458 |36266 35877 |33210 |30425
Saturday (Pricefy =22.90Yen/kWh, PriceS¥ =28.92Yen/kW)

Proportion of FCV 100% 80% 60% 40% 20% 0%
Proportion of EV 0% 20.0% |40.0% |60.0% [80.0% | 100.0%
Peak-cutting income (Yen) | 2211 7769 9972 9101 9428 1123
V2G income (Yen) 17,408 49,328  [53,941 46,303 |40,184 | 630
Total spending (Yen) —15,799 | —47,096 | —53,989 | —47,336 | —43,255 | —1187
Total income (Yen) 3820 10,001 9925 8068 6357 567
Sunday (Pricel;y =22.95Yen/kWh, Pricel" =28.89Yen/kW)

Proportion of FCV 100% 80% 60% 40% 20% 0%
Proportion of EV 0% 20.0% |40.0% |60.0% |80.0% |100.0%
Peak-cutting income (Yen) | 2220 9710 13,329 |12454 | 11,164 | 1416
V2G income (Yen) 18,170 61,700 |70,762 |61,336 47,869 | 884
Total spending (Yen) 16,116 | —58,626 | —70,764 | —62,882 | —51,057 | —1600
Total income (Yen) 4274 12,785 |13,328 |10,908 |7977 699

In the case of 80%FCV, the overall benefit is about 3.8% higher than that of 20%
FCV, of which 53.4% is lower than that of peak cutting and 22.2% is higher than that
of V2G. V2G service income occupies the dominant position, so the optimization
goal tends to make more vehicles participate in V2G services. At the same time, due
to the reduction of EV charging demand, the peak-cutting income is reduced,
resulting in the situation of maximum revenue at 60%FCV + 40%EV. So, EV and
FCV are not completely in conflict, and EV charging demand can bring the benefit

of FCV.



10  Application Potential and Implication of Hydrogen Energy. .. 255

10.3 Economic and Potential Analysis of Regional
Distributed Hydrogen Energy System (RDHES)

10.3.1 Research Status of RDHES

The compound system of hydrogen energy and other energy sources, especially the
application of hydrogen energy in regional distributed energy systems (RDES), is
still in the theoretical research stage. The RDES refers to the establishment of an
energy system on the user’s side, and at the same time generating electricity, it will
also provide users with multiple composite energy sources such as cold and heat
[19]. At present, the core areas of conventional RDES are mainly gas-fired combined
heat and power [20], photovoltaic and energy storage integration [21], etc. The
equipment involved mainly includes internal combustion engines, absorption lith-
ium bromide, heat pump, photovoltaic, and battery. At present, the research and
application promotion of these devices and core fields are relatively mature, and
many more mature theoretical systems have been derived, including cross-research
in different directions or cross-domains with electric vehicles V2G [22], electricity
price incentive mechanism [23], and urban spatial structure [24]. Due to large-scale
production, the cost of related energy equipment has also been greatly reduced
[25]. At present, the RDES has become a high-quality investment project receiving
high attention in the capital market [26].

There are few studies on the combination of hydrogen energy systems and
regional distributed energy sources, and more attention is focused on fuel cells
[27, 28], hydrogen fuel cell electric vehicles [29], and large-scale hydrogen storage
[30, 31] and the interaction between these areas [32, 33]. At present, there are three
main ways to combine hydrogen energy systems with regional distributed energy
sources. One is to replace equipment with similar functions, that is, use fuel cells to
replace internal combustion engines and gas turbines as the core equipment for
combined heat and power. Kang [34] studied the operating characteristics and
optimization models of the SOFC-engine composite system applied to distributed
energy sources and confirmed the reliability of the proposed model through com-
parison with experimental data. Yang [35] proposed a distributed energy system
based on the new utilization of LNG cold energy combined with SOFC. Through
modeling, it was verified that the system can achieve higher thermoelectric effi-
ciency, and the sensitivity of parameters such as fuel cell utilization rate and fuel
supply capacity was conducted.

The second is based on the ability of hydrogen energy to be stored across seasons
and uses the hydrogen storage system as a backup storage system for RDES
[36]. Figure 10.6 shows the practical application concept of hydrogen energy as a
storage medium for photovoltaic power. Mehrjerdi [38] proposed a photovoltaic-
hydrogen storage P2P model for distributed energy systems in homes and buildings
and proved that this model can effectively improve the system’s revenue. Hemmati
[39] proposed the improvement of the hybrid energy storage of hydrogen storage
and storage battery. The optimization analysis after combining with photovoltaic
proved that it can increase the overall income by 28%.
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Fig. 10.6 Example of a real hydrogen fuel cell system design. The main electrical components are
duplicated in the interest of redundancy and reliability [37]

The third is the design of RDES [40] and operation optimization analysis [41]
using hydrogen energy equipment as the main core. Virji [42] analyzed the eco-
nomic benefits of combining the hydrogen energy system with wind power and
photovoltaic when the island is off-grid based on the actual data of an island in
Hawaii. Martin [43] introduced user evaluation into the design of the hydrogen
energy system and studied the improvement space of the hydrogen energy system
design.

This part first selects ten buildings of different building types in the Higashida
area of Kitakyushu City, Japan, as the research goal, the hydrogen distributed energy
system is the research object, and the conventional distributed energy system is the
comparative reference. After that, a RDES optimization model is established, and the
genetic system is used to design and optimize the conventional system and the
hydrogen energy system, respectively, and the comparison of the two systems
under different carbon taxes is obtained. Through the analysis of the results of
different types of buildings, the adaptability of the hydrogen RDES is studied.

10.3.2 RDHES Research Combined with Case Study
10.3.2.1 Case Study and Data Processing

In this paper, two RDES, hydrogen and conventional, are used. Among them,
conventional RDES include internal combustion engine (ICE), absorption chiller-
heater (AC), heat pump (HP), cold and heat storage (CHS), photovoltaic (PV), and
battery. Its energy input is electricity and natural gas, and its energy output is
electricity, cold, and heat, as shown in Fig. 10.7.
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Fig. 10.8 Hydrogen RDES

Hydrogen RDES include fuel cell (FC), absorption chiller-heater (AC), heat
pump (HP), cold and heat storage (CHS), photovoltaic (PV), and hydrogen storage
(HS). The energy input is electricity and hydrogen, and the energy output is
electricity, cold, and heat, as shown in Fig. 10.8.

The target area selected in this article is the Higashida area in Kitakyushu City,
Japan, which serves as a key renovation and application test area for an environ-
mentally friendly city. This paper selects different types of buildings on the hydro-
gen energy supply route as the research goal (represented by red dots in Fig. 10.9) to
analyze the application of hydrogen energy in the RDES.

This article selects five building types, museum, hospital, commercial, residen-
tial, and office, in the area and selects two buildings as research objects for each type.
There are also some differences between the two buildings in the same type, which is
helpful for verifying the adaptability of the hydrogen energy system to different
building types and different load situations.
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10.3.2.2 Background Parameter Setting

The research object of this part is still in Kitakyushu, so the energy price of the
corresponding region is adopted. The carbon tax will vary from O to 15 Yen/kgCO,.

The energy equipment parameters and prices mainly come from the strategic
planning of the hydrogen energy system in Japan [16], as well as manufacturer data
(Table 10.8). According to the above price and performance parameters, the genetic
algorithm will be used to perform the optimization calculation. Finally, the total cost
is obtained through the calculation of equipment investment, energy costs, and
carbon tax, and the system design and optimization are aimed at the lowest total cost.

10.3.3 Case Study Results of RDHES
10.3.3.1 Optimization Results

First, take Museum 1 as an example to explain the results. In order to highlight the
comparison between ICE and FC, battery, and HS, exclude the impact of PV and
CHS on the overall revenue; the RDES using only HP, PV, and CHS will be used as
a reference value. The optimization results show that the variables fall on the
boundary, the PV permeability is 40%, the installed capacity of the heat pump is
2726 kW, and the total energy storage of CHS is 5454 kWh.
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Table 10.8 Energy equipment parameters

ICE | Unit price 3101 Yen/kW CHS Unit price 120 Yen/kWh
Power efficiency 0.45 Type Water storage
Thermal efficiency |0.4 Storage loss 2% per 24 hours

FC Unit price 13298 Yen/kW | PV Unit price 5040 Yen/kW
Power efficiency 0.4 Type Polysilicon
Thermal efficiency | 0.45 Power efficiency | 18%

AC | Unit price 3101 Yen/kW Battery | Unit price 3896 Yen/kWh
Cold COP 1 Type Sodium-sulfur
Heat COP 0.9 Storage loss 0.95

HP | Unit price 775 Yen/kW HS Unit price 3571 Yen/kWh
Cold COP 35 Storage loss 0.7
Heat COP 3.5 Energy source Photovoltaic
Storage loss 0.95

Then calculate the total cost of hydrogen energy and conventional RDES under
different carbon taxes separately, compare with the baseline value, and calculate the
total cost reduction based on the baseline value. The results are shown in Fig. 10.10.
In the case of a small carbon tax, the hydrogen energy system cannot generate
revenue. The optimization results show that the values of PV, HP, and CHS fall on
the boundary, and the values of FC, AC, and HS are zero. Until the carbon tax was
12 Yen/kgCO,, the total cost reduction began to occur, but the final reduction was
still less than the conventional RDES. That is, under the carbon tax level of 2040, the
benefit of the hydrogen RDES is still less than the conventional RDES. The carbon
tax will continue to increase until 21 Yen/kgCO,, and the total cost reduction will be
similar to that of the conventional RDES. At this time, the installed capacity of the
two systems is shown in Table 10.9. When the carbon tax is 21 Yen/kgCO,, FC has
just begun to have economic benefits. In contrast to conventional RDES, ICE has
occupied a large proportion of power generation.

Considering future large-scale production, the price of FC will fall further, and
the investment of FC will be adjusted to the same level as ICE. The optimization
results of hydrogen energy and conventional regional energy system with different
carbon taxes are obtained, as shown in Fig. 10.11. The change of FC installed
capacity with carbon tax is shown in Fig. 10.12. The change of hydrogen energy
system with carbon tax is greater than that of conventional system. When the carbon
tax changes in the 12—15 stages, the hydrogen energy system has surpassed the
benefits of the conventional system.

Hydrogen energy systems have a stronger carbon tax dependency than conven-
tional systems, and the effectiveness of hydrogen energy systems depends largely on
the increase in carbon taxes. At the same time, based on the cost of the current
hydrogen energy system, the establishment of a carbon tax can continue to provide
system benefits based on the existing PV and CHS, but the benefits provided are less
than other energy systems of the same type. The cost of hydrogen energy systems
still needs to be further reduced.
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Conventional RDES
ICE (kW) | AC (kW) |HP (kW) |CHS (kWh) |Battery (kWh) | Total cost (108 Yen)
397 447 2279 26 91 1.05954
Hydrogen RDES
FC (kW) AC (kW) |HP (kW) |CHS (kW) HS (kW) Total cost (1078 Yen)
60 67 2659 657 365 1.05952
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10.3.3.2 Building Adaptability Analysis

To adapt to the adaptability of different building types to hydrogen energy RDES,
the optimization calculations in ten buildings under different PV penetration are
carried out (Fig. 10.13).

Overall, the increase in PV permeability will bring about an increase in the
economic benefits of hydrogen RDES. However, the lifting effect is different for
different types of buildings. At the same time, for example, case Hospital 2 and
Office 2, the improvement effect suddenly drops under a certain PV penetration rate.
The reason is that the increase of PV installed capacity will affect FC’s power
generation revenue, so that in some types of buildings, the installed capacity of FC
cannot be increased with the increase of PV, as shown in Fig. 10.14.

The increase in installed photovoltaic capacity will have an inhibitory effect on
the increase in installed FC capacity. The increase in the amount of waste light will
increase the installed capacity of HS, reduce the energy cost of hydrogen, and thus
increase the installed capacity of FC. As a result, the installed capacity of FC shows
periodic fluctuations with the increase of PV penetration rate. According to the
power load change characteristics, buildings that are prone to this phenomenon
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have strong fluctuations in power load change. Therefore, it is considered that
buildings with gentle load changes are suitable for large-scale use of hydrogen
RDES, while for buildings with strong changes, their hydrogen RDES can be
configured according to the photovoltaic penetration limit (20—40%).

10.4 Development Prospect of Hydrogen Energy
in Distributed Energy System

10.4.1 Development Status of Hydrogen Energy
on the Demand Side

10.4.1.1 United States

The United States was the first country to adopt hydrogen energy and fuel cells as an
energy strategy. As early as 1970, the concept of “hydrogen economy” was pro-
posed, and the “Hydrogen Research, Development and Demonstration Act of 1990”
was introduced. The Bush administration proposed a blueprint for the development
of the hydrogen economy. The Obama administration issued a “Comprehensive
Energy Strategy.” As a priority energy strategy of the United States, fuel cells carry
out cutting-edge technology research. In 2018, the United States announced October
8 as the National Hydrogen and Fuel Cell Memorial Day.

The number of patents owned by the United States in the field of hydrogen energy
and fuel cells is second only to Japan, especially in the number of technology patents
in the three major areas of global proton exchange membrane fuel cells, fuel cell
systems, and on-board hydrogen storage 50%.

On November 6, 2019, the Fuel Cell and Hydrogen Energy Association
(FCHEA) released an executive summary report on the US hydrogen economic
roadmap. The report said that by 2050, hydrogen will account for 14% of US energy
demand. The strong hydrogen industry will strengthen the US economy. The United
States plans to realize the application of hydrogen energy in the fields of small
passenger cars, forklift trucks, distributed power sources, household cogeneration,
and carbon capture from 2020 to 2022.

10.4.1.2 Japan

Japan also attaches great importance to the development of fu