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Abstract. Lumen detection and tracking in the large bowel is a key pre-
requisite step for autonomous navigation of endorobots for colonoscopy.
Attempts at detecting and tracking the lumen so far have been made
using optical flow and shape-from-shading techniques. In general, these
methods are computationally expensive, and most are either not real-
time nor tested on real devices. To this end, we present a deep learning-
based approach for lumen localisation from colonoscopy videos. We avoid
the need for extensive, costly annotations with a semi-supervised learning
and a self-training scheme, whereby only a small subset of video frames is
annotated. We develop an end-to-end pseudo-labelling semi-supervised
approach incorporating a self-training scheme for colon lumen detection.
Our approach reveals a competitive performance to the supervised base-
line model with both objective and subjective evaluation metrics, while
saving heavy labelling costs in terms of clinicians’ time. Our method for
lumen detection runs at 60 ms per frame during the inference phase.
Our experiments demonstrate the potential of our system in real-time
environments, which contributes towards improving the automation of
robotics colonoscopy.

Keywords: Autonomous colonoscopy * Semi-supervised learning -
Lumen detection - Self-training - Endorobots for colonoscopy : Bowel
cancer

1 Introduction

Colorectal cancer (CRC) is the third cause of cancer-related mortality worldwide,
after lung and breast cancer [1]. Colonoscopy is regarded as the main clinical
diagnostic technique for CRC, with regular screening being a significant step
in drastically reducing mortality rates. Optical colonoscopy (OC) is the gold
standard for optical screening and treatment of CRC since it enables biopsy,
pathological prediction and treatment [5]. However, the current generation of
colonoscopes has limitations, such as patient pain and discomfort, narrow field
of view, difficulties to detect lesions located behind colonic folds, time-consuming
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and complex procedure to learn [16]. Thus, developing low-risk, cost-effective,
and more efficient alternative solutions for colonoscopy is now necessary. Rapid
advancements in endorobotics have produced a new generation of systems that
have the potential to overcome the above limitations. For instance, real-time
visual feedback from a monocular camera can now be incorporated into the con-
trol loop to detect the region of haustral folds in the colon and determine the
centre of the lumen [14,15]. The deformable nature of the large bowel poses sens-
ing and navigation challenges untackled by traditional robotics. Current locali-
sation and navigation strategies for colonoscopy [8] generally depend on external
hardware (i.e. permanent on-board magnet linked to an external magnetic field).
Computer vision-based navigation and localisation, relying on feature recogni-
tion, can offer a solution, but, the deformable nature of the environment may
cause significant difficulties to traditional feature location methods [21].

Several approaches to designing autonomous visual navigation systems for
endoscopes using images have been reported [24]. Many are unsuitable for real-
time operation or fail to work when the lumen centre is hard to detect. Despite
these challenges, methods based on optical flow [11], shape from shading [6],
structure from motion [10] and segmentation [17] have been developed for auto-
matic navigation. The considerable variety in lumen feature appearance due to
the surfaces in view, lighting and acquisition techniques makes it challenging to
construct a universal model performing optimally in any environment and con-
dition. In addition, further factors like occlusion, deformation, off-centre lumen
can degrade performance. Deep learning (DL) algorithms offer great potential
in medical image analysis and interpretation, supported by rapid improvements
in GPU hardware. Endoscopists’ performance in the diagnosis of adenoma or
polyp [4] has also been shown to benefit from the assistance of deep learn-
ing systems. Ahmad et al. [2] reported a comprehensive review of studies that
exploited artificial intelligence, especially DL models, in colonoscopy computer-
aided diagnosis. Methods based on supervised learning (SL) typically require
large quantities of labelled data annotated by experts to achieve high diagnostic
accuracy. However, in the medical domain, only a limited amount of labelled data
and a considerably greater amount of unlabelled data is available. Contrary to
SL, semi-supervised learning (SSL) leverages both labelled and unlabelled data
to offer a low-cost alternative to the time-consuming massive data labelling task
[12,20,23,25,27,28].

Our work develops a vision-based system harnessing deep neural networks
to detect and track the lumen in real time, enabling reliable endorobot navi-
gation colonoscopy. Unlike existing lumen detection models developed to work
on specific video data, our model is developed to accommodate video data cap-
tured from a variety of environments, including synthetic, plastic phantom, and
real colonoscopy videos. We introduce a fast and accurate method that controls
the level of supervision needed, leveraging a semi-supervised scheme for lumen
localisation. By exploiting a few labelled frames and a large number of unla-
belled frames, we develop an end-to-end pseudo-labelling semi-supervised app-
roach incorporating a self-training scheme for colon lumen detection. To evalu-
ate robustness and reliability, we have conducted experiments on comprehensive
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video data. Results show promising recall and precision on lumen detection with
plastic phantom and simulated datasets and suggest an excellent generalisa-
tion ability on unseen real colonoscopy videos. The results also demonstrate the
benefits of the SSL strategy over the fully supervised scheme (baseline model),
without sacrificing the run-time advantage or prediction accuracy.

2 Methods

Inspired by Xu et al. [27], who achieved competitive detection performance on
natural image data, we propose to use a semi-supervised learning (SSL) scheme
incorporating a self-training framework for colon lumen detection, as shown in
Fig. 1. Our method exploits the mentor-student approach for a hybrid learning
strategy. Both mentor and student have the same architecture, the default Faster
R-CNN object detector model. First, the object detector model is trained with
a classical supervised scheme from 40% of the labelled data, of which 2% are
used for validation and hyper-parameters tuning. The object detector is then
used as a mentor to generate pseudo-labels, as a test-time inference, from 30%
of unlabelled data. The student is trained by mixing those pseudo-labelled data
with an additional 10% of the labelled data, which is augmented. The remaining
20% of labelled data are used for testing.

Baseline Supervised object Detector Model. A single-level feature detec-
tor, Faster Region Based Convolutional Neural Networks (Faster R-CNN) [19] is
harnessed to produce the baseline model used as mentor in our SSL scheme. We
trained it with a classical supervised scheme using 40% of the manually labelled

(1) Object Detector Training | Pseudo box & label
on 40% Labelled Data r—

Unlabelled | 30% unlabelled Pretralned
data mentor |_)

) Genera(mg Pseudo !
Box and Labels

(3) Student Training | ! Student unsuperwsed prediction

Labelled m 1
data 10% labelled ;

Student !

LGt
i labelled supervised
data

prediction

Fig. 1. Overview of mentor-student model training for lumen detection. Pseudo-labels
(bounding boxes and class labels) are generated from a pre-trained mentor model
with unlabelled data. Student unsupervised loss is computed with the pseudo-labels
above a specific threshold in a semi-supervised manner. 10% of the labelled data with
augmentation is also used to train the student model. GT: ground truth.
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frames. Faster R-CNN has two heads, one for object classification and the other
for bounding boxes regression. It also has a fully convolutional Region Proposal
Network (RPN) that takes the input features of frame and produces region pro-
posals with an objectness score (denoting the probability of object or not object
(background) for each proposal). The RPN predicts the offsets of region pro-
posals from established reference boxes, known as anchor boxes. Anchor boxes
are predetermined and fixed-size boxes distributed over the input frame with a
variety of sizes and aspect ratios. A non-maximum suppression (NMS) algorithm
[9] is then applied to filter out the predicted region proposals, depending on a
confidence threshold score, which is set to value of 0.7. The advantage of employ-
ing box predictions after NMS over raw predictions (before applying NMS) is
that it avoids duplicated and overlapped results. Once the region proposals are
selected, the lumen object classification and boundary box regression are then
measured in a supervised fashion. The supervised loss function used to learn the
baseline model is:

N
1
Lo= 5 3 (Lo (0is10) + Lo (1) (1)
=1

where 7 indexes a labelled frame, p;: predicted probability of proposal contains
a lumen object or not, p;: the ground-truth value of proposal contains a lumen
object or not, t; is the coordinates of the predicted lumen proposal, ¢} is the
ground-truth coordinate associated with the bounding box of the lumen, L is
the classification loss, Lyeg is the bounding box regression loss, and IN; denotes
the number of labelled frames in batch.

Semi-supervised with Self-training Model. In our mentor-student learn-
ing scheme, the student is trained in a semi-supervised fashion integrating a
self-training strategy which has achieved considerable success including Noise-
Student [26], STAC [23], and SoftTeacher [27]. The phases of our SSL incorpo-
rated with self-training are:

1. Leverage the baseline pre-trained supervised detector model as a mentor
model to generate pseudo-labels and pseudo-bounding box annotations for
30% of unlabelled frames. This process includes a forward pass of the Res50
backbone model, RPN and classification network, followed by the NMS post-
processing. These predicted pseudo-labels and pseudo-bounding box annota-
tions are considered the ground truth to compare with the prediction from
the student model in an unsupervised loss function.

2. Train the student model using both those pseudo-labelled frames and 10% of
the manually labelled data not seen by the mentor on which data augmenta-
tion is applied. This requires establishing a loss function for the student that
sums the losses of both supervised and unsupervised models.

To compute the loss for pseudo-labelled frames when training the student, the
generated pseudo-labels are used as ground-truth to be compared to the student
prediction, producing an unsupervised loss function as follows:
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Here i indexes an unlabelled frame, u an unlabelled frame, r; refers to the pre-
dicted probability of proposal containing a lumen object, r; represents the gen-
erated pseudo-label of proposal, s; is the coordinates of predicted proposal for
lumen, s} is the pseudo-boxes of lumen generated by the mentor, N, denotes
the number of unlabelled frames. For the 10% labelled frames, the student cal-
culates the loss between the provided ground truth and the predicted labels, via
a supervised loss. The total loss of the student model is the weighted sum of the
unsupervised and supervised losses, i.e., using Eq. (1) and Eq. (2):

where a denotes the weight of unsupervised loss, determined experimentally.

Inference and Refinement. Once the model is trained, it can be adopted for
the inference phase to produce the predictions of bounding boxes over the lumen
area on a frame basis. To maintain the temporal consistency among predicted
bounding boxes on a sequence of consecutive frames, we carefully designed a
simple yet effective strategy to choose the bounding box proposal that preserves
a minimum distance to the bounding box in the previous frame in a sequence
of frames. The application of refinement scheme assumes that the intersection
over the union between the bounding boxes of two consecutive frames is not null,
which typically results from an abrupt camera movement. This scheme is applied
by locating the centre points (z; ¢, ¥;.c) of the predicted bounding boxes in frame
i, where ¢ > 1. The centre points are computed from the predicted bounding
boxes, represented by the value of top left corner (min, Ymin) and bottom right
corner (Tmaz, Ymaz). Lhe centre point (z.,y.) in frame i is defined as follows:

Tmaz — Tmin )

5 Ymaz — Ymin )) (4)

,round(Ymin + 5

(Ze, ye) = (round(zmin +
Euclidean distance is measured among the centre points in frame ¢ and the centre
point in the previous frame, ¢ — 1. The centre point that achieves the minimum
distance is then selected, and the bounding box accompanied by this point is
produced as the outcome of the model prediction.

3 Experimental Set-Up, Results and Discussion

Datasets. Public synthetic dataset [18] consisting of 16,016 RGB frames gener-
ated from the video is used in our study. The size of frames is 256 x 256 pixels.
The synthetic dataset is split into groups according to texture and lighting con-
ditions. The synthetic dataset collection setting is available in [18]. To obtain
the ground truth bounding boxes of the lumen, we used the ground truth depth
data provided the synthetic dataset. The depth map is clipped at 3/4 depth
from the nearest depth value to segment the lumen. The result is then converted



40 B. Al-Bander et al.

to rectangular bounding boxes. The second set of videos used in our study was
acquired with a plastic phantom, an off-the-shelf full HD camera (MISUMI SYT,
1920 x 1080, 30 Hz, field of view of 140°) and a colon model used for training
medical professionals. The model is made from plastic and mimicks 1-to-1 the
anatomy of the human colon, including internal diameter, and overall length
haustral folds (small, segmented pouches of the bowel) to yield accurately simu-
lated images from an optical colonoscope. Creating the haustral folds with this
model does not require inflation with air. The camera is connected to a shaft
used to navigate inside the plastic colon-rectum tube forward and backward.
The external diameter of the camera is 7 mm, including light illumination and
lens. The number of frames generated from plastic phantom video is 2,042. The
annotations of labelled frames in this dataset have been conducted manually
using Labellmg! software by drawing the bounding boxes around the lumen.

DL Experimental Settings. We used Faster R-CNN [19] as a fully super-
vised baseline algorithm in our experiments. Our model and baseline model were
trained for 32,000 iterations on plastic phantom data, and for 52,000 iterations
on synthetic data as the size of video data varies. The size of the batch was set
to 8 with stochastic gradient descent SGD with an initial learning rate of 1072
with momentum 0.9 and weight decay 10~3, which decays by dividing by 10
at iterations 36,000 and 48,000 on synthetic data and 18000 and 28,000 itera-
tions on plastic phantom frames. We also set the unsupervised weight to a = 2.
The confidence threshold score is set to 0.8 in the inference phase. The mod-
els are implemented using Pytorch and trained on an Nvidia RTX A6000 GPU
with a memory of 48 GB. The implementation of Faster R-CNN with Res50 and
hyper-parameter setting are based on the MMDetection library [3]. For data aug-
mentation, we follows the same augmentation schemes applied in FixMatch [22]
including colour transformations, translation with translation ratio of (0,0.1),
rotation with angle (0,30), shifting with angle (0,30), cut-out [7] with ratio
(0.05,0.2) and number of regions [1,5].

Results. We evaluated the lumen detection model using both quantitative and
qualitative measurements. In terms of qualitative evaluation, we summarise in
Fig. 2 a comparison of the semi-supervised model against the baseline model on
both video types. For quantitative analysis, shown in Table 1, we use the typi-
cal object detection metrics, including average precision (AP) and average recall
(AR) using various Intersection over Union (IoU) threshold scores. Although the
semi-supervised model was trained on only 10% of frames, it shows a compet-
itive performance without needing expensive manual annotations. Importantly,
our lumen detection runs in 60 ms including post-processing time, meeting
interventional time requirements.

Discussion. The non-learning based methods [6,10,11,17] have not reported
evaluation performance compared to ground truth in overlapping with the
bounding boxes. Recently, authors in [29] used off-the-shelf fully supervised
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Fig. 2. The qualitative results of lumen detection on test data of synthetic dataset
and plastic phantom, respectively. It can be observed that semi-supervised (Semi-sup
in figure) prediction accuracy is par with the fully supervised (Sup in figure) model
prediction on both datasets. Success and failure cases of the proposed model on real
colonoscopy images. Light scattering and low illumination in very challenging condi-
tions are found to affect the prediction.

model Yolo3 to localise the lumen targeting to develop semi-automated naviga-
tion. They reported an AP of 0.835 with an IoU threshold score of 0.7 achieved
by a model trained on 7,147 fully labelled frames captured from plastic phan-
tom. In contrast, the size of our plastic phantom data was only 2,042 frames
in total. To further evaluate the generalisation ability, robustness and reliability
of the presented model, three colonoscopy videos taken from publicly available
dataset [13] that contain a variety of polyps and complex bowel environments
are tested on the developed semi-supervised model, pre-trained on the plastic
phantom video data. The obtained detection results shown in Fig. 2 (third row)
reveal superior performance on unseen real colonoscopy data. Due to the lack
of ground truth bounding boxes of these datasets, the lumen detection results
on the real colonoscopy videos have been examined by an anonymous survey
involving eight senior clinicians. Purpose of this study was to have a qualitative
evaluation on the accuracy of the lumen detection. We established a question-
naire showing a rating scale in range (1 - Extremely poor, 5 - Excellent). The
average accuracy reported by the clinicians was 4.37 out of 5. These findings
demonstrate that the proposed deep feature learning-based approach will be a
valuable automated navigation tool to be deployed in a challenging real-time
environment during robotics colonoscopy. Furthermore, the integration of auto-
mated systems based on large unlabelled data will also significantly reduce the
manual data annotations workload and thus reduce costs. Our proposed model
has limitations. The real scenario may be more challenging when a colon has an
abnormality, such as big polyps, cancer, and diverticula. We target in our future
work to systematically study all scenarios, investigate how the model could cope
with various conditions and include more ablation studies for experimental set-
tings. More experiments on both two-stage and one-stage detectors will be also
conducted to study the generalisation of this method.
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Table 1. Comparison of AP and AR for supervised and semi-supervised models on
synthetic and phantom data, at different IoU threshold scores. The performance of
the Res50 backbone model is also explored here. In addition to the 10% data splitting
scheme, the performance of the SSL model is examined in a 5% data splitting scenario.

Data Split | Backbone | IoU Semi-supervised | Supervised
AP | AR AP | AR

Synthetic | 10% | Res50 0.5-0.95 | 0.637 | 0.633 0.621|0.674
0.5 0.989 | 0.688 0.978 1 0.674

0.75 0.763 | 0.688 0.713]0.674
Res101 0.5-0.95 | 0.668 | 0.718 0.624 | 0.691
0.5 0.989]0.715 0.978|0.681
0.75 0.807 | 0.700 0.728 1 0.689
5% | Res50 0.5-0.95 | 0.601 | 0.662 0.602 | 0.655
0.5 0.977 ] 0.667 0.977]0.649
0.75 0.703 | 0.669 0.700 | 0.660
Res101 0.5-0.95|0.634 | 0.691 0.616 | 0.680
0.5 0.988 ] 0.680 0.976 | 0.682
0.75 0.753 ] 0.694 0.700 | 0.689
Phantom | 10% | Res50 0.5-0.95|0.572 | 0.651 0.562 | 0.640
0.5 0.936 | 0.651 0.950 | 0.640
0.75 0.6770.651 0.638 | 0.640
Res101 0.5-0.95 | 0.567 | 0.652 0.554|0.632
0.5 0.933 ] 0.662 0.960 | 0.637
0.75 0.628 | 0.658 0.613]0.632
5% | Res50 0.5-0.95 | 0.518 | 0.600 0.497 | 0.603
0.5 0.948 | 0.604 0.925|0.609
0.75 0.521]0.600 0.478|0.606
Res101 0.5-0.95|0.470 | 0.570 0.452 | 0.544
0.5 0.896 | 0.559 0.950 | 0.540
0.75 0.441]0.560 0.325 | 0.556

4 Conclusions

In this paper, a novel real-time lumen detection and tracking method has been
introduced and tested in a plastic phantom, synthetic and real colonoscopy
videos. We have introduced the SSL approach toward real-time bound boxes
detection of the lumen, allowing for autonomous navigation and thus providing
significant benefits in terms of reduced physical burden and demanding the min-
imum intervention from the operator. Our findings support our key claim that
a reliable medical Al-based solution could be established using a small quantity
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of labelled data combined with other unlabelled data. A paradigm shift like this
might pave the way for intelligent robot-assisted diagnosis and treatment.
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