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Abstract. The accurate evaluation of machine translation (MT) is a difficult
task. Human evaluation (judgment) is considered to be the best, but it is time-
consuming. Hence, the importance of developing an automatic evaluation metric
got researchers’ attention. In this paper, we have done an in-depth analysis of
the performance of the MT engine on low-resourced Bengali to English trans-
lations. We analyzed the scores generated by automatic metrics such as BLEU
and BERTscore. We have computed the scores of the translation engine manually
also based on the parameters used in the human evaluation. Finally, we have mea-
sured the correlation of BLEU and BERTScore with human judgment and found
that BERTScore has a higher correlation with human judgment for our English to
Bangla language pair.
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1 Introduction

MT which automates the conversion of one natural language to other with the help of a
sufficient parallel corpus has witnessed a tremendous paradigm shift.

MT started its journey from a dictionary-based, rule-based, statistical MT, phrase-
based and most recently MT industry exploits artificial neural network (ANN) in
its implementation called Neural Machine Translation (NMT). NMT has its various
frameworks with their own merits and demerits [1–4].

MT evaluation is a challenging task when designing a translation system [3, 5, 6].
An evaluation is essential for determining how effective the current model is, estimating
how much post-editing is required, and accordingly, the model can be improved during
its design phase. MT evaluation is a challenging task since natural language is highly
ambiguous. The same sentence can be interpreted differently by two different persons.
In MT evaluation it compares translated text i.e. candidate text sometimes also called
hypothesis text with the gold standard reference text. There may be single or multiple
reference texts that can be produced by human or translation systems. When evaluating
MT systems, it can either be done manually or automatically. Sometimes it demands
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both. Human evaluation is best but it is time-consuming, costly, and can’t be reused. In
human evaluation, a quality measure scale of 1 to 5 is given accordingly the translated
text is scored based on its adequacy and fluency. Adequacy refers to the completeness of
the translated text. Fluency ensures the grammatical correctness of the translated text.

There are numerous automatic evaluation metrics available in the MT evaluation
process. Bilingual Evaluation Understudy (BLEU) is one of the popular evaluation met-
rics based on precision [7]. There is another metric METEOR (Metric for Evaluation of
Translation with Explicit ORdering) which is based on both precision and recall. How-
ever, more weightage is given to recall than precision. Some other automatic metrics
such as precision, recall, F-measure, ROUGE (Recall-Oriented Understudy for Gisting
Evaluation), etc. are available. The most recent automatic metric is BERTScore which
captures semantic similarity between reference and translated text.

In this paper, we have attempted to evaluate the accuracy of BERTScore and BLEU
scores with the help of a gold standard human score while translating Bangla to English
sentences.

The rest of the paper is structured as follows: Sect. 2 highlights some previous work
on MT evaluation. Section 3 briefs about our methodology and experimentation. We
have analyzed and discussed the results in Sect. 4. Finally, we have presented a brief
conclusion and future direction in Sect. 5.

2 Some Previous Work in MT Evaluation

Human evaluation is assumed to be the best in MT evaluation but sometimes it lacks
agreement among inter annotators. Also, reusability is a challenge in human evaluation.
The authors addressed these two problems with human evaluation in their paper [8].

BLEU is one of the popular automatic evaluationmetrics based on precision. BLEU’s
precision-based computation is based on token matching between a hypothesis text and
one or more reference texts. Depending on how many tokens are considered i.e. n =
1,2, or 3 it is called uni-gram, bi-gram, or tri-gram. It has been found that lower grams
always have a higher score than a higher gram due to their exact token matching criteria.

Another popular automatic evaluation metric is METEOR. METEOR also exploits
unigram matching criteria between candidate and reference text at their surface level,
and semantic level and it is based on the combination of precision and recall [9].

In Chrf, which is a language-independent, n-gram-based automatic evaluation met-
ric where character level n-gram is exploited to compute F-score to evaluate MT
performance. Chrf has shown a better correlation with a human score [10].

ROUGE (Recall-oriented Understudy for Gisting Evaluation) is a recall-based auto-
matic evaluation metric. ROUGE has also different variants. ROUGE-N is like BLEU
with multiple n-grams [11].

BERTScore is an embedded-based automatic evaluation metric.BERTScore gen-
erates a score with the help of semantic similarity between candidate and reference
text, hence its accuracy during evaluation is higher than n-gram-based metrics [12].
BERTScore metric exploits BERT which is a pretrained language model [13, 14].
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3 Methodology and Experimentation

In this section, we discuss our methodology used to measure the effectiveness of two
popular automatic evaluation metrics: BLEU which is n-gram based, and BERTScore
which is embedded based in Bangla to English translation. Our primary objective is to
evaluate how well these two automatic evaluation metrics correlate with gold standard
human evaluation (human score). The better one will be having a higher correlation
with the human score (human judgment). To find the correlation we have used one of
the commonly used correlation metrics i.e. Pearson correlation. The Pearson correlation
coefficient measures the linear relationship between two variables.

Its value ranges from−1 to+ 1.−1 indicates there is a complete negative correlation
and+ 1 indicates a complete positive correlation. 0 indicates no correlation. The values
0.8 and 0.6 indicate strong and moderate positive correlations respectively. The values
−0.8 and −0.6 represent strong and moderate negative correlations. The methodology
is represented in Fig. 1.

We used the English to Bangla tourism data set collected from TDIL (https://www.
tdil-dc.in/index.php?lang=en). It contains English to Bangla Parallel sentences total of
11976. We have randomly picked a couple of Bangla sentences from this data set. The
corresponding English sentences have been considered reference texts. These selected
Bangla sentences are passed to Google translate to translate them into English.

Fig. 1. Block diagram of our methodology.

https://www.tdil-dc.in/index.php?lang=en
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The randomly picked sentences from 1 to 5 are represented in Table 1.

Table 1. Randomly picked Bangla sentences, their ground truth, and translated texts.

3.1 Manual Score (Human Judgment)

We computed the BLEU score and BERTScore of all these translated texts. For manual
score generation, had created a questionnaire that asks for some predefined questions
having scales ranging from 0 to 5 to capture the adequacy and fluency of the translated
sentences that we had supplied to 10 different human experts having linguistic expertise
in these two languages such as Bangla and English. The human experts were given
translated versions and reference texts to assign their scores. Finally, we have taken the
average of all these scores given by ten different human judges. The adequacy scale
has a value of 5 if all meaning is correct, most meaning has a value of 4, and much
meaning, a little meaning, and none have the values 3,2 and 1 respectively. Adequacy is
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used to ensure the completeness of the translated text. Fluency ensures the grammatical
correctness of the translated text. The fluency scale is as follows: the highest score of 5
is assigned to flawless English, good English has a score of 4, and non-native, disfluent,
and incomprehensible English have scores of 3,2, and 1 respectively [15].

3.2 BERTScore

BERTScore is computed by feeding ground truth (reference sentence) and candidate
sentence into the pre-trained BERT model. The BERT model has words that are contex-
tually embedded. It tries to match tokens of hypothesis and reference texts with cosine
similarity. The BERTScore produces the following output values: precision, recall, and
F1-score whose range varies from 0.0 to 1.0.

BLEU
BLEU is a precision-based metric since during its computation it does not consider
whether all the words in the reference texts are covered in the hypothesis text or not.
BLEU tries to match the MT engine-generated text with one or more reference texts
based on how many tokens are considered at a time. That is based on the number of
tokens selected for matching it can be 1-g, 2-g, etc.

The computed automatic and manual scores are presented in Table 2. Its diagram-
matic representation is given in Fig. 2. The BERT score and human judgment (human
score) correlation is given in Table 3.

The BLEU score and human score (human judgment) correlation is presented in
Table 4. The observed pattern between two different automatic evaluation metrics and
Human scores is discussed in Sect. 4 (Result Analysis and Discussion).

Table 2. Automatic and human scores of the translated texts.

Sentence no MT Engine BLEU score(n = 3) BERTScore Human judgment

1 Google Translate 0.66 0.93 0.95

2 Google Translate 0.16 0.66 0.85

3 Google Translate 0.17 0.68 0.95

4 Google Translate 0.29 0.73 0.96

5 Google Translate 0.13 0.78 0.94
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Table 3. Pearson Correlation between BERTScore and Human Score

BERTScore Human judgment Pearson correlation

0.93 0.95 0.46

0.66 0.85 0.46

0.68 0.95 0.46

0.73 0.96 0.46

0.78 0.94 0.46
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Fig. 2. Various automatic and Human scores for randomly picked five translated sentences.

Table 4. Pearson correlation between BLEU score and human judgment (human score)

BLEU Score Human judgment Pearson correlation

0.66 0.95 0.34

0.16 0.85 0.34

0.17 0.95 0.34

0.29 0.96 0.34

0.13 0.94 0.34

4 Result Analysis and Discussion

Analyzing the results, we obtained in Sect. 3, we can see that the automatic evaluation
metric BERTScore exhibits a higher correlation with human judgment compared to the
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n-gram-based BLEUmetric (Table 3). The Pearson correlation coefficient has been com-
puted separately between these two automatic metrics and human judgment (Human
score), i.e., the BERT score vs human score and the BLEU score vs human score. As
per the correlation values in Tables 3 and 4, BERTScore always has a higher correlation
value with human scores because of its ability to capture a contextual representation of
reference and hypothesis texts. Since BLEU tries to match exact tokens between candi-
date and reference sentences, it fails to generate an authentic score since the word may
have its synonym. Further, when we analyze the BLEU score and BERTScore of all
these five sentences, it has been found that sentence 1 has the highest score in both the
automatic metrics compared to the rest of the sentences (Table 2). The reason for this is
reference text and hypothesis text both have maximum token matching in this sentence
(Table 1). Hence BLEU and BERTScore both have generated the highest score for this
sentence based on their own measuring criteria.

5 Conclusion and Future Work

MT is a fast-growing field. Researchers are continuously working in this domain to
upgrade themodel to achieve higher accuracy. However, duringmodel design, automatic
performance evaluation of themodel plays a vital role.Designing an automatic evaluation
metric is a challenging task because of its inherent linguistic, syntactic, and semantic
intricacies that need to be checked in the hypothesis and reference texts while evaluating
the generated (hypothesis) text.Hence, using appropriate evaluationmetrics is important.
We have understood the patterns of BLEU and BERTScore with gold standard human
judgment. For this, we have used appropriate correlation i.e. Pearson correlation. Pearson
correlation is suitablewhenwewant to find a linear correlation between the twovariables.
Based on the patterns of correlation with the human score one can select the appropriate
evaluation metric.

However, based on this study, we can say that we still have to go far in the MT
automatic evaluationmetric.Designing interpretable automatic evaluationmetricswhich
is context-oriented is essential to achieving higher accuracy. However, to design such
an evaluation metric creating a domain-specific reference corpus is equally important to
achieve the task.
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