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Preface

The International Conference on Information, Communication and Computing Technol-
ogy (ICICCT 2022) was held on July 16, 2022 in New Delhi, India. ICICCT 2022 was
organized by the Department of Information Technology, Jagan Institute ofManagement
Studies (JIMS) Rohini, New Delhi, India. The conference received 220 submissions and
after rigorous reviews, 11 papers were selected for this volume. The acceptance rate
was around 16.9%. The contributions came from diverse areas of Information technol-
ogy categorized into two tracks, namely (1) Networking and Communication and (2)
Evolutionary Computing through Machine Learning.

The aim of ICICCT 2022 was to provide a global platform for researchers, scien-
tists and practitioners from both academia and industry to present their research and
development activities in all the aspects of communication and network systems and
computational Intelligence techniques.

We thank all the members of the Organizing Committee and the Program Committee
for their hard work. We are very grateful to Marcin Paprzycki, Associate Professor, Sys-
tems Research Institute, Polish Academy of Sciences, Poland as General Chair, Milan
Simic, RMITUniversity, Australia as the first keynote speaker, Jean Paul Van Belle, Pro-
fessor andDirector, Centre for Information Technology andNational Development, Uni-
versity of Cape Town, Africa as the second keynote speaker. Subrata Nandi, Professor,
Department of Computer Science Engineering, National Institute of Technology, Durga-
pur, India as session chair for Track 1, Namita Mittal, Associate Professor, Department
of Computer Science Engineering, Malaviya National Institute of Technology, Jaipur,
India as session chair for Track 2.

We thank all the Technical Program Committee members and referees for their con-
structive and enlightening reviews on the manuscripts. We thank Springer for publishing
the proceedings in the Communications in Computer and Information Science (CCIS)
series. We thank all the authors and participants for their great contributions that made
this conference possible.

August 2022 Costin Badica
Latika Kharb

Deepak Chahal
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Energy Efficient Communication Using
Constrained Application Protocol for IoT

Devices

Namrata Singh(B) and Ayan Kumar Das

Birla Institute of Technology, Mesra, Patna Campus, Patna 800014, India
{phdcs10061.20,das.ayan}@bitmesra.ac.in

Abstract. IoT communication protocols are the integral part for device-to-device
communication in an IoT environment. It enables physical devices to exchange
information in a structured and meaningful way. CoAP is mainly designed for the
power-constrained IoT devices, which provides the resource discoverymechanism
to update the Resource Directory (RD) periodically. The centralized mode of
resource discovery enables the RD to host and maintain the update information
of every resource under the predefined domain and can respond to the requests on
behalf of any node. To the best of our knowledge the issue of duplicate updates to
RD in a periodic update environment is amajor concern and still an untouched area
to researchers. Number of duplicate updates highly affects the battery lifetime.
Various researches have been performed to focus either on interval tuning or
change in data readings to improve power consumption behavior. In this paper,
the proposed dynamic update interval tunning algorithm is the hybrid form of
interval tuning and change in data reading that uses the concept of alternate odd
and even type of update. It reduces the number of duplicate updates as well as
solve the issues of dead node condition and long waiting time of RD too. The
experimental analysis shows that the proposed dynamic update interval tuning
approach extends the battery lifetime to 70% and outperforms dynamic power
tuning and adaptive fibonacci-based interval tuning approaches.

Keywords: Internet of Things · Internet protocol · CoAP · Resource directory ·
Update interval tuning · Power consumption

1 Introduction

The Internet of Things (IoT) is the network of connected objects such as variety of smart
devices, technologies, and applications communicating over the internet with machine-
to-machine interaction. It is rapidly gaining a vast attention of researchers with the aim
to improve the quality of human life by converting the present reality into smart virtual
technologies [13]. IoT protocols help to establish communication among IoT devices,
cloud-based server and other applications over the Internet. It helps to send commands
to IoT device and receive data from an IoT device over the internet [1].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
C. Badica et al. (Eds.): ICICCT 2022, CCIS 1670, pp. 3–15, 2022.
https://doi.org/10.1007/978-3-031-20977-2_1
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The term ‘Internet’ refers to the global interconnectivity of computer networks using
the standard suite of communication protocols such as Transmission Control Proto-
col/Internet Protocol (TCP/IP) and User Datagram Protocol (UDP) that provides world-
wide services to the users. IP is the primary communication protocol that establishes
the network connections over the internet. Each data packet is addressed individually to
transmit it from source to destination and no acknowledgement of this transmission is
sent to the source. It confirms that IP does not provide packet ordering and error checking
mechanism. TCP works well with the IP in order to establish connection between source
and destination with ordered transmission by providing sequencing and segmentation
of data packet. TCP provides acknowledgement feature for a transmission and data flow
is managed through flow control process. UDP works similar to the TCP except error
checking and correction procedure and it throws out all the back and forth communi-
cations. It results in reduction of overhead in protocol stack. UDP is best suited for
the time-constrained environments where speed is most desirable. IP is network layer
protocol that supports both the protocols of transport layer i.e., TCP and UDP. IP is used
in two versions: IPv4 and IPv6. Demand of IPv6 is growing as it provides significantly
high IP addresses as compared to IPv4. IPv6 over Low power Wireless Personal Area
Network (6LoWPAN) enables the resource-constrained, power-constrained and time-
constrained IoT devices to communicate over the existing IPv6 network [10]. Thus, the
decision of minimal protocol set can be effectively used to manage the IoT devices. A
general four-layer protocol stack for IoT devices is shown in Fig. 1.

Fig. 1. Four layer protocol stack for IoT devices

Selection of a standard internet protocol specially designed for the machine-to-
machine communication within the IoT environment is the major concern for re-
searchers. Some common application layer internet protocols accepted for IoT environ-
ment are [9]: Hyper Text Transfer Protocol (HTTP), Advance Message Queuing Proto-
col (AMQP), Extensible Messaging and Presence Protocol (XMPP), Message Queuing
Telemetry Transfer (MQTT) Protocol and Constrained Application Proto-col (CoAP).

CoAP is created by Internet Engineering Task Force (IETF) Constrained RESTFUL
Environment (CoRE) working group [2, 3, 11]. Its working is similar to HTTP [2, 3] as
it follows the REST paradigm and is built on the top of UDP/IP to support congestion
control and flow control. It supports 6LoWPAN [3] of IP that can easily manage the
transmission of messages to fit into the small header of UDP i.e., into a single frame of
IEEE 802.15.4 to minimize the fragmentation. CoAP is a lightweight protocol that is
designed especially for the constrained IoT devices. It is client-server based protocol that
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follows the request-response based communication procedure and uses various HTTP
request control packets such as GET, PUT, POST and DELETE; response codes and
method codes [8, 11, 12]. In contrary to HTTP, CoAP handles the occurring interchanges
asynchronously. This happens over the datagram-oriented transport layer protocol i.e.,
UDP.Moreover, each CoAPmessage is shared to the users in the form of tokens and each
token has its unique identification number encapsulated with it which helps in detecting
message duplication. It does not create full feature set like TCP as many times messages
may arrive out of orderwhichwitnessmessage duplicity or itmay gomissingwithout any
notice. CoAP supports simple stop and wait retransmission readability which logically
fables the optional reliability. Apart from these, CoAP is optionally bound to combine
with Datagram Transport Layer Security (DTLS) protocol of transport layer to provide
high level of communications security for IoT systems [11]. CoAP with DTLS gains
the benefit of lower overhead and reduced latency for a secure communication in IoT
environment.

CoAP supports four types of messages [8, 11]: Confirmable, Non-confirmable,
Acknowledgement and Reset. A confirmable CoAP message is reliable and is sent to its
destination server again and again until the sender gets an acknowledgement of the mes-
sage. If the server finds any trouble in managing the request made to it, then it responds
to sender with reset message instead of acknowledgement. The non-confirmable is unre-
liable which don’t contain any critical information. Confirmable and non-confirmable
messages both go through duplicate deletion procedure. CoAP is considered as the two-
tier protocol as it performs its request-response functionality and message transmis-
sion in between the application and transport layer. Figure 2 shows a two-tier structure
describing the CoAP functionality.

Fig. 2. CoAP functionality

A constrained environment of IoT shows various traits in device-to-device commu-
nication such as sleepy nodes, dispersed network and the distributed network where the
multicast of the data stream is not efficient [3, 15]. Direct discovery of resources is not
practical for the described scenarios and requires an entity namely, Resource Directory
(RD) comprises of the information about resources present on other servers (endpoints)
that allows lookups for those resources. RD is used as repository of registrations that
implements a set of REST interfaces for endpoints to register, manage RD registrations
and to lookup resources from RD. The resource discovery is done in five steps: Finding
RD, Uniform Resource Identifier (URI) discovery, registration, operations on registra-
tion resources, resource lookup [15]. CoAP provides resource discovery mechanism
and operates in two different modes i.e., distributed and centralized [2, 3]. In distributed
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mode, a sensor node offers a unicast request message to another sensor node to dis-
cover the resources on the behalf of that node, if it is not able to perform the action.
In centralized mode, RD host and maintain the updated service information of every
node within a preconfigured domain correspondingly and respond the service requests
on the behalf of any node [2, 5]. The client requests for the re-sources identified by URI
and RD responses with success and failure. The nodes periodically update the messages
associated with its latest service status to RD to keep it fully updated [6].

CoAP has the characteristic of periodical update and service status of nodes is in-
formed to the RD in every ten seconds of time interval to keep the overall network
up-to-date [4]. However, duplicity of messages arises due to periodical update and bat-
tery drainage of node increases due to number of increased updates with decrease in
update interval. The number of duplicate updates increases with the decrease in update
interval that causes increase in power consumption. Though the increase in update inter-
val prolongs the battery lifetime, it may lead to outdated service information [2–5]. This
paper focuses on modification in update interval of standard CoAP as well as the RD
update mechanism together. For this purpose, a novel energy-efficient communication
procedure is designed to increase the network lifetime in IoT environment by reducing
the number of duplicate updates. A dynamic interval tuning algorithm has been proposed
that updates the Resource Directory (RD) with data reading by attenuating the standard
time interval and battery level of IoT devices. The interval tuning approach uses data
reading and battery slot as the parameters. Odd and even concept of message update has
been evaluated where the odd update does not support duplicate updates while the even
does. It has been analyzed a drastic increase in battery lifetime on odd update for each
battery interval.

The rest of the paper is organized as such: Sect. 2 provides literature review; Sect. 3
describes themotivation and contribution of the proposedwork; Sect. 4 puts up the details
of proposed methodology. Section 5 discusses the experiments and result analysis; and
Sect. 6 concludes the paper.

2 Literature Review

A comparative analysis [12] of the data transfer protocols used for IoT system shows
CoAP as the most suitable protocol for IoT devices in terms of message size, overhead,
power consumption behaviour, resource requirement, bandwidth and latency. In [11, 12],
the authors have analyzed various protocols and presentedCoAPas themost suitableweb
transfer protocol for usewith constrained IoT devices as it followsRepresentational State
Transfer (REST) paradigm that facilitates the scalability of network, uniform interfaces
and development of architectural components.

A research study [14] inspects some state-of-art techniques for energy saving in
CoAP based IoT environment. It demonstrates a comparative analysis of studies describ-
ing the energy saving techniques based on various parameters such as power saving, data
pressure and security mechanism.

In [2], the authors have analyzed the need of periodic adjustment of update messages
instead of regular updates as it results in extra signaling overhead and high battery
drainage. It required to tune the time interval for information update and an adaptive
tuning approach in between the CoAP clients and CoAP-RD has been proposed. The
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proposed approach adjusts the update interval by deciding the battery level of nodes. It
also shows its outperformance than standard CoAPwhen the number of hops in between
the node and CoAP-RD server is around 3–4.

An adaptive fibonacci function based time interval tuning algorithm [3] has been
proposed in which the counter-based Fibonacci function assigns multiplying factor to
standard time interval in contrary to the fixed multiplication value. The Fibonacci based
interval tuning gains better results than crisp multiplying factors.

An application-based power saving approach [4] uses the idea of change in recorded
data to update the resource directory (RD). The update is performed to the existing RD
only when the current observed data is different from the previous data recorded. A
threshold time limit of 300 s is configured to avoid the dead node situation. This means
the RD will be updated after 300 s, even when no difference in current and antecedent
data is observable. Another advantage of this approach is no requirement of modification
in standard time interval.

In [13], the authors have presented a design model that focuses on sleepy node
condition for scheduling which is considered as an obstacle in direct discovery of nodes.
CoAP based communication network allows the clients to search a CoAP node from
the RD which has already registered its status to RD and then the client can access that
node. The proposed approach elaborates the concept of middleware which consists of
RD andMessage Queue (MQ) broker for publish-subscribe functionality. A CoAP node
goes to its sleep state once it publishes the data to MQ broker.

3 Motivation and Contribution

The state-of-the-art studies reveal that CoAP is the best suitable and reliable protocol for
constrained IoT devices which is used to improve power consumption behavior, decrease
resource requirements, lower the bandwidth usages and reduce latency. CoAP incurs the
lowest message size and overhead too as it uses UDP which works on fire and forget
basis. It does not need to spend time in establishing connection and releasing it unlike
TCP. It results in no connection overhead. Moreover, the fragmentation of packets into
descendant layer results in the depleted packet delivery probability in the network. This
also increases the message overhead. CoAP reduces the number of fragmentation and
keeps message overhead small. Although, CoAP shows better results than other inter-
net protocols, it arises an issue of duplicate message updates. Constrained application
protocol has a standard time interval of 10 s for the update. Thus, RD gets updated in
every 10 s. The energy is consumed unnecessarily in updating even when no difference
in antecedent and present data is recorded. This situation is a boon for duplicate updates.
It urge for a power saving approach that updates the data only when a change in present
data is recorded. However, It may arise dead node condition and long waiting time of
RD.

Some techniques [2, 3] has been proposed to deal with the mentioned issues using
the dynamic power tuning and standard time interval tuning concept with the aim to
improve power consumption, packet delivery ratio, reduce transmission time, improve
network lifetime and security of data. An energy saving technique [4] considers the
change recorded instead of standard time interval tuning to update the RD and avoids
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the dead node situation by updating the similar data in every five minutes when no
change has been recorded. Although, it consumes less energy than the existing research
works, it does not consider the status of node and results in long waiting time of RD
condition as well as high number of message updates. Reduction in duplicate update
of messages is still untouched area. This has motivated us to propose a method that
aims to reduce the number of duplicate updates and avoid the dead node condition as
well as long waiting time of RD condition. The novel contributions behind the design
of energy-efficient communication procedure using CoAP for IoT devices are listed as
below:

1. To provide a technique of alternate update based on the recorded change in data
reading to reduce the number of duplicate updates and improve power consumption
behaviour.

2. To keep RD up-to-date by sending the data reading to it with current battery status
and previous update status. It helps in avoiding the issue of dead node condition and
thus, long waiting time of RD.

3. Dynamic tuning of update interval based on the battery level status to improve the
node lifetime.

4 Proposed Methodology

The proposed methodology elaborates a hybrid form of dynamic interval tuning and
the update of data reading to RD based on odd and even concept. It has been assumed
that each node discovers RD by state configuration or by making announcement. This
technique keeps an eye on synchronizing the message update frequency in accordance
with the current battery level available for use. It builds a relationship between time
interval, battery status and the value of present and antecedent data for the purpose.
The standard time interval of CoAP server has been tuned for the update in accordance
with battery percentage slot and data reading received. Algorithm 1 describes a dynamic
update interval tuning algorithm, which considers the “odd/even update” function based
on the threshold value of percentage battery level (BL) used for the update interval
tuning. The assumption of threshold value expressed for percentage battery level of
node has been taken as 70%, 50%, 25%, and 5% for the update interval tuning. A binary
coding is considered to send the node battery status: 11 coded for battery level more than
70% and less than 100%; 10 for more than 50% and less than 70%; 01 for more than
25% and less than 50%, 00 for more than 5% and less than 25%. This will be sent as
extended message to RD, which attenuates the update interval by matching the node’s
battery level. Various cases for update interval tuning have been defined as below.

Case 1: BL >= 70% - The standard time interval of CoAP for updating the RD has
been tuned 3 times i.e., 30 s.

Case 2: BL >= 50% - The standard time interval of CoAP for updating the RD has
been tuned 3.5 times i.e., 35 s.

Case 3: BL >= 25% - The standard time interval of CoAP for updating the RD has
been tuned 4 times i.e., 40 s.

Case 4: BL >= 5% - The standard time interval of CoAP for updating the RD has
been tuned 4.5 times i.e., 45 s.
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Case 5: BL > 0% - Emergency call is alerted and node dead is notified.
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The update of data reading has been done with an alternate odd and even type of
update together in different time intervals. Odd message update demonstrates that the
CoAP-RD server will not be updated if there is no change found in the data reading
under the defined update interval. However, even update force the node to update the
RD even if there is no change in the collected data with the awareness of node battery
status (dead or active). The battery status added with the present and preceding data
are sent as a descriptive message to RD from the node. In every case, RD observes
the preceding update status (odd or even update), current battery condition (dead or
active) and accordingly updates the present data reading in assigned time interval with
the counter update of preceding one. For this purpose, RD assigns an appropriate battery
slot for each data reading based on node battery status and the data is updated in the
defined time interval of that battery slot. The data reading is updated to RD with the
odd update firstly and then with even update into same time interval and the process
alternatively continues till the expiration of that battery slot. Same servicing method is
followed for all the categorized battery slots. Figure 3 shows the flow diagram of the
proposed methodology.

Fig. 3. Flow diagram of proposed methodology
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The odd and even concept of update reduces the number of duplicate updates.
Although, using the odd update only is more effective in reducing the duplicate updates,
it results in dead node condition and long waiting time of RD. Dead node condition
arises where the node which is going to be dead has already sent the data reading to RD
and the data reading will be sent again and again to RD for the update even after being
the node dead. Another condition having long waiting time of RD for update may be
raised when there is no update recorded by RD because of either the RD is finding the
similar data reading or the node has gone to dead condition without informing the RD.
To avoid the situation, the odd and even update together alternatively is used. It helps
the server to keep RD up-to-date even if no change in data is recorded by reducing the
long waiting time to a maximum of 60 s for battery level greater than 70%, 70 s for
battery level in between 50% to 70%, 80 s for battery level in between 25% to 50% and
90 s for battery level in between 5% to 25%. Thus, mitigating the issue of dead node
condition at the same time. The information updated about the battery status also helps in
resolving the issue of long waiting time and dead node condition as the RD knows about
the dead nodes. It leads to a drastic improve in power consumption resulting increased
battery lifetime. Interval tuning also improves the network lifetime as it increases with
the increase in update interval. Nevertheless, increase in update interval leads to outdated
service update, an improved overall network lifetime is achieved.

5 Experiments and Analysis

The performance of proposed method has been evaluated in terms of residual power
and node lifetime. The residual battery of node (Presidual) is calculated by measuring the
initial battery level (Pinitial) associated with the data reading and the power consumed
(�P) in updating it to the RD. The residual battery of node can be calculated using Eq. 1.

Presidual = Pinitial − �P (1)

The total power consumption (�PTotal) in updating n number of data readings in a time
interval t can be calculated using Eq. 2.

�PTotal(t) =
∑n

i=1
�P (2)

The percentage residual energy in time interval t′ can be calculated using Eq. 3.

Presidual
(
t′
) = Pinitial − �PTotal

(
t′
)

Pinitial
× 100 (3)

A node lifetime has been computed as time taken from the start of message sent to
RD until the battery level reaches to 5% as it is the lowest battery level considered for
performance. Thus, the total network lifetime can be defined as the total time taken in
becoming all the nodes dead.
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Node.js run-time environment has been used to develop server side and networking
applications. Node.js is a lightweight and efficient event-driven and non-blocking I/O
model for real-time applications. Visual Studio code editor has been used together with
Node.js run-time environment for the implementation. The dataset [7] has been col-
lected from 54 sensors deployed in Intel Berkley research lab. It contains a log of about
2.3 million readings having timestamped topology information along with temperature,
humidity, and light intensity. The battery used in the sensor devices is Lithium-ion cells
that maintain a fairly constant voltage over their lifetime. A fully charged battery has
been considered of 7000 mJ (i.e., 100%) at the deployment stage. The experimental
settings details are incorporated in Table 1.

Table 1. Experimental configuration details

Parameters Values

Node type TMote Sky

Routing protocol RPL

Radio environment Unit Disk Graph Medium (UDGM)

Number of nodes 1–54

Simulation duration Variable

Full battery 7000 mJ

Transmission range 50 m

Standard update interval 10 s

The result analysis shows that the proposed dynamic update interval tuning method
which uses the concept of alternate odd and even update outperforms the primitive
models of dynamic power tuning [2] and adaptive fibonacci-based tuning [3] technique
in terms of power consumption behavior. A single node power consumption behavior
with decrease in battery level in different time intervals has been taken into consideration
for the result analysis. However, the variation in result can be found with the number
of node count. Figure 4 shows a comparative analysis of power consumption behavior
of different tuning approaches. The proposed dynamic update interval tuning approach
extends the node lifetime to 70%.The battery lifetime extended is 28%more thanwithout
tuning method, 21% more than the dynamic power tuning method [2] and 16% more
than adaptive fibonacci-based tuning method [3].
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Fig. 4. Comparative analysis of power consumption behavior

Fig. 5. Power consumption behavior analysis for different types of updates

Figure 5 depicts that odd update procedure shows better power consumption behav-
ior than dynamic update interval tuning and even update procedure. The comparative
analysis determines that odd update performs 11% better than proposed dynamic update
interval and 29%better than the even updatewhen it comes to reducing duplicate updates.
Nevertheless, odd update procedure fails to solve the dead node condition and long wait-
ing time of RD condition. Even update considers the duplicate updates as well as both
the issues of odd update procedure included with it. The overall best result is being
achieved with the dynamic update interval tuning which consider the toggling of update
in between the odd and even.
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6 Conclusion

This work proposes an energy-efficient communicationmodel for CoAP in IoT to extend
the node lifetime as well as to modify the data reading update procedure to RD. The aim
is to keep the RD as fully updated. A threshold value based on the battery level is used
to update the RD to determine the power consumption in a particular time interval. The
proposed communication model develops a dynamic update interval tuning algorithm
that considers the odd and even type ofmessage update alternatively in the update interval
of every defined battery level. It maintains the frequency of update of data on the basis
of residual power and change in data readings. This approach deals with the issues of
duplicate updates, dead node condition and long waiting time of RD.

The simulation results show that the power consumption behavior of the proposed
approach outperforms the primitive existing models in terms of power consumption
behavior. The proposed dynamic update interval tuning approach extends the node life-
time to 70%. The battery lifetime extends 28% more than without tuning method, 21%
more than the dynamic power tuning and 16% more than adaptive fibonacci-based tun-
ing method. However, the proposed approach considers only the power consumed in
updating the data reading to RD. The limitation of the work is that the node count has
been neglected for performance analysis. In future, we have planned to investigate other
IoT protocols for reliability or quality of service improvement and use it to various
applications to provide reliable device-to-device communication.
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Abstract. LoRa (Long Range) technology is one of those Internet of Things
(IoT) technologies aimed to develop a name in the IoT industry for affordable
yet efficient applications. This technology explicitly provides a comprehensive
wireless solution for communication between LoRa capable devices for long-
range, low-power, and efficient use. Researchers have provided empirical evidence
of the use of LoRa devices in IoT applications for the industry. To our knowledge,
hardly information is available on configuring the LoRa enabled End-nodes using
the STM32 with the SX1280 device. With Semtech devices, this research will
focus on the detailed study of applications of Semtech SX1280 devices and their
functionalities to set up a single gateway and multiple End-nodes. Documentation
such as the product datasheets, user manuals, online information, and the detailed
performance reports from Semtech and STM are considered participants of data
collection to analyze the data collected and present it in a meaningful manner in
the form of a user guide. Online sources from Semtech have been a significant
lead to identifying the functionalities of the SX1280 devices. The purpose of
this chapter is to provide at a single point of concentration a large amount of
verified and certified information into preparing the LoRa Gateway for efficient
communication with multiple End-nodes. The collected information has proved
useful for effectively setting up and configuring the Gateway in a detailed step-
by-step guide. Additionally, the Gateway functions are also explored in detail for
one-way communication. The in-depth analysis indicates the possibility for the
practical use of SX1280 devices in IoT applications. However, the devices need
to be compatible with the environment, such as performance affecting parameters
and other possible topological scenarios covered in this research.

Keywords: LoRa communication · STM simulator · Semtech devices · IoT ·
Wireless gateway · Sensors · Long-range sensors network

1 Introduction

There is a tremendous development in Internet of Things (IoT) technology in recent
years. One of the popular communication technologies for IoT is LoRa (Long Range).
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It is a wireless technology used to transmit data over long distances. Typically, at a
lower data rate (few kbps), this technology can be helpful in applications where the
range is a primary factor and power to transmit and sense. There are demonstrations
with empirical evidence on the uses of LoRa in IoT using different variants of devices
and vendors; however, implementation of the LoRa devices and specifically configuring
the SX1280 series is not known and pictured anywhere in a direct fashion. Thus, the
need for a complete user guide on setting up and using SX1280 devices was imminent.
This research aims to fill in this research gap, which can answer the functions of the
Semtech SX1280 devices, which are used to set up and manage the connections between
a single gateway and multiple end nodes tested in the real world. There is no previous
research or detailed literature that focuses on setting up and configuring these devices.
Nevertheless, some researchers have used these Semtech series devices to demonstrate
performance evaluations and test LoRa technology limits.

Recent research has occurred to test the network performance characteristics and
measurements and develop sufficient models for using LoRa in a simulation model.
Proposal [2] discussed the performance evaluations of LoRa technology inside campus
building environments and how the connection was affected based on parameters such
as walls, ceilings, and other obstructions. Proposals [3] and [4] focused on the network
performance parameter of scalability, which was the primary factor of their approach.
Further, they demonstrate adding a more significant number of end nodes per Gateway
in simulations and experiments, respectively. However, these findings did not illustrate
the configuration of the gateway and end nodes in the IoT scenario. The integration of
LoRa in an IoT setting is in particular challenging due to the various limitations and
policy enforcements of the IoT setting. At the same time, security is an important factor.

To the best of our knowledge, no research or online resource clearly explain or
present a guide to enable a user to use the SX1280 Gateway, utilize its functionalities
and connect to end node together for uplink and downlink communication. Thus, this
motivates us to do literature analysis and additional methods to analyze resource mate-
rials relevant to this research question. A thorough literature analysis is a way to achieve
the expected outcomes. The literature analysis on the user guides, reference manuals of
the SX1280 device kits, and detailed explanations provided in datasheets are the critical
online resource materials for the study. The outcomes of this research provide a brief
user guide illustrating step-by-step processes with details on the necessary functional-
ities of the LoRa devices and kits [1]. The tangible outcome is a “How-to” guide. To
produce even more tangible outcomes, one would have to physically apply the gained
knowledge to use the features and functionalities according to the guidelines. The results
indicate completed research that can be used as a reference guide to give the reader a
head start on using Semtech SX1280 device functions and setting up and configuring
the communication between a gateway and end node devices efficiently. This literature
has also shown the one-way communication between the gateway and end node.

Section 2 surveys the literature on LoRa and the different methods taken by other
researchers to test the LoRa technology. Section 3 outlines the methodologies and tech-
niques which take place to collect and analyse the relevant data which is used in this
research. Section 4 determine and analyse the data collected. Section 5 includes the
findings and results after analysing the relevant data collected.
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2 Related Work

A range of research on LoRa devices has focused on the details of tests on capabilities
of LoRa technology, and the proven results have shown evidence on their performance
parameters. In [2], experiments were conducted experiments using the Semtech SX1278
series device and AQD (Air Quality Detector) as nodes to measure the effect on the com-
munication link from external obstructions such as in a campus environment. In newer
research, [3] found a method to test LoRa technology in network performance based
on the combination of a simulation method and experiments. Similarly, the scalability
of the network was tested on the simulation model by comparing different interference
measurements [4]. Also, [7] have conducted tests in a deployed UAV-enabled network
for applications in disaster management, indicating the performance of LoRaWAN.
Moreover, only a few research studies have used the SX1280 devices, such as [5] and
[6].

ALarge set of researchers have implemented IoTnetworks as the lastmile technology
managed by software-defined networks for comparing the performance of controllers
[8, 9]. A similar situation is observed when applications like vehicular networks [10]
smart grids [11] and congested corporate networks [12] are implemented. Handoff [13,
14] and scalability [15, 16] are also studied with IoT as physical infrastructure and SDN
implemented at higher layers [17, 18]. LoRa implementation on simulation is studied
using SDN controllers of Ryu [19], Beacon [20], Onos [21], OpenMul [22], FloodLight
[23], Pyrectic and Franetic [24]. Further, load balancing [25] and security [26, 27] are
also explored in the simulation environment for LoRa.

However, these researchers do not indicate how to configure the Gateway and the
End-node conveniently. This research explains the question of a) how to use SX1280
LoRadevices, b) how toprogram themanduse their functions relevant to the applications.
This new knowledge would have paved the way for novel research relevant to other
variants of LoRa devices. Hence, this research motivates us to answer the questions on
how to program, set up, and use the utilities of these Semtech devices with a Gateway
and End-nodes setup.

3 Methodology

A systematic literature analysis procedure was followed as part of the literature survey,
which required selecting data sources that would prove helpful information to pursue
this data-driven approach. After carefully selecting participants for data collection, it
was necessary to extract meaningful data from the collected data relevant to the research
question.

3.1 Process

After the literature analysis on LoRa was done, it was necessary to develop a criterion
list for the literature that would strictly focus on answering the research question in this
chapter. The criterion included terms related to LoRa Gateway, End-node, how to pro-
gram, how to set up, how to establish a communication link and use the SX1280 devices
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efficiently. This required gathering information specific to SX1280 and the use of its
features and utilities. The diagram provided in Fig. 1 represents the research method-
ology followed to demonstrate the process on what to collect, what data to analyse
and finally what to report. This step by step process would require three main tasks
to be done. Firstly, collection of specific data from different data sources such as User
manuals, Development guides, user posts from the development portals and other impor-
tant information with the help of internet directing towards critical information about
code required to configure andmanage LoRa devices. Secondly, analysis of the collected
data based on themes. This task required segregating collected data into different themes
based on the nature of the data. Data collected would then be helpful to interpret based on
themes such as literature, hardware, software and other several themes relevant to LoRa
SX1280. Finally, the finding from the analysis would then be required to be reported
into a presentable manner such as a user guide or user manual to develop LoRaWan
communication using STM devices.

Fig. 1. A step-by-step methodology procedure is divided into three phases, each resulting
intangible outcomes.

3.2 Data Collection

It was necessary to identify data sources before any relevant data could be collected
for collecting the data. Also, a criterion for collecting needed to be set to only LoRa,
LoRaWAN, SX1280 devices, and STM32 related files, documents, and other relevant
information sources.

The first step was to establish a thorough foundation and base knowledge about
LoRa literature. There was ample literature available through the sources over internet
websites. The leadfinalizeding websites considered for this literature analysis included
QUT library, IEEE Xplore, Semtech, STM, Mobilefish.com for LoRaWAN, and many
other sources such as videos about LoRa technology uses. Additionally, the documents
and scholarly articles were also considered by Google Scholars to get around all the
information on LoRa technology. A brief list of documents collected from the selected
data participants is listed in Table 1.
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Table 1. List of data participants, sources, and related thematic information extracted during data
collection.

Data sources Data participants Thematic information

Websites MobileFish, Semtech, LoRa |
Developer Portal

LoRa literature, Hardware
Instructions, SX1280

Article sites QUT Library, IEEE Xplore, mdpi,
Google Scholars, Elsevier

LoRa literature, SX1280, Software
Instructions, Simulation, Uplink,
Downlink, RSSI, Performance,
Evaluation, Network Performance,
Communication link,
Environment, Scalability, LOS
scenarios

Semtech documents User Guide to the LoRa® 2.4 GHz
3 Channels Single SF Reference
Design, LoRa Basics Modem
Porting Guide, LoRa Basics
Modem Command Reference
Manual, LoRa 2.4 GHz 3 Channels
Single SF Reference Design -
Performance report, Data Sheet
SX1280 v3.2, User Guide
Development kit SX1280, Using
the SX1280 in Low Power
Applications

LoRa literature, Reference Design,
Design Models, Performance
report, Command Manuals,
Datasheets, User guide, SX1280, 3
Channels, Single SF, Development
kit, Modem Porting guide,
Application notes, Hardware
Instructions, Software Instructions

STM documents dm00095744-ultralowpower-
stm32l0x3-advanced-armbased-
32bit-mcus-stmicroelectronics,
dm00105823-stm32-nucleo64-
boards-mb1136-stmicroelectronics,
dm00105928-getting-started-with-
stm32-nucleo-board-software-
development-tools-
stmicroelectronics,
dm00114438-getting-started-with-
stm32cubel0-for-stm32l0-series-
stmicroelectronics, Data Sheet
stm32l073rz

STM32L073RZ Data Sheet,
Nucleo 64 Boards manual,
Software instructions, Hardware
instructions, Tool guide for
STM32, Getting started guide with
STM32CubeIDE Manual

Videos YouTube videos IoT, IoT architecture, LoRa in IoT,
LoRaWAN/LoRa, LoRa literature

3.3 Analysis

The next step was to extract meaningful data from the selected data participants to
analyse the collected data. The information was needed to be identified into specific
themes for the analysis, which required some thematic analysis of the collected data.
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After evaluating the data into pieces, the following themes were finalised, which were
used to provide the initial foundation for the ‘User Guide’ result.

Table 2. The information was extracted for each type of theme (criterion).

Themes (criterion) Data participants used for extracting
information

Hardware requirements – SX1280 GW and
STM32L073RZ Nucleo

For Gateway - LoRa Basics Modem Porting
Guide
User Guide Development kit SX1280, Using
the SX1280 in Low Power Applications
For End Node - Data Sheet stm32l073rz,
dm00095744-ultralowpower-stm32l0x3-
advanced-armbased-32bit-mcus-
stmicroelectronics,
dm00114438-getting-started-with-
stm32cubel0-for-stm32l0-series-
stmicroelectronics

Software requirements - gateway_2g4_hal
software from GitHub for GW, STM32
software, lorabasicsmodem-master.zip for End
node programming

For Gateway - LoRa Basics Modem
Command Reference Manual, User Guide
Development kit SX1280, User Guide to the
LoRa® 2.4GHz 3 Channels Single SF
Reference Design
For End Node - dm00095744-ultralowpower-
stm32l0x3-advanced-armbased-32bit-mcus-
stmicroelectronics,
dm00114438-getting-started-with-
stm32cubel0-for-stm32l0-series-
stmicroelectronics

Reference guides - Setting up Gateway
one-way communication design model for
SX1280 Gateway

User Guide Development kit SX1280,
User Guide to the LoRa® 2.4 GHz 3
Channels Single SF Reference Design

Once the analysis was completed and the data organized in themes, it was essential
to refine it to align with the research question. Further, the results needed to be included
in a document that could be presented visually and appealable to the document’s readers.
Hence, the User guide would require each theme separated into different sections to give
the information to the reader. Hence, the three main criterions used were set to Software
requirements, Hardware requirements, and Reference guides as provided in Table 2.

The Hardware requirements criteria required the collected information to be related
to the hardware of the Semtech SX1280 devices specifically. Therefore, for Gateway and
End-node, the documents selected would only provide strict hardware instructions for
the findings. Additional hardware instructions for products such as Raspberry Pi were
also part of these findings.
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The Software requirements criteria required only the information for the Gateway
device, the software ‘gateway_2g4_hal’ and the End-nodes, the software’ lorabasicsmo-
dem’, STM32 Cube IDE. Therefore, the files and readings required to be part of this
criteria would be related to the instructions and findings of software, such as installing,
setting up, and using the software. Features and functionalities of thementioned software
were also crucial in this research to give the readers a better edge on LoRa technology.

The User guides provided officially on the websites were used to understand specific
models and reference designs to make a personal network of LoRa capable devices.
Therefore, these reference models had been used to answer the research questions of
how-to setup and how to configure the specific SX1280 devices, including the features
and configurable settings.

4 Result and Discussion

This section discusses the results and findings of the mentioned methodologies of the
previous section.

One of the main goals of this research chapter was to establish a document stating all
the essential steps to be undertaken to allow the study of SX1280 devices. Appropriate
findings had been obtained using the different themes and aligning them to answer
the relevant research questions. The final product of the research is determined to be
a User Manual for the SX1280 devices. Manual allows the user to customise with the
topological configurationofLoRa technologyby followingprovidedprogramming steps.
The question of how to set up the SX1280 devices is answered, using the steps required
to set up the Gateway and End-node and allow the devices to be turned on and used as
the user wished to.

The User Manual consisted of sections that highlight the essential pieces of informa-
tion to the reader to allow the user first to understand the structure of the User Manual
and the hardware and software requirements. Further, readers can follow step by step
guidelines specifically for the Gateway and End-nodes to configure and utilise function-
alities of the SX1280 Gateway. The Manual has pointed out the specific functionalities
in code, which could be optional for users but valuable for advanced users. Each section
in the User Manual has been discussed in detail in the coming subsections.

4.1 Manual Development

This section in the User Manual discusses the intention of the document. It briefly
explains the actual contents and what is its use. The noted details were related to hard-
ware, software, and steps to follow in this section. It also informed the reader about any
discrepancies the user could or could not face in case of changes or variations from the
steps and instructions given in the document. The user was also guided to use the steps
as is and not modify any crucial steps as it could change the true nature of the process
followed by the user.
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4.2 Topology

This User manual section consists of the Network topology that makes the LoRaWAN
communication work with the Gateway and End-node links. It also includes the dia-
gram which indicates the mode of communication between the Gateway and End-node,
namely uplink and downlink communication. The middle section of Fig. 2 shows the
visualization of this section in the manual.

Fig. 2. TheManual visuals: topology description, hardware requirements, software requirements
for Gateway, and end-nodes. The figure includes Step by Step guide for setup.
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4.3 Hardware Requirements

In this section, the hardware components related to the topology and the design are
described in detail and visualized in Fig. 2. The hardware components required are
further subdivided into two more sections for Gateway and End-node specifically.

For the Gateway, the devices required are the SX1280Z3DSFGW1Development Kit
and Raspberry Pi, which constitute the Gateway module required for communication.
The Raspberry Pi requirements needed to be at least version 3 to operate in this scenario;
any version lesser than three could run into an error, and additional steps would be
required to make it work. However, as mentioned in the requirements, the SX1280
device needed to be specific as it would affect most of the further steps if not chosen
precisely.

Similarly to the End-node, the Nucleo STM32L073RZ needed to be the specific
device to make the LoRa communication work with the standard SX1280 gateway mod-
ule. The End-node module would also require the antenna and a USB cable in the inbox
accessories, which were essential to connect the devices to other hardware.

Additional hardware was also required to make this testing work, such as a laptop
or a computer with a mouse, keyboard, Ethernet slot, Ethernet cable, a Monitor (in case
of a computer), and additional USB slots for the devices to connect.

4.4 Software Requirements

In this section, the Gateway and End-node software requirements have been observed to
allow users to get all the required software before initiating the setup phase. It is visible
in Fig. 2.

The software requirements for Gateway are mentioned in this document to allow the
users to download each required software, with the correct version and additional notes
necessary for error-free installation. For Gateway, the Raspberry Pi has to be set up with
the Raspbian Buster Lite, an OS to allow Raspberry Pi to work with the concentrator
gateway board. VNC Viewer is also a required software that needs to be installed to set
up the Raspberry Pi. Finally, for the SX1280 device, the software provided by Semtech,
officially known as the ‘gateway_2g4_hal’ software, needed to be downloaded on the
machine before initiating the setup phase for Gateway. SD card image writer software
also needed to be installed to execute the provided steps in the following sections.

The software requirements for End-node are also provided, indicating the software
such as ‘lorabasicsmodem’ given by LoRaBasics officially and STM32 Cube IDE. The
STM32CubeIDE is an IDE (Integrated Development Environment) required in further
End-node setup stages, and ‘lorabasicsmodem’ is necessary as the foundation software
running on the End-node module.
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Fig. 3. The manual description includes useful utilities/features and the functionalities available
to access the STM features for Gateway. The manual also describes step-by-step procedures to set
up uplink and downlink communication.

4.5 Step by Step Guidelines

The summary of the utilities and features, directories, commands to run specific files
and the uplink and downlink communication of the gateway can be followed by the user
as per their preference after the setting up phase as illustrated in Fig. 3. Figure 3 also
illustrates detailed explanation on how to establish uplink and downlink communication
with the necessary modifications required to allow the communication to work. The
functionalities provided in the gateway software canbe used from their respective folders.
The detailed functionality of each of the files and the commands to run these files have
been summarized in the step-by-step guidementioned in this section and also been further
subdivided into two sections to allow the reader to set up different devices. Please check
Fig. 2 and Fig. 3 along with [1]. Therefore, Gateway and End-node connections and set
up phases have been divided into further sub-sections.

Set Up a Gateway: Clear instructions before starting the steps are identified and listed
as tutorial steps to allow setting the Gateway conveniently. Physical connections with
the Raspberry Pi and the SX1280 module were needed to enable users to make all the
necessary steps to work mentioned in the document.

Set Up an End-Node: For setting up theEnd-node, a series of different steps are needed
before the End-node becomes ready for gateway communication. Therefore, the End-
node physical connections were the initialisation steps done before the setup steps could
be performed.

Steps of the entire procedure are given in the User Manual to allow a user to decide
any additional settings and directories the user wishes to make. The steps also provide



26 R. Mistry et al.

brief information on the C/C++ Application development with the End-node to allow
the ‘lorabasicsmodem’ software to work on the End-node module.

4.6 Features, Utilities, and Functions of Gateway

After the setupphase, a brief introduction to the utilities and functionalities of theSX1280
LoRa Gateway was in place so that the user could take advantage of the information pro-
vided before diving deeper into the communication of the devices. Figure 3 includes this
phase key points. The mentioned features and functionalities majorly included packet
forwarding, testing packet for send and receive, changingLoRaparameters, and changing
the Unique ID of the Gateway. The file named ‘global_conf.json’ was the main config-
uration file that required modification to allow the user to select the communication
parameters before sending or receiving any packet. Additional features and functional-
ities were also present with the required information regarding software and hardware.
Still, as per the scope of the research question, it briefly answered the questions related
to setup and uplink/downlink communication only.

4.7 Uplink and Downlink Communication

Uplink Communication: For the Uplink communication to work, modifications and
commands were needed to be done separately on the Gateway and the End-node side
to make the communication work as expected. The devices must be already set up
individually before this step begins as shown in Fig. 3.

The End-node required modifications in the Core and MAC layer files to allow users
to send the packets from the End-node device. The device would require a setup with
the changes made to successfully send user-defined payload messages as packets on the
set LoRa frequency.

On the other hand, the Gateway is set to receive packets and display messages
from the relevant End-node with the correct LoRa frequency range set. For receiving
packets, configuration steps are to be followed, allowing the Gateway module to receive
the packets in the receive slot period with the custom message sent by the user. As
encryption was part of this process, the receiver side would also require first decrypting
the encrypted message received to recover the original sent message.

Downlink Communication: Like uplink, changes were required on both ends to make
the communication possible and recover encrypted messages from Gateway. Different
changes were needed on both ends to make the downlink communication work. Modi-
fications on Gateway to send the user-defined messages and pointers in code to identify
the payload type, payload format, and payload length on the End-node are listed to
allow users to make changes in the coding for customisation of private functions upon
receiving a packet. Variables with received payload are provided to enable users to print
messages in the terminal to confirm message reception from Gateway.

Although the communication and testing were achieved, there still exists a limitation
of making the communication bi-directional altogether. It poses a challenge for future
work and should be undertaken as motivation from this chapter’s current work.
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5 Conclusion and Future Work

This study has attempted to evaluate how will the SX1280 devices be operated clearly
and how the user will manage the customized communications. The most significant
contribution of this research was the User Manual can be found online at [1], a How-
to guide to answer users’ questions such as how to configure the Semtech SX1280
Family of devices specifically. All the mentioned communication steps are identified,
implemented, and tested beforehand, and multiple attempts have been made to confirm
the procedure stated at each stage. This research will benefit IoT Engineers, researchers,
and IoT application developers. The outcome of this research will become the base for
future IoT Experiments and LoRaWAN functionality enhancements.

Future research may include experimentations of the SX1280 devices based on this
guide as a troubleshooting manual. It is expected the next step points out to a high
rate of packet collision avoidance in the Gateway/End-node communication, which will
allow users to use SX1280 devices for any IoT application of choice suitable with LoRa
technology. Other future work can also include testing the limits of LoRa technology in
terms of performance evaluations with themethods described in this chapter. In addition,
therewill be a need for changes in the appropriate configurations both in theGateway and
in the End-nodes, with environmental adaptations to different usage scenarios. There are
variations in LOS (line of sight), physical obstructions, fluctuations, density, immunity
to other signals in the same frequency range, packet loss, and other parameters that
reflect the communication signals between the Gateway and the end-nodes.

Acknowledgment. The authors would like to acknowledge Prof. Yu-Chu Tian, Prof. Yanming
Feng, and Prof. Raja Jurdak. They have guided this topic of LoRa to allow working on the User
Manual, reflecting the final findings of this research.
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Abstract. Localized Single Carrier Frequency Division Multiple Access
(LFDMA) has become a choice of broadband system data transmission of uplink
channels, since it has a lower Peak Average Power Ratio (PAPR) compared to
multicarrier modulation systems. In LFDMA, the frequency domain equalizers
suffer greatly from the Bit Error Rate (BER) performance degradation due to
multipath channel impairments such as inter symbol interference (ISI) and carrier
frequency offset (CFO), which mainly affect the orthogonality among the sub-
carriers. In general, CFO degrades the system performance of LFDMA. In this
paper, the ISI cancellation approach is employed for the transmission of mod-
ulated signals in a fixed wireless environment by combining the banded matrix
approximation method with a unique equalization mechanism. Nonlinear equal-
ization based on the modified Volterra (MV) series combines a decision feedback
filter with a Volterra equalizer in the back to adapt the distorted signal and reduce
multipath impairment. The simulation results show that the proposed method has
better BER performance than the other techniques reported so far.

Keywords: BER · CFO · ISI · LFDMA · PAPR

1 Introduction

Increasing demand for wireless communication systems with high data rate and low
PAPR values has boosted the significance of single carrier transmission method, called
the SC-FDMA system [1]. The low PAPR property of SC-FDMA signals compared to
OFDMA, enables themobile terminal to achieve high data ratewith reliable transmission
[2]. The SC-FDMA is mainly based on the subcarriers mapping technique, which is
categorized into two types, namely Localized SC-FDMA (LFDMA) and Interleaved
SCFDMA (IFDMA) [3]. This paper concentrates on LFDMA systems since they are
highly sensitive to Carrier Frequency Offset (CFO) compared to IFDMA systems.

LFDMAoffers inter symbol interference (ISI) free signal transmission and reduce the
equalization complexity byprovidingnonlinear equalization [4]. ISI is anunwantednoise
signal which has a negative impact caused by nearby symbols in the dispersive channel.
The nonlinear equalization is an effective solution to eliminate ISI. The aimof thiswork is
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to propose a modified Volterra equalization suitable for LFDMA and to demonstrate the
effectiveness of the proposed equalizer and to eliminate the ISI induced by the channel.
The performance gain is obtained by the cancellation of the multipath impairment at the
receiver. An iterative decision feedback equalizer is utilized to eliminate ISI in reference
[5]. In reference [6], the author has demonstrated a reduction in the BER performance
and also noise cancellation at the transmitter and receiver by using robust iterative DFE.
In reference [7], the Zero Forcing (ZF) equalizer investigates the sparseness of the
multiple input multiple output channel matrix to minimize the complexity calculations.
In reference [8], the banded approximation operation was used to implement a joint
equalization and CFO compensation. The issue of CFOs compensation for single carrier
systems has been comprehensively explored in several papers. The method proposed in
this paper outperforms the conventional methods reported so far.

The principal operation of the proposed equalization is based on themodifiedVolterra
series in which the decision feedback information acquired from the output is included
in the equalization operation [9]. As a consequence of the matrix inversion operation, the
CFO is removed, and the BER performance is enhanced. The banded matrix operation
is used for a reduction of the inter symbol interference (ISI), inter antenna interference
(IAI), and noise [10]. The modified Volterra series is capable of explaining a high set of
nonlinear system with memory. The traditional Volterra approach for removing ISI uses
predistortion at the transmitter and a nonlinear equalization at the receiver. To recover
the damaged signal, additional circuitry with a nonlinear signal processing technique
and a nonlinear equalizer are used in tandem [11].

Contributions of this paper can be summarized as follows: (i) Deriving an approx-
imate modified Volterra series for ISI noise cancellation, (ii) reducing the BER for
uplink LFDM systems with Quadrature Amplitude Modulation (QAM) for AWGN
and frequency-selective fading channels (FSFC) using the modified Volterra equalizer,
(iii) estimating the reduced complexity required in using the modified Volterra series
equations based on the ISI cancellation, (iv) suggesting a reduced complexity CFO
compensation technique.

In this paper, a modified Volterra equalization scheme with a banded matrix approx-
imation technique is applied in the LFDMA system for ISI cancellation and computa-
tional complexity reduction. The remainder of this paper is organized as follows: Sect. 2
depicts an overview of LFDMA system model. Section 3 outlines the modified Volterra
equalization and ISI cancellation scheme in the LFDMA scheme. In Sect. 4 describes
the proposed method results by simulation and Sect. 5 provides the paper conclusions.

2 LFDMA System

At the transmitter for the qth user with q = 1, 2, …, Q, the input binary data is passed
through a QAMmodulation [12]. The modulated output signal is then converted into an
N-point Fast Fourier Transform (FFT) symbol mapping, which is followed by LFDMA
mapping process. Subcarrier mapping determines the transmission spectrum part, and
themapped signals are again converted into the time domain by using theN-point inverse
FFT (IFFT) and it is presumed that each user uses the same bandwidth. The subcarrier
mapping of every user can be defined as,

X (q) = X0
(q), . . . ..XN−1

(q)} (1)
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where (.)(q) represents user ‘q’ assignment.

Xi
(q) =

{
Ai

(q) for 0 ≤ i ≤ N − 1
0 otherwise

(2)

where, Ai
(q) is the symbol transmitted by user ‘q’ at the carrier ‘i’. The output signals

are locally mapped on M subcarriers where M > N. By applying IFFT to Xi
(q), the time

domain signal can be represented as,

x(q)(m) = 1

M

∑L

l=0
Xi

(q)e
j2π im
M (3)
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Fig. 1. Block representation of LFDMA system model.

After that, the Cyclic Prefix (CP) is inserted at the end of each block to cancel out ISI.
The received signal after CP removal is the superposition of every user and it can be
represented as,

r(m) =
∑Q

q=1
r(q)(m) + w(m) (4)

where, w(m) is the AWGN channel output vector.

rq(m) = ej2πψ(q)
(m)/M

M

∑
i=Pq

Xi
(q)Hi

(q)ej2π im/M (5)

where Hi
(q) is the channel frequency response between base station and user q. The

CFO normalized is denoted byψ(q) = �g(q)/�Gwhere,�g(q) is the Carrier Frequency
Offset between base station and user q,�G is the intercarrier spacing. Finally, the output
of the FFT signal after demodulation is as illustrated in Fig. 1, and it can be expressed
as

Yi = Ri + Wi (6)
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where Wi is the noise associated with each subcarrier and Ri is given as follows.

Ri =
∑

i′∈P(q)

∑Q

q=1

Xi
(q)Hi

(q)

N

(∑N−1

n=0
ej2π

(i′−i+ψ(q))n
N

)
(7)

3 Modified Volterra Equalizer

For an uplink data transmission, consider the general Volterra equalizer with a decision-
feedback equalization (DFE) structure [13]. The equalizer, as illustrated in Fig. 2, creates
a nonlinear combination of the Volterra equalizer demodulated complex signal samples
and a nonlinear combination of the DFE detected data symbols. Then the two sums are
combined before creating the threshold detection. Accordingly, the modified equalizer
output is of the form

m(i) =
∑l

c=1

∑l1

c1=0
. . . ..

∑lj

cl=cl−1
a(c1 . . . ., cl) × s(i − c1) . . . .s(i − cl)

+
∑t

n=1
b(n)ω(i − n) + v(n) (8)

where a(c1 . . . ., cl) denotes the taps of pth order Volterra kernel, l is the memory length,
v(n) is the channel output noise vector, s(i) is the input signal and m(i) is the output
signal, decision feedback taps is represented as b(n) and ω (i) denotes the output of
decision block m(i).

3.1 Reduced Complexity of Modified Volterra Equalizer

Consider the 2-kernel modified Volterra approximation of the kth sample result for a
modified Volterra equalizer with real valued input signal s, denoted by,

m(k) =
∑V1−1

n1′=0
a1

(
n1

′)s(k − n1
′) +

∑V2−1

n1 ′=0

∑n1 ′

n2′=0
a2

(
n1

′, n2′)s(k − n1
′)s(k − n2)

+
∑t

n=1
b(n)ω(i − n) + v(n) (9)

Here
∑V1−1

n1′=0 a1
(
n1′)s(k − n1′) is the linear equalizer with V1 taps and a1 weights.∑V2−1

n1 ′=0

∑n1 ′
n2 ′=0 a2

(
n1′, n2′)s(k−n1′)s(k−n2′) is the nonlinear equalizerwithV2 memory

length and a2 weights [14]. Hence, taps and multiplications required for the 2-kernel
proposed equalizer can be calculated as follows.

Total number of taps = V1 + V2(V2 + 1)

2
+ T1 (10)

Total multiplications = V1 + V2(V2 + 1) + T2 (11)

whereT1 is the number of taps ofDFEandT2 is themultiplications required forDFE.The
computational complexity of this technique is more by reason of the number of cross-
element product necessary for the nonlinear equalizer operation [15]. It is important
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Fig. 2. Block schematic of the Modified Volterra Equalizer.

to devise an effective method for reducing the number of terms while retaining the
performance of the recommended equalization scheme. Generally, the diagonal (n2′ =
n1′) products are important, as they are related to the impairments that occur from the
square-law identification. Hence, a reduced-complexity model of the modified Volterra
nonlinear equalizer can be expressed as

m(k) =
∑V1−1

n1 ′=0
a1

(
n1

′)s(k − n1
′) +

∑V2−1

n2 ′=0
a2

(
n2

′)s2(k − n2
′)

+
∑t

n=1
b(n)ω(i − n) + v(n) (12)

which is similar to the proposed modified Volterra nonlinear equalizer. The modified
equalizer given above requires only V1 + V2 + T1 taps and V1 + 2V 2 + T2 products in
total for both linear and nonlinear processes and can be easily modified by a least mean
square (LMS) algorithm, which is represented as

a1(k + 1) = a1(k) + λ1ψ(k)s1(k) (13)

a2(k + 1) = a2(k) + λ2ψ(k)s2(k) (14)

where ψ(k) = x(k) − m(k); ai, i = [1, 2], represents the coefficients of tap weights,
s1(k) = [s(k), s(k−1), . . . .s(k−V1)] and s2(k) = [s2(k), s2(k−1), . . . .s2(k−V1)] is the
vector coefficient of linear and nonlinear equalizer, λi is the convergence factor, ψ(k) is
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the error signal and s(k) is the training sample [16]. The approach proposed for LFDMA
uplink transmission is not confined to the n2′ = n1′ situation, since extra multiplication
terms such as n2′ = (n1

′ − 1, n1′ − 2…) can be widely introduced depending on the
system performance or computational complexity demands of the link.

3.2 CFO Compensation

CFO occurs in uplink LFDMA systems as a result of frequency vibrations and mis-
alignment in the transmitter or receiver, and it produces interference from nearby sub-
carriers [17]. The proposed ISI cancellation technique for nonlinear channels combines
the Volterra equalizer and the decision-feedback equalizer to estimate and eliminate
ISI from the past and the future data symbols. The cancellation of ISI using the final
receiver decisions consists of two parts [18]. The Volterra structure is used initially to
subtract from the delayed version of the demodulated signal. The next component is
the decision-feedback equalizer, which synthesizes the ISI using the final decisions and
subtracts it from the signal at the threshold detector input.

r(q) = [r(q)(0), r(q)(1), . . . r(N − 1)]T (15)

Let us consider a diagonal matrix of N × N of single LFDMA user,

D(q) = diagonal

{
1,

ej2πψ(q)

N
, . . .

ej2πψ(q)(N−1)

N

}
(16)

S(q) =
[
X (q)N0

(q),X (q)N1
(q), . . . ,X (q)NN−1

(q)
]

(17)

G is theM × N FFT matrix, with elements is represented as,

[G]u,v = 1√
N
e−j2π(u−1)(v−1)/N (18)

where N number of the signals are used for data transmissionfor 1 ≤ u ≤ M and
1 ≤ v ≤ N . (4) is written in matrix form as,

R =
∑Q

q=1
R(q) + W (19)

where R(q) = D(q).G.S(q)

The ideal signal part of the received signal in frequency domain without CFO is

S = [SNUC , . . . , SN−NUC−1]T (20)

where NUC is the number of unmapped subcarriers of the LFDMA signal and Si =∑Q
q=1 Xi

(q)Hi
(q) for N < i < N − NUC − 1. Let us consider S(q)as the LFDMA uplink

signal for every user, which can be written as,

S(q) = δ(q)S (21)
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where δ(q) = diagonal{δ0(q), . . . .δM−1
(q)}

δi
(q) = 1 if i ∈ P(q)

0 otherwise
(22)

After demodulation, the LFDMA signal can be written as,

y = α + z, (23)

where α = ∑Q
q=1GD

(q)GHs(q) and z is the noise associated. Denotingϕ(q) = GD(q)GH

and substituting in (9), the actual receive signal α can be written as,

α =
∑Q

q=1
ϕ(q)s(q) = ϕs (24)

where ϕ = ∑Q
q=1 ϕ(q)δ(q). The term ϕ refers to an interference matrix associated with

the original received LFDMA signal with CFO. The ISI for each user is described by
the matrix form as [19],

[ϕq]u,v = 1

N

1 − ej2π(u−v+ψ(q))

1 − ej2π(u−v+ψ(q))/N
(25)

for 1 ≤ u, v ≤ M,whereM is the carrier for data transmission andψ(q) is the normalized
CFO ψ(q) = �o(q)/�d , where �o(q) is the CFO between user q and base station and
�d is the intercarrier spacing. The matrix with banded structure can be represented as

[ϕγ ]u,v =
{ [ϕ]u,v if |u − v| ≤ γ

0 if |u − v| > γ
(26)

where γ denotes the matrix bandwidth. To eliminate the elements with large interference
signals, the periodic structure is [ϕ], γ ≤ 2M , where M is the number of subcarriers.
Banded matrix inverse requires very low computation compared with a complete matrix
inversion. Therefore, this approximation allows a tradeoff between the low computa-
tional complexity and the interference cancellation. To compensate the CFO effect, the
proposed estimation technique is utilized to find the estimate of s represented as s′. The
minimum mean squared error (MMSE) estimation can be written as,

s′ = ϕγ
H (ϕγ

Hϕγ + Q2I)y (27)

whereQ2 = σ 2
n

σ 2
s
indicates average power level. TheEq. (27) cancells out the interferences

caused by the effect of CFO.

4 Simulation Results and Discussion

MATLAB simulation is carried out to evaluate the proposed modified Volterra equalizer
technique. The simulation settings and parameters for the LFDMA uplink transmission
are shown in Table 1.
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CFO’s BER performance in multipath impaired LFDMA is compared with that of
unimpaired LFDMA in Fig. 3. Volterra equalization and modified Volterra equalization
techniques are used at the LFDMA receiver to eliminate the channel effects. Unimpaired
LFDMA requires an SNR of 30 dB to achieve BER of 10−5. Furthermore, in this figure,
the performance of LFDMA with modified Volterra is shown to be superior to con-
ventional approaches such as circular convolution, single user detection, and Iterative
MMSE. Inversion of the BandedMatrix decreases ISI authority and frames the LFDMA
system less susceptible to CFO errors. Moreover, the enhanced Volterra equalizer esti-
mates and compensates for the receiver noise, improving BER performance. The graph
clearly illustrates that the proposed LFDMA requires less SNR to attain the same BER
performance compared to the existing multipath impaired LFDMA approaches.

Table 1. Simulation parameters

Parameters Description

FFT block size 128

Channel type AWGN, Rayleigh

IFFT size 256

Cyclic prefix rate 1/16

Modulation QAM (16 and 64)

Subcarrier mapping LFDMA

System bandwidth 5 MHz

Equalizer type MV

Fig. 3. BER performance of an LFDMA system with and without multipath impairments is
compared using the conventional technique and the proposed modified Volterra equalisation.

Figure 4 states that under normalisedCFOvalues, the proposedmethod ISI similarity
of LFDMAwith multicarrier OFDM system and existing LFDMA ranges from 0 to 0.5.
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The graph clearly illustrates that the proposed system outperforms than the other two in
terms of ISI reduction. The ISI obtained from the proposed LFDMA, existing LFDMA,
and OFDM at a normalized CFO of 0.25 obtained are−25 dB,−16 dB, and−7 dB. The
lower ISI obtained by the modified Volterra technique LFDMA helps to improve the
overall system performance effectively. The side lobe levels of the proposed LFDMA,
existing LFDMA and OFDM are −48 dB, −40 dBand −32 dB, respectively.

Fig. 4. Proposed LFDMA’s ISI performance is compared with that of OFDM and conventional
LFDMA.

Fig. 5. Comparison of PSD of the proposed LFDMA

The PSD graph reveals that the proposed LFDMA has lower ISI than traditional
LFDMA and OFDM due to its reduced side lobes, as shown in Fig. 5. Figure 6 shows
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the capacity of proposed LFDMA system for AWGN and FSFC under different transmit-
receive antenna.

Figure 7 describes the difference of computational complexity for the proposed
method with respect to memory length. From the figure, it can be seen that the total
number of multiplications to implement the modified Volterra equalizer increases as the
memory length increases.

Fig. 6. Proposed LFDMA system capacity for various TX-RX antenna for AWGN and Rayleigh
channel

Fig. 7. Computational complexity comparison between the proposed LFDMA and OFDM.

5 Conclusion

The work of multipath disability on the LFDMA system performance is analyzed in this
paper. The demand for CFO compensation strategies in the uplink LFDMA transmission
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system is determined. This paper introduces a low-complexity technique using a novel
equalization methodology to minimize CFO with banded matrix approximation. As a
result, the overall BER performance of the LFDMA system has improved. The results
determined that the proposedmultipath impairments adjusted LFDMAsystem is a viable
approach for improving the performance of the uplink transmission system and it is
superior to the techniques reported so far.
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Abstract. Stegomalware uses Informationhiding techniqueswithinNetworkpro-
tocols to leak out sensitive data and/or to exchange hidden commands between
secretly communicating parties. Internet Protocol version 6 (IPv6) is a network
layer protocol that is rapidly replacing Internet Protocol version 4 (IPv4). This has
resulted in an increase in the availability of IPv6 packets over the internet, thereby
making IPv6 a good candidate for the establishment of Network covert channels
(NCCs). NCCs use either network flows or network packets to communicate in a
hiddenway such that no one notices the presence of secret information inside them.
This secret information can be injected into network flows or network packets in
the inter-packet delays and/or in any of the redundant, unused, reserved storage
areas of the packets. Substantial research work has already been done in the area
of covert channel detection in IPv4. Now, with IPv6 taking over the internet, the
focus has shifted towards the detection of possible covert channels in IPv6. Thus
this paper proposes DICCh-D, a model for the Detection of IPv6-based Covert
Channels using DNN. For experimentation, the dataset was constructed using nor-
mal IPv6 packets obtained from CAIDA’s dataset and covert IPv6 packets created
by running an IPv6-based covert packets generation tool. The proposed method
outperforms CNN, LSTM and SVM in terms of accuracy with acceptable training
and testing time. DICCh-D attained an accuracy of 99.59% and a recall value of
0.99, which is better than the existing technique used in literature.

Keywords: Network covert channel detection · Stegomalware · IPv6 · CAIDA
dataset · Deep neural network

1 Introduction

With the growth of technology, the attackers have started using sophisticated and new
techniques to perform various attacks like crypto lockers, advanced persistent threats
(APT), etc. Stegomalware concerns the transfer of malware through some form of Infor-
mation hiding and is being used by attackers extensively [1]. Stegomalware offers hidden
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transfer of malware in legitimate Internet traffic flows offering reasonable undetectabil-
ity. Network covert channels (NCCs) utilize network protocols for Information Hiding
that can further be used as a medium for performing above mentioned attacks. NCCs
can be categorized into three types:

1. Storage-Based Network Covert Channels: These NCCs utilize the storage area of
the header or payload part of a protocol to hide secret information.

2. Timing-Based Network Covert Channels: These types of NCCs utilize the inter-
packet delays between consecutive packets to hide secret information.

3. Hybrid Network Covert Channels: These types of NCCs utilize both storage and
timing-based Network covert channels simultaneously.

The efficiency of any NCC depends upon three characteristics:

1. Information hiding capacity of the covert channel
2. The undetectability of the hidden information
3. The robustness of the hiding algorithm used to develop NCC.

The usability of the Network protocol used in the NCC also affects the Information
hiding capacity of the NCC. The Network protocols that have higher usability over the
networks offer higher covert capacity. With IPv6 rapidly replacing IPv4 over the Inter-
net, the usability of IPv6 packets over the internet is also increasing day by day. This
makes IPv6 a good target for hidden communication. Some of the possible storage-based
network covert channels that may be developed using the IPv6 protocol have been pro-
posed by researchers in [2, 3]. A lot of work has already been done on the detection of
IPv4-based covert channels. To the best of our knowledge, the area of IPv6-based covert
channel detection is comparatively less explored. Thus this paper proposes DICCh-D,
a model to detect IPv6-based covert channels using Deep Neural Network. For experi-
mentation, the dataset was created using normal IPv6 packets obtained from CAIDA’s
dataset of Anonymized Internet Traces 2019 [4] and covert IPv6 packets generated by
running the pcapStego tool [5].

The further organization of this paper is as follows. Section 2 briefly discusses the
IPv6 Protocol and the Deep Neural Network. In Sect. 3, the related research work done
in the area of detection of IPv6-based NCCs is discussed. Section 4 elaborates on the
details and working of the proposed DICCh-D. Section 5 discusses the construction of
the dataset, experiments, and results followed by Sect. 6 which concludes this paper.

2 Background Information

This section gives a brief description of IPv6 Protocol and the Deep Neural Network
algorithm which are used in this paper.

2.1 Internet Protocol Version 6

The Internet Engineering Task Force (IETF) developed version 6 of the Internet Protocol
in the year 1998 to overcome the problem of exhausting 32 bits long IPv4 addresses.
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RFC 8200 [6] provides a detailed description of the IPv6 protocol. It is soon expected
to take over its prevalent predecessor IPv4 and is termed the next-generation protocol.
According to Google statistics, the adoption rate for IPv6 reached a value of 37.25%
on January 15, 2022, which is continuously increasing [7]. The header structure of this
protocol is depicted in Fig. 1 below.

Fig. 1. Header structure of IPv6 protocol

The first field in the header is the Version field. It is 4 bits long and contains the
version number of the Internet Protocol being used. For IPv6 packets, the value of this
field is fixed to 6. The second field in the IPv6 header is the Traffic Class (TC) field. This
field is 1 byte long and is used for Network Traffic Management. The subsequent field
in the IPv6 header is the Flow Label (FL) field whose size is 20 bits long and is used to
identify the packets belonging to a single flow. The fourth field in the sequence is the
Payload Length (PL) field which is 2 bytes long in size and stores the length of both
the extension headers (if any) and the data from the upper layer protocols. Next comes,
a 1-byte long Next Header (NH) field that stores the protocol number of the extension
header attached next to the fixed IPv6 header. Extension headers (EH) like Hop by Hop
EH,Destination EH,Routing EH, Fragmentation EH,Authentication EH, andEncrypted
PayloadSecurityEHare some extension headers specified inRFC8200 [6]. The common
upper layer extension headers are the Transmission Control Protocol header and User
Datagram Protocol header. The next field in the IPv6 header is a 1 byte long Hop Limit
(HL) field that defines the number of nodes that an IPv6 packet can traverse without
getting discarded over the Internet. Next to it are Source and Destination Address Field.
Both of these fields are 128 bits long and hold the logical source and destination address
of an IPv6 packet. Amongst all the header fields of IPv6, the highest storage-based covert
capacity is offered by the Flow Label field which is 20 bits. Further, the Traffic class
field also offers a good hiding capacity of 8 bits per IPv6 packet. The randomness in the
legitimate values of these two fields makes them suitable candidates for covert channel
creation.

2.2 DNN Model

A DNN is a machine learning algorithm. It is a special type of neural network with
three types of layers: Input Layer Li (One in number), Hidden Layers LH1, LH2, … LHN
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(two or more in number), and Output Layer Lo (One in number). Every layer contains
a certain number of neurons. Further, a neuron at one layer is connected to every other
neuron at the next layer in the forward direction making it a feed-forward network and
each of these connections is assigned some weightWxy. There is no connection between
neurons at the same layer. During the training phase of a model, the algorithm tries to
find the best weight for each connection through back-propagation. The training of a
DNN starts with the input layer. Each neuron at this layer receives input and multiplies
this received value with the initial weights assigned to its connection with neurons at the
next layer. Further, these product values are forwarded to the hidden layer, LH1 where
a non-linear activation function is applied to the weighted input value received at each
neuron, from the previous layer. In this way, each subsequent hidden layer extracts more
significant information. The hidden layer LHN processes the information and forwards it
finally to the output layer Lo which gives a probability of the current input belonging to
the available classes/labels. If the class with the highest probability value for this input
does not match the corresponding actual class, the output value is sent back to the initial
layers to adjust the errors and update the weights again.

After the completion of the training phase, the final weights of the DNN are used to
make predictions on the testing data to test the generalization capability of the trained
model.

3 Related Work

The idea of the development of covert channels over Network communication protocol
was first given by Handel and Sandford in the year 1996 [8]. In this work, the authors
discussed how various network protocols operating at various layers of the OSI model
can be exploited for developing covert channels for secret and hidden communications.
Over the years, various researchers also proposed several techniques for the development
of covert channels over different network protocols used over the LANs (Local Area
Network) and the Internet including IPv4,TCP,UDP,ARP, ICMP[9–14].Comparatively,
IPv6 being a younger protocol was explored by Lucena et al. [2] in the year 2005
for the possibility of the development of covert channels. The authors suggested the
possibility of 22 different storage-based covert channels using different parts of the
IPv6 header. In 2019, Mazurczyk et al. practically experimented with the possibility
and actual bandwidth of covert channels proposed by Lucena et al. over the internet
[3]. The authors used the following six IPv6 header fields individually to develop covert
channels namely Traffic Class, Flow Label, Payload Length, Next Header, Hop Limit,
and Source Address field. Bedi et al. proposed an IPv6-based covert channel that utilized
the presence/absence of an extension header in afixedpredefinedorder to covertly convey
a 0/1 bit at respective positions [15].

Further, this paper discusses the work done in the detection of IPv6-based Network
covert channels. In 2006, Lewandowski et al. suggested the elimination of covert chan-
nels based on Routing extension headers and Hop Limit using Traffic normalization
with the help of active wardens in IPv6 networks [16]. In [17], Luca et al. suggested
the use of code augmentation in extended Berkeley Packet Filter (eBPF) within Linux
kernel to collect the statistics of IPv6 header fields. Repetto et al. suggested the use of
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the BCC tool for running eBPF programs to obtain statistics about three specific header
fields in IPv6 viz. Flow Label, Traffic Class, and Hop Limit [18]. The authors inferred
that abnormal changes in the statistical values of these header fields can raise an alarm
about the presence of a covert channel. But this eBPF-based covert channel detection
mechanism gives good accuracy with more granular values of the number of bins which
consumes a large amount of resources. Also, short covert communications cannot be
detected using the same mechanism. Salih et al. used a Naive Bayes classifier which is a
Machine Learning technique to detect IPv6-based covert channels with an accuracy of
94.47% [19]. They proposed a framework that uses a hybrid method for feature selec-
tion that uses Intelligent Heuristic Algorithm (IHA) in addition to a modified Decision
Tree C4.5 to create primary training data to detect hidden channels in the IPv6 network.
AI Senaid in his work [20] applied a CNN-based approach to identify covert channel
created in the code field of ICMPv6 protocol. To the best of our knowledge, there is a
scope for improvement in prediction accuracy or resource consumption for the detection
of IPv6-based covert channels. Thus, in this paper, DICCh-D, a model to detect IPv6-
based covert channels using DNN is proposed. The next section describes the proposed
detection model.

4 The Proposed DICCh-D

This paper proposes DICCh-D, a model that detects IPv6-based covert channels using
DNN. The development of DICCh-D is divided into three phases as shown in Fig. 2.
The first phase creates the IPv6 packets dataset containing both covert and normal IPv6
packets. The second phase extracts the header fields of these IPv6 packets to create
a new dataset of header fields of covert and normal IPv6 packets. In the third phase,
the training and validation datasets are used to train and validate the DNN whereas the
testing dataset is used to test the generalization capability of the trained model. Each of
the phases is explained further in the sub-sections.

Fig. 2. Development framework of proposed
DICCh-D

Fig. 3. IPv6 packets dataset creation phase

4.1 Phase 1: IPv6 Packets Dataset Creation

The IPv6 packet dataset consisted of normal IPv6 packets and covert IPv6 packets. The
process of dataset creation is shown in Fig. 3. The normal IPv6 packets were obtained
randomly from CAIDA’s Anonymized Internet Traces 2019 [4].
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The covert IPv6 packets were created with the help of a tool called pcapStego [5].
This tool offers the creation of storage-based covert packets in IPv6 header fields. After
the creation of the IPv6 packets dataset containing normal IPv6 packets and covert IPv6
packets, the next step was the extraction of IPv6 header fields to create a new dataset.

4.2 Phase 2: Extraction of IPv6 Header Fields from IPv6 Packets Dataset

A Network protocol packet consists of two vital components, a packet header, and a
payload. A packet header contains the metadata about the current packet and the payload
part contains the actual information carried by the packet over a network. In this paper,
only the detection of storage-based network covert channels over IPv6 is considered.
Normal IPv6 packets were obtained from Anonymized Internet Traces 2019 obtained
from CAIDA [4]. The covert IPv6 packets were created with the help of a tool named
pcapStego [5]. The .pcap files for both normal and covert data packets were obtained
and the following header fields were fetched from these packets: Flow Label, Traffic
Class, Payload Length, Hop Limit, Next Header, Source IPv6 address, Destination IPv6
Address, Source Port, Destination Port, Transport Layer Protocol. The task of extraction
of IPv6 header fields was done with the help of the Wireshark tool [21]. After this, the
headers of normal IPv6 packets and headers of covert IPv6 were combined together to
form a complete dataset with labels. Subsequently, the complete dataset was divided into
the training_and_validate dataset (80% of the complete dataset) and the testing dataset
(20% of the complete dataset).

Fig. 4. IPv6 header fields extraction

Fig. 5. Model training, validation and testing phase

The training_and_validate dataset was further split into the training dataset
(90% of the training_and_validate dataset) and validation dataset (10% of the train-
ing_and_validate dataset) to check the performance of the DNN after each epoch on the
validation dataset while training the DNN. The complete working of this phase is shown
in Fig. 4.
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4.3 Phase 3: Dataset Preprocessing, Training and Testing of the DNN

In this phase, three subtasks of dataset preprocessing, training, and testing the DNN are
performed as shown in Fig. 5. Before the training phase, the training dataset and the
validation dataset are preprocessed to quantize and standardize the data. This prepro-
cessed training dataset is used to train the DNN. The structure of the DNN consisted of
one input layer, three hidden layers (with 24, 12, and 6 neurons), and one output layer.
The activation function used at the hidden layers was Rectified Linear Unit (ReLU). The
activation function used at the output layer was sigmoid. The values fed to the output
layer of the DNN are converted to respective values between 0 and 1 with the help of
the sigmoid activation function to make the predictions.

5 Experimental Study

The proposed DICCh-D was developed using a 1.8 GHz Dual-Core Intel Core i5 pro-
cessor on macOS Catalina. Python version 3.6.8 was used for the development of the
proposedDICCh-D. The development of DICCh-D consisted of the creation of a dataset,
preprocessing of the dataset, training of the DNN, and testing of the DNN.

5.1 Dataset

The dataset for training and testing of the DICCh-D consisted of normal IPv6 packets
obtained from CAIDA’s dataset (Anonymized Internet Traces 2019) and covert IPv6
packets obtained using the pcapStego tool. The pcapStego tool hides covert data in
Flow Label, Traffic Class, and Hop limit fields individually for each IPv6 packet. Since
Flow label (20 bits) and Traffic class (8 bits) offer good hiding capacity for covert
communications, the covert data packets were generated using Traffic Class or Flow
Label fields randomly. The pcapStego tool needs to input a .pcap file that contains
normal IPv6 packets which can be used to hide data. This .pcap file was also obtained
from CAIDA’s Anonymized Internet Traces IPv6 2019 dataset. The final combined
IPv6 packets dataset was then created by combining the normal IPv6 packets and IPv6
packets carrying covert data. The combined IPv6 packets dataset contained 16091 IPv6
packets in all. Out of a total of 16091 packets, 9460 were normal IPv6 packets, and the
rest 6631 were covert IPv6 packets. Further, Wireshark software was used to fetch the
relevant header fields of captured IPv6 packets and convert that to a.csv file. This.csv
file consisted of the following header field attributes: Flow Label, Traffic Class, Payload
Length,HopLimit,NextHeader, Source IPv6 address,Destination IPv6Address, Source
Port, Destination Port, and Transport Layer Protocol.

Testing the generalizability of a trained model is an important aspect in assuring how
a model will perform on the data it has never seen earlier. For this, the complete dataset
of 16091 packets was divided into two parts, the training_and_validation dataset, and the
testing dataset. The training_and_validation dataset consisted of 12872 packets and the
testing dataset consisted of 3219 packets. The training_and_validation dataset contained
7584 normal IPv6 packets and 5288 covert IPv6 packets. The testing dataset contained
1876 normal packets and 1343 covert IPv6 packets. The first dataset was used to train
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and validate the model. The second dataset was used to test the generalization ability
of the model trained with the first dataset. The preprocessing of both of these datasets
was done independently using the same python program to quantize and standardize the
values. Section 5.2 describes the preprocessing applied to both datasets separately.

5.2 Preprocessing

In this work, the following steps were done using a python program to preprocess the
datasets containing normal and covert IPv6 packets. Firstly, a single attribute corre-
sponding to the Source IPv6 Address field having colon-separated 8 octets was broken
into 8 different attributes. Similarly, the Destination IPv6 address was broken down into
8 different attributes. The dataset contained two categorical attributes: Protocol and Next
Header. Quantization was used to convert these categorical values into a unique number
corresponding to different values of each attribute. Input attributes have different scales
and hence there is a need for scaling or standardization in ML algorithms. In this work,
standardscalar() of sklearn library from python was used to scale all the data. The next
sub-section describes the training and testing Phase of the proposed DICCh-D.

5.3 Training and Testing Phase

Before starting with the training phase, the preprocessing of the training_and_validation
dataset and the testing dataset was done separately. At the beginning of the training
phase, the preprocessed training_and_validation dataset was divided into two parts: the
training dataset (used solely for the purpose of training the DNN) and the validation
dataset (to check the performance of the model after each epoch during the training
phase). During the training phase of any Machine learning/Deep Learning algorithm,
certain hyperparameters values need to be set such as the number of layers used for
training a model, the number of neurons used in each layer of the model, the batch
size, the learning rate, the number of epochs needed for training, the optimizer, and
the activation function used at each layer. These hyperparameters have to be chosen
carefully as it has a significant effect on the performance of the model. Hence the DNN
was trained with different configurations like 2, 3, 4 number of hidden layers, the batch
size of 10, 32, and the number of epochs from 30 to 50 with an interval of 10. The
most optimal hyper-parameters were then decided as the final configuration as follows:
number of hidden layers as 3, number of neurons at three hidden layers as 24, 12, and
6 respectively, and the activation function used at the hidden layers was ReLU. At the
output layer, the sigmoid activation function was used. The batch size was fixed at 10
and the number of epochs was fixed at 30. The optimizer used was AdamOptimizer. The
evaluation metrics used for the evaluation of the DICCh-D are described in Subsect. 5.4.

5.4 Evaluation Metrics

Tomeasure the effectiveness of the proposed DICCh-D, metrics like accuracy, precision,
recall, and F1-score were calculated for the testing dataset that was used to check the
generalizability of the proposed model. True Positives (TP) is the number of samples
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classified correctly by a model. False Positives (FP) depicts the number of samples
mistakenly classified as being positive by a model. True Negatives (TN) denotes the
number of samples which are correctly classified by a model as being negative. False
Negatives (FN) depicts the number of samples which are incorrectly classified as being
negative. Accuracy describes the total number of samples which are correctly classified
by the model. Precision denotes the number of samples actually belonging to a class out
of all the samples that were predicted by a model as belonging to that class. Recall is
defined as the number of samples correctly predicted by a model out of all the samples
belonging to that class. F1-Score is defined as the harmonic mean of the Recall and
Precision value. Equations (1) to (4) are used to calculate the Accuracy, Precision,
Recall, and F1-Score of a model.

Accuracy = TP + TN

TP + FP + TN + FN
(1)

Precision = TP

TP + FP
(2)

Recall = TP

TP + FN
(3)

F1 − Score = 2 ∗ Precision ∗ Recall

Precision + Recall
(4)

The evaluation results of all experiments done using the above-mentioned metrics for
different configurations of models in consideration are discussed in the next sub-section.

5.5 Results

The performance of DICCh-D was compared with state-of-the-art Deep-Learning algo-
rithms (CNN, LSTM) and a Machine Learning algorithm (SVM). The CNNwas experi-
mented with three different configurations of 1, 2, and 3 1D-Convolutional layer(s), each
with a batch size of 10, adopting AdamOptimizer as the optimizer and iterated over 50
epochs. Next, the LSTM model was iterated over 25 epochs each time for three config-
urations of 1, 2, and 3 LSTM layer(s). Finally, the SVM model was experimented with
four different kernel values viz. Linear, sigmoid, polynomial, and RBF. The proposed
DICCh-D was experimented with three different configurations of DNN each having 2,
3, and 4 hidden layers respectively. The results for accuracy for each of the classifiers
taking different hyperparameters are shown in Fig. 6.
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Fig. 6. Performance comparison based on accuracy of DNN, LSTM, CNN and SVM models

Further, the recall, precision, and F1-score values for each of the classifiers taking
different hyperparameters each time are shown in Table 1.

Table 1. Performance comparison of DNN, LSTM, CNN and, SVM models with different
configurations on the created dataset.

Model Train-
ing 

Time 
(s) 

Predic-
tion 

Time(s) 

Accuracy 
%

Precision Recall F1-Score 
Normal Covert Normal Covert Normal Covert 

DNN (3 Hid-
den Layers) 

54.76 0.30 99.59 0.99 1.00 1.00 0.99 1.00 1.00

DNN (2 Hid-
den Layers) 

52.81 0.22 98.75 0.98 1.00 1.00 0.97 0.99 0.98 

DNN (4 Hid-
den Layers) 

59.20 0.32 98.76 0.98 1.00 1.00 0.97 0.99 0.98 

LSTM (1 
Layer) 

334 0.93 97.79 0.96 1.00 1.00 0.95 0.98 0.97 

LSTM (2 
Layers) 

634.38 1.69 98.47 0.98 1.00 1.00 0.97 0.99 0.98 

LSTM (3 
Layers) 

955.28 2.76 98.51 0.98 0.99 1.00 0.97 0.99 0.98 

CNN (1  
Layer) 

123.70 0.30 97.63 0.96 1.00 1.00 0.94 0.98 0.97 

CNN (2 Lay-
ers) 

168.69 0.37 98.167 0.97 1.00 1.00 0.96 0.98 0.98 

CNN (3 Lay-
ers) 

312.58 0.48 98.42 0.97 1.00 1.00 0.96 0.99 0.98 

SVM (Kernel 
= linear) 

4.34 0.23 92.29 0.89 0.98 0.99 0.84 0.94 0.90 

SVM (Kernel 
= rbf) 

0.617 0.39 97.6 0.96 1.00 1.00 0.94 0.98 0.97 

SVM (Kernel 
= sigmoid) 

3.17 0.55 75.65 0.75 0.76 0.86 0.59 0.80 0.66 

SVM (Kernel 
= poly) 

0.94 0.158 97.11 0.96 0.99 1.00 0.94 0.98 0.96 

The proposed DICCh-D (DNN with 3 hidden layers) took slightly more time than
some of its counterparts but in terms of accuracy it clearly outperformed the DNN



52 A. Dua et al.

algorithm with 2 and 4 hidden layers, and all CNN, LSTM and SVM configurations in
consideration. It showed an accuracy of 99.59% on the testing dataset, and recorded a
precision and a recall value of 1.00 and 0.99 for identifying the IPv6 packets carrying
covert data.

Table 2. Comparison of DICCh-D with the existing technique

Model Training 
Time (s)

Accuracy(%) Precision Recall 

Naïve Bayes by Salih et al [19] 0.15 94.47% 0.960 0.985 
Proposed DICCh-D 52.81 99.59% 1.00 0.99 

Salih et al. used a Naive Bayes classifier to detect IPv6-based covert channels with
an accuracy of 94.47% [19]. They proposed a framework that uses a hybrid feature
selection technique using Intelligent Heuristic Algorithm (IHA) in addition to amodified
Decision Tree C4.5 to create primary training data to detect hidden channels in the IPv6
network. A comparison of DICCh-D with the same, in terms of training time, accuracy,
precision, and recall is shown in Table 2. Although DICCh-D takes a longer time to train
in comparison to the framework proposed by Salih et al., it surely outperforms the same
in terms of accuracy, precision, and recall values.

6 Conclusion

In this paper, DICCh-D, a model that detects IPv6-based covert channels using a DNN
has been proposed. The dataset needed to train, validate and test DICCh-D was devel-
oped using normal IPv6 packets taken from CAIDA’s Anonymized Internet Traces 2019
dataset and the covert IPv6 packets. The covert IPv6 packets were generated using the
pcapStego tool for hiding data in the Traffic Class and Flow Label fields in the headers of
IPv6 packets. Moreover, for testing the generalization ability of the proposed DICCh-D,
a testing dataset was kept aside before the model creation and validation phase. The
proposed DICCh-D obtained an accuracy of 99.59% and precision and recall rate of
1.00 and 0.99 respectively for identifying IPv6 packets with covert data in the testing
dataset. When compared with the state-of-the-art Deep Learning methods like CNN
and LSTM, DICCh-D gave better results in terms of time taken for training and testing
with comparable accuracy, precision, and recall values. The proposed DICCh-D also
outperformed SVM in terms of accuracy.
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Abstract. Image captioning is the task of understanding an image and generat-
ing semantically and grammatically correct text captions. Existing work on image
caption generation is mainly done on images set in optimal conditions, i.e., bright
light conditions. This paper focuses on generating image captions for twilight/low-
light images. The photos are processed through a Retinex theory-based enhance-
ment algorithm to enhance the details of low-light images. A deep learning model
with encoder-decoder architecture is implemented and trained with the Flickr 8k
dataset for generating captions for improved photos. The efficiency of the caption
generator is verified using the BLEU score, an available metric for evaluating
machine-translated text.

Keywords: Image enhancement · Retinex based methods · Deep learning ·
Encoder-decoder architecture · Object detection · Illumination map · RNN ·
CNN · LSTM · Embeddings · Transformer · BLEU

1 Introduction

Caption generation came a long way from once being considered impossible by a com-
puter to being one of the significant developments in modern technology. The devel-
opment of deep learning and the open availability of extensive data caused caption
generation to emerge as one of the leading areas of research. Most recent developments
in Image captioning have set up research in optimal situations like having images in
a decent brightness. Caption generation for low-light images is one of the challenging
deep learning problems, which generates the human-readable sentence for the given low
light Image.

Image enhancement helps in improving the quality and increases the understandable
content of the Image and allows most applications to achieve good results for further
implementations. In addition, image enhancement sharpens the Image and helps identify
the required details of the Image.

Caption Generation helps summarize the Image, i.e., converting the Image to a
semantically correct sentence and relatable to the Image. This requires understanding
the Image and the language model for generating the captions. This task is far more
complex than object detection because we have to make sure that the generated sentence
is relatable to the given input image.
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Low light scenarios are hard to read. Even for humans with good eyesight, most
objects go unseen due to a lack of reflecting light, and the whole scene becomes incom-
prehensible. Some people suffer from medical conditions like night blindness, making
it even more challenging to see and understand a low-light scene. It is where having
a system that generates human-readable text captions for images is most helpful. The
importance of having a captioning system for low light images is not limited to medical
reasons but can be significant in many real-life situations.

The primary application of caption generation is to help visually impaired people. It
can also be used in content retrievals, helps in image indexing, and helps in the medical
field, and social media. This can also be used for photo editing recommendations.

Here,we areworking on the Flickr 8Kdataset, which has a collection of 8000 images.
In this paper, we reviewed the implementation of our applications, their use cases, the
restrictions on data, and the system requirements.

2 Related Work

2.1 Image Enhancement

Image enhancement is a beneficial process for multiple reasons. Image enhancement
helps in improving the quality and increases the understandable content of the Image.
i.e., sharpening the image and helping identify the required details of the Image. Many
available image enhancement methods are explained in these papers [1–3]. This paper
[9] proposed the dataset that has been used to test image enhancement. Some of the
methods that can be used for image enhancement are:

1. Gray transformation methods: The gray transformation principle is to change the
grey value into another value. Gray transformation methods are divided into two
categories:

1) Linear Transformation
2) Nonlinear Transformation

2. Histogram equalization methods: If the image’s pixel values are evenly spread
throughout all conceivable grey levels, the image has strong contrast and a wide
dynamic range. It employs the cumulative distribution function.Wemay then arrange
the output to be uniformly distributed, allowing buried features in dark areas to
reappear.

3. Methods based on image fusion: These photos were captured simultaneously with
various sensors or at different times with the same sensor. We can get a better image
by combining the valuable bits of several photos. In image fusion, there are two
sub-methods:

1) Multispectral image fusion
2) Image fusion based on background highlighting
3) Fusion based on multiple exposures
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4. Fusion based on defoggingmethods:When an RGB image is obtained in low light,
the visual impression is inverted, similar to a daytime photograph captured in a foggy
environment. We can improve the image by defogging and flipping it again.

5. Retinex Based Methods

2.2 Object Detection

Object detection can be used to identify the objects present in the Image. These papers [4,
10] helped us understand the available object detectionmethods and helped us choose the
proper method for our scenario. From these papers, we understood that object detection
could have multiple uses, and one such use case is to act as a testing criterion for image
enhancement.

2.3 Caption Generation

Caption Generation helps summarize the Image, i.e., generates a semantically and gram-
matically correct summary of the Image in the form of a sentence. This requires under-
standing the Image and the language model for generating the captions. These papers
[5–8] have helped us understand various methods of Image captioning feasible and
helped us conclude a method suitable for our scenario. This task is far more challeng-
ing than object detection because we have to make sure that the generated sentence is
relatable to the given input image.

From the research there are two methods to perform image captioning:

• Traditional ML methods which include SIFT, HOG, LBP. The extracted features
are then passed into a classifier like SVM for classification.

• Deep learning methods use deep learning methods. Ex: CNN’s, which learn the
features of the images followed by RNN for image caption generation.

There were many possible methods to achieve this task, but only a few would fit
the problem posed. These papers explained what methods and metrics could generate
text captions for images. The survey papers have also helped choose proper metrics for
evaluating text captions.

3 Dataset

We have worked with two datasets, one for image enhancement and another for Image
captioning itself. The ExDark Dataset [9] has above 7000 low-light images, which have
images ranging from meager light to low light scale for 12 distinct object classes anno-
tated. We worked with low-light photos, i.e., images shot under twilight conditions that
are barely visible to the naked eye during night times. Sample images are given in Fig. 1.

The following formula (1) determines whether the Image is dark.

brightness = sqrt(.241 R2+.691 G2+.68 B2) (1)
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Fig. 1. Sample images from the ExDark dataset

A threshold value of 90 was decided by the Trial-and-Error method. If the brightness
value is less than the threshold value, we say the Image is dark.

We used the ‘Flickr 8k’ dataset consisting of around 8,000 pictures. There are about
40,000 captions/descriptions where each Image is paired with five different captions
with clear descriptions corresponding to the Image for training and testing our Image
captioningmodel. Images and imageswith corresponding descriptions are given in Fig. 2
and Fig. 3, respectively.

Fig. 2. Sample Flickr8k images Fig. 3. Sample Flickr8k captions

4 Proposed Solution and Architecture

This paper proposes the solution to Image captioning for low light images, which is built
upon two things as in Fig. 4:

1. Image enhancement of low light images using Retinex-based methods.
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2. Caption Generator using Attention Encoder-Decoder Model.

Fig. 4. Components of System

4.1 Image Enhancement Architecture

To improve the Image, we employed a Retinex-based approach called LIME. As said,
Retinex Based methods are used to enhance the Image. Retinex Theory says Image is
the product of illumination and reflectance of the object, i.e., L= R.T.., where L is the
Original Image, R is ExpectedOutput Image (Enhanced Image), andT is the Illumination
Map.

4.1.1 Image Pre-processing

The input image given by the user is taken, and further improvement of the Image, i.e.,
suppressing the unwanted details and enhancing the required features, which helps in
further implementation.

4.1.2 Image Enhancement

The processed Image is taken as input and enhances the Image, i.e., increasing the inter-
pretability and understanding of the Image using Retinex-based methods. The Retinex
Based approach is based on the human understanding of color and color invariance
modeling. It uses a nonlinear spatial/spectral transform to combine heavy local contrast
enhancement with color consistency. The significant advantage of this method is that
it is fast and easy to implement. Here, we are implementing the LIME, i.e., Low light
Image enhancement using Illumination Map Estimation.

4.1.3 Denoising of Enhanced Image

This helps remove noise from the enhanced noisy Image to restore the true Image (This
step is optional depending on the enhanced Image), and you would be outputted with
the enhanced Image (Fig. 5).
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Fig. 5. Image enhancement architecture

The algorithm for the LIME method is as below:

Algorithm: Low light image enhancement (LIME method) Input: 

Lowlight Image L, Coefficient l, gamma factor 

1. Estimate the initial illumination map T_hat of L (Low light image) 
2. Refine illumination map T based on T_hat using a sped-up solver 
3. Perform a gamma correction of T using gamma factor 
4. Enhance the low light image L using L = R . T
5. Perform denoising using BM3D and recompose the image. 

Output: Enhanced Image  

4.2 Data and Text Preprocessing

Some preprocessing functions are defined to process the raw input Images and descrip-
tions into the proper required format. First, a pre-trained Convolutional Neural Network,
EfficientNetB0, is used to encode and extract the features of the input image. An LSTM-
basedRecurrent Neural Network (or) RNNwith an attention layer as a decoder to convert
the features to sentences; Beam Search to decipher a caption with the highest likelihood.

Input data consists of images and captions describing the corresponding Image. We
need the process both the images into a felicitous format for the CNN network and the
text captions into the proper format for the RNN network. According to the pretrained
model, Images are resized to (299,299,3).

With the use of the NLTK library, various preprocessing steps were implemented.
They include:

1. Removing stop words
2. Removing punctuations
3. Utilizing regex to remove single characters.
4. Tokenization of sentences.
5. Addition of <start>, <end> tokens

The processed text is converted into embeddings with the help of the Text Vectoriza-
tion technique. The TextVectorization layer is used to process the text, which is in the
string to integer sequences in which the integer denotes the index of the word. A special
standardization like removing < and > is used. White spaces are also taken care of.



Image Caption Generation for Low Light Images 63

4.3 Caption Generator Architecture

We adopted attention-based encoder-decoder architecture for the caption generator.
This is because attention-based architecture has a definite advantage over sequential
or attention-less architecture in carefully choosing the semantics and syntax.

4.3.1 Convolutional Neural Networks

CNNs extract features from images; an encoder helps extract the image features, which
can be fed further to the RNN. Here, CNN extracts the features instead of classification,
which is achieved by removing the last layer in the CNN.

→ EfficientNetB0 : Input Size : (299, 299, 3); Output Size : (None, 100, 1280)

4.3.2 Recurrent Neural Networks and LSTM

Recurrent neural nets are artificial neural networks in which the connections between
the units form a directed cycle. The advantage of employing RNN over a traditional
feed-forward net is that it can process an arbitrary set of inputs using its memory. For a
better understanding of RNN, refer to Fig. 6

Fig. 6. Simple RNN representation

Recurrent Networks consist of several copies of the same network, each sending
a message to the next. One of the issues with the RNNs is that they do not account
for long-term interdependence. For example, “I grew up in England, I speak fluent
English,” If a NN is attempting to predict the last word, i.e., English in the phrase, it
must first understand that the language name followed by the fluent is reliant on the
context of the term England. Required data and the point where it’s needed may grow
too wide, in which case traditional RNNs will fail. To overcome this problem, LSTMs
have been introduced. LSTM, like traditional RNNs, has a chain-like structure. However,
the repeating modules in an LSTM network have a distinct structure. Figure 7 depicts
the simple LSTM network
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Fig. 7. Simple LSTM neural network

The cell state in the LSTM acts as the long-term memory, which helps the LSTM to
keep track of the previous data. In the case of LSTM processing, the input sequence is
one word at a time, which implies it cannot do the computation for timestep t until the
computation for time-step t-1 is finished. Training and inference are slowed as a result of
this. To overcome this issue, we usedTransformers. They do parallel processing on all the
words in the sequence, considerably speeding up computing. It makes no difference how
far apart the words are in the input sequence. It can compute relationships betweenwords
that are close together and far apart ones. To focus on certain parts of the input sentence
while predicting the output, we used attention layers and positional embeddings, which
help in increasing the accuracy metrics. Positional Embeddings make Encoder perform
better on less training data.

4.3.3 Model Architecture

The caption generator has five important components in it. First, it is based on attention-
based encoder-decoder architecture. To better understand this caption generation model,
refer to Fig. 8.

1. CNN: It is used to extract the features of the Image. In this application, we used
EfficientNetB0 pre-trained on imagenet.

2. Transformer Encoder: The extracted features are then transferred to a transformer-
based encoder, transforming the inputs into a new representation. The encoder sends
its data to a multi-head self-attention layer here. Finally, the feed-forward layer
receives the attention output and transmits it to the decoder.

3. TransformerDecoder: The structure of a decoder is similar to that of an encoder, with
a few exceptions. It attempts to learn how to generate the caption using the encoder
output and the text data sequence as inputs. Here, the decoder sends its data to the
multi-head self-attention layer. This functions in a somewhat different manner than
the encoder. Only earlier spots in the sequence are allowed to be attended to. Upcom-
ing hiding positions accomplish this. The Decoder, unlike the Encoder, features a
secondmulti-head attention layer, referred to as the Encoder-Decoder attention layer.
The Encoder-Decoder attention layer is similar to Selfattention, except it takes two
sources of input: the Self-attention layer below it and the Encoder stack output. The
Self-attention output is passed into a Feed-forward layer, sending its output upwards
to the next Decoder.
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4. Attention: The attention mechanism aids in focusing on the most critical aspects of a
sentence while ignoring the less critical aspects. Attention is employed in two places
in the transformer decoder:

a. Self-attention: The decoder’s input is supplied to all three parameters, Query,
Key, and Value.

b. Encoder-Decoder Attention: The absolute encoder output is supplied to the value
and critical parameters. As the query parameter, we passed the output of the
self-attention modules below.

5. Sentence Generator: It contains linear layers. The Decoder vector is projected into
Word Scores by the Linear layer, which assigns a score value to each unique word
in the target vocabulary at each point in the sentence. The score values represent the
probability of each word in the vocabulary appearing in that location of the sentence.
After that, the Softmax layer converts the scores into possibilities. Next, we identify
the index for the highest-probability word in each position and then map that index
to the relevant word in the lexicon. The Transformer’s output sequence is made up
of those words.

Fig. 8. Caption generator architecture

The integrated architecture of the whole Image captioning for low light images is
described in Fig. 9
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Fig. 9. System architecture

5 Training of Caption Generator

Adata batch from theFlickr 8kDataset is taken, thus loading the image features or feature
vectors available in the preprocessed files and the fixed captions. Then, the images are
passed to the pre-trained CNN, which encodes the Image.

The Transformer encoder processes the extracted features, which creates an encoded
representation. The Sequence Decoder starts the hidden state. The target sequence is pre-
fixed with a start-of-sentence token, converted to Embeddings (using Position Encod-
ing), and sent to the Decoder. The Transformer Decoder combines this with the encoded
representation of the Encoder to produce an encoded model of the target sequence. The
Output layer converts it into word probabilities and the final output sequence. The Trans-
former’s Loss function compares the output sequence from the target sequence from the
training data. This loss is utilized to create gradients for back-propagation training of
the Transformer. We have only the input image during the inference and don’t have the
target sequence to pass as input to the decoder. So, the flow of data during the inference
is as follows.

1. The input image is sent through the CNN and extracts the features.
2. The extracted features are sent through the Transformer encoder and produce an

encoded representation.
3. We utilize an empty sequence with simply a start-of-sentence token instead of the

target sequence. This is then transformed into Embeddings (with Position Encoding)
and supplied to the Decoder.

4. The Decoder combines this with the encoded representation of the Encoder to
produce an encoded model of the target sequence.

5. The output layer transforms the data intoword probabilities and generates a sequence
of outputs.

6. The predicted word is the last in the output sequence.
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7. Our Decoder input sequence has a start-of-sentence token and the first word in the
second slot.

8. Return to step #3. Feed the new Decoder sequence into the model as previously.
After that, append the second word of the output to the Decoder sequence. Repeat
until an end-of-sentence token is predicted. We don’t have to repeat steps #1 and #2
because the Encoder sequence doesn’t vary on each iteration.

Loss Function: During training, we compare the generated output probability
distribution to the goal sequence using a loss function such as cross-entropy loss.

6 Experimentation

6.1 Testing Procedure

6.1.1 Image Enhancement

The tests for the image enhancement algorithm have been done on the ExDark dataset,
and the results were awe-inspiring. Below are some samples (Fig. 10).

Fig. 10. Results obtained by image enhancement algorithm
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6.1.2 Object Detection

Object detection acts as a test criterion for how well the details in the low light images
have been enhanced. The results show that the image enhancement algorithm enriches
the details well enough for detection (Fig. 11).

Fig. 11. Results obtained by object detection model

6.1.3 Results Obtained from the Complete System

This test is an integration of all the modules in the system. The flow of the testing
procedure is as in Fig. 9. The procedure followed is as below:

1. Taking an image from a web/dataset, if the Image’s brightness is more significant
than a threshold value, de-enhance the Image to a lower brightness.

2. The Image is passed to the system, passing through each component, as shown in
Fig. 9.

3. First passing through the enhancement algorithm, the enhanced Image is later passed
into the captioning model.

6.1.4 Metrics

The metric used for evaluating the Caption Generation Model is BLEU (Bilingual Eval-
uation Understudy Score). The BLEU score is between 0 and 1, indicating how well the
predicted texts resemble the reference sentences.
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The Bleu Score has following variations:

• The unigram Precision score is used by BLEU-1.
• The geometric average of unigram and bigram precision is used by BLEU-2.
• BLEU-3 employs the geometric average of unigram, bigram, and trigram precision,
among other things.

• BLEU-4 uses the geometric average of unigram, bigram, and trigram and multi-gram
precision.

BLEU score can be calculated as: [11]

Pn = Modified N-gram precision
Wn = Positive weights
c = Length of candidate translation
r = Effective corpus length
Advantages of BLEU:

• BLEU is simple to compute and comprehend.
• BLEU is similar to how a human would analyze the same content.
• BLEU is also language-independent, making it simple to incorporate into your NLP
models.

• When you have more than one ground truth sentence, you can use BLEU.
• Finally, it’s widely used, making it easier to compare your results to other people’s
work.

The results obtained from the system are very impressive. Unfortunately, few results
are displayed in Table 1.
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Table 1. A table containing results obtained from the whole system

7 Use Cases

Image captioning for low-light images has a wide variety of applications. Some of them
are:

1. It can be used to help people having vision problems in dark situations.
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2. Content Retrieval and image indexing.
3. Social media organizations can use it to caption dark images and produce recom-

mendations based on the Image context.
4. Usage in virtual assistants.
5. Lots of NLP-related applications.

8 Future Works

In the real world, it’s hard to collect data containing images and corresponding captions.
Generating image captions without any paired data is one of the challenging and limited
works available. In the future, we can try to generate captions for low-light images
without any paired captions in an unsupervised manner. We can also try increasing the
speed of Image enhancement by processing the Image.

9 Conclusion

In this paper, we propose a new system that generates text captions for images taken
in low light/twilight conditions with the help of a Retinex-based image enhancement
algorithm for image enhancement and attention-based encoder-decoder architecture for
text captiongeneration.BLEUscore has beenused to validate the generated captions. The
system produced captions that are semantically and syntactically correct and relatable
to the input image taken under low light.

The limitation of the system is that the image enhancement algorithm over sharpens
the low-light image in some cases and can be improved.
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Abstract. Gender identification is an integral part of a Speech recognition system.
Specifically, for the low resource languages, it is a challenging task. For any
speech recognition system, finding a suitable feature plays an essential role in
the system’s performance. In this paper, we have done a comparative analysis
of gender identification from formant frequencies F1 and F2 of speech data set
collected from the speakers of Assamese language (a low recourse language of
North-East India). The objective is to explore different classification techniques
for developing a gender identification module for Assamese language. We have
used four supervised classification techniques kNN, Logistic Regression, decision
tree, and SVM, and found that when F1 and F2 are used together, the methods
give the best result. One unsupervised method Gaussian Mixture Model (GMM)
is also applied and found that the best result is given by formant frequency F1.

Keywords: Gender identification · Speech processing system · Formant
frequency · Supervised learning method · Un-supervised learning method

1 Introduction

Speech processing-related research has gained much attention in the last few decades.
Also, people nowadays prefer to use speech recognition systems which are helpful in
many ways. A speech signal is an acoustic wave that can provide different information
related to the speaker and the language being spoken. The information regarding the
speaker may include age, gender, speaker identity, the emotional status of the speaker,
and many more. Different parameters or features are collected from the speech signal,
and different methods are applied to find the required information. These features col-
lected from speech signals are fundamental frequency, also referred to as pitch and format
frequencies. Formant frequency refers to the resonance frequencies of the vocal tract.
The different types of formant frequencies are F1, F2, F3, and F4. Vowel formant fre-
quencies are the most used voice features in the field of speech processing research. Mel
Frequency Cepstral Coefficients (MFCC), Linear Prediction Coefficients (LPC), Lin-
ear Prediction Cepstral Coefficients (LPCC), Line Spectral Frequencies (LSF), Discrete
Wavelet Transform (DWT), and Perceptual Linear Prediction (PLP) are other speech
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feature extraction techniques which are also used widely in the field of speech process-
ing to extract information or features from the speech signal. Identifying the most salient
features and analyzing and finding the desired information from a large set of data is a
challenging task. Different machine learning techniques, which help analyze a large set
of data, maybe applied and construct a classification model for a particular task.

Assamese language speaker is found mainly in Assam, which is a state in India, and
more than 15 million people speak this language. Assam is a state of multi-lingual and
multi-ethnic people. Apart from theAssamese language, tribal language speakers such as
Bodo,Mising, Rabha, Karbi, and Dimasa are found in different districts of Assam. Other
languages like Nepali, Hindi, etc. are also spoken by a large number of the population
which are spread all over the state. In the last few years, some researchers have been
working in the field of speech processing and trying to develop different applications
for Assamese as well as other regional languages spoken in Assam.

Gender Identification is a part of a speech recognition system that finds the gender of
a speaker from the speech information extracted from the speech signal. The information
about gender can be helpful in speaker recognition systems which are used in different
security systems today.

1.1 Literature Review

This review covers the work related to speech processing research done for Assamese
and other tribal languages of Assam and some recent works done for other languages.

Talukdar et al. [1] analyzed Cepstral features and formant frequencies of Bodo and
Rabha phonemes and words using LPC and observed that Cepstral coefficients of Bodo
and Rabha vowels had shown distinctive characteristics for male and female speakers.
The variation of the cepstral coefficients for males is very irregular, and the same for the
female is stable.

An automatic Language Identification (LID) systemwas developed for the languages
Bodo, Dimasa, Rabha, and Tiwa, which belong to the same language subfamily, and
identifies the language from a short sound file [2]. The system was implemented using a
Gaussianmixturemodel withMel-Frequency Cepstral Coefficients (MFCCs) as features
and showed 92.7% accuracy when the duration of the speech file is 3 s.

An automatic Assamese vowel recognition system from spoken Assamese words
[3] was developed by P Sharma et al. using Support Vector Machine (SVM), K-Nearest
Neighbor (kNN), and Random Forest (RF) classifier and found that Random Forest
provides better recognition rate than other two classifiers.

Mridusmita Sharma andKandarpaKumar Sarma [4] usedRecurrent Neural Network
(RNN) based algorithm and k-Nearest Neighbor (kNN) based algorithm for the recog-
nition of the vowels of the Assamese language for four major dialects of the language.
The kNN based approach gave a better recognition rate than ANN.

A study on Missing language vowels was performed by Rehman R. et al. using
the Fisher score algorithm [5] to find the most distinctive feature of speech data for
gender classification. The result is cross-validated with a Tree-based algorithm and
found that fundamental formant frequencies (F0) are the best parameter among all the
other parameters.
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A study on different attributes of speech signals like time, pitch, formant frequencies,
and speaker type was done on Missing language vowels by Saikia U. et al. in 2019 [6]
using a regressionmodel and found that fundamental formant frequencies (F0), i.e. pitch,
varies for the vowels with the gender of the speaker and this information can be utilized
for speaker identification in Mising language. A logistic regression model is built and
applied on pitch value (F0) to detect the gender of the speaker [7] and can detect the
gender.

An automatic transcription model of the Assamese language [8] was developed by
Sarma, H., et al. to represent the speech sound with a symbol which is known as phonetic
transcription. The experiment was done using Hidden Markov Mode Tool Kit (HTK).

Sarma H. et al. worked on different aspects of speech-to-text processing using HTK
[9] and developed an automatic syllabification model for the Assamese language to find
the syllables of a word automatically and found 12 different syllable patterns where five
are found most frequent.

An automatic speech recognition system forAssamesewas implemented usingKaldi
Toolkit for continuously spoken Assamese [10] by Deka et al., and experiments were
conducted to explore the effect of excluding low-quality speech files from the training
set on the performance of the system.

Basu J, et al. developed amulti-lingual speech corpus for Low-Resource Eastern and
North-Eastern Indian Languages for Speaker andLanguage Identification [11] and found
the Best performance of 94.49% (using MFCC (Mel frequency cepstral coefficients)
+ SDC(shifted delta cepstral) feature and LSTM-RNN) in Speaker identification and
95.69% (using MFCC + SDC feature and LSTM-RNN) in Language identification for
short duration speech files.

Analysis of the first three formant frequencies was presented by Dr. Bhargab Medhi
using the LPC model and observed that the variation of F1and F2 for a different vowel
is quite distinct, formant values of a female speaker are comparatively high than the
male speaker, and the third formant frequency F3 does not play a crucial role in the
identification of a specific vowel spectrum [12].

Yücesoy, E proposed a model for gender and age group classification using MFCC
and delta coefficients of speech values applied in the Gaussian Mixer model [13]. A test
has been carried out to find the minimum number of GMM components.

A gender recognition system was developed by Kumar P. et al. [14] where the front
end extracted speech signal features such as energy, ZCR, MFCC, and Entropy, and the
back end classified the speaker according to gender using GMM.

A speaker recognition systemwas developed byGuptaM. et al. [15], with a two-level
approach where first the gender will be identified, and then the speaker is recognized.
MFCC and pitch values are used for gender recognition with the SVM classifier, and
MFCC, Pitch, and RASTA-PLP features are used for speaker recognition using GMM.

Alkhawaldeh R.S discusses and uses three prominent feature selection techniques
EA, PSO, and wolf techniques to find the optimal features from MFCCs, Chroma, Mel,
Contrast, and Tonnetz for improving the result of classification techniques [16].
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1.2 Motivation and Contribution

From the literature review, it is observed that several experiments have been carried out
to evaluate experiments on Gender, language, and speech identification in Assamese
language and other regional languages of Assam using different classification models.
It is also observed that the most used feature type extracted from the audio file was
MFCC to identify the speaker. It is also used for the speech recognition process. In the
case of gender recognition, mostly fundamental frequency (F0) and formant frequencies
(F1–F4) of speech signals were used. Different approaches and classifiers such as SVM,
KNN,RNN, Tree-basedmodel, andRegressionmodel were used on formant frequencies
in gender recognition. The first two formants i.e. F1 and F2 show distinct features in the
case of male and female speakers of the languages Assamese, Bodo, Rabha, and Mising
[1, 5–7, 12].

Based on these observations, we are performing a study on Assamese speech data
using different prominent classification models. The aim is to study the impact of the
formant frequencies F1 and F2 in the case of gender identification. We have only con-
sidered F1 and F2 because the main information of a speech signal is concentrated in the
low-frequency part of a speech signal. Thus the objective of this study can be defined as

1. To study the performance of different supervised machine learning methods on the
formant frequencies F1 and F2.

2. To study the performance of these formant frequency values in the GaussianMixture
Model (GMM), which is an unsupervised learning method, and

3. To determine which of these formant frequencies show the better result in gender
identification for the Assamese language.

2 Methodology

This section describes the dataset and methods used to experiment.

2.1 Dataset

Thedataset contains data frombothmale and female speakers. There are total 23 numbers
of speakers, out of which 15 are male, and 8 are female. A speech sample from each
speaker is collected speaking the Assamese vowels. In the Assamese language, there is
a total of 11 vowels, and all these vowels are spoken by the speakers. There is a total
of 4822 speech samples present in the dataset. The data are recorded in a noise-free
environment. For the current study, we have used only two formant frequencies, F1 and
F2, of the speech samples. These formant frequencies are extracted by using PRAAT
software.

The features are plotted in a graph for both males and females, as shown in Fig. 1
and Fig. 2, respectively.
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Fig. 1. F1 and F2 features for females Fig. 2. F1 and F2 features for male

2.2 Methods

For analyzing the data, we are using different prominent machine learningmethods. Two
types of machine learningmethods are used here- supervised and unsupervisedmethods.

In supervised learning, the machine is trained with some known data. The data used
to train the model are already labelled with the correct class. The machine is trained with
labelled data, and whenever some new information is obtained, it calculates the answer
with the trained data. In this experiment, four prominent supervised learningmethods are
being used, viz., k Nearest Neighbour (kNN), Support Vector Machine (SVM), Logistic
Regression, and Decision Tree method. On the other hand, in the unsupervised learning
method, the data does not have any label to help in the classificationmethod; it is designed
to find the label on its own. Unsupervised methods are helpful in complex processing
tasks compared to supervised methods. In this experiment, one unsupervised method
is being used, Gaussian Mixture Model (GMM). GMM is a probabilistic model which
represents the clusters as a weighted sum of Gaussian component densities. This GMM
model is used in many experiments performed on Assamese as well as other regional
languages and found that GMM shows promising results in these languages.

3 Results and Discussion

The speech spectrum contains different information about the speaker. For this study of
gender recognition, only f1 and f2 formant frequencies are considered. Figure 3 shows
two voice samples of male and female speakers speaking the first Assamese vowel.
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a) Male voice sample    b)Female voice sample  

Fig. 3. Voice sample of male and female speakers

Figure 4 represents F1 and F2 features for male and female speakers both speaking
the first Assamese vowel. Green and blue dots represent formant frequency for male-
female speakers, respectively. This figure shows a clear separation of F1 and F2 values
for male and female speakers.

Fig. 4. F1 and F2 representation of male and female speakers

Table 1 represents some data from the dataset. It consists of formant values of F1
and F2 along with the gender.

After extracting the speech features F1 and F2 from the speech signals, KNN, Logis-
tic Regression, SVM, and Decision Tree methods are applied to these features. These
methods are supervisedmachine learning algorithms.Data processing is carried out using
Python. First, these classification methods are applied using the formant frequency fea-
ture F1 and then using the feature F2. Also, classifiers are applied using both the features
F1 and F2 together. The database is divided into 80% training data and 20% test data.
Table 2 shows the experiment results.
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Table 1. Some example data from the dataset

Sl. No F1_Hz F2_HZ Gender

1 904.2219 1435.993 Female

2 895.4748 1396.962 Female

3 855.5742 1386.76 Female

4 910.6128 1423.129 Female

5 884.541 1429.456 Female

6 858.5995 1441.599 Female

7 288.3647 1911.452 Male

8 277.6312 2033.321 Male

9 321.0209 1842.203 Male

10 245.2099 1963.462 Male

11 243.5955 1894.786 Male

12 367.2974 2013.839 Male

Table 2. Rate of recognition using formant frequencies

Formant frequencies Recognition rate

kNN Logistic regression SVM Decision tree

F1 58.34 57.36 54.25 56.59

F2 55.85 52.64 50.77 52.09

F1, F2 69.22 59.79 59.38 62.79

It is evident from the table that formant frequency F2 alone shows the worst result,
and the best result is obtained by using both the formants frequencies F1 and F2 together.
Among these methods, the kNN method gives the best answer when F1 and F2 are used
together.

Next, we have used Gaussian Mixer Model (GMM), which is are unsupervised
clustering technique. Since it is an unsupervised method, the model does not have any
information about the number of clusters and data labels. Since we are classifying the
data into male and female, we are applying the GMM model for creating two clusters
to represent males and females. First, we have applied the model for classifying the
data using the formant frequencies F1. Then we have applied the model on formant
frequency F2, and finally, the model is applied using both F1 and F2 together. The
graphical representation of data according to their gender plotted in a graph is shown in
Fig. 5.
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a) Using F1 feature 

b) Using F2 feature 

c) Using both F1 and F2 

Fig. 5. (a, b, c). Clustering result by GMM
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The accuracy achieved for the method is calculated for all the cases, and also
precision, recall, and f1-score values are calculated and shown in Table 3.

Table 3. Error analysis of gmm method

Feature name Precision Recall F1-score Accuracy

F1 52.21 88.68 65.72 54.58%

F2 49.00 66.21 56.2 49.56%

F1, F2 0 88.68 0 50.06%

From the above results, it is seen that the model provides the best F1 score and
accuracy value with the feature F1. It is ranked the attributes as F1, (F1, F2), and F3. This
shows a difference in results with supervised methods where the attributes are ranked
as (F1, F2), F1, and F2 according to their performance. A similar result is found in
both supervised and unsupervised methods, where the F2 value gives the worst accuracy
result.

4 Conclusion

In this comparative study, we have tried to find a formant frequency value between F1
and F2, which works better for gender recognition using Assamese vowels. For that, we
have compared the results of supervisedmachine learningmethods kNN, SVM,Decision
Tree, and Logistic regression classifier and found that when F1 and F2 are used together,
it gives the best result, and F2 gives the worst result. Again the same experiment is
performed using the unsupervised method GMM and found that F1 is giving the best
result. F2 is giving the worst result, which is the same in the case of supervised methods
also. This experiment is done using only two formant frequency values. The accuracy rate
is not very high, which suggests that these two formant frequencies are not sufficient to
detect gender. More experiments can be done to find whether the performance improves
when F1 and F2 are used with the other two formant frequency features, F3, F4, or with
the MFCC features.
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Abstract. The spread of false information is increasingly commonplace due to
the internet’s ease of use and people’s hyperactivity on social media. Fake news
spreads quickly in numerous industries such as politics, education, health, and
finance, causing significant losses and having a negative impact on public life.
Models centered on the Transformer infrastructure is currently showing promise
in a vast scope of natural language processing tasks, featuringmachine translation.
So, the pre-trained deep learning-basedmodel BERT is used in this research effort,
recognizing the necessity of detecting fake news in Bangla language. Two distinct
datasets used to train and test our model is publicly available. After comparing
BERT model’s precision, the LSTM with regularization model, the SVM model,
theNBmodel and theCNNmodelwith difference evaluationmatrices, we inferred
that our suggested BERT model outperforms them all. Our proposed model has
95% precision rate.

Keywords: BERT · Transformer · Tokenizer · Fake · Bangla

1 Introduction

Fake news has harmed numerous aspects of society, notably people being misled, politi-
cians and public opinion being misguided, and so on. Fake news creates monetary losses
in different industries such as business, stocks, and markets, therefore financial institu-
tions have a huge challenge. Unreliable and spurious information about the COVID-19
epidemic is widely disseminated on social media, with many industrialized countries
(such as theUnitedStates) claiming that the disease is spreading [1]. Speculations spread-
ing on social media [2] have a significant jeopardize on less intelligent people, according
to intelligence studies, preventing them from making the best decisions. Rumors have
resulted in a number of fatalities in Bangladesh in recent days. As a result of exten-
sive allegations about impending human sacrifices during the construction of the Padma
Bridge, five people were killed and ten more were injured [3]. Anyone can share news
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swiftly due to the widening quantity of clients in web-based living. The identification
of fake news based on its content is a tedious job.

The development of an efficient and effectivemethod to detect fake news has become
unavoidable. The fundamental reason for this research is the realization of the importance
of avoiding the spread of fake news. We basically chose the BERT model for detecting
fake news from Bengali texts because of its powerful and theoretically simple qualities
in handlingmany natural language processing jobs. To pre-train BERTmodels with deep
bidirectional representations from unlabeled format, provide both left and right context
in all levels. BERT architecture takes a complete sentence as input and enables themodel
to taught word meanings from context while also making connections to other words
in the text. The BERT, Masked LM (MLM) training approach is used to detect Bengali
Fake new.

The remainder of the article is divided as follows: The second section evaluates per-
tinent work, the third segment evaluates the recommended approach, the fourth segment
presents the findings and discussion, and the fifth segment provides a summary of the
article.

2 Related Works

Various researchmethods have erupted in lately.Most research publications employ deep
learning and machine learning models to provide accurate results [26–37]. To determine
if a Bangla text document is a strain or not, a hybrid extraction strategy usingWord2Vec,
TF-IDF, and a CNN architecture-based hybrid method was applied [4]. In order to gather
information from social media, comment extraction was utilized, and the results were
processed using the Nave Bays classifier and TF-IDF vectorization [5]. Graph analysis
was utilized to detect the origins of bogus news and map the provenance nodes [6]. [7]
employed user-based functionality and node embedding to augment Twitter’s appraisal
of bogus news. Identifying fake news [8] introduced the notion of Social Article Fusion
(SAF), that combines syntactic characteristics of headlines with community context
information. Here, autoencoders represented text in two-dimensional space, while RNN
recorded the user’s temporal interactions with fake news. [9] employed a revolution-
ary blockchain-based method called Proof of Credibility (PoC) to detect and prevent
bogus news. TriFN, a novel system for detecting fake news that can shield preferable
connectivity from news providers, was introduced in [10], and in a research paper [11],
another novel machine learning tactic that encompass news contents and social cues was
introduced, and this approach was used inside the Facebook Messenger chatbot.

Nowadays, Transformer architecture-basedmodel BERT shows processing results in
the text classification task. BERTbased deep learning approachwas used to discern spoof
news in social media. [12]. For document classification BERT model was used in [13].
To understand Arabic language BERT model was used in [14]. Based on Bidirectional
Encoder Representations from Transformers (BERT) automatic fake news detection
model was proposed in [15].

It clarifies that, bidirectional training technique is a top objective for modeling rele-
vant false news information that can boost classification efficiencywhile seizing semantic
and wide links sentences. BERTmodel is the best at detecting fake news, especially with
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a short dataset. Consequently, unlike previousmodels, Transformer constructs depictions
of its input and outcome applying only self-attention rather than sequence-aligned RNNs
or convolution. For this reason, detecting Bangla fake news transformer-based BERT
model is proposed in this research work.

3 Proposed Methodology

Because of its exceptional consequences on eleven natural language processing tasks,
the BERT model is primarily used in this study to detect Bangla false news. Figure 1
depicts the workflow diagram of our suggested paradigm.

Fig. 1. Workflow diagram

At first, we take one dataset for tanning our model. Before feeding text data into the
training model, it is cleaned and preprocessed to remove symbols, special characters,
and numeric values. WordPiece embedding retrieves features from the data, and BERT’s
Masked LM processes train the model. BERT model can use existing literature on lan-
guage model pre-training, and here we use Bangla BERT based pre trained language
model for Bangla language. For classification, BERT pre-trained classifier is used. Then
we test our model with another dataset. A variety of performance matrices are utilized
to assess our model’s performance.
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3.1 Data Collection

For datasets initially, we are used two different datasets from train and test our model.
Dataset1 retain 250 different criteria news. The sample of dataset1 [16] and dataset2
[17] are shown in Table 1 and 2 respectively.

Table 1. Sample of dataset1

Table 2. Sample of dataset2

Dataset1 is primarily used to train the models, while dataset2 is utilized to test
them. The summary of the datasets is depicted in Table 3 and Fig. 2 demonstrates the
visualization of the data.
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Table 3. The dataset’s description

Dataset Real Fake

Dataset1 48678 1299

Dataset2 1548 993

Fig. 2. Visualization of datasets

3.2 Data Selection

For training the model, we took dataset1 as input. There are “9” features are available in
this dataset to build a model. Though, among them only 2 features to build the model.
We took “Content” for x level and “label” for y label from the dataset.

3.3 Data Preprocessing and Features Extraction

Pre-processing is a step in the machine learning process that is utilized to adjust original
data. Though this dataset contains text data it, needs to convert words into the vector to fit
it in our model as input. There are several techniques had to maintain to process text data
to fit in NLP-based machine learning algorithms. Techniques are Data cleaning, Tok-
enization, Text to sequences, Padding sequences. For tokenizing data, two techniques
are used here. We applied WordPiece tokenization. It was used to train BERT model to
tokenize sentences. Tokenization comes in handy when dealing with words that aren’t
part of one’s vocabulary. After configuring our dataset and implementation publicly dis-
tributed byHuggingFace’s Transformers [18] for tokenization, we used a high-optimized
tokenize transformer library-based pertained model for the Bangla language.

3.4 Transformer Architecture

The transformer is a natural language processing architecture that grows with model size
and training data [19]. Transformer is a library intended to enabling Transformer-based
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infrastructures such as BERT and making pre-trained models more widely available.
Figure 3 depicts the transformer’s infrastructure.

Fig. 3. Architecture of transformer

The transformer is composed of two components: encoding and decoding. Because
the computer does not understand any language, the input text data is converted to vector
form and a vocabulary dictionary is created. Following that, each word is assigned a
numeric index. Only those words that occur in the current input text are extracted. The
input is then forwarded to the embedding layer. Attached to each of the index’s vectors.
Each of these vectors is initially filled with random numbers. The transformer’s original
embedding size is 512.The importance of the word embedding is that it numerically
conveys semantic meaning. Each dimension of the word embedding attempts to capture
some of the word’s linguistic characteristics. This may assist in determining whether
this term refers to an entity or something else. If two words share similar linguistic
characteristics and occur in a similar context, their data embedding values will become
increasingly similar during the training process.

One of the transformer’s most distinguishing characteristics is that it takes on the
entire embedding at once and processes it in parallel. As a result, the transformer model
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performs faster than other models, but at the cost of losing critical ordering informa-
tion. To address this issue, position Embedding is used to recover position data. This
section introduces a new class of vectors that contain position information. By com-
bining word embedding and position embedding, a new order of word embedding is
created. Frequency is used to capture positional information, which aids in differentiat-
ing different meanings. In Eqs. 1 and 2, the sine and cosine functions that are used to
generate embedding are depicted.

PE(pos,2i) = sin(
pos

1000
2i
a

) (1)

PE(pos,2i+1) = cos(
pos

1000
2i
a

) (2)

where pos connotes the position embedding, numbered connotes the length of the posi-
tion embedding, and I connotes the index of each dimension of the position embedding.
The transformer’s attention mechanism assists the model in focusing on the critical
word in a given sentence. It is composed of three linear layers, each of which contains
a branch of simple fully connected neurons that lacks an activation function. They are
primarily used to map inputs to outputs and to change the dimensions of the inputs
themselves. To jointly attach data from various representation sub-locations at various
positions Attention is divided intomultiple heads. Each liner layer contains three distinct
functions: Query, Key, and Value. The liner layer mass is enhanced by the embedding
layer weights. The calculation is as follows:

MultiHead(Q,K,V ) = Concat(head1−−−−−−−headh)w
0 (3)

where, headi = Attention(QMQ
i ,KM

K
i ,VM

V
i ). After the multiplication query, key and

value matrices are generated. A score matrix is used to count how much a word has to
attend to every other word. SoftMax is another score matrix that turns attention scores
into the probabilities.Which helps the model to be determined on which words to attend.
The output of QK and V then inject Linear layer. Encoding layer’s output is poured into
decoding stratum. At the first mask, multi-headed attention is done into the output and
then fed into the next attention layer. To ensure the transparency of the network into the
words masked multi-headed attention is essential. The model with transformer is used
in our research is directed in Fig. 4:
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Fig. 4. Model design for our research work

3.5 Model Deployment

Apre-trainedBERT library is used to build themodel. Transformer bidirectional training
is largely used in Bidirectional Encoder Representations from Transformer (BERT). In
order to pre-train deep bidirectional structures from unmarked text, BERT plans to
condition either left or right aspect at all stages. A transformer in BERT’s attention
mechanism learns word-to-word contextual relationships.

BERT is divided into two sections, one for encoding and the other for decoding. Text
data is read via encoding, and predictions are made through decoding. We used masked
LM (MLM), where words are replaced by a mask before sending to BERT. The last
hidden vectors accompanying to the mask tokens inject output SoftMax of transformer.
15 percent of the tokens in each sequence are masked in this experiment.

On top of the encoding layer, the classification layer is applied. In this classification
layer, the Adam optimizer is utilized, and binary cross entropy is used to evaluate the
loss function. To determine the appropriate learning rate, the ktrain library is employed
(Fig. 5).

Fig. 5. Learning rate
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The model is then trained using the weight, learning rate, and epoch 5 parameters
that were previously set. The model dataset2 is then utilized for testing. We use four
other models in addition to our proposed one: Convolutional Neutral Network (CNN),
Long Short-Term Memory (LSTM), Support Vector Machine (SVM), and Nave Bayes.

CNN: Convolutional networks have been found to be excellent at classifying both short
and long texts in a variety of situations [20–21]. As a result, we try to categorize bogus
news using a CNN model that is similar to [20]. We employ ReLU as the network’s
activation function.

LSTM: One of the most extensively utilized models in text categorization and gener-
ation issues is the Long Short-Term Memory (LSTM) [22–23] network. Bidirectional
LSTM (Bi-LSTM) in particular has demonstrated outstanding ability in catching sequen-
tial information from both directions in texts. The attention mechanism has also been
demonstrated to be an effective pooling technique for classification issues when paired
with Bi-LSTM. Here, the author investigates a Bi-LSTM model with attention at the
top, which is similar to [24]. We use a total of 256 LSTM units. In the network, we use
two layers of Bi-LSTM. Drop out used in LSTM and CNN model is 0.25 to avoid over
fitting.

SVM and NB: The Nave Bayes classifier is a basic classification algorithm that is
built on the Bayes theorem. It’s hard to choose which Nave Bayes algorithm to use.
They outperform Bernoulli and Gaussian Nave Bayes in text classification. Multinomial
Many problems involving phrase categorization employ Nave Bayes. The support vector
machine is used to solve regression or designation aspects. A text dataset is resistant to
over-fitting in high-dimensional space. Given that most texts are linearly separable, the
linear kernel is chosen. Similar to [17], we use SVM and MNB in this paper.

BERT [25], have recently made significant progress in a diversity of NLP tasks. We
devoted the multilingual BERT model to categorize fake and true news to assess the
breadth of such a language model in our work. HuggingFace’s Transformers has openly
provided pre-trained model weights and implementation.

4 Experimental Results and Discussion

After training, the BERTmodel, LSTMwith regularization model and CNNmodel with
dataset1 and testing with dataset2, different evaluation matrices are adhered to ascertain
the effectiveness of different models. Confusion matrices for three models are depicted
in Table 4.
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Table 4. Confusion matrices of models

Confusion matrices

Models Fake Real

Transformer (BERT) Fake 939 54

Real 397 1151

LSTM with regularization Fake 897 96

Real 188 1360

CNN Fake 893 154

Real 38 1510

SVM Fake 600 397

Real 740 800

NB Fake 605 388

Real 746 802

Obtained accuracy from these five models is displayed in Table 5 and 6.

Table 5. Comparison of overall performance among models

Evaluation
matrices

Fake news detection models

Transformer (BERT) LSTM with regularization CNN SVM NB

AUC 95% 88% 92% 61% 55%

Precision 0.95 0.82 0.95 0.44 0.44

Recall 0.94 0.90 0.84 0.60 0.61

F1 score 0.94 0.85 0.89 0.50 0.51

Table 6. Comparison of performance among models for fake news detection

Evaluation
matrices

Fake news detection models

Transformer (BERT) LSTM with
regularization

CNN SVM NB

Precision 95% 82% 95% 44% 44%

Recall 93% 90% 84% 60% 61%

F1 score 94% 85% 89% 50% 51%
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(a) LSTM with Regularization Model                     (b) CNN Model 

(c) BERT Model 

Fig. 6. Accuracy and loos graph of models

After comparing the results of several performance matrices in Tables 4, 5 and 6 we
show that BERTmodel outperforms all others.We also calculate the loss and accuracy of
three models that achieve good results in the detection of fake news in Bengali. Among
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them, BERT’s accuracy is higher than that of other models, and its loss is lower. Figure 6
illustrates the loss and accuracy graphs for the LSTM with regularization model, CNN
model, and BERT model.

After observing the accuracy of different models, it confirms that the BERT model
shows better accuracy than else models on the Bengali fake news detection task. And,
after comparing the loss and accuracy graphs of all models, we observed that our pro-
posed model has a greater accuracy and a lower loss than other models. But the main
limitation of this research is data for fake news are not enough. The accuracy of fake
news identification is not sufficient for our suggested algorithm due to the restriction of
fake news data.

There are hundreds of fake news websites on the internet, ranging from those that
deliberately imitate real newspapers to those that blur the lines between satire and pure
confusion. False information is spread via social media. We will use web scraping to
collect fake news from sites like these in the future.

5 Conclusion

The models in this study are trained and tested using primarily two datasets. To detect
Bengali fake news, we primarily suggested a transfer learning-based BERT model. The
accuracy of models is assessed using various evaluationmatrices, and we discovered that
our BERT-based model has the highest accuracy. In near future, we intend to use various
feature extraction tactic to fine-tune the parameters of our model, as well as collect false
news data using web scraping techniques to create a standard dataset. We also intended
to create a website that could automatically distinguish between phony and true news.
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Abstract. Crowd counting is a technique used to estimate the number of people
in an image at a particular instance. Accurate and quick estimation of crowd counts
is a challenging yet meaningful task which has a wide range of applications in
diverse fields. A CNN-based crowd counting approach which utilizes the first 13
layers of pre-trained VGG-16 model and dilated convolutional layers to generate
quality density maps is proposed. The dilated layers allow for larger receptive
fields without increasing the amount of computation. In addition, a federated
learning-based approach involving the federated averaging algorithm is adopted
to decentralize the training process, reduce the time taken and preserve privacy.
The problem of domain-adaptation in crowd counting is also addressed by training
a model using the abundant labelled data available in the source domain and
transferring the parameters learnt to a target domain with relatively fewer labelled
data using neuron linear transformation, thereby minimizing the domain gap and
improving performance.

Keywords: Crowd counting · CNN · Federated learning · Domain adaptation

1 Introduction

Crowds occur in a variety of situations, for instance, concerts, political campaigns,
religious gatherings, rallies, marathons, and stadiums. Hence, it is important to devise
an efficient method to estimate the number of people in an image. Crowd counting has
proved to be extremely useful in real-world applications like urban planning, disease
control, traffic management, public security, crowd analysis, and surveillance. It also
helps in getting more accurate and comprehensive information critical for making swift
decisions to prevent andmitigate stampedes and riots. Thus, crowd counting has emerged
as an important research area with the potential to offer promising solutions.

The conventional methods for crowd counting include detection-based, region-based
regression, and density estimation-based approaches. However, these traditional tech-
niques face many challenges like high cluttering, variations in illumination and crowd
densities, susceptibility to background interference, differences in resolutions and scales,
blurring and occlusions. With advancements in the fields of deep learning and computer
vision, CNN-based approaches [9] have also been developed. Federated learning-based
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methods can also be used to parallelly train models across clients and aggregate their
results using federated averaging [11] to obtain a global model with better performance
in lesser time. Such distributed learning-based crowd counting methods are useful as
surveillance cameras are often installed in different geographical locations and gathering
all training data at one place in real-time is expensive.

Existing crowd counting techniques often presume that crowd images are captured
by the same camera from similar viewpoints, under the same lighting conditions and
backgrounds, and have identical crowddensities. But this assumption is not very realistic.
Moreover, the existing real-time datasets are limited in number and scale and are likely
to cause degradation in performance. This gives rise to the need for generating a domain
adaptation-based crowd counting method [8, 15] that exploits a source domain with a
large amount of training data and uses transfer learning to minimize the domain gap and
provide a model that is suitable for target domains with few-shot data.

2 Related Work

Themethods used for crowd counting can be categorized as detection-based, regression-
based, density estimation-based, and CNN-based methods.

Crowd counting methods based on detection make use of a sliding window detec-
tor to identify individuals in a specific image and return their count. For instance, the
detection-based crowd counting method discussed in [1] focuses on detecting pedestri-
ans in annotated, monocular images using various state-of-the-art detection algorithms.
However, these approaches fail to perform well on highly congested crowd images with
severe occlusion.

In regression-based methods, the crowd images are first cropped into patches. Fol-
lowing this, the low-level features are extracted from them and crowd count is calculated.
For example, a multiple-output regression model for joint localized crowd counting is
proposed in [2]. The inter-dependent low-level features from local spatial regions are
learnt and local crowd count outputs are provided. However, saliency is usually ignored
in these approaches. This results in incorrect predictions.

Densitymaps are first generated for the available crowd images in density estimation-
based methods. Then, an algorithm is used to find the mapping between the local fea-
tures extracted and the corresponding density maps. In [3], the random forest algorithm
performs density estimation for the crowd counting task. All the patches from the input
image are extracted and branching is carried out recursively until the leaf node is reached
in order to obtain predicted labels. Using these labels, patch-level density maps are com-
puted. The density map of the entire image is generated by taking the average of all
overlapping predicted maps.

CNN-based methods allow for the entire crowd image to be processed end-to-end,
unlike the previous approacheswhichworked at the patch level. In [4], predictions of deep
and shallow convolutional networks are merged to perform crowd counting. The deep
network is used to capture features on a higher level and its architecture is similar to that of
VGG-16. The shallow network is used to recognize the low-level head blob features. This
combination allows for obtaining accurate crowd counts under extreme variations. The
proposed method in [5] uses Switching Convolutional Neural Network (Switch-CNN).



Crowd Counting Using Federated Learning and Domain Adaptation 99

This method helps in reducing the crowd count error and improves density localization
by utilizing the density variation from the input image. This method maps patches in
a grid from a crowd image to independent CNN regressors. A switch classifier aids in
sending the patch to the appropriate regressor. A method proposed to detect the crowd
count from a single arbitrary image taken from any different perspective consisting of a
varied crowd density is discussed in [6]. It utilizes aMulti-ColumnConvolutional Neural
Network (MCNN) which has 3 convolutional neural networks columns with filters of
varied sizes. This enhances the network’s ability to account for variations in perspectives.
The density maps are obtained accurately with the help of kernels that can adapt to the
geometry of the crowd scene and bring about generalizability. A fully convolutional
model is discussed in [7] to predict the number of people in an image. The absence of
fully connected layers ensures that the spatial information is retained. This approach
produces a density map which is of the same size as the input crowd image. An unbiased
ground truth generation method is also introduced to overcome perspective distortions.

Often, adequate data is available in a particular domain while relatively scarce data
is available in another domain. In numerous crowd counting applications, the concept
of domain adaptation comes into play to ensure that a model performs well and predicts
the crowd count accurately in a new target domain by leveraging the large amount
of source domain data it was trained with. In order to enable domain adaptive crowd
counting, a deep learning-based approach is introduced in [8]. The backbone architecture
of Multi-Column Convolutional Neural Network is adopted with the intent to transform
the models learned in one domain to a target domain, which varies from the former in
various aspects like backgrounds, environment, lighting, viewpoints, etc. The concept
of maximummean discrepancy is incorporated as domain adaptation loss. Additionally,
supervised, semi-supervised, and unsupervised domain adaptation methods have been
performed considering various standard datasets as the source and target domains.

With the growing increase in the importance of privacy, the use of decentralized
learning has increased. The issues of resource allocation, communication costs, and data
security of a traditional machine learning model are resolved via a federated learning
approach. In [11], federated learning has been used for image classification where the
model trains a large image dataset distributed among 5 users on their own deviceswithout
sending the data to the server.

3 Proposed Work

3.1 Data Preprocessing-Ground Truth Density Map Generation

The objective of data preprocessing in the proposed work is to generate two-dimensional
ground truth density maps using the space-wise distribution of people for all crowd
images provided in the dataset in the form of matrices consisting of head annotations.
For every head annotation in the matrix, the mean distance of its k nearest neighbors is
computed. The head annotations in the image are blurred by convolving using aGaussian
filter normalized to 1. Thus, the ground truth density map is generated. The crowd count
is computed by calculating the integral over the density map. Figure 1 shows a crowd
image from the Shanghai Tech part B (STB) dataset. Figure 2 shows the ground truth
density map generated for the same image.
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Fig. 1. A crowd image from STB dataset Fig. 2. Corresponding ground truth density
map

3.2 CNN-Based Crowd Counting

The system architecture shown in Fig. 3 represents the steps involved in CNN-based
crowd counting. The Shanghai Tech B dataset consists of crowd images and their head
annotation matrices. These matrices are preprocessed in order to obtain ground truth
density maps. These are used as labels while training the CNNmodel. The model is then
evaluated using the mean absolute error metric.

Fig. 3. Architecture diagram for CNN-based crowd counting

VGG-16 is a popular deep convolutional neural network model widely used in var-
ious deep learning image classification problems [16]. There are a total of 13 convolu-
tional layers and 3 fully connected layers. The input to the model is a 224 × 224 RGB
image. This is then passed through a stack of convolution layers. The first two layers
are convolutional layers that use 64 filters and a pooling layer. This is followed by two
convolutional layers having 128 filters and a max pooling layer. Three convolutional
layers are also added with 256 filters and followed by a max pooling layer. This is added
with two more stacks, each containing 3 convolutional layers having 512 filters and a
max pooling layer. Finally, there are 2 fully connected layers and a softmax layer with
an output of 1000 classes. All convolutional layers have a 3 × 3 filter with a stride
of 1 and max pooling layers have a 2 × 2 filter of stride 2.VGG-16 uses small filters
with added depth instead of large filters and still provides effective receptive field. It has
found numerous applications in the area of computer vision. Figure 4 shows a detailed
architecture diagram for the VGG-16 model [18].

In order to handle complicated problems and achieve better results, the CNN model
is often deepened by stacking additional layers. However, this increases the number of
parameters and can prove to be computationally expensive. The existence of pooling
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Fig. 4. VGG-16 architecture

layers also leads to the loss of resolution and hence reduction of the model’s accuracy
and performance. Dilated convolution layers act as an effective alternative [17]. They
expand the kernel by inserting holes between its consecutive elements (pixel skipping).
This enlarges the receptive field and offers more detailed information without increasing
the number of parameters or the amount of computation. An additional parameter called
dilation rate is used to indicate how much the kernel is widened. In dilated convolution,
a small-size kernel with k × k filter is enlarged to k + (k − 1) (r − 1) x k + (k − 1)
(r − 1) with dilation rate r. The use of dilated layers also proves to be computationally
efficient as it offers wider field of view with every convolution operation and does not
increase the number of parameters [9]. Figure 5 depicts the dilated kernels and their
receptive fields for different dilation rates.

Fig. 5. Dilated kernels for different dilation rates

The proposed CNNmodel architecture uses a convolutional neural network consist-
ing of the first 13 pre-trained layers of the VGG-16 backbone, followed by 6 layers of
the dilated convolutional neural network and 1x1 convolutional layer. The first thirteen
layers of the VGG-16 backbone are used for 2D feature extraction and the other deeper
layers are avoided as they would lead to downgrading of the output by reducing its size
in turn making it difficult for the generation of good quality density maps. The next
six layers of the dilated convolutional neural network with dilated kernels process the
extracted features efficiently with a dilation rate of 2. These layers are initialized using
Gaussian initialization with 0.01 standard deviation. The final 1 × 1 convolutional layer
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is used to obtain the final density map. The layers in the model make use of the Rectified
Linear Unit activation function (ReLU). Since it doesn’t activate all neurons at once and
prevents forwarding of values lesser than zero, ReLU proves to be more beneficial than
other activation functions. The architecture of the CNNmodel discussed above is shown
in Fig. 6.

Fig. 6. CNN model architecture

Optimizers are algorithms used to change the attributes of a neural network like its
learning rate or weights to minimize the error and maximize the efficiency of the model.
For training the CNN model architecture shown in Fig. 6, the Adam optimizer is used
and the learning rate is fixed to 1e−5. In addition, the Mean Squared Error (MSE) loss
function is used. It calculates the square of the difference between the crowd count in the
ground truth density map (actual) and predicted density map for each training sample,
adds them all and computes their average. MSE loss is used as it is relatively more
sensitive to outliers. The model was trained for 100 epochs with the batch size set as 16.

3.3 Federated Learning Based Crowd Counting

The system architecture diagram represented in Fig. 7 describes the process involved in
federated learning based crowd counting. The STB dataset is divided equally between
two clients. They train the CNN-based models, initialized with the global model’s
weights, locally with their partition of data and share the training results to a global
server. This server performs federated averaging of these models’ weights and sends
them back to the global model. This process is repeated in several rounds.

In traditional machine learning, the data and training are all done in a centralized
location. However, federated learning allows for collaborative machine learning and
eliminates the need for centralized training data. Federated averaging (FedAvg) is an
algorithm used for distributed trainingwith several clients. A random subset ofmembers,
called federated clients are selected and the training data is horizontally partitioned
among them. Each client receives the global model synchronously from the server and
computes an updated model using its local data. The model updates from all clients are
forwarded to the central server, which then aggregates them to construct an improved
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Fig. 7. System architecture for federated learning based crowd counting

global model, with better performance. The algorithm used for model aggregation is
known as federated averaging. It involves component-wise parameter averaging which
is scaled based on the proportion of data points (amount of data) contributed by each
participating client. This procedure is repeated iteratively for the required number of
communication rounds and the ultimate global model is obtained. Federated learning
can be made more practical with the help of federated averaging which enables training
of high-quality models using relatively fewer rounds of communication.

In the proposed work, horizontal federated learning is carried out. Two federated
members (participating clients), namely client A and client B, are chosen and the Shang-
hai Tech Part B dataset is horizontally partitioned among them. The dataset contains 400
images for training and these are divided equally among both the clients. The CNN-
based model discussed in the previous section is used here as well. To start with, clients
will receive the current global model’s weights from the server. At the client level, the
local CNNmodel is trained using the client’s data. Then, the model parameters obtained
after training are aggregated. This model aggregation process involves the following
steps. First, the resultant weights from local models trained by the clients, A and B,
are scaled by multiplying them with a scaling factor. The scaling factor is calculated
based on the amount of data contributed by each client. Here, the training data is shared
equally among both clients. Hence, the scaling factor is 0.5. Then, the scaled weights of
clients A and B are summed. This process is called federated averaging. These averaged
weights are then updated to the global model. This marks the end of one communication
round or global training epoch. This process is repeated for 100 communication rounds
in order to obtain the final trained global model.

3.4 Domain Adaptive Crowd Counting

The system architecture diagram shown in Fig. 8 represents the process involved in
domain adaptive crowd counting. The CNNmodel at the source domain (MALL dataset)
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is trained and Neuron Linear Transformation (NLT) is employed to pass over the param-
eters learnt to the model at the target domain. The target model is then trained using the
limited data present at the target domain (STB dataset) to optimize these parameters and
improve performance.

Fig. 8. System architecture for domain adaptation based crowd counting

Crowd images are often captured under varied lighting conditions, from different
camera angles and contain diverse background elements. The crowd density in an image
(whether the crowd is sparse or dense or highly congested) also varies to a great extent.
The cameras used to click images also possess distinct features. For instance, two unique
geographic locations which have cameras installed in real-time for capturing crowd
images. The crowd images obtained from these two locations are bound to be different
from each other. Therefore, a domain shift exists between them and amodel that predicts
accurate density maps using images from one location may not perform as well in
the other. This dissimilarity amongst domains calls for a solution that can transfer the
knowledge learnt from one domain to another in order to achieve better performance.
This is the idea behind domain adaptation. Consider a source domain and a target domain,
wherein the source domain contains a larger amount of labelled training data and the
target domain contains insufficient data. The objective of domain adaptation is to map
the domain shift between the two domains and transform the model learnt in the source
domain to perform well in the target domain as well.

In the proposedwork, supervised domain adaptation has been carried out. The source
domain has several labelled images and greater diversity in terms of crowd density,
lighting conditions, etc. while the target domain has few-shot labelled data, i.e., limited
labelled images. The source and target domains were selected based on the number
of labelled training images available in popular crowd counting datasets. The source
domain used in this work is the MALL dataset which consists of over 1000 labelled
training images and greater variation in activity patterns and scene objects. The target
domain used is Shanghai Tech Part B dataset which has 400 labelled training images.
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MALL dataset also has higher perspective distortion and more severe occlusions when
compares to STB.

Themethod ofNeuron Linear Transformation is utilized to delineate the gap between
the two domains at the parameter level. In the proposed work, MALL dataset and STB
dataset were chosen as the source and target domains. The same CNN-based model is
considered at both the domains and called as source and target models. The sourcemodel
is first trained and performs really well in the source domain. Then the target model is
trained andNLT is embedded into this training process. The domain shift is thusmodeled
by transferring neurons from the source model to the target model which has lesser data.
The target neuron is generated through a linear transformation.Ultimately, a targetmodel
is obtained which performs equally well in the target domain.

4 Results and Discussions

4.1 Datasets

Shanghai Tech Part B. The Shanghai Tech Part B (STB) dataset is a large-scale crowd
counting dataset. It contains 716 annotated images with relatively sparse crowd scenes
taken from metropolitan streets in urban areas of Shanghai, China.

MALL. TheMall dataset is a publicly accessible dataset predominantly used for crowd
counting. Its images are collected from a surveillance camera located in a shoppingmall.
It includes 2,000 annotated video frames with an average resolution of 320 × 240. A
total of 62,325 pedestrians are annotated in this dataset.

4.2 Evaluation Metrics

The evaluation metric used is Mean Absolute Error (MAE). MAE is the average of
the absolute values of prediction error on each crowd image in the test data. Prediction
error refers to the difference between the actual and the predicted values for a particular
instance.

MAE = 1

N

∑N

i=1
|Ci − CGT

i | (1)

where N is the number of images used for testing, Ci and Ci
GT are the predicted crowd

count and the ground truth (actual) crowd count corresponding to the ith image.
In order to assess and examine the quality of the predicted densitymaps, PSNR (Peak

Signal-to-Noise Ratio) and SSIM (Structural Similarity in Image) metrics are used. The
SSIM value typically ranges from 0 to 1. Higher values of PSNR and SSIM indicate that
the density maps are of good quality.

PSNR = 10.log10

(
MAX 2

I

MSE

)
(2)
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where MAXI is the maximum possible pixel value of the image and MSE (Mean Square
Error) is defined as

MSE = 1

mn

∑m−1

i=0

∑n−1

j=0
[I(i, j) − K(i, j)]2 (3)

where I is a m × n monochrome noiseless image and K is its noisy approximation.

SSIM (x, y) = [l(x, y)]∝.
[
c(x, y)

]β
.[s(x, y)]γ (4)

where l is luminance, c is contrast, s is the structure and α, β, γ are the positive constants.
Luminance, contrast and structure can further be defined as

l(x, y) = 2μxμy + C1

μ2
x + μ2

y+C1
(5)

c(x, y) = 2σxσy + C2

σ 2
x + σ 2

y+C2
(6)

s(x, y) = σxy + C3

σxσy + C3
(7)

where μx and μy are local means, σx and σy are standard deviations and σxy is cross-
covariance for images x and y.

4.3 Outcomes and Comparative Analysis

All three crowd counting approaches are evaluated using theMeanAbsolute Errormetric
and the results are compared. The crowd image chosen for testing and its corresponding
ground truth density map are shown in Fig. 9 and Fig. 10 respectively. The original
crowd count for this image is 87.

Fig. 9. Original image Fig. 10. Ground truth density map

The three crowd counting methods discussed earlier, namely CNN-based crowd
counting, federating learning-based crowd counting and domain-adaptive crowd count-
ing are used to predict the density map and hence, estimate the number of people in an
image. In order to effectively compare these methods based on their ability to generate
accurate density maps, the same image from the STB dataset is used for testing. The
predicted density maps for each approach are shown in Figs. 11, 12 and 13.
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Fig. 11. The density map predicted using CNN with dilation layers whose crowd count is 99.32

Fig. 12. The density map predicted using federated learning whose crowd count is 97.11

Fig. 13. The density map predicted using domain adaptation whose crowd count is 79.48

Table 1 represents the crowd count estimated based on the density maps predicted
for each of the three crowd counting approaches used.
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Table 1. Approach-wise analysis based on predicted crowd count

Approach Original crowd count Predicted crowd count

CNN with dilation layers 87 99.32

Federated learning 87 97.11

Domain adaptation 87 79.48

The approaches used for crowd counting in this paper and their corresponding Mean
Absolute Error obtained after evaluation and training time are listed in Table 2. The
lower the MAE, the more accurate the approach is. The crowd counting approach that
uses a CNNbased architecture with dilation layers gave the least value ofMeanAbsolute
Error (10.99) within a moderate training time (4.5 h). Federated learning-based crowd
counting is found to have the shortest training time (2.5 h) along with a slightly higher
MAE (11.13). The short training time for this approach can be attributed to the fact that
training data is divided among various clients and the training process occurs at different
locations and devices simultaneously. The domain adaptive crowd counting approach
has a reasonable MAE (21.49) but the time taken for training (7 h) is considerably long.
Here, the source model is first trained in a source domain with a huge amount of training
data. Transferring the knowledge gained in this process to a target model with lesser
data is a time-consuming and elaborate process. This explains the training time of 7 h.
In addition, performance of a model often depends on the amount of data available for
training. Since, the target domain has fewer data, the domain adaptation-based approach
results in the highest MAE among the three approaches.

Table 2. Approach-wise analysis based on MAE and training time

Approach MAE Training time

CNN with dilation layers 10.99 4.5 h

Federated learning 11.13 2.5 h

Domain adaptation 21.49 7 h

In federated learning-based crowd counting, the training data is horizontally divided
among federatedmembers or clients. As the number of clients are varied, their individual
data contributions and hence the scaling factor used in the federated averaging algorithm
also varies. Table 3 describes how the counting error and training time change when the
number of clients is varied. As the number of clients increases, the number of models’
whose weights will be scaled and averaged will also increase. This excessive averaging
can lead to increase in MAE. Moreover, greater duration of time will be required to train
the local models and send their weights to the global server. This explains the increase
in training time as the number of federated clients increases.

The quality of densitymaps generated is pertinent to the accuracy of the crowd counts
obtained. The standardmetrics used to evaluate densitymap quality are PSNRand SSIM.
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Table 3. Comparison based on number of federated clients

No. of clients MAE Training time

2 11.13 2.5 h

3 27.85 3.6 h

4 14.24 4.1 h

The PSNR and SSIM values calculated for each of the crowd counting approaches used
are compared in Table 4.

Table 4. Approach-wise comparison of PSNR and SSIM

Approach PSNR SSIM

CNN with dilation layers 31.11 0.91

Federated learning 31.23 0.90

Domain adaptation 26.82 0.81

5 Conclusion and Future Work

5.1 Conclusion

In this work, a deep CNN-based architecture that allows for generation of quality density
maps and hence, accurate crowd counts using images from congested crowd settings
captured in the Shanghai Tech B dataset, is proposed. The use of dilated convolutional
layers as a replacement for pooling layers allows for a greater receptive field andminimal
loss of resolution. The proposed model was also extended to federated-learning and
domain-adaptation-based crowd counting approaches. The federated-learning approach
involved training the model with local data at the client level, exchanging the resultant
parameters and aggregating them, and then updating the global model. The process was
repeated iteratively to obtain improved results. The domain-adaptive crowd counting
approach facilitated the transfer of knowledge gained from a large and diverse source
domain to a relatively few-shot target domain. In this work, the task of crowd counting
has been carried out using three different approaches. It has been observed that in terms
of MAE alone, the “CNN with dilation layers” approach is the best (MAE = 10.99) and
when training time alone is taken into consideration, the federated learning approach
with 2 federated clients provides the best result (Training time= 2.5 h). At the same time,
competent results were obtained when a crowd counting model trained at one domain is
put to use in another domain with lesser data using the “Domain Adaptive” approach.
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5.2 Future Work

The work to be carried out in the future involves improving the quality of crowd density
maps produced, making them lookmore visually appealing and reducing the mean abso-
lute error further to obtain more accurate crowd counts. Furthermore, the current work
deals with static-image based crowd counting only. Domain adaptive crowd counting
can also be implemented for other datasets as well as images collected from real-world
source and target domains that vary based on camera angle, location, etc. The work
can be expanded to video-based crowd counting in real-time to facilitate various practi-
cal applications. Addition of crowd monitoring, segmentation, tracking and localization
capabilities can also be done in the future.
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Abstract. People’s willingness to read is declining at an alarming rate as their
attention spans decrease. Consequently, crafting a brief description of the most
significant news story, as well as the most intuitive title that relates to the synopsis,
is key concept. When individuals write summaries of articles, they do not only
take words and concatenate them, they also make up new grammatical phrases or
sentences that are grammatically comparable to the original piece and commu-
nicate original gist of text. Despite the fact that humans have a great ability to
abstract information, automated summarization is a challenging task. To produce
news headlines from a corpus of news articles, an abstractive text summarization-
based approach has been developed. Abstractive text summarization is a suitable
fit for this goal since it produces human-like summaries. The seq2seq approach is
often employed in abstractive text summarization. The proposed method Seq2Seq
model with LSTM for generation of news headlines. ROUGE and BLEU scores
have been used to evaluate performance of the model. The proposed approach also
performs better in terms of ROUGE and BLEU scores, when compared with other
state of art news headline generation methods.

Keywords: Summarization · News headline · Seq2Seq · Abstractive · Text
summary

1 Introduction

The most common way of developing a compact, precise, and familiar rundown of
extended text content is known as text summarization. To help users select important
information and consume it more quickly, automatic text summarising is need of the
hour to manage large amount of text available on digital platforms. For some decades, it
has been seen that a vast amount of digital data is being generated day to day. According
to a report of statistica [1], till 2025 180 zb data will be generated globally. Due to this
vast amount of data, and it has become very difficult to find the relevant information in
his own interest.When users search the information on the internet, it provides thousands
of data, some are relevant and some are irrelevant. To find the informative data, users
need to read the entire document and waste the time reading that document. In many
cases, users have no time to read the entire text. So text summarization provides an easy-
to-use method for generating summarized text. Text summarization system increase the
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effectiveness of the document, reduces the reading time, increases the productivity level
and ensures that all important facts are covered in summary.

In some decades, many researchers are working exhaustively in the area of text
summarization and many business products are in the market for text summarization.
According to a market report [2], global text analytic market will reach to 14.84 billion
till 2026. From this trend, it can be assumed that there is a lot of scope for research work
in this area.

Some problems are associated with text summarization. Some of the primary issues
addressed in the process of text summarising include text identification, interpreta-
tion, and summary production, as well as analysis of the created summary. Identify-
ing key terms in the document and using them to find relevant information to include
in the summary is one of the most important jobs in extraction-based summarization.
Some challenges like performance matrix for summary quality assessment, domain spe-
cific summaries, generating concise summaries are associated with text summariza-
tion. The majority of effective text summarising systems uses extractive summarization.
Abstraction-based summarization is intrinsicallymore complex, and it is a research topic
in progress.

Text Summarization Can Be Done Using Two Approaches

• Extractive text summarization - Extractive summarization methods are focussed to
identify important lines in large text. These important lines are combined to generate
a brief summary

• Abstractive text summarization (ATS) - Abstractive text summarization generates
the new sentence itself from the piece of text. Those sentencesmay not be present in the
text. The abstractive method generated text is shorter and conveys the information to
the original text. Abstractive text summarization reduces grammatical inconsistency
of the text document. ATS methods uses models of natural language processing to
generate brief summary.

In this paper, a model has been developed to generate news headlines using the
abstractive text summarization method on news article corpus that can generate short-
length news headlines. The dataset has been extracted from ‘inshorts’ news websites.
This dataset contains a large number of news data like headlines, text, author, date, and
read_more attributes. Before building the model, many pre-processing techniques have
been applied to the dataset to make the data ready for processing. For model building,
Seq2Seq model with LSTM has been used. To measure the efficiency of the model,
ROUGE score and BLEU score have been used.

2 Literature Review

Text summarization is not a very new area of research. A lot of work has been already
done in the area of text summarization. Earlier extractive text summarization techniques
have been used for text summarization but these techniques did not produce exactly
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human-like summaries because some sentences are selected from text to produce a sum-
mary. Nowadays abstractive text summarization techniques are being used because they
produce human-like summaries. We have discussed some abstractive text summariza-
tion techniques here. Recent works on abstractive text summarization use the seq2seq
model; they are quite suitable to solve the text summarization problem. Rush et al. [3]
proposed ATS with attention mechanism. They used the neural language model with a
generation algorithm with the DUC 2003 and DUC 2004 datasets. They used the data
extracted from the New York Times. This model produces accurate abstractive summa-
rization. Nallapati et al. [4] used attention encoder-decoder Recurrent Neural Network
as well as hierarchical attention model for abstractive text summarization. In their work,
they used annotated Gigaword corpus as described in Rush et al. [3]. At the decoding
time, they used beam search to size 5to generate the summary. The dataset they used
is CNN/DailyMail dataset and DUC corpus (2003). The limited size of the summary
to a maximum of 30 words but these models produce summaries that contain repetitive
phrases at times. To overcome these problems they used the temporal attention model
of Sankaran et al. [5]. They also establish benchmark numbers of future work. Narayan
et al. [6] used a Convolutional Neural network and multi-hop attention model for a
single-document summarization task. They construct the real-world large-scale dataset
by harvesting online articles from the British Broadcasting Corporation (BBC). This
model creates a short and one-sentence new summary and generates the text summaries
whose length is 90 tokens. Talukder et al. [7], generate the abstractive text summary using
seq2seq model with bi-directional LSTM with attention model. They used the Bengali
dataset extracted from social media sites such as Facebook etc. This model provides
the maximum accurate predicted summary. For creating text summaries, Liu et al. [8]
employed LTABS, a novel sequence to sequence model (Abstractive Summarization on
LSTM and transformer). The transformer is better suited for summary generating activ-
ities with this model. CNN and DailyMail, as well as XSum, were utilised as datasets.
The words in the original text can be copied using the LTABS model. This approach
also produces a fantastic text summary from the lengthy material. Toi Nguyen et al. [9]
applied an encoder convolutional neural network. In their work, they introduce an archi-
tecture called pointer-generation E-Con (PGEC) whose conditioning is the combination
between pointer generator and a novel convolutional network with weight normaliza-
tion. They used two datasets Gigaword and DUC (2004) dataset, and perform ROUGE
1 score. ROUGE 1 score on the Gigaword dataset is 32.28 and on the DUC (2004) is
27.13. This model produces an abstractive summary without the repetition of words.
K.R. Mishraet al. [10] applied sequence to sequence encoder-decoder model using RNN
and bidirectional Gated Recurrent Unit (GRU) method. GRU method used for their
capability of learning long-term dependencies. In this work, they used the Nepali news
articles and headlines are scraped from different Nepali news web portals. This model is
carried out with proper word vector representation and the approach can be well used for
Nepali text generation. Zepeng Hao et al. [11] used feature-enhanced seq2seq model for
text summarization. The capture network is used in this model to improve the encoder
and decoder in traditional seq2seq, and the second feature is used to increase the model’s
capacity to retain long-term and global characteristics. The CNNDaily Mail dataset was
utilized. This approach compresses longer content into a concise, high-quality summary.
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MohamedYoussfi et al. [12] used RNNwith encoder-decoder. They also used their owed
trained French word embedding. A novel headline creation approach based on a gen-
erative pre-trained model was suggested by Ping et al. [13]. This model just includes
a decoder that includes the pointer mechanism and n-gram language information. The
dataset was created using data from the Chinese micro blogging site sinaweibo, and it
was given the label big scale Chinese short text summary (LCSTS). The source text was
shortened to 80 tokens and title was shortened to 10 tokens. The proposed work have
used seq2seq with just LSTM model and encoder- decoder with LSTM for news sum-
mary using abstractive text summarization. For evaluating the performance, ROUGE-1,
ROUGE-2, ROUGE-L and BLEU scores have been used. ROUGE measures recall and
BLEU measures precision.

3 Methodology

In this study, a model for generating short-length news headlines has been built utilizing
the abstractive text summarization approach on a news article corpus. The dataset has
been extracted from the ‘inshorts’ news website. The headlines, text, author, date, and
read more characteristics are all present in this dataset. Many pre-processing approaches
were used on the dataset before developing the model to prepare it for processing. The
headline generation model have been created using Seq2Seq model with LSTM and has
been implemented in Tensor Flow TPU version. TPU has far more processors than the
CPU. ROUGE and BLEU scores were used to assess the model’s efficacy. The workflow
of the methodology is shown in Fig. 1.

Fig. 1. Workflow of process

3.1 Dataset

To build a model news headline generation, huge data is required to produce a better
result. The dataset has been extracted from ‘inshort’ newswebsite usingAPI. This dataset
contains several columns such as text, headlines, author, date and read_more, but only
text and headlines column have been used in the proposed work. This dataset contains
29358 Data instances. Following Table 1 shows some characteristics of the data.
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Table1. Characteristics of data

Minimum length of text in
characters *

Maximum length of text in
characters *

Average length of text in
characters*

Text 280 417 360

Headline 34 99 70
* Including spaces.

3.2 Data Pre-processing

Datapre-processing is one of the important parts of text analytics because it cleans and
prepares the text for analysis. There are many methods of data pre-processing but the
use of all these methods are depended on the objective of the model and type of data. A
regular expressions have been used to remove the unwanted data from news text along
with spacy. Pipe () method to take advantage in the form of speed. Following Fig. 2
shows pre-processing steps used in the proposed method.

Fig. 2. Pre-processing steps

Add contractions – Contraction is the shortening of a word, such as don’t for do not
and aren’t for are not. For a better analysis, it is required to broaden this contraction
in the text data. You may simply get a contractions dictionary on Google or make your
own and map the contractions with the module.

The following example shows the effect of adding contractions to the text.
Original Text - “y’all can’t expand contractions”.
Text after adding contractions - ‘you all can not expand contractions’.

Converting uppercase letters to lower case - Lower case and upper case letters are
viewed differently by the machine and a machine can easily read the words if the text
is in the same case, for example, the computer distinguishes between the terms life and
Life. To prevent such issues, all of the text should be in the case, with the lower case
being the most preferable case. So in the proposed method, all upper case letters are
converted to lower case letters. The following example shows the effect of converting
uppercase letters to lowercase letters.

Original Text: Tamil Nadu launches free vaccination drives
Converted Text: tamilnadu launches free vaccination drives

Remove words containing digits - When words and digits are mixed in a document, it
might be difficult for robots to grasp. As a result, words and numerals that are concate-
nated, such as sports12 or password@111, must be removed. Because this sort of term
is difficult to understand, it is best to eliminate it or replace it with an empty string.
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Removal of stopwords - Stopwords do not add anything to the conversation. The
NLTK library is a widely used library for removing stopwords. It eliminates about
180 stopwords.

Original Text: “World-class drainage system will be developed in India”.
Text after removal of stopwords: “world-class drainage system developed India”.

Removal of Special Symbols – Some special symbols like @, #, &, * etc. also have
been removed from the text and summary.

3.3 Tokenization

Tokenization is the process of dividing text into smaller chunks, such as individual words
or phrases. A “token” is a term used to describe each of these smaller parts. In this work,
fit_on_text tokenizer has been used that is part of the Keras tokenizer class, which is used
to update internal vocabulary for the text list. The rare word analysis is also performed
on text and summary parts of data.

Output of rare word analysis on text
{‘percent’: 61.27, ‘total_coverage’: 5.67, ‘count’: 26005, ‘total_count’: 42446}
Output of rare word analysis on summary
{‘percent’: 72.56, ‘total_coverage’: 10.76, ‘count’: 13066, ‘total_count’: 18006}

3.4 Word Embedding

A numeric vector input that represents a word in a lower-dimensional space is referred
to as Word Embedding or Word Vector. It permits the display of words with comparable
meanings. They can also be used to make educated guesses about what is being spoken.
A 50-valued word vector can express 50 distinct characteristics. Individual words in
a word embedding are represented as real-valued vectors in a specified vector space.
The technique is usually combined with deep learning since each word is mapped to a
single vector, and the vector values are obtained in a way that mimics a neural network.
Each unique word is represented as a real-valued vector in a predetermined vector space
when utilising words embeddings. In this work, one hot encoding word embedding has
been used. One hot encoding vector is a format in which a vector’s just one bit is 1. If
the corpus contains 500 words, the vector length will be 500. We take a window size
and cycle over the whole corpus after assigning vectors to each word. After tokenizing,
the vocabulary size of the text was 42,447, and the vocabulary size of the summary
was 18007. A collection of all words and their associated embedded terms is called an
embedded matrix. Size of embedding matrix for text was found (42548, 300) and size
of embedding matrix for summary was found (18061, 300).
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3.5 Add Tokens to Identify the Beginning and Ending of Text

To mention the start and end of the text some special tokens such as <sostok> and
<eostok> have been used. It is important to use <sostok> and <eostok> as start and
end tokens respectively becauseTensorFlow’sTokenizerwill filter the tokens and convert
them to lowercase. If _START_ & _END_ symbols will be used to mention the start
and end of text then tf’s tokenizer will convert them to start and end respectively. For
example, in the sentence ‘start everything is going to end in 2020 end’, the tokenizer
will help when will stop decoding when the first ‘end’ was found. So both _START_ &
_END_ and <sostok> and <eostok> have been used in the proposed work for better
identification of the start and end of the text.

3.6 Model

There is a lot of deep learning model used for different purpose like machine translation,
text classification, sentiment classification, etc. In the proposed work, seq2seq model
with LSTM has been used. This paradigm may be applied to any sequence-based issue,
particularly those in which the inputs and outputs are of varying sizes and categories.

Seq2Seq Model - Sequence to Sequence models are a type of Recurrent Neural Net-
work architecture that is commonly used to address complicated language issues such
as Machine Translation, Question Answering, Chatbot creation, Text Summarization,
and so on. Seq2seq takes a sequence of words (sentences or sentences) as an input and
creates a sequence of words as an output. The recurrent neural network is used to do
this (RNN). Although the basic RNN is rarely utilized, the more complex versions, such
as LSTM or GRU, are. This is due to the vanishing gradient issue that RNN has. In
Google’s planned version, LSTM is employed. By accepting two inputs at each moment
in time, it constructs the word’s context. The name recurring comes from two sources:
one from the user and the other from the prior output (output goes as input). Seq2Seq
model is a learning model that converts an input sequence into an output sequence as
shown Fig. 3.

Let us consider that x and y stand for the input and output sequences. The item at ith

position of input sequence is xi, and the item at jth position of the output sequence is yj.
In general, xi and yj vectors are the one-hot vectors representation of text. The one-hot
vector symbolizes the word, and the size of the vector becomes the vocabulary size.

Consider the seq2seq paradigm in the context of natural language processing (NLP).
Let the vocabulary of the inputs and outputs be V(s) and V(t), respectively, and all the
elements xi and yj fulfil xi ∈ R|V(s)| and yi ∈ R|V(t)|. The following equations depict
the input sequence X and the output sequence Y.

x = (x1, ..., xI) = (xi)
I
i=1

y = (
y1, ..., yJ

) = (yj)Jj=1
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The lengths of the input and output sequences are represented by I and J, respectively.
y0 is the one-hot vector of SOS, which is the virtual word representing the beginning of
the sentence, and yJ+1 is the one-hot vector of EOS,which is the virtualword representing
the conclusion of the sentence, in usual NLP notation.

Fig. 3. Seq2Seq model with encoder and decoder

Seq2seq model has mainly two components:

Encoder - The seq2seq model is constructed using encoder-decoder architecture. The
one hot representation of input sequence to passed to the encoder part. The encoder
generally consists of many LSTM or GRU units. At every timestamp, one word of input
sequence passed to the encoder. Each unit of LSTM, generated cell state, hidden state
and output state. In encoder, cell state and hidden states are passed to the next unit and
output state is discarded. The final cell state and hidden state are passed to decoder. The
states are used to initialize to the decoder.

The above diagram shows the structure of the encoder part of the model. The
encoder consists of LSTM cells. The encoder part of the seq2seq model reads source
text. The source text can be represented in the form of x = (x1, x2, x3, . . . . . . ..xn).
. When source text is processed by LSTM units the output of the cell is discarded
and hidden state (he) and cell (ce) are passed to the next LSTM unit. At the end of
the encoding source text is converted to a hidden state. The hidden states can be rep-
resented as he = (

he1, he2, he3, he4, . . . . . . .. h
e
n

)
and cell states can be represented as

ce = (
ce1, ce2, ce3, ce4, . . . . . . .. c

e
n

)
where n is the number of tokens in the source text.

Here it can be said that the number of tokens in the source text and the number of hid-
den states is the same. These hidden states and cell states i.e.

(
hen, c

e
n

)
are passed to the

decoder to produce output.

Decoder - Decoder is an LSTM whose initial states are initialized to the final states of
the Encoder LSTM i.e.

(
hen, c

e
n

)
.
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The initial state of decoder can be initialized as follows.

hd0 = tanh
(
We2d

(
hej

)
+ be2d

)

cd0 = cej

At each decoding step, hidden state hdt is updated based on the previous hidden state
and input token.

Hd
t = LSTM

(
hdt−1, Et

y

)

The vocabulary distribution can be calculated using

Pvocabt = softmax
(
Wd2v

(
hdt

)
+ bd2v

)

the probability of generating the target token w in the vocabulary V is denoted as
Pvocab, t (w).

The output generated from the decoder can be in the form of y =(
y1, y2, y3, . . . . . . .yT

)
where T is a number of tokens in summary text.

The structure of the proposed model can be seen in Fig. 4. The encoder has three
layers i.e. input layer, embedding layer, and LSTM layer. The first layer of the model is
the input layer. The output shape of the input layer is [(None, 42)] where the maximum
length of the text is 42. The next layer of the model is the embedding layer. In embedding
layer taken three inputs i.e. input dimension, output. Input dimension is the size of the
vocabulary of text which is 42447 for our model. Output dimension is size vector space
in which word will be embedded which is 300 for our model. All weights are initialized
with an embedding matrix of text. The output shape of the embedding layer is (None, 42,
300). In the encoder, one LSTM layer has been used. This LSTM layer has 240 nodes.
The output of the embedding layer works as input for LSTM layer. Output shape of
LSTM layer is [(None, 42, and 240), (None, 240), (None, 240)]. Then encoder returns
outputs, hidden states, and cell states. These outputs are discarded and hidden states
and cell states are passed to the decoder. In the decoder, three-layer i.e. embedding
layer, LSTM layer, and output layer have been used. The first layer of the decoder is the
embedding layer. In the embedding layer, the input dimension is 18007, which is the
vocabulary size of the summary. In the embedding layer output dimension is 300. The
weight of embedding layers is initialized with an embedding matrix of summary. The
output shape of the embedding layer is [(None, None, 300)]. In the decoder, one LSTM
layers and one output layer have been used. Each LSTM layer has 240 nodes. The output
layer is a dense layer with a softmax activation function.

4 Results and Analysis

To evaluate the performance of the proposed model for news headline generation,
ROUGE and BLEU scores have been used. These scores are used to measure the effi-
ciency of text summarization and machine translation. For this, ROUGE-1, ROUGE-2,
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Fig. 4. Structure of the model

and ROUGE-L; Individual 1-g BLEU score, Individual 2-g BLEU score, Individual 3-g
BLEU score, Individual 4-g BLEU score; Cumulative 1-g BLEU score, Cumulative 1-g
BLEU score, Cumulative 1-g BLEU score, Cumulative 1-g BLEU score, Cumulative
1-g BLEU score have been used. Obtained values of score are shown Table 2, Table 3
and Table 4.

ROUGE score (R score) - ROUGE stands for “Recall-Oriented Understudy for Gist-
ing Evaluation”. “R-Score includes measures to automatically determine the quality of a
summary by comparing it to other (ideal) summaries created by humans” [14]. This met-
ric counts the number of overlapping units, between the computer-generated summary
and the summary generated by humanbeings.

ROUGE-N (R-N) - It measures unigram, bigram, trigram, and other higher-order
overlapping units.

ROUGE-1 (R-1) measures unigram overlap and ROUGE-2 measures bigram overlap.

ROUGE-L (R-L) This score computes the longest matching sequence of words using
the longest common sequence (LCS). The benefit of the LCS is that it does not need
consecutive matches, but rather in-sequence matches that indicate sentence-level word
order. It does not require a predefined n-gram length since it automatically comprises the
longest in-sequence common n-grams. The following equations show the R-N scores
formula.

R − Nscore =
∑

{SεRefrence_summary}
∑

gramn
countmatch(gramn)∑

{SεRefrence_summary}
∑

gramn
count(gramn)
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Table 2. ROUGE score

ROUGE score

R-1 48.83

R-2 20.48

R-L 40.32

BLEU score (B-score) - BLEU score stand for “Bilingual Evaluation Understudy
Score”. It is short matrices for evaluation generating summary with reference summary.
Perfect match results 1.0 BLEU score and perfect mismatch score results 0.0 B - Score.
B - Score is expensive to calculate, easy to understand, independent from language and
correlates highly with human evaluation. In the NLTK BLEU score computations, you
may set the weighting of different n-grams in the B-score calculation. This allows you
to compute various B-scores, such as individual and cumulative n-gram ratings. For
Individual-1 g (I-1 g) match, weight will be (1,0,0,0), for Individual-2 g (I-2 g) match,
weight will be (0,1,0,0), for Individual-3 g (I-3 g) match, weight will be (0,0,1,0), and for
Individual-4 g (I-4 g) match, weight will be (0,0,1,0). The cumulative n-gram B-Scoreis
computed using the sentence bleu() and corpus bleu() scores. For the 1-g, 2-g, 3-g, and
4-g scores, the weights are 1/4 (25%) or 0. Following table shows individual N-GRAM
individual B-Score and N-Gram cumulative B-Score.

Table 3. Individual BLEU scores

N-gram individual bleu score result

I-1g 0.32′

I-2 g 1.00

I-3 g 1.00

I-4 g 1.00

Table 4. Cumulative BLEU scores

N-cumulative bleu score tresult

C-1 g 0.32

C-2 g 0.52

C-3 g 0.69

C-4 g 0.75
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The proposed method for news headline generation is also compared with other state
of art methods to access the level of performance. From the following Table 5 and Fig. 5,
it can seen that proposedmethod performed better than the other discussedmethods. The
method SHEG [15] is based on a hybrid method of text summarization i.e. combined
approach of extractive and abstractive summarization. The suggested approach extracts
the most important phrases and then combines the power of a pointer–generator network
and CAC (Controlled actor critic) model to create an abstractive summary, which is then
utilized to create a headline that conveys significant information while still being intrigu-
ing enough to pique a reader’s interest. The method HG-NEWS [13] was not based on an
encoder-decoder model but it has used only an encoder. This method employs multihead
attention to get the semantic representation of input tokens as well as the attention distri-
bution on those tokens. In this news headline production model, there is a robust feature
input module that incorporates mood and part of speech characteristics. The method
CNHG [16] was based on zero-shot learning. They suggested a reinforcement learning
system that consists of two modules that seek to handle the cross-lingual headline pro-
duction problem by utilizing current same-language headline-generating training data
and translation training data. In our proposed method, an abstractive text summarising
technique was used on a news article corpus to build a model for generating short-length
news headlines in this work. Using data from the ‘inshorts’ news website, the dataset is
created. This dataset comprises, among other things, headlines, text, author, date, and
read more characteristics. Before creating the model, the dataset was subjected to a vari-
ety of pre-processing procedures to prepare it for processing. The model was created
using the Seq2Seq model with LSTM.

Fig. 5. Performance comparison of recent headline generation methods

The above methods based on the ROUGE score because most of the methods have
calculated ROUGE score only as a performance measure. In the proposed method,



124 J. Kumar et al.

Table 5. Performance comparison of recent headline generation methods

Work Dataset used Summarization
type

Methodology R-score

SHEG [15] CNN Daily mail
Gigaworld
Newsroom

Hybrid Extractive+Reinforced
abstractive mechanism

R-1 - 31.82
R-2 - 13.2
R-L -28.80

HG-News
[13]

LCSTS Abstractive Seq2Seq model with
attention

R-1 - 35.80
R-2 - 13.7
R-L - 28.80

CNHG [16] Self developed
Chinese-English
dataset
DUC2004
Gigaword

Abstractive Zero shot model based
neural headline
generation

On DUC 2004
dataset
R-1 - 20.62
R-2 - 4.16
R-L - 18.02
On Gigaword
dataset
R-1 - 22.35
R-2 - 5.64
R-L -20.29

Our method Our dataset
extracted from
inshort news
website

Abstractive Seq2Seq model with
LSTM

R-1- 48.80
R-2 – 20.48
R-L - 40.32

ROUGE score and BLEU score, both are calculated. From the Table 5, it can be seen
that the proposedmethod performs better than other discussedmethods in terms of rouge
scores. Even all discussed methods have worked on different datasets so this comparison
can be treated as a generalized comparison. In SHEG method, the achieved R-1 score
is 31.82, R-2 score is 13.2 and R-L scores is 28.80. In HG-News method, the achieved
R-1 score is 35.80, R-2 score is 13.7 and R-L score is 28.80. In CNHG method, the
achieved R-1 score is 20.62, R-2 score is 4.16 and R-L score is 18.02 DUC 2004 dataset
and for the Gigaword dataset, R-1 score is 22.35, R-2 score is 5.64 and R-L score is
20.29. Whereas in the proposed method, the achieved R-1 score is 48.80, R-2 score is
20.48 and R-L scores is 40.32, which are better than other discussed methods.

5 Conclusion

Text summarization is the task of shortening the length of data computationally with an
objective to retain key information in the text. Text summarization is important because
it reduces the unnecessary time of reading a long text. In this work, an abstractive text
summarization-based method has been used to generate news headlines from the news
article corpus. The abstractive text summarization is suitable for this task because it
generates human-like summaries. In abstractive text summarization, seq2seq model is
commonly used. In this work, seq2seqmodel with LSTM has been used. For the purpose
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of evaluation of performance, ROUGE and BLEU scores have been used. Proposed
method was also found better than recent methods in terms of ROUGE score and BLEU
score. In the future, work on cross-language summarization can be done.
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Abstract. By intuition humans can estimate the age of an individual effortlessly.
However, this task can be very challenging for face age recognition system.
These challenges primarily are attributed to the unavailability and the under-
representation of appropriate dataset used in the training of age estimationmodels.
A specific scenario is the underrepresentation of black race which raise the con-
cern of algorithm accountability resulting in inefficient model formulation. In this
study, a dataset named Faces was curated from secondary sources containing face
images of the black race. A hybrid model consisting of a KNN classifier and
an SVR was then proposed to estimate these ages. For a fair comparison, the
trained hybrid model was experimented on three other datasets and compared to
the LARR model which was the state-of-the-art model at the time of study. The
results showed that the proposed model generated the least MAE on the Faces
dataset which affirms our hypothesis that a model works better with the kind of
data used curated.

Keywords: SVR · KNN · Hybrid algorithm · Feature extraction · Age
estimation · Face images · Black race · Human faces · Hominid age · Classifiers

1 Introduction

The recognition of humans is mostly based on their biometric features such as the iris,
fingerprint, face, and DNA. However, the looks of a person may change over time due
to factors such as ageing, wrinkles, beard growth, the difference in weather conditions
and facial expressions. These characteristics play a key role in building face and age
recognition systems especially among the black race for security, forensics, surveillance
monitoring, and commerce. Unfortunately, these age estimation systems are underuti-
lized in areas where they mostly seem inaccurate and inefficient. Studies have shown
that, the underrepresentation of face images of black people in age estimation system
has posed the threat of algorithm accountability and its biasedness terms of race. In
this study we identify and study the various algorithms for age estimation, while ana-
lyzing their accuracy in detecting and estimating the ages of blacks using face images.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Furthermore, a dataset is curated along with a proposed hybrid model. In the study, a
pipeline for secondary data collection, integration of images and pre-processing, facial
landmarking and feature extraction, and age estimation using the proposed hybrid model
was discussed.

2 Related Works

The estimation of human age can be done with different biometric features; however, the
focus of this study is centered on face image data. In literature, several kinds of image can
be estimated [1, 5, 14, 17]. Among them are chronological/actual age, perceived age, and
appearance age. The objective of age estimation is to approximate as close as possible
to the appearance age [2, 8, 13]. However, the challenge here is the pre-processing of the
image against the presence or absence of facial hairs, glasses, and viewpoint differences
[9, 10, 12]. In the study of [7] a hybrid model was proposed by combining the residual
networkwith face embeddingmethod using a triplet loss function. Using a labeled face in
theWild dataset, coupled with a 22 layered Inception Network for feature extraction, and
accuracy of 99.5%was achieved. In [4], the authors proposed a hybridmethod to estimate
the correct age or age range of faces. In the proposedmethod, imagequality enhancement,
feature extraction, orientation and feature scalingwere considered as pre-processing task.
Further, the wrinkles in the face were extracted as features for age determination. Using
a multi-SVM classifier, the age of the individual was estimated. The study of [11] also
proposed a deep learning technique for age estimation which is independent of facial
landmarks and wrinkle features. In the study IMDB-WIKI, FG-NET, MORPH, CACD,
and LAP dataset were used. The proposed method is dependent on VGG-16 architecture
as a pre-trained model for image classification. Experimentally, the method resulted in
an average MAE or 3.09 for all the dataset used. The key performance of method is
its ability to deeply learn from large data, computation of expected age regression and
robust face alignment [15, 16]. Finally, the study of [6] classified faces as either aged,
baby, or youth. However, it is well established that an age estimation system cannot
guarantee a 100% accuracy as a result of different ageing patterns of different people
due to some factors such as health, weather condition, diverse photography artefacts in
image acquisition, and lifestyle. This observation makes this research domain open with
the quest for researchers to develop a more efficient and accurate algorithms.

3 Materials and Research Models

This study’s methodology follows the pipeline in Fig. 1, and each step is explained in
detail in the following sections.
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Fig. 1. Pipeline of methodology

3.1 Face Datasets

In this study, face images of black people serve as inputs for training and testing purposes.
Most face datasets available at the study time contain very little or no black people’s
images. As the kind and amount of data used for training a model are essential for
efficiency and accuracy, there is the need to create a dataset having the most significant
proportion of it belonging to people of the black race. These images are gathered using
the secondary data collection approach. Unfortunately, these secondary datasets found
are hybrid (mixture of blacks and whites face data) in nature. However, since the focus of
this study is on dark skinned face image, the study considered it appropriate to separate
the black race from the hybrid data and put together to form a new dataset (FaceDB).
FaceDBcomprises 640 images fromfive different datasets:AgeDB, Fair Face,MORPH-
II, FG-NET, and the Chicago Face Dataset. Though in literature these databases are used
in isolation in their hybrid form, this study also considers it necessary to introduce more
heterogeneity to the data curated to test the robustness of the current study. The number
of images per constituent dataset is displayed in Table 1, while sample images from the
collated DB are shown in Fig. 2.

Table 1. Images in the dataset

Dataset AgeDb Morph-II Fair face Chicago face FG-NET

Number of images 330 12 150 143 5

3.2 Image Processing

Images from the dataset are first preprocessed since not all the image data is centered
appropriately. This process help align the detected faces for training and testing. The
process also aids in efficient face landmarking, feature extraction and face detection. A
comparable size of 400 * 400 is chosen for this study, and all images are resized to that
effect. Further image pre-processing is done using Python’s Open CV.

Greyscale Conversion and Rotation. The human face is known to contain 68 identi-
fiable landmarks used for face detection applications such as age estimation. To obtain
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Fig. 2. Sample face images

these landmarks, the face images are converted into greyscale and rotated to be centre
aligned. Normalization of the image is done by rotating the face clockwise at an angle
θ along the center of the eyes using Eq. 1. The image centre point is (γx, γy).

θ = tan−1
(
REy − LEy

REx − LEx

)
(1)

After the image is rotated, the right eye coordinate resolves to Eq. 2–3 and the left
eye coordinate is given by Eq. 4–5.

RE1
x = γx + (REx − γx) · cos(θ) − (

REy − γy
) · sin(θ) (2)

RE1
y = γy + (REx − γx). sin(θ) − (

REy − γy
)
. cos(θ) (3)

LEx1 = γx + (LEx − γx). cos(θ) − (
LEy − γy

)
. sin(θ) (4)

LE1
y = γy + (LEx − γx). sin(θ) − (

LEy − γy
)
. cos(θ) (5)

where (RE1
x,RE

1
y) is the coordinate of the right eye, (LE

1
x,LE

1
y) is the coordinate of the

left eye, and (γx, γy) is the center point. Finally, Eq. 2–5 is used to define the distance
transform l of the center point between the eye center of the face ROI as expressed in
Eq. 6.

l =
((

RE1
x − LE1

x

)2 +
(
RE1

y − LE1
y

)2) 1
2 =

∣∣∣RE1
x − LE1

x

∣∣∣ (6)
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Segmentation. In this study, segmentation is done to eliminate the need for individual
pixel sorting and to facilitate image analysis.

Marker Labelling. This process is engaged to label multiple regions into their respec-
tivefields, thus backgroundor foregroundafterwhich awatershed algorithm is employed.
All “unknown” regions are labelled zero (0) while object boundaries are labelled −1.

3.3 Facial Land Marking and Feature Extraction

Pre-processed images undergo facial landmarking and feature extraction, which is
required for machine learning algorithm. A python library (Dlib) is used to estimate
the 68 landmarks on the face, and these features are extracted using the Gabor filters
and Linear Discriminant Analysis (LDA). The Gabor filter is used for wrinkle, edge,
and texture feature extraction. Linear Discriminant Analysis (LDA) on the other hand
helps identify features that differentiate target classes from one another. The method is a
linear combination of independent features to achieve the most suitable mean difference
between the target classes. Mathematically, the within-class scatter matrix is given by
Eq. 7.

Sw =
∑c

j=1

∑Nj

i=1
(xij − μ)(xij − μj)

T (7)

where c is the number of classes, xij is the ith sample of class j, Nj is the number of
samples in class j and μj is the mean of class j. On the hand, the between-class scatter
matrix is given by Eq. 8.

Sb =
∑c

j=1
(μj − μ)(μj − μ)T (8)

where μ is the mean of all classes. The objective of this algorithm is to maximize Eq. 8
while minimizing Eq. 7.

3.4 Age Estimation

The age estimation problem can be identified as a regression or classification problem.
From a classification point of view, age range serves as the labels for each class, and
as a regression problem, the ages can be considered a single whole number value, one
for each image. Each of these approaches has certain demerits that can be catered for
using a hybrid model. A hybrid model is a combination of a classification and regression
model. The hybrid model provides robustness by using each algorithm to make up for
the shortcomings of the other.

Classification Algorithms. Features extracted for each image during the feature extrac-
tion phase are fed into Machine Learning algorithms used as part of training models.
Three different classifiers are tested and evaluated to get the most suitable classifier for
this age estimation problem. These are the KNNClassifier, Decision Tree Classifier, and
the Naïve Bayes.
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KNN Classifier. The K-Nearest Neighbour algorithm (KNN) is a standard and efficient
method for classifying objects related to the data closest to them in the training data in
terms of their features or any independent variables. KNN is an instance base machine
learning algorithmwhose function is estimated locally and has all computations delayed
until a class is obtained. In KNN, an object is given a class label depending on the class
most prevalent among its k nearest neighbours. “k” is a positive integer, usually odd,
representing the number of neighbours of the object being classified. For classification, a
try and errormethod is used to determine themost suitable class for the object. Generally,
having a more significant number of the fork helps reduce inaccuracies due to noise but
makes the boundaries between classes similar. The accuracy of the KNN classifier can
be affected by irrelevant features or if the features are inconsistent with their relevance.

Decision Tree Classifier. The Decision Tree Classifier is considered one of the optimal
algorithms for classification. The classifier uses a tree-like structure with nodes named
from the bottom as the root to the top leaf. The root node represents attributes, and
the leaf nodes, represent class variables. The leaf nodes also represent the kind of class
distribution being used. The decision tree classifier describes the relationship between
the different attributes and their relative importance. It adopts the use of easily under-
standable and implantable rules and does not require any complex data representation.
Simple operators such as IF, IF-ELSE, AND, and OR are used in its implementation.

Naïve Bayes Classifier. Bayesian classifiers are statistical classifiers that estimate an
object’s class by identifying the probability of the object belonging to a particular class.
The Classifier is one of the two fundamental Bayesian Classifiers developed with the
Bayesian Networks. Naïve Bayes algorithms assume that an attribute’s effect on a class
is independent of other attributes’ values which is termed as the conditional indepen-
dence assumption. These classifiers are commonly used for classification because of
their simplicity, outstanding performance, and computational efficiency for real-world
problems.

Regression Algorithms. Estimating age as a regression problem is usually done in
several ways. However, in this study, Logistic Regression, Age-Group-Specific Linear
Regression (ALR), Multi-Layer Perceptron (MLP), Quadratic Regression (QR), and
Support Vector Regression (SVR) is considered for discussion.

Support Vector Regression (SVR). The task of SVR is to find a function f (y) such
that its deviation (ε) from the target value (zi) when given a training dataset is large
and linear. In effect all error estimates less than ε are neglected. This observed char-
acteristic makes the SVR model robust to outliers. Now given the dataset D =
{(y1, z1), · · · , (yn, zn)},where y1 ∈ Rdand z1 ∈ R, a linear function f (y) can be
approximated such that the optimal regression function is modeled as Eq. 9

minw,ε
1
2‖w‖2 + C

∑n
i=1

(
ξ+
i + ξ−

i

)
(9)

subject to zi − (w, yi) − b ≤ ε + ξ+
i (w, yi) + b − zi ≤ ε + ξ−

i ξ+
i , ξ−

i ≤ 0

where constant C > 0 determines the tradeoff between the flatness of f and data devi-
ations, and ξ+

i , ξ−
i , are slack variables to cope with otherwise infeasible constraints
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on the optimization problem. However, in practice, the primal problem is solved more
efficiently in its dual formulation, resulting in the final solution given, as Eq. 10 and 11.

w = ∑n
i=1

(∝i − ∝∗
i

)
yi (10)

and

f (y) = ∑n
i=1(∝i − ∝∗

i )(yi, y) + b (11)

where ∝i,∝∗
i are Lagrange multipliers.

A non-linear (SVR) function can be obtained by using kernels, just as is done for
a non-linear support vector machine (SVM) for classification. The kind of kernel used
for a non-linear SVR depends on the nature of the problem. The different kernels that
can be used are polynomials, sigmoid, or Gaussian radial basis functions. The Gaussian
radial basis function kernel, for robust age regression, is more efficient than the linear
regression because the linear regression is unable to model complex ageing processes.
A Gaussian radial basis function is of the form as expressed in Eq. 12.

k
(
y, y1

) = e−γ ‖y−y1‖2 (12)

where γ is a constant to adjust the width of the Gaussian function, the solution of the
non-linear SVR, given the kernel mapping, is obtained in Eq. 13 and 14.

(w, y) = ∑n
i=1(∝i − ∝∗

i )k(yi, y) (13)

and

f (y) = ∑n
i=1(∝i − ∝∗

i )k(yi, y) + b (14)

The difference between the function for the non-linear regression and that of the
linear regression is that w is not given explicitly. Also, in non-linear regression, the
optimization problem seeks to find the flattest or linear graph.

Quadratic Regression (QR). A quadratic regression model can define the relationship
between the extracted features, y, and the age labels, L, given the extracted landmarks
for each face image Eq. 15.

L = f (y) (15)

The quadratic regression function for age regression, as seen in Eq. 16.

L
∧

= ωo + wT
1 + wT

2 y
2 (16)

where L
∧

is the estimated age,ω0 is the offset, and y and y2 are the extracted feature vector
and its square, and w1 and w2 are weight vectors. The model parameters are optimized
by reducing the difference between the real ages of the images, L, and the ages estimated
using ‖L−L

∧

‖. The loss function corresponds typically to a least square estimation (LSE)
criteria.
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4 Results and Discussion

4.1 Training

Every machine learning model learns features by being trained on a set of data before
predicting objects’ values by learning the relationships between variating features. The
Faces dataset needs to be divided into two sets for training and testing the model. One
set represents the training set, and the other represents the test set. The training set is
the set of data used to train the algorithm for the model for age estimation. The other set
is the testing set on which the model is tested to check for predicted ages’ correctness.
Comparing the results of testing and training helps avoid overfitting, where the model
can accurately predict values for the training data but cannot do so for the testing data.
640 images were pre-processed, and 552 images were returned for training. These 552
images were divided into 80% for training and 20% for testing. This makes the training
set a total of 442 images and the testing set, 110 images. After the division of the dataset
is completed, the set of images for training is further split into subsets to prevent any
overfitting resulting from the possibility of only one kind of data being in the training
set. This is done using cross-validation. Cross-validation involves splitting the training
set further into k subsets, k being 10 in this case, and training on k-1 subsets. The leftover
subset is used for validation. Cross-validation is done using K-Folds Cross-Validation
(K-Folds). A model that yields the best accuracy score is chosen for the hybrid model
when this is done. Different regression and classification models are checked for how
well they fit the age estimation problem of the training data. The evaluation metric used
for classifiers is the accuracy score, and for regressors, the mean absolute error is used.
Tables 2 and 3 show each model’s cross-validation score, indicating how well they fit
the problem. Figure 3 also present the boxplot of the four selected algorithms.

Table 2. Cross-validation scores of regression models

Method LSVR LR SVR MLPR

MAE 20.13 18.458 17.409 22.106

4.2 KNN-SVR Hybrid Algorithm

Age estimation as a classification and regression (hybrid) problem can be quite chal-
lenging. This challenge mainly arises from choosing the most suitable classifier and
regressor to form the hybrid model. One may decide to select different algorithms and
compare their accuracies on the samedataset. Locally adjusted robust regression (LARR)
is one such hybrid model for age estimation. This model comprises a Support Vector
Machine as a classifier and Support Vector Regressor. The LARR is tested on the YGA
and FG-NET datasets, and results are evaluated using the mean absolute error metric.
The results generated MAEs of 5.25 years for females and 5.30 years for males on the
YGA database and 5.07 years on the FGNET ageing database. Training is proceeded
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Fig. 3. Boxplot of regression model scores

Table 3. Cross-validation scores of classification models

Method LDA KNN CART NB PER SVC

Accuracy
score

0. 62 0. 80 0.62 0.23 0.14 0.34

with using the classifier and regressor with the least MAE regression score, 17.409, and
confusion matrix and highest accuracy score, 0.80. Support Vector Regression and KNN
classifier are chosen as the models for the hybrid approach for age estimation using face
images of the black race.

4.3 Discussions

In testing the model on 20% of the curated data, the performance of the model is deter-
mined using metrics such accuracy, the mean absolute error and the regression score.
The results of the tests are shown in Tables 4 and 5.

Table 4. Performance evaluation scores of SVR

Model MAE R2

SVR 12.12 −0.06

FromTables 4 and 5, an accuracy value of 85%was recordedwhen theKNNclassifier
is employed while a mean absolute error of 12.12 was noted for the SVR. However, in
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Table 5. Performance evaluation scores of KNN

Model Accuracy

KNN 0.85

this study we proceeded to hybridize these two approaches (SVR and KNN) to create
a new model (SVR+KNN). The SVR is used as robust global regressor while the KNN
is used to locally adjust the age range after regression. In a similar study by [3], a
locally adjusted robust regression (LARR) was proposed for image-based human age
estimation. Applying the proposed method (SVR+KNN) and LAAR on AgeDB, Fair
Face, and Faces theMAE is recorded in Table 6. In this section the Fair Face and AgeDB
is used as it has a fair distribution of dark race images in them.

Table 6. MAE scores from experiment

Dataset Age DB Fair face Faces

KNN+SVR 11 12.21 7.25

LARR 10 9.91 13

Error difference 1 2.3 −5.75

Comparing the two results in Table 6, one will observe that the LARR perform well
over the proposed method on AgeDB and Fair Face, however, the proposed method
outperforms LARR using the Faces dataset. This confirms that LARR is bias to the
white race image over the black race image. It is also observed that, even though the
proposed method does not perform as good as LARR, the difference in error is fairly
good. Given this observation, we can conclude that the proposed model works fairly
well and also generalizes better over LARR.

5 Conclusion

This study is motivated by the rate of inaccuracy reported with age estimation model
over black race images. Noting the inefficiency of this existing models in understanding
the limitation that comes with underrepresented data, a new dataset is curated using
secondary sources. With the newly curated dataset, a hybrid model was proposed and
compared to existing state of the art model (LARR). Result show that the proposed
methods work well over LARR on Faces, with marginal error on AgeDB and Fair Face.
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Abstract. Plants and trees have always played an essential role in the earth’s
ecosystem, especially in regulating different biogeochemical cycles that affect
other living creatures. Hence, it is necessary to classify different species of plants
so that valuable species that can help in reducing industrial pollution or provide
medicinal uses to human beings can be identified. Convolutional Neural Network
(CNN) is growing popular and best suited for image recognition and classifica-
tion. It uses convolutions (a type of filter) of different sizes to detect edges in
an image. Thus, applying these convolutions multiple times on the same images
will output a feature map. However, as the number of layers increase, the size of
CNNmodel will increase.With an increased CNNmodel size, the model’s latency
to generate an output will also increase. Therefore, in this paper, we have used
Transfer Learning Techniques to drastically reduce the time required to train the
model. Transfer Learning uses pre-train models such as InceptionV3, Resnet50,
VGG16 and then the models are fine-tuned by adding newweights. This paper has
performed a comparative study of these three pretrain models on the Leaf dataset.
A comparative study shows that the VGG16 Transfer Learning model performs
better results than other models.

Keywords: CNN - Convolutional Neural Network · GAN - Generative
Adversarial Networks · DNN - Deep Neural Network

1 Introduction

Leaf image classification has been performed by many researchers. They basically rely
upon customary image classification methods, similar to Scale Invariant Feature Trans-
form (SIFT), Histogram of Oriented Gradients (HOG) and so on These abiding tech-
niques usually work in image classification problems however take much exertion to
choose various sorts of image features for classification, causing researchers to choose
some information and ignoring important information thus reducing the accuracy of
image classification for them [1].
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A CNN model may help in reducing the problem with accuracy as discussed above
but a large dataset otherwise it may pose an overfitting problem shortly so, we have
transfer learning as the solution to training the CNN model with a small dataset. This
will help the biologists and others to correctly classify leaf through transfer learning
technique.

This paper is all about leaf image classificationwith higher accuracyusing the transfer
learning technique. CNN (Convolutional Neural Network) playing a significant role in
image classification is way more time-consuming than it seems and requires a large
amount of dataset. The paper centres around transfer learning technique that considers
previously trained model, e.g., InceptionV3, Resnet50 and VGG16 models then again
trains the model using existing weights for a new classification problem. The experiment
is conducted on a leaf dataset and the accuracy is compared between different transfer
learning models. The paper shows without much knowledge in image processing, the
leaf image classification can be achieved with high accuracy using the transfer learning
technique with a decrease in time spent in the training process without overfitting on a
small dataset [1].

This research investigates leaf image classification and how existing systems put in
a lot of work to identify various types of image features for classification. The problem
is with the time consumption and larger dataset needed for classification as posed by
traditional neural networks, making it difficult for some biologists to form applications
able to assist in leaf and plant identification without being accessible all the time.

The use of a previously learnt model on a new problem is known as transfer learn-
ing. It’s becoming extremely prevalent in deep learning because, it can train deep neural
networks with very little data. For example, when training a classifier to predict whether
an image contains food, the knowledge gathered during training might be used to recog-
nise drinks, as CNN is not the best choice here due to its high time consumption and
extensive use of datasets. This is another problemwith CNN that transfer learning solves
with lesser data and less time consumption for classification.

2 Related Works

According to [1] the trials done in this study, the transfer learning approach beats the
other traditional methods for the specific Flavia data set. The trials were also carried out
using a customized data set by the authors. The rate of accuracies is likewise extremely
high. They’ve also demonstrated accuracy testing in enhanced testing data (called as
augmented testing data), which replicates real-world usages. Albeit the precision of
this plan is reduced by 25% to 30%, they have further developed accuracy by utilizing
augmented training data in various structures that are as same as true data as could really
be expected.

In a leaf classifier application, this methodology accomplished a higher accuracy
percentage, which is reasonable for genuine world use cases in reality (Fig. 1).
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Fig. 1. The process flow of the experiments with the customized dataset. (a) The original training
dataset remains unaltered, the labeled testing dataset is modified. (b) Modifications in both the
training dataset as well as the testing data [1].

In [2] the researchers involved has trained convolutional neural network with a 25
6 × 6 feature set, a pooling size of 5 layers, and a FC (also known as Fully Connected
layer) layer size of 200. On a smartphone called “Samsung Galaxy S4”, this model was
able to obtain a test error of 60% for top-3 after training and was able to get an average
classification score of 17.8 from ImageCLEF, it was also able to classify a single image
in 2.5 s [2] (Fig. 2).

Fig. 2. The convolutional neural network used in paper [2].
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The traditional technique using CNN is dependent on a stage called feature extrac-
tion; if the methodology used in feature extraction stage is found to be ineffective, the
outcome will be wrong [3]. The authors in this paper had presented a new CNN for leaf
recognition in this research. They had created a ten-layer CNN with an accuracy rating
of 87.92 percent. They looked at this experiment from two perspectives [3].

Secondly, visualisation was utilised to investigate the form characteristic that influ-
ences the CNN. In addition, numerous common plants were used to discuss the influence
of colour [3] (Fig. 3).

Fig. 3. Network architecture [3]

The author in [4] conducted research on a deep learning approach to learn distin-
guishing features from photographs of plant/tree leaves with classifiers for leaf species
identification. The author justified that CNN’s features can better feature leaf images
than that hand-crafted features from the experimental results [4]. Moreover, the authors
have demonstrated that leaf vein structure is a significant component to recognize diverse
species leaves with excellent performance of 99.5%, beating traditional setups. This is
checked by an analysis of the inner activity and behaviour of the network through Deep
Neural Network (DNN) visualisation technique. The authors further claim that their
work can be extended to recognize leaf species in the wild [4].

3 Gap in Literature Survey and Our Contribution

As is seen in previous section, much work is done on Convolutional Neural Networks.
Many implementations of it in the classification of plant species and plant disease are also
present. However, detecting whether a particular species of plant helps reduce industrial
pollution and classification of species of plants which have medicinal properties will
be helpful for human beings. CNN will benefit from this implementation since they are
better than conventional models, which had been used earlier in machine learning. It
will help us identify the species that are useful to humans as herbs or reduce industrial
pollution. However, it is yet to be known which CNNmodel is best for image classifica-
tion of different leaf species. In this study, we will compare different CNN models with
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each other and try to obtain the most optimal CNNmodel that can successfully performs
classification of different leaf species with the highest accuracy.

4 Methodology

A. Dataset
See Table 1.

Table. 1. A brief overview of all the datasets taken under consideration

Name Description Reason for choosing/rejecting
dataset

Medicinal Leaf Dataset by
Mendeley

The dataset includes thirty
different types of healthy
medicinal herbs. The dataset
contains 1500 photographs of
thirty different leaves. Each
species contains between 60
and 100 high quality
photographs

Reason for choosing the
dataset is it contains 30
class/label which will be
easy to classify as compared
to 100 class/label

Leaf Dataset by UCI machine
Learning
Repository

The dataset includes 100
different types of leaves. For
each species, there are sixteen
distinct specimens. The
specimens are in Black and
White form

Reason for choosing this
dataset, it consists of 100
species which we will be
using for validating results
with another dataset

Leaf Classification Data by
Kaggle

There are no groups or
labels in this dataset. It’s an
example of unsupervised
learning. The aim of this leaf
dataset is to extract features
such as form, margin, and
texture to accurately classify
many plant species

Reason for not choosing the
dataset, the dataset doesn’t
specify any species. It is just a
random image dataset
arranged in unordered fashion

Leaf snap Dataset Currently, the dataset includes
all 185 tree species found in
the North-eastern United
States. There are 23147 Lab
photographs in the dataset.
7719 Field samples come
from the Smithsonian’s series
of “typical” images

Reason of not choosing the
dataset, Since the species is
too large it will be very
difficult to train the model
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4.1 Dataset Chosen

1. We have chosen the medicinal Leaf Dataset by Mendeley Data. The reason for
choosing the dataset, it has 30 classes and it is an RGB dataset. Representation of
Mendeley leaf dataset can be found in Fig. 4. The dataset consists of 1500 images
of 30 different medicinal trees. The process of image augmentation is applied to
the Mendeley dataset. For training a CNN model, huge number of data is required
and if the size of your data is less, it is recommended to use image augmentation to
increase the size of dataset. The image augmentation is applied for both training and
testing dataset.

Fig. 4. Example images of Mendeley dataset

2. We have also chosen 100 Leaf Dataset from the UCI Machine Learning repository.
Reason for choosing this dataset, it consists of 100 species which we will be used
for experiment and comparative analysis with other datasets. Representation of 100
UCI dataset can be found in Fig. 5. The dataset will also be used for validating result
with other datasets.
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Fig. 5. Example images of 100 Leaf Dataset from UCI ML repository

3. Another dataset Leaf Classification Data by Kaggle and Leaf snap Dataset has more
classes/labels. The reason for rejecting the dataset is, classifying a higher number of
classes dataset is complicated. The quality of images in the medicinal leaf dataset
was also higher than other datasets.

B. Process Flow

Fig. 6. Process flow of the experiment on the Leaf Dataset using Transfer Learning
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The process of classifying leaves are as follows:

1. Figure 6 depicts the flow of our experiment. At first the required dataset i.e., the leaf
dataset is collected. The dataset is then divided into training and testing data in 80:20
ratio. 80% for training and 20% for testing. Both the training and testing data use
image augmentation.

A) Image Augmentation
With the growing popularity of state-of-the-art CNN models, CNN became an industry
standard for image classification and recognition. Although the broad acceptance of
CNN to perform different tasks, there are some challenges faced. The biggest challenge
is model overfitting that can be caused due to class imbalance. The structure of CNN is
dense, and Deep Neural Network requires plenty of images to train, which is difficult to
provide [9].

Image Augmentation is a modern technique to improve the diversity of your image
data set. Different image augmentation techniques such as traditional transformation,
Generative Adversarial Networks (GAN), etc. [10] can apply to create more extensive
data sets. The traditional transformation includes modifying the original image and
generating a duplicate image based on rotation, mirroring, scaling, shearing, etc. GAN
works on two adversarial networks (Generator and discriminator) where one network
generates fabricated images, and the discriminator tries to differentiate genuine, and
fake images. In this paper, a traditional transformation of image augmentation has been
implemented [9, 10].

2. Both the leaf imagedataset is passed through the selectedpre-trained transfer learning
models. ImageNet is used as weight for each transfer learning model.

B) Pre-trained Transfer Learning Models
Convolutional Neural Network (CNN) achieves breath-taking accuracy on visual recog-
nition tasks. As a convolutional neural network uses a matrix of filters to dig deeper into
an image, the size of model model’s size also increases, and the network becomes bulky.
Training a huge network of CNN is difficult and takes lots of time. In [11], the author
experimented on CIFAR-10 and Caltech Faces datasets to calculate the accuracy of the
CNN model using Transfer Learning Techniques.

The purpose of pre-trainedmodels is to reduce the time taken to train theCNNmodel.
These are custom-made CNNmodels which are already trained on the ImageNet dataset.
ImageNet dataset is a huge dataset of almost 1000 everyday items. Themodel is then fine-
tuned on our custom dataset. In [12], the author has mentioned various transfer Learning
models such as AlexNet, GoogleNet and trained them on the Caltech101 dataset.
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For this experiment, we have chosen 3 transfer learningmodel i.e., VGG16, Inception
V3 and Resnet50. As per the results in [1], Inception V3 and Resnet50 were the highest
performing models and VGG16 model which was introduced by Karen Simonyan and
Andrew Zisserman during the ImageNet Challenge in 2014 was the best performing
model on ImageNet dataset.

3. The transfer learning model is then fine-tuned with respective datasets. Since, for
multiclass classification the class members is greater than 2, softmax activation
function is used in the output layer of CNN layer. For Mendeley dataset the output
layer will contain 30 layers and for 100 UCI leaf dataset the output layer will contain
100 layers.

4. After adding the output layer, the model is trained. To optimize the model Adam’s
optimizer is used and the categorical cross-entropy loss was calculated for respective
datasets.

5. After training the data, it is then tested on validation set. The model applies all the
knowledge gained during the training process and calculates the validation accuracy.

6. At last, a comparative analysis of model on different dataset is performed based on
validation loss and accuracy.

5 Experiment and Result

In this experiment, we have used two different datasets. Both the dataset is trained and
tested on three transfers learning models, namely VGG16, InceptionV3, and ResNet50.
A comparative study is performed, and the best model is selected for an interactive web
app.

All the models are implemented on Google Collab. The libraries used to implement
this model is TensorFlow and Keras. The image size was (224,224) and all the models
are trained for 20 epochs. The batch size for each image is 32.

a. Transfer Learning Models using Mendeley Leaf Dataset

1. Figure 7(a) is the loss and accuracy graph of Mendeley leaf data on InceptionV3
model. The training and validation loss on InceptionV3 model is 0.2996 and 1.8306
respectively while the training and validation accuracy is 96.24% and 89.61%
respectively.

2. Figure 7(b) is the loss and accuracy graph ofMendeley leaf data on ResNet50model.
The training andvalidation loss onResNet50model is 1.8123 and2.1095 respectively
while these training and validation accuracy is 64.13% and 66.29% respectively.

3. Figure 7(c) is the loss and accuracy graph of Mendeley leaf data on VGG16 model.
The training and validation loss on VGG16 model is 0.0160 and 0.0636 respectively
while the training and validation accuracy is 99.63% and 98.63% respectively.
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(a) InceptionV3 Model   (b) ResNet50 Model

(c) VGG16 Model

Fig. 7. Training loss, validation loss and training accuracy, validation accuracy of transfer learning
models on Mendeley leaf dataset
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Table 2. A brief overview of results obtained from Mendeley dataset

Models Training
loss

Validation
loss

Training
accuracy

Validation
accuracy

VGG16 0.0160 0.0636 99.63 98.63

InceptionV3 0.2996 1.8306 96.24 89.61

ResNet50 1.8125 2.1095 64.12 66.29

For validation purposes, our models check another dataset, 100 UCI Leaf dataset.

b. Transfer Learning Models using 100 UCI Leaf Dataset.

1. Figure 8(a) is the loss and accuracy graph of 100 UCI leaf data on InceptionV3
model. The training and validation loss on InceptionV3 model is 2.5316 and
37.7228 respectively while the training and validation accuracy is 92% and 56.08%
respectively.

2. Figure 8(b) is the loss and accuracy graph of 100 UCI leaf data on ResNet50 model.
The training and validation loss on ResNet50 model is 4.0433 and

3. 17.0019 respectively while the training and validation accuracy is 64.56% and
36.36% respectively

4. Figure 8(c) is the loss and accuracy graph of 100 UCI leaf data on VGG16 model.
The training and validation loss on VGG16 model is 0.2272 and 4.5427 respectively
while the training and validation accuracy is 94.55% and 59.16% respectively.
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(a) InceptionV3 Model                        (b) ResNet50 Model

(c) VGG16 Model

(a) InceptionV3 Model                        (b) ResNet50 Model

(c) VGG16 Model

Fig. 8. Training loss, validation loss and training accuracy, validation accuracy of all 3 transfer
learning models on 100 UCI leaf dataset
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Table 3. A brief overview of results obtained from UCI leaf dataset.

Models Training loss Validation loss Training
accuracy

Validation accuracy

VGG16 0.2272 4.5427 94.55 59.16

InceptionV3 2.5316 37.7228 92 56.08

ResNet50 4.0433 17.0019 64.56 33.36

6 Conclusion

Transfer Learning is a proven state of the art method for leaf image classification and
achieves higher accuracy. In this experiment, three Transfer Learning models namely
VGG16, InceptionV3 and ResNet50 were introduced. These models were trained on
two datasets namely Mendeley Leaf Dataset and 100 UCI Leaf Dataset. The results for
respective dataset can be found inTable 2 andTable 3.According to the results, validation
accuracy of VGG16 on Mendeley dataset is 98.63% and on 100 UCI leaf dataset is
59.16% which is higher than InceptionV3 and Resnet50. The evaluation is based on
testing accuracy score. After the result analysis, the VGG16 model was integrated with
a web application using a flask, which predicted output after feeding leaf image as input.

The above experiment is a sequential implementation of Multiclass Classification of
Leaves using Transfer Learning. Thus, the future workwould be to implementmulticlass
classification of leaves based on Parallel processing techniques.
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