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Abstract. Events have become a common way for activity organiza-
tion in many digital platforms. Event participant prediction is an impor-
tant problem when planning future events for these platforms. Previ-
ous works have found that cold-start recommendation techniques can
be used to solve the problem effectively. However, for many starting
platforms, training data they own is limited, and may not be sufficient
to learn accurate recommendation models. On the other hand, social
media retweeting is a kind of event participant data that can be obtained
easily. In this paper, we propose to utilize social media retweeting to
help improve event participant prediction models. Our approach uses an
entity-connect knowledge graph to bridge the social media and the tar-
get domain, assuming that event descriptions in the target domain are
written in the same language as social media tweets. Experimental eval-
uation with real-world event participation datasets shows that adding
social media retweeting data with our approach does steadily improve
prediction accuracy in the target domain.

Keywords: Event-based system · Social media · Graph embedding ·
Deep neural network

1 Introduction

Many digital platforms now are organizing events through the Internet. For
example, platforms such as Meetup1 allow people to organize offline gatherings
through online registration. Flash sales run by platforms such as Gilt2 that offer
product discounts for a limited period can be considered as events. Moreover,
retweeting viral messages of the moment in social media platforms such as Twit-
ter3can be also considered as a type of event participation. Effectively predicting
event participant can provide many benefits to event organizers and partici-
pants. For example, organizers can send out invitations more effectively [14],
while potential participants can receive better recommendations [11]. Existing
1 https://www.meetup.com/.
2 https://www.gilt.com/.
3 https://www.twitter.com.
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researches generally have a restricted context of the event, such as event-based
social networks [7]. In contrast, we first consider a general definition of event
proposed by Jaegwon Kim, who considered that an event consists of three parts,
a finite set of objects x, a property P , and a time interval t [5]. Many social
events, such as concerts, football matches, hobby classes, and flash sales, involve
an organizer who would determine the activities and time of the event [6]. What
they often cannot determine beforehand, though, are the participants (can be
considered as x). In this paper we deal with the problem of predicting event
participants before starting the event.

One problem with many newly starting event-based platforms is that they
have not collected enough data to effectively learn user preference. For example,
a company just began to offer hobby classes would not have a large set of partici-
pation data. On the other hand, social media platforms such as Twitter nowadays
are generating huge amounts of data that are accessible publicly. A particular
set of data, that is retweeting, which consists of a tweet id and retweeted user ids,
can be seen as a type of event participant data. We argue that newly starting
event-based platforms can use such data to support their own prediction models
even though some restrictions are required. In this paper, we propose a method
to utilize social media retweeting data in the training of event participant pre-
diction models of a target domain, which has limited training data. We assume
there is no shared users across domains, but the event descriptions in the target
domains are written in the same language as the tweets. We bridge two domains
by using a knowledge graph connected two domains through common entities in
the text.

2 Related Work

Event participant prediction started to attract attention with the emergence
of event-based social network (EBSN). Liu et al. first studied the participant
prediction problem in the context of EBSN [7]. Their technique relied on the
topological structure of the EBSN and early responded users. Targeting a similar
problem, Zhang et al. [15] and Du et al. [3] proposed to engineer some user
features and then apply machine learning such as logistic regression, decision
tree, and support vector machines. Additionally, Du et al. considered the event
descriptions, which were overlooked in previous works [3].

Social media has been used in various works as the support domain. For
example, Wei et al. have found that Twitter volume spikes could be used to
predict stock options pricing [13]. They used the tweets that contained the stock
symbols. Asur and Huberman studied if social media chatter can be used to
predict movie sales [1]. They conducted sentiment analysis on tweets contain-
ing movie names, and found some positive correlations. Pai and Liu proposed
to use tweets and stock market values to predict vehicle sales [9]. They found
that by adding the sentiment score calculated from the tweets, prediction model
performance substantially increased. These works, however, only used high-level
features of social media, such as message counts or aggregated sentiment scores.
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In this work, we consider a more general setting in which users and events are
transformed into embeddings so that more subtle information can be extracted.

3 Methodology

In this section, we will present our problem formulation, entity-connected graph
construction, and event participant prediction leveraging joint user embedding.

3.1 Problem Formulation

We formulate the problem of event participant prediction leveraging social media
retweeting data as the following. In the target domain, we have a set of event
data ET , and for each event e ∈ ET , there is a number of participants p(e) =
{uT

1 , . . . , uT
n}. In the social media retweeting data, we have a set of tweets ES ,

for e ∈ ES , we have retweeters p(e) = {uS
1 , . . . , uS

m}. Normally we have fewer
event data in the target domain than in the retweeting data, so |ES | > |ET |. An
event in the target domain is described using the same language as the tweets.
Let d(e) = {wi, . . . , wl} be the words in the description of event e. If V S and
V T are the description vocabularies in the tweets and the target domain, then
V S ∩ V T �= Ø.

We can represent event descriptions and users as vector-form embeddings.
Since the event descriptions in the target domain and the tweet texts are writ-
ten in the same language, their embeddings can also be obtained from the
same embeddings space. We denote r(e) as the function to obtain embeddings
for event e for both the target domain events and tweets, and it can be cal-
culated as the average word2vec embedding of the words in the description
mean(word2vec(d(e))). In the target domain, we have base user embeddings
lB(u) available through the information provided by the platform user.

Typically, a recommender system can be trained to make participation pre-
dictions given pairs of event and user embeddings (r(e), l(u)). We already have
r(e) but not l(u). To leverage the retweeting data, we need to somehow connect
target domain users and social media users, so that we can learn embeddings for
them in the same embedding space.

3.2 Entity-Connected Graph for Learning Joint User Embedding

There exists a number of established techniques that learn embeddings from
graphs [2]. Our method is to learn a joint embedding function for both target
domain and social media users by deploying such techniques, after creating a
graph that connects them. Based on the participation data, we can create three
kinds of relations in the graph, namely, participation relation, co-occurrence
relation, and same-entity relation.

The participation relation comes from the interaction data, and is set between
users and events. Suppose user u participates in event e. Then we create
rel(u,w) = participation for each word w in d(e).



6 Y. Zhang and T. Hara

The co-occurrence relation comes from the occurrence of words in the event
description. We use mutual information [10] to represent the co-occurrence
behavior. Specifically, we have mi(w1, w2) = log(N(w1,w2)|E|

N(w1)N(w2)
, where N(w1, w2)

is the frequency of co-occurrence of words w1 and w2, |E| is the total number
of events, and N(w) is the frequency of occurrence of a single word w. We use a
threshold φ to determine the co-occurrence relation, such that if mi(w1, w2) > φ,
we create rel(w1, w2) = co occurrence.

Two kinds of relations mentioned above are created within a single domain.
We now connect the graph of two domains using the same-word relation. We
create rel(wT , wS) = same word if a word in the target domain and a word in
the retweeting data are the same word. In this way, two separate graphs for two
domains are connected through entities in the event descriptions.

Once we have the joint graph, we can use established graph embedding learn-
ing techniques to learn user embeddings. An example of such a technique is
TransE [2]. In TransE, it assumes h + l ≈ t, where h, l, t are embeddings of
entity h, relation l, and entity t, respectively. In our case, when uT and uS partic-
ipate in events that contain a word present in both domains, they are connected
indirectly and would thus have similar embeddings.

3.3 Event Participant Prediction Leveraging Joint User
Embeddings

As we mentioned in the Introduction, the event participant prediction can be
solved by recommendation techniques. Different from a traditional recommenda-
tion problem, though, we aim to predict participants of new events. Cold-start
recommendation, on the other hand, addresses such a problem [16]. Thus we can
use cold-start recommendation technique to solve our problem.

We choose the state-of-the-art cold-start recommendation technique pro-
posed by Wang et al. [12]. It is a generalization of a neural matrix factorization
(NeuMF) model [4] which originally used one-hot representation for users and
items. More specifically, We use the model to learn the following function:

f(l(u), r(e)) = ŷue (1)

where l(u) and r(e) are the learned embeddings for user u and event e.
We have acquired in the previous section joint user embeddings, lJ (u), from

the entity-connected graph. Note that we can apply the same graph technique to
learn embeddings in single domains as well, denoted as lS(u) and lT (u) respec-
tively for the retweeting data and target domain. From problem formulation, we
also have base user embedding for the target domain lB(u). A problem is that
the graph embeddings lJ(u) and lT (u) are only available for a small number of
target domain users, because they are learned from limited participation data.
When we predict participants in future events, we need to consider the major-
ity of users who have not participated in past events. These users have base
embeddings lB(u) but not graph embeddings lJ (u) and lT (u).
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We can use graph embeddings for training the prediction model, but in order
to keep the effectiveness, the input embedding should be in the same embeddings
space as in the training data. The training data embedding in our case is lJ(u).
So we need to map base embedding lB(u) to the embedding space of lJ(u)
when making the prediction. As some previous works proposed, this can be
done through linear latent space mapping [8]. Essentially it is to find a transfer
matrix M so that M ×Us

i approximates U t
i , and M can be found by solving the

following optimization problem

min
M

∑

ui∈U

L(M × Us
i , U t

i ) + Ω(M), (2)

where L(., .) is the loss function and Ω(M) is the regularization. After obtaining
M from users who have both base embeddings and graph embeddings, we can
map the base user embedding to graph user embedding lJ

′
(u) = M × lB(u) for

those users who have no graph embedding.
An alternative solution would be using the base user embedding as the input

for training the model. This would then require us to map graph user embedding
to target domain base user embedding. We solve it by finding the most similar
target domain users for a social media user, and using their embeddings as the
social media user base embedding. More specifically, we pick k most similar
target domain users according to the graph embedding, and take the average of
their base embedding:

lB
′
(u) =

1
K

∑

ui∈UK

lB(ui) (3)

where UK is top-k target domain users most similar to the social media user u
according to their graph embeddings.

4 Experimental Evaluation

We verify the effectiveness of our approach on an e-commerce domain. This
target domain is a flash sales platform that allows users to participate in discount
events. We also crawl actual retweeting data from Twitter as the support data.

4.1 Dataset Preparation

We prepare a retweet dataset and a target domain dataset for testing our app-
roach. Both datasets are from real-world sources. For the retweet dataset, we
randomly collect about two million Japanese tweets from Twitter. We cluster
all retweeting tweets based on their retweeting id, and select those clusters that
contain at least 10 retweets. We have 11,805 political retweeting events, and the
average number of participants in one event is 40.

For the target domain dataset, we collect an e-commerce flash sales purchase
dataset, which contains a number of products and the ids of users who purchased
the product during the flash sales events. The dataset is of a period of four
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months, between June and September in 2017. In the dataset we have 10,067
flash sales events, and the average number of participants in one event is 28. The
products in the purchase data are associated with text descriptions written in
Japanese.

We take the text of tweets as the event description of the retweeting events,
and the product description as the description of the purchase events. Since they
are all written in plain Japanese, we use the same representation method for all
these descriptions. Specifically, the text are tokenized and pre-trained word2vec
vector is applied.

The users in the e-commerce dataset are additionally associated with embed-
dings generated from their browsing histories. The users in the retweeting
datasets are additionally associated with user profiles, which are self-introduction
texts provided by respective users. We use simply bag-of-words (BOW) repre-
sentation, which are vectors indicating word counts in the text.

4.2 Experiment Setup

Based on common approaches in recommendation systems with implicit feedback
[12], we create the training dataset by random negative sampling, which gives
consistent information for learning the model. Specifically, for every interaction
entry (u, e) in the training dataset, which is labeled as positive, we randomly
pick four users who have not participated in the event, and label the pairs as
negative. So the training is done on user-event pairs.

The testing, on the other hand, is event-based. For each event e in the test
dataset, we label all users who participated in the event U+ as positive. Then,
for the purpose of consistent measurement, we pick n − |U+| users, labeled as
negative, so that the total candidate is n. We predict the user preference score
for all the n users, rank them by the score, and measure the prediction accuracy
based on top k users in the rank. We use measure Recall@K and Precision@K
as the performance metric. Essentially, Recall@K tells how many users who will
participate in the event can be predicted by the method, while Precision@K
tells how likely a user will participate in the event when targeted by the method.

We separate training and test datasets strictly by time. For building the
knowledge graph and making the training dataset, we use the earliest |Etrain|
events from the target domain, and the same number of retweeting events from
retweeting data. In the evaluation discussion, we show results when |Etrain| is
100, 200, and 500. For making the test dataset, we use |Etest| events from the
target domain. In the evaluation, we set |Etest| as 1,000. We ensure that Etest

is the same for three cases of Etrain, and that they have no overlaps.
We compare the performance of the proposed framework against single

domain methods. The compared methods are single domain with target domain
base embedding as the input (single base), single domain with target domain
graph embedding as the input (single graph), retweet supported prediction with
base embedding (rs base) and graph embedding (rs graph). In all cases, we use
NeuMF described in Sect. 3.3 as the prediction model.
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4.3 Evaluation Results and Discussions

The accuracy results measured in Recall@K and Precision@K are shown in
Table 1. We show the results for K = 10, but we note that other K values
give similar tendencies. Five methods are compared, and the best performing
results are highlighted in bold font.

Table 1. Recall@10 and Precision@10 for purchase participation prediction

Single base Single graph rs base rs graph

Recall@10 100 train 0.044 0.057 0.044 0.061

200 train 0.044 0.086 0.046 0.093

500 train 0.053 0.130 0.053 0.130

Precision@10 100 train 0.100 0.136 0.101 0.143

200 train 0.101 0.196 0.109 0.205

500 train 0.119 0.283 0.123 0.284

We compare single domain methods with retweeting-supported methods. We
can see that in all test cases, the supporting the target domain with graph embed-
ding achieved the best accuracy. Compared to single domain graph embeddings,
the proposed framework improves Precision@10 by about 7% when using 100
training instances. However, with 500 training instances, the improvement of
the supported method is limited. This is possibly because with 500 training
instances, the target domain already has sufficient data to learn a proper model,
and adding more data becomes less effective.

5 Conclusion

In this paper, we study the problem of utilizing social media retweeting data
in event participant prediction in a target domain. Since predicting event par-
ticipants is valuable for event organizers, and many starting platforms do not
have enough data to learn prediction models, leveraging open data such as those
from social media is potentially beneficial. We approach the problem by propos-
ing an entity-connected knowledge graph based on the assumption that event
descriptions are written in the same language as the social media tweets. On top
of it, we propose a prediction framework that leverages joint user embedding
learned from the connected graph. Our experimental evaluation shows that by
considering the social media retweeting data, the prediction accuracy in the tar-
get domain generally improved, especially when target domain data is limited.
In some cases, the precision is increased by 7%. In the future, we would like to
investigate more models that make use of social media retweeting data to further
improve the prediction accuracy.

Acknowledgement. This research is partially supported by JST CREST Grant Num-
ber JPMJCR21F2.
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