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Abstract. Medical Vision Question Answer (VQA) is a combination of
medical artificial intelligence and visual question answering, which is a
complex multimodal task. The purpose is to obtain accurate answers
based on images and questions to assist patients in understanding their
personal situations as well as to provide doctors with decision-making
options. Although CV and NLP have driven great progress in medi-
cal VQA, challenges still exist in medical VQA due to the character-
istics of the medical domain. First, the use of a meta-learning model
for image feature extraction can accelerate the convergence of medi-
cal VQA models, but it will contain different degrees of noise, which
will degrade the effectiveness of feature fusion in medical VQA, thereby
affecting the accuracy of the model. Second, the currently existing med-
ical VQA methods only mine the relation between medical images and
questions from a single granularity or focus on the relation within the
question, which leads to an inability to comprehensively understand the
relation between medical images and questions. Thus, we propose a novel
multi-granularity medical VQA model. On the one hand, we apply mul-
tiple meta-learning models and a convolutional denoising autoencoder
for image feature extraction, and then optimize it using an attention
mechanism. On the other hand, we propose to represent the question
features at three granularities of words, phrases, and sentences, while
a keyword filtering module is proposed to obtain keywords from word
granularity, and then the stacked attention module with different gran-
ularities is used to fuse the question features with the image features to
mine the relation from multiple granularities. Experimental results on
the VQA-RAD dataset demonstrate that the proposed method outper-
forms the currently existing meta-learning medical VQA methods, with
an overall accuracy improvement of 1.8% compared to MMQ, and it has
more advantages for long questions.
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1 Introduction

Medical VQA focuses on answering questions related to the content of a given
medical image by fusing the image with question information. In practice, it
has a wide range of applications, such as improving patient engagement [12]
and supporting clinical decision-making [7]; therefore, it has recently become a
popular topic in the medical field. The Medical VQA model includes an image
feature extraction module, a question feature extraction module, a feature fusion
module, and an answer prediction module, each of which affects the performance
of the model to varying degrees.

Image feature extraction is the basic module of the Medical VQA model, and
it affects the convergence speed and accuracy of the model. Pretraining VGG
[19] or ResNet [8] feature extraction networks on natural image datasets such
as ImageNet [18] and then fine-tuning the medical VQA model on the medi-
cal VQA data can alleviate the training difficulties caused by the scarcity of
medical data; however, the above image feature extraction approach is not effec-
tive when used in medical VQA models [1,21] due to the content differences
between medical and natural images. A mixture of enhanced visual features
(MEVF) [16] combined model-agnostic meta-learning (MAML) [3] and convolu-
tional denoising autoencoder (CDAE) [15] to extract image features. MAML can
be quickly adapted to new tasks to accelerate model convergence, and CDAE
is robust to noisy images. Leveraging the advantages of both, MEVF improves
the accuracy of medical VQA tasks; however, the dataset used to train MAML
by manual annotation may have noisy labels. Multiple meta-model quantifying
(MMQ) [2] proposed a multiple meta-model quantifying method that is designed
to increase meta-data by auto-annotation, deal with noisy labels, and output
multiple meta-learning models that provide robust features for medical VQA.
The image features extracted by different meta-learning models should have dif-
ferent importance, but MMQ views each image feature equivalently and applies
it to the medical VQA directly. In addition, medical images such as MRI, CT,
and X-ray may carry noise during acquisition and transmission, which results in
image features that also contain varying degrees of noise, further affecting the
accuracy of the medical VQA model.

Solving the semantic gap between images and text is the key to multimodal
tasks; thus, image and question feature fusion is the core module of the medical
VQA task. SAN [22] proposed a stacked attention approach to fuse image and
question features. The question features are used as query vectors to find the
regions in the image that are relevant to the answer, and the answer is derived by
multiple reasoning. BAN [10] finds bilinear attention distributions to utilize given
image and question information seamlessly. The above feature fusion methods
improve the performance of general VQA tasks and are also widely used in
medical VQA. However, due to the high similarity of human tissues themselves,
medical images of the same part and the same body state are very similar,
which makes medical image processing more difficult than natural images and
thus requires stronger inference ability. Directly applying the above general VQA
model to medical VQA, only a single granularity of fusing image features with
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question features [2,5,16] leads to a lack of inference ability and unsatisfactory
performance.

To address the above problems, we propose the Multi-granularity Feature
Fusion Network(M2FNet), which consists of an image feature extraction mod-
ule, a multi-granularity question feature extraction module, an attention-based
multi-granularity fusion module, and an answer prediction module. The image
feature extraction module uses multiple meta-learning models to obtain image
features understood from different perspectives and introduces the squeeze-and-
excitation block (SE) [9] to assign weights to the image features extracted to
suppress redundant information and emphasize important information while
using CDAE to obtain the denoised high-level semantic features. The image
feature extraction module obtains image features with robustness by combin-
ing the meta-learning models, CDAE and SE. The multi-granularity question
feature extraction module represents question features at three granularities:
word, phrase, and sentences. Further keywords are obtained from word granu-
larity using the keyword filtering module. The attention-based multi-granularity
fusion module adopts three different granularity stacked attention modules to
fuse question features with image features to achieve multi-granularity mining of
the relation between images and questions. The answer prediction module com-
bines three granularities of fused features to answer questions related to medical
images more accurately.

2 Related Work

2.1 Vision Question Answer

VQA is a complex multimodal task and the fusion of image and question features
is the core of the VQA task. Early works applied simple concatenation, summa-
tion, or pixel-level multiplication for cross-modal feature fusion. Bilinear Fusion
[6] has been proposed to apply bilinear pooling to fuse the features of two modal-
ities to mine the high-level semantic relation between modalities. To overcome
the computationally intensive problem of bilinear pooling, [4] embeds image and
question features into a high-dimensional space and then performs convolution
operations in Fourier space to fuse image and question information, improving
performance with fewer parameters. Multimodal pooling is an important tech-
nique for fusing image features and question features, and there are some other
works apply this technique, such as [11,24,25]. Since attention mechanisms are
widely used in the field of CV and NLP, SAN [22] proposed a stacked attention
approach to fuse image and question features; it treats the question features as
query vectors to find the regions in the image that are relevant to the answer
and arrive at the answer by multiple queries. Attention-based methods are also
available in [5,14], and [23] further explores the application of attention in VQA
by fusing features using a transformer [20]. The attention mechanism has led
to the further development of VQA. However, currently existing medical VQA
methods only mine the relation between medical images and questions at a sin-
gle granularity [2,5,16] or focus on the relation within the question, failing to



144 H. Wang et al.

capture content in the images from multiple granularities to comprehensively
understand the relation between medical images and questions.

2.2 Meta Learning

MAML [3] proposed meta-learning methods to enable rapid convergence of the
model in new tasks using only small datasets. Due to data scarcity in med-
ical VQA tasks, feature extractors pretrained with natural images are usu-
ally required to optimize the training process; however, the content differences
between medical and natural images lead to unsatisfactory results of such meth-
ods. Therefore, MEVF [16] proposed a combination of MAML and CDAE; CDAE
is an encoder-decoder architecture trained with unlabeled data, which improves
the robustness of the model by adding noise to the image data, allowing the
encoder to extract valid information from the noisy image for downstream tasks.
It takes advantage of meta-learning and CDAE techniques to achieve better per-
formance on small datasets for medical VQA, proving that meta-learning and
CDAE are effective in medical VQA. MMQ [2] proposed a multiple meta-model
quantifying method that is designed to increase meta-data by auto-annotation,
deal with noisy labels, and output multiple meta-learning models that provide
robust features for medical VQA. Although the MMQ meta-learning approach
can alleviate the training difficulties associated with data scarcity in medical
VQA, it views equally the image features extracted by multiple meta-learning
models, and the extracted features may carry varying degrees of noise.

3 Method

3.1 Overview

In this paper, we propose the M2FNet model for medical VQA tasks, which
takes images as the core and mines the relation between images and questions
at multiple granularities. Figure 1 illustrates an overview of our framework.

Fig. 1. The framework of our proposed M2FNet.
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The M2FNet processes images and questions through two branches: image
feature extraction and multi-granularity question feature extraction, and then
the output of the branches is fused by the attention-based multi-granularity
fusion module to obtain fused features for answer prediction.Image feature
extraction consists of CDAE’s encoder, n meta-learning models, and the SE
module. The images are passed through n meta-learning models to obtain n fea-
ture maps V1 ∼ Vn with robustness, which are input to the SE module to learn
the importance of each channel after concatenation and then combine the impor-
tance weights with the feature maps to obtain the meta-learning feature map
Vmeta, while the CDAE’s encoder extracts high-level semantic features Va. The
final image features V are obtained by concatenating Vmeta and Va. To extract
question features from multiple granularities, we take the word embedding vec-
tor Qa as the input of LSTM, Phrase Embedding, and Keywords Filtering for
encoding questions to obtain sentence-granularity, phrase-granularity, and word-
granularity features Qs, Qp, and Qw, respectively. The question features Qs,
Qp, and Qw are input with the image features V to the attention-based multi-
granularity fusion module consisting of SANs, SANp, and SANw to obtain the
fused features Qs,a,Qp,a, Qw,a, achieving multiple granularities understanding of
the relation between images and questions. Finally, the three fusion features are
summed at the pixel level to jointly make answer predictions. The modules are
described in detail as follows.

3.2 Image Feature Extraction

We propose combining multiple meta-learning models and CDAE to extract
image features and introduce a SE module to optimize the feature extraction.
The meta-learning model can be quickly applied to other tasks, achieving fast
convergence even on small datasets of medical VQA. CDAE is robust to noisy
images and still extracts high-level semantic features from medical images such as
MRI, CT, and X-ray that may carry noise. The SE module learns the importance
weights of the input features for each channel, emphasizing important informa-
tion and suppressing redundant information, we apply it to assign weights to
the image features obtained from different meta-learning models to maximize
the effect of each image feature. There are n meta-learning models in Fig. 1,
and each meta-learning model consists of four 3*3 convolutional layers and a
mean pooling layer. N image features Vi with robustness are obtained by feed-
ing images to n meta-learning models,i ∈ (1, n), and then are concatenated at
the channel level to obtain V c

meta. The pink part represents the SE module,
including a pooling layer and two fully connected layers. V c

meta is input to the
SE module, the global feature representation of each channel is obtained by the
pooling layer, and then the importance weight of each channel is learned by the
fully connected layer, which is used to adjust the feature map to obtain Vmeta.
CDAE includes an encoder and a decoder. The encoder extracts the high-level
semantic features of the image, which consists of three 3*3 convolutional layers,
each of which is followed by a max-pooling layer. The decoder consisting of two
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3*3 deconvolutions and two 3*3 convolutions reconstructs the image using the
high-level semantic features.

We extract the image features Va using the encoder of the pretrained CDAE
and then concatenate Vmeta and Va to obtain the final image feature V . The
above process is expressed as the following equation.

V c
meta = [V1, . . . , Vn] (1)

Vmeta = SE (V c
meta) (2)

V = [Vmeta, Va] (3)

3.3 Multi-granularity Question Feature Extraction

When people understand complex statements, they often read multiple times
to understand the semantics precisely. Based on human thinking patterns, this
paper argues that semantic information should also be obtained at multiple
granularities in complex medical VQA tasks and therefore proposes a multi-
granularity question feature extraction module to represent question features
at three granularities of words, phrases, and sentences. The input question is
first unified to a 12-word sentence, which is zero-padded if the length of the
question is less than 12. Then, each word in the question is transformed into
a vector using 600-D GloVe [17], which results in a vector Qa ∈ Rn×dw , where
n = 12 denotes the number of words and dw = 600 denotes the word dimension.
Furthermore, we pass the vector Qa through keyword filtering (KF) to obtain
keywords pointing to the pathological regions and properties, which results in
word-granularity question features Qw ∈ Rn×dw . The filter is the intersection
of two lists, one of which contains words in the question of the medical VQA
dataset, and the other is a stop-words list based on NLTK [13]. Input Qa into
the phrase feature extraction module to obtain the phrase-granularity question
feature vector Qp ∈ Rdp , with dp = 1024 denoting the dimension of the ques-
tion feature. The phrase feature extraction module is shown in Fig. 2, which
consists of three 1-D convolutions with different kernel sizes to output feature

Fig. 2. Phrase feature extraction module.



M2FNet 147

vectors Qunigram
p , Qbigram

p ,and Qtrigram
p , and then the phrase-granularity ques-

tion feature vector Qp is obtained after concatenation and max-pooling. The
above process is expressed as the following formulas.

Qunigram
p = tanh (W1Qa) (4)

Qbigram
p = tanh (W2Qa) (5)

Qtrigram
p = tanh (W3Qa) (6)

Qp = max
([

Qunigram
p , Qbigram

p , Qtrigram
p

])
(7)

We apply the 1024-D LSTM on the Qa vector to obtain the sentence-granularity
question features QS ∈ Rds , ds = 1024. Through the above process, the multi-
granularity question feature extraction module outputs three question feature
vectors of sentence-granularity, phrase-granularity and word-granularity.

Fig. 3. Attention-Based multi-granularity fusion module: The left and right sides rep-
resent two executions of query and fusion operations, and the three layers of depth
represent SANi of different granularities

3.4 Attention-Based Multi-granularity Fusion Module

In a complex task such as medical VQA, capturing key regions in an image based
on semantic information at different granularities to obtain fused features that
jointly participate in answer prediction helps improve model performance. In this
paper, we propose an attention-based multi-granularity fusion module that fuses
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question features with image features at different granularities using three SANi
modules, where i ∈ (w, p, s), V and Qi are the inputs to SANi, and the question
feature vector Qi queries image feature vector V to obtain attention vector Att1i .
The result is combined with Qi to obtain Qı̃ as a new question feature vector
querying the image feature V again, resulting in a high-level attention Att2i .
High-level attention will give a more accurate attention distribution to focus
on the region related to the answer, fuse it with the current question feature
Qı̃,and finally output the fusion feature Qi,a. The three granularity fused features
predict the answer together. Figure 3 shows the architecture of the fusion module.
The attention-based multi-granularity fusion module enables a comprehensive
understanding of the relation between images and questions to achieve deep
inference and improve model performance.

3.5 Answer Prediction and Model Training

Answer Prediction. In this paper, we treat the medical VQA task as a classi-
fication task based on answer sets. We use a 2-layer MLP as a classifier to predict
the category scores and obtain the final answers. The fused features Qw,a, Qp,a,
and Qs,a at the word, phrase, and sentence granularity output by the fusion mod-
ule are first summed at the pixel level and then fed into the classifier, resulting
in category score prediction ŷ, The classifier is trained using a cross-entropy loss
function. The prediction scores are calculated as follows.

ŷ = MLP

(
∑

i

qi,a

)

, i ∈ (w, p, s) (8)

Model Training. We first initialize the network parameters using the pre-
trained meta-learning models and CDAE weights and then optimize the model
on the medical VQA data, the training data used by different meta-learning
models are cross and different. To enhance the robustness of the model, we also
introduce a CDAE image reconstruction task to assist in the optimization of the
medical VQA task and train the model using a multi-task loss function. The loss
function L consists of two terms. Lvqa is the cross-entropy loss for the medical
VQA task, and La is the loss of the reconstruction task using MSE loss, with
the following equations.

L = Lvqa + αLa (9)

Lvqa = BCE(ŷ, y) (10)

La = MSE (x̂, xo) (11)

where α is a hyperparameter for balancing the two loss terms, ŷ and y denote
the predicted score and ground truth of the answer, x̂ denotes the reconstructed
image and xo is the original image.
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4 Experiments

4.1 Datasets and Metrics

Datasets. We evaluate the proposed M2FNet on the VQA-RAD dataset, which
is a manually constructed radiology dataset, and the image set contains three
parts: head, chest and abdomen, MRI and CT for head, X-ray for chest and
CT for abdomen, with 315 images in total. There are 3515 question-answer
pairs, and each image corresponds to 10 questions on average, of which 3064 are
used as the training set and 315 as the test set. The question-answer pairs can
be divided into open questions and closed questions according to the responses,
where open questions are those where the responses are ’Yes/No’ or give options,
and closed questions are those where the responses are free-form questions. The
question-answer pairs can be categorized into 11 types, such as modal, organ,
and abnormal, according to the type of question. There are 458 answer types in
the dataset, and our model treats medical VQA as a classification task based
on the answer set. Although this dataset is small compared to other automat-
ically constructed datasets, it is more representative of how one should answer
questions as an AI radiologist due to its manual construction.

Metrics. The M2FNet is a classification-based medical VQA model, so the
accuracy is used as a metric to evaluate the model on the VQA-RAD dataset.
The accuracy rate is the percentage of the number of correctly predicted samples
to the total number of samples, and the formula is as follows.

PA =
NC

N
∗ 100% (12)

4.2 Experimental Setup

Our model is implemented with PyTorch, and we conduct experiments on a
GTX 1080ti GPU. The model is trained with a batch size of 32 and a learning
rate of 0.001 using the Adamax optimizer for 40 epochs. The hyperparameter α
in the loss function is set to 0.001.

4.3 Model Comparisons

The M2FNet proposed in this paper is compared with four existing meta-
learning methods MAML, MEVF, MMQ and MMQ+MEVF. MAML uses a
meta-learning model to initialize the weights of the image feature extraction
network for fast adaptation to medical VQA tasks, which enables medical VQA
models to achieve better performance even with small datasets. MEVF combines
meta-learning models with CDAE to extract image features and achieves fur-
ther performance improvements. MMQ proposes to mine the metadata of the
dataset itself, using the metadata to train the meta-learning model, and con-
tinuously updating the training data. It iterates this process to output multiple
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Table 1. Evaluation results by our proposed method and compared methods on the
VQA dataset.

Method Open-ended Close-ended Overall

MAML 40.1 72.4 59.6
MEVF 43.9 75.1 62.7
MMQ 53.7 75.8 67
MMQ+MEVF 56.9 75.7 68.2
M2FNet(ours) 56.9 76.8 68.8

meta-learning models that provide robust features for medical VQA. To achieve
better performance, MMQ is combined with MEVF.

As shown in Table 1, M2FNet achieves the highest accuracy on the dataset
VQA-RAD compared to the meta-learning methods in the table. Compared with
the advanced meta-learning method MMQ+MEVF, the overall accuracy and
close-ended accuracy improve by 0.6% and 1.1%, respectively.

4.4 Ablation Study

Effectiveness of SE and KF. We evaluate the effectiveness of SE and KF
in our proposed M2FNet by performing an ablation study. In Table 2, ‘baseline’
represents the base model proposed in this paper, ‘baseline+SE’ indicates the
model after introducing the SE module, and ‘baseline+SE+KF’ indicates the
introduction of the SE and KF modules, which is the M2FNet model proposed
in this paper.

Table 2. Evaluation results of the effectiveness of the SE and KF modules.

Open-ended Close-ended Overall

Ours baseline 50.4 76.8 66.2
Ours baseline +SE 51.2 77.3 66.9(+0.7)
Ours baseline +SE+KF 56.9 76.8 68.8(+2.6)

As seen from Table 2, the overall accuracy improves by 0.7% with close-ended
and open-ended accuracy increasing by 0.5% and 0.8% after the introduction of
the SE module, and further, the overall accuracy achieves a large improvement
of 2.6% after the introduction of the KF module. The results illustrate the effec-
tiveness of SE and KF in our model.
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Scheme of Using the SE Module. In this paper, we propose to optimize
feature extraction with the SE module. To maximize the effect of the SE module,
we compare the effect of the SE module acting on m meta-learning models and n
meta-learning models. In Table 3, ‘n’ refers to the MMQ+MEVF method directly
using n meta-learning models for image feature extraction, ‘m+SE’ means that
the image features are extracted using the unfiltered m meta-learning models and
the SE module acts on the m feature maps, while ‘n+SE’ utilizes the filtered n
meta-learning models.

Table 3. Evaluation results of different SE module usage strategies.

Open-ended Close-ended Overall

n 56.9 75.7 68.2
m +SE 56.1 76.8 68.5
n +SE 56.9 76.8 68.8

Table 3 shows that the accuracy of ‘n+SE’ is 0.3% higher than that of
‘m+SE’, which indicates that the best performance is obtained by adding the
SE module to the n meta-learning model; therefore, it is the design approach
ultimately adopted for our model. At the same time, the accuracy of ‘n+SE’
is 0.6% higher than that of ‘n’, which again shows the effectiveness of the SE
module.

4.5 Qualitative Evaluation

The visualization experiment in Table 4 compares the effect of our proposed
M2FNet and MMQ+MEVF based on the prediction confidence scores of the
Top 5 answers. The table covers three types of medical images with different
modalities and different organs, and the red and blue bars represent the confi-
dence scores of correct and incorrect answers, respectively. The first three data
show that the M2FNet model is more accurate in predicting answers compared
to MMQ+MEVF. The fourth data shows that the M2FNet model has more
advantages in dealing with long questions. This indicates that the proposed
multi-granularity question feature extraction module can effectively obtain the
semantic information of complex questions, thus enhancing the effect of the
fusion module, which effectively improves the accuracy of the answer prediction
of the medical VQA model.
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Table 4. Visualization of the predicted confidence scores of M2FNet and
MMQ+MEVF.

Question Image MMQ+MEVF M2FNet

Question: Which side of
the lungs are hyperinflated?
Ground-truth Answer:
Bilateral lungs

Question: Where are the
acute infarcts? Ground-
truth Answer: R frontal
lobe

Question: What is the
mass most likely? Ground-
truth Answer: kidney cyst

Question: Which sign do
you see in the aortopul-
monary window in this im-
age? Ground-truth An-
swer: middle mogul

5 Conclusion

In this paper, we propose a novel neural network model with multiple granulari-
ties to mine the relation between images and questions for the medical VQA task.
In addition, we introduce the SE module to optimize the image feature extrac-
tion process. To capture the key regions related to the answer in the image, a
KF module is proposed to further fine-grain the question features of word gran-
ularity. The above enables multi-granularity inference and thus improves the
model performance. Extensive experimental results on the VQA-RAD dataset
show that the M2FNet model proposed in this paper outperforms the currently
existing meta-learning medical VQA model. The visualization results of quali-
tative analyses intuitively reflect the performance of M2FNet while indicating
that M2FNet is more advantageous in dealing with long questions.
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