
Survey of Hypergraph Neural Networks
and Its Application to Action Recognition

Cheng Wang1 , Nan Ma2(B) , Zhixuan Wu1 , Jin Zhang1 ,
and Yongqiang Yao1

1 Beijing Key Laboratory of Information Service Engineering, Beijing Union
University, Beijing 100101, China

2 Beijing University of Technology, Beijing 100124, China

manan123@bjut.edu.cn

Abstract. With the development of deep learning, graph neural net-
works have attracted ever-increasing attention due to their exciting
results on handling data from non-Euclidean space in recent years. How-
ever, existing graph neural networks frameworks are designed based on
simple graphs, which limits their ability to handle data with complex cor-
relations. Therefore, in some special cases, especially when the data have
interdependence, the complexity of the data poses a significant challenge
to traditional graph neural networks algorithm. To overcome this chal-
lenge, researchers model the complex relationship of data by constructing
hypergraph, and use hypergraph neural networks to learn the complex
relationship within data, so as to effectively obtain higher-order feature
representations of data. In this paper, we first review the basics of hyper-
graph, then provide a detailed analysis and comparison of some recently
proposed hypergraph neural networks algorithm, next some applications
of hypergraph neural networks for action recognition are listed, and
finally propose potential future research directions of hypergraph neu-
ral networks to provide ideas for subsequent research.

Keywords: Hypergraph · Hypergraph neural network · Action
recognition · Deep learning

1 Introduction

With the improvement of theories related to deep learning, artificial intelligence
is flourishing in the fields of action recognition [1], object classification [2], intel-
ligent driving [3] and so on, and more and more researchers are engaged in
the research related to neural networks. Although promising results have been
achieved using convolutional neural networks (CNNs) [4] for tasks such as visual
recognition [5], voice recognition [6], and machine translation [7], they have not
achieved the expected results when dealing with data with irregular structures.
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In the face of data with irregular structure, researchers have used recurrent
neural networks (RNN) [8] to deal with them, with a significant improvement
compared to CNNs. In fact, CNNs are mainly used to handle image-based data
and RNNs are mainly used to handle temporal data.

Although traditional neural networks have great results in dealing with data
with Euclidean structures, irregular non-Euclidean structures such as graph
structures cannot be handled using traditional neural network models. Tradi-
tional algorithms tend to compress the graph-structured data into a chain struc-
ture or a tree structure which is processed using a neural network. However, there
is often a loss of topological structure information in graphs, and important infor-
mation may be lost in the preprocessing stage, which affects the final experimen-
tal results. Therefore, researchers have proposed graph neural networks (GNNs)
[9], which are widely used due to their ability to analyze graph structured data.
When dealing with information with pairwise relationships, more complete infor-
mation features can be obtained by constructing graph structures and using
graph neural networks for training. However, with the deep development of arti-
ficial intelligence, the problems to be solved are becoming more and more com-
plex. In practice, in addition to pairwise relations, there exist multi-modal and
multi-type data containing a large number of non-pairwise relations, and such
complex relations cannot be well characterized by graph structures. Therefore,
researchers have introduced the concept of hypergraph [10] to characterize com-
plex non-pairwise relationships using hypergraph structures, and hypergraph
can characterize higher-order relationships of data and feature learning through
hypergraph neural networks to obtain feature representations of complex data.
Compared with traditional graph neural networks, hypergraph neural networks
[11] are more general representation learning frameworks capable of handling
complex higher-order correlations through hypergraph structures, so as to effec-
tively deal with multi-modal and multi-type complex data. Hypergraph learning
has been widely used in tasks such as image retrieval [12], 3D object classifi-
cation [13], video segmentation [14], person re-identification [15], hyperspectral
image analysis [16], landmark retrieval [17], and visual tracking [18].

Action recognition is one of the representative tasks for computer vision, and
accurate action recognition is an important prerequisite for intelligent interac-
tion and human-computer collaboration, which has become a widely concerned
research field in recent years, such as in the application fields of action analysis,
intelligent driving, and medical control [19], and the research on body language
interaction is of great significance. However, for the extraction of action features
in complex environments, traditional GNN-based methods can no longer meet
the practical needs, and many higher-order semantic information is ignored,
thus reducing the accuracy of action recognition. Therefore, how to use hyper-
graph neural networks to achieve action recognition in complex environments
has become a problem that has received widespread attention in recent years.

The rest of this paper is organized as follows: Sect. 2 outlines the theory
related to hypergraph neural networks, and analyzes in detail hypergraph neural
networks proposed in recent years. Section 3 introduces some applications of
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hypergraph neural networks in action recognition. Section 4 concludes the whole
paper and proposes possible directions for hypergraph neural networks in the
future.

2 Hypergraph Neural Networks

The hypergraph structure breaks traditional restriction that an edge can only
connect two vertices in a graph structure, and expands the concept of edge
into a hyperedge, which means that a hyperedge can connect multiple vertices.
Complex relationships among things are connected by hyperedge, and thus can
be represented using a hypergraph structure with higher-order semantics. In
this subsection, we review the theory related to hypergraph in three aspects,
including the definition of hypergraph, the generation methods of hypergraph,
and the learning methods of hypergraph. In addition, we describe and compare
the recent hypergraph neural network algorithms.

2.1 The Definition of Hypergraph

The comparison between the graph and the hypergraph is shown in Fig. 1 [20].
Similar to the definition of a simple graph, a hypergraph is defined as G =
(V, E ,W). Where V is the set of vertices in the hypergraph, and the element in
the set are denoted as v ∈ V; E is the set of hyperedges in the hypergraph, and
the element in the set are denoted as e ∈ E ; W is the hyperedge weight matrix,
which records the weight of each hyperedge, denoted as ω(e). The relationship
between hyperedges and vertices is represented by constructing the incidence
matrix H, which is a |V| × |E| matrix.The elements in the incidence matrix H
are defined as follows:

h(v, e) =
{

1, v ∈ e
0, v /∈ e

(1)

Specifically, if the vertex v exists in the hyperedge e, then h(v, e) = 1, otherwise
h(v, e) = 0. In addition, we can denote the hyperedge degree as the number of
vertices contained in the hyperedge e, which can be defined as:

δ(e) =
∑
v∈v

h(v, e) (2)

And the vertex degree as the sum of the hyperedge weights associated with the
vertex v, which can be defined as:

d(v) =
∑
e∈ε

ω(e)h(v, e) (3)

We also can define De and Dv to denote the diagonal matrix of hyperedge degree
and vertex degree, respectively. Then,the standardized Laplacian matrix can be
defined as:

Δ = I − D−1/2
v HWD−1

e HTD−1/2
v (4)

where I is a Unit Matrix.
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Fig. 1. Comparison of graph and hypergraph.

2.2 The Generation Methods of Hypergraph

In order to make a connection between the hypergraph and the data, it is nec-
essary to construct a hypergraph based on the data. Since different data have
different characteristics, it is crucial to choose a suitable hypergraph genera-
tion method according to the characteristics of the data. The applicability of
the constructed hypergraph to the provided data directly determines the abil-
ity of the hypergraph to represent higher-order relationships among the data.
The hypergraph generation methods can be generally classified into four cat-
egories, including distance-based methods [13], representation-based methods
[21], attribute-based methods [22], and network-based methods [23]. Specifically,
the distance-based approach is characterized as simple and effective in many
applications, but is very sensitive to hyperparameter settings; the representation-
based approach is characterized as avoiding the effect of noisy vertices through
sparse representation, but calculating reconstruction coefficients increases net-
work computation; the attribute-based approach is characterized as applicable
to samples with specific attributes, but has the limitation of considering only
single-attribute features; and the network-based approach is characterized as
applicable to graphically represented data, but requires the construction of spe-
cific hypergraph.

2.3 The Learning Methods of Hypergraph

After constructing the hypergraph, the hypergraph needs to be learned to extract
data features. Hypergraph learning was first introduced in [10], which allows
for transductive learning [24] and can be seen as a propagation process on the
hypergraph structure. Transductive learning on the hypergraph aims to make
the differences in labels of the more strongly associated vertices on the hyper-
graph as small as possible. In recent years, hypergraph learning has been widely
developed and applied in many fields. Wang et al. [20] constructed a complex
hypergraph containing global and local visual features and label information to
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learn the relevance of images in a label-based image retrieval task. To model
the functional connectivity network (FCN) of the brain, Xiao et al. [25] pro-
posed weighted hypergraph learning, which is capable of capturing the relation-
ships among brain regions compared to traditional graph-based methods and
existing unweighted hypergraph-based methods. Inspired by deep learning, some
researchers have developed hypergraph learning methods based on deep learning.
For example, Feng et al. [11] proposed a hypergraph neural networks (HGNN) to
model and learn complex associations in non-pairwise data. Significantly, Gao et
al. [26] proposed a tensor-based dynamic hypergraph representation and learning
framework that can effectively describe higher-order correlations in hypergraphs.
In addition, they developed and published a toolbox called THU HyperG, which
provides a collection of hypergraph generation and hypergraph learning algo-
rithms.

2.4 Hypergraph Learning Method Based on Hypergraph Neural
Networks

In order to train hypergraph and obtain higher-order semantic features of nodes
by using hypergraph learning methods based on deep learning, researchers are
proposing more and more neural networks suitable for extracting hypergraph
features.

As the pioneer of hypergraph neural networks, Feng et al. [11] proposed a
hypergraph neural network framework (HGNN) that utilizes the hypergraph
structure for feature learning to effectively extract the higher-order correlations
of data. HGNN extends the spectral domain-based convolution operation from
the graph learning process to the hypergraph learning process by using the hyper-
graph Laplacian operator to convolve on the spectral domain. Specifically, the
network framework uses the HGNN convolutional layer to perform a “vertex-
hyperedge-vertex” transformation to iteratively update the vertex features to
efficiently extract higher-order correlations on the hypergraph. The experimen-
tal results show that HGNN can extract higher-order features of vertices more
effectively than traditional graph neural networks. Yadati et al. [27] proposed
HyperGCN and used hypergraph-based spectral theory to train graph convolu-
tional networks (GCNs) on hypergraph, so as to model complex relationships.
HyperGCN is more effective compared to the hypergraph-based semi-supervised
learning (SSL) method. And their proposed method has been applied to SSL
and combinatorial optimization problems on hypergraph. Numerous experiments
have shown that HyperGCN is effective for extracting features from complex
data and improves the results of SSL. Jiang et al. [28] proposed a dynamic
hypergraph neural network framework (DHGNN) to solve the problem that the
hypergraph structure cannot be updated automatically in hypergraph neural
networks, thus limiting the lack of feature representation capability of changing
data. Notably, the framework consists of two important parts, dynamic hyper-
graph (DHG) and hypergraph convolution (HGC). Specifically, DHGNN uses
the k-NN method to generate the basic hyperedges and a clustering algorithm
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to extend the set of adjacent hyperedges, and extracts local and global rela-
tionships by constructing the dynamic hypergraph. The experimental results
demonstrate that the model has better performance, stronger robustness for dif-
ferent data, and significantly better than some static construction methods. Bai
et al. [29] proposed two end-to-end operators, Hypergraph Convolution (HC)
and Hypergraph Attention (HCA). Both operators can be inserted into most
graph neural networks for model training when non-pairwise relationships are
present in the data. Notably, the network uses dynamic transfer matrix instead of
incidence matrix for convolutional operations. Specifically, the dynamic transfer
matrix represents the importance of a vertex for a certain hyperedge, and adap-
tively identifies the importance of different vertices in the same hyperedge, which
can more accurately describe the relationship among vertices and thus improve
the performance of the neural networks. Graph embedding is a commonly used
method to analyze network data. However, existing methods do not fully utilize
and integrate both topology and attributes of nodes. Wu et al. [30] proposed a
dual-view hypergraph neural network model for attribute graph learning, which
solves the problems of inadequate modeling of nonlinear relationships among
nodes in the semantic space and heterogeneity of structure and attribute infor-
mation. Specifically, they address the limitations of traditional graph embedding
by sharing specific hypergraph convolutional layers to model and unify the repre-
sentation of different information sources. Gao et al. [31] proposed a hypergraph
neural network framework (HGNN+) for hypergraph learning, which mainly
consists of two processes, hypergraph modeling and hypergraph convolution,
where the operational process of hypergraph convolution is performed on the
spatial domain. In the process of hypergraph generation, different data use dif-
ferent hyperedge generation strategies to generate the hypergraph structure. In
the hypergraph convolution process, a message propagation mechanism based
on spatial domain, which includes two-stage hypergraph convolution. It can pro-
pose to flexibly define the convolution and aggregation operations in each stage
and naturally extend it to directed hypergraph. The experimental results show
that HGNN+ can obtain more gain with fewer training samples, which indicates
that the proposed method can work well with limited training samples. Table 1
summarizes the classification jieg of different hypergraph neural networks on the
citation dataset.

In addition, the commonly used citation datasets are summarized in this
paper, as shown in Table 2.

3 Action Recognition Based on Hypergraph Neural
Networks

With the continuous development of computer vision, human action recogni-
tion has shown a widespread application prospect and research value in many
fields such as video surveillance, video retrieval and human-computer interaction.
Methods based on deep learning have achieved excellent results in RGB data,
with performance far superior to traditional methods of manually extracting
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Table 1. Classification structures of different hypergraph neural networks on citation
datasets.

Authors Year Task Datasets Evaluation metrics Values(%)

HGNN 2019 Node Classification Cora Accuracy 81.6

Citeseer 80.1

HyperGCN 2019 Node classification Cora Mean test error 32.37± 1.7

Citeseer 37.35± 1.6

Pubmed 25.56± 1.6

DHGNN 2019 Node classification Cora Accuracy 85.6

Bai et al. [29] 2020 Node classification Cora Accuracy 72.7± 0.3

Citeseer 71.2± 0.4

Pubmed 78.4± 0.3

Wu et al. [30] 2021 Node classification Cora Accuracy 84.63

Citeseer 73.06

HGNN+ 2022 Node classification Cora Accuracy 73.19

Citeseer 60.64

Pubmed 71.38

Table 2. Overview of data statistics.

Dataset Nodes Edges Features Classes

Cora 2708 5429 1433 7

Citeseer 3327 4732 3703 6

Pubmed 19717 44338 500 3

features. In addition, the depth skeleton sequence has rich spatial and tempo-
ral information. As a result, there are many researchers who have also tried to
combine deep learning and skeleton data for human behavior recognition. How-
ever, the GCN-based approach focuses only on the local physical connections
among the joints and ignores the non-physical dependencies among the joints.
Therefore, more and more researchers try to use hypergraph to model the human
skeleton and use hypergraph neural networks to obtain a feature representation
of human action for better human action recognition. This subsection will ana-
lyze and summarize the recently proposed action recognition methods based on
hypergraph neural networks.

To capture the higher-order information of the skeleton and improve the
accuracy of behavior recognition, Hao et al. [32] proposed a hypergraph neural
networks (Hyper-GNN) framework to obtain the higher-order feature represen-
tation of the skeleton. Specifically, firstly, they divide the skeleton data into three
different data input forms, including joints, bones and motion trends, and use
them as vertices to construct different types of hypergraph; then, they construct
hypergraphs and input them into Hyper-GNN for feature extraction to obtain
higher-order feature representations of skeleton information; finally, in order to
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make full use of the complementarity and diversity among the three types of
features, they fuse the three types of features and classify the action represented
by the skeleton according to the fused features, so as to further improve the per-
formance of action recognition. Notably, Hyper-GNN introduces a hypergraph
attention mechanism and an improved residual model which has temporal con-
volution to extract more accurate and abundant skeleton features in the residual
model. The experimental results show that the accuracy of action recognition
using this method is significantly improved compared to the GCN-based method.
He et al. [33] proposed a dual-stream hypergraph convolutional network (SD-
HGCN) that adds a dual skeleton stream to a single skeleton stream, so as to
recognize the action of interactions. Specifically, the model mainly consists of
a multi-branch input adaptive fusion module (MBAFM) and a skeleton per-
ception module (SPM). Among them, MBAFM distinguishes the input features
more easily by two GCNs and an attention module; SPM adaptively learns the
incidence matrix of hypergraph according to the semantic information in the
skeleton sequence, identifies the relationship between skeletons, and builds the
topological knowledge of human skeleton. The experimental results show that
the SD-HGCN algorithm is less time-consuming, has high accuracy, and can be
interacted in real time. Wei et al. [34] proposed a dynamic hypergraph convolu-
tional network DHGCN for action recognition, which effectively extracts motion
information from skeleton data, thus significantly improving the accuracy of
dynamic action recognition. The algorithm constructs both static hypergraph
and dynamic hypergraph based on the skeleton information, which can obtain
higher-order information than a single static construction method. In this case,
each joint in the dynamic hypergraph is assigned a corresponding weight accord-
ing to its motion state, so as to better learn the dynamic features of the skeleton.
The experimental results show that the method has better recognition ability
for continuous dynamic actions. For a single skeleton data, it is not possible to
adequately represent the details of human action and it is difficult to accurately
identify human-object interactions. Chen et al. [35] proposed Informed Patch
Enhanced HyperGCN to simultaneously learn skeleton information and local
visual information, and perform multi-modal feature learning through multi-
modal data fusion to obtain better behavioral features, so as to effectively
improve the accuracy of action recognition. Specifically, the network framework
obtains visual information near the five joints of the head, left hand, right hand,
left foot, and right foot, respectively, so as to obtain part of the semantic features
related to the behavior. This visual information is complemented with skeleton
information to further enhance the data information required for action recog-
nition. Experimental results show that the method reduces the computational
and memory consumption of the network while improving the accuracy of action
recognition.

As can be seen in Table 3, we compare recent approaches to action recog-
nition using hypergraph neural networks on the NTU-RGB+D 60 dataset and
NTU-RGB+D 120 dataset. In addition, we compare with common GCN-based
approaches. It is clear that action recognition methods based on hypergraph
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neural networks achieve satisfactory results on different datasets, with most of
the results better than the GCN-based methods. This is because hypergraphs
can characterize more complex higher-order relationships and more fully exploit
the complex behavioral information in real scenes. A comparison of the NTU-
RGB+D 60 dataset and the NTU-RGB+D 120 dataset is shown in Table 4. With
this information, hypergraph neural networks models can obtain more complete
action features. It is very important to choose the right algorithm according to
different features and applicability range to improve the human action recogni-
tion.

Table 3. Comparison of action recognition methods based on hypergraph neural net-
works and graph neural networks (Accuracy).

Method NTU60-XSub(%) NTU60-XView(%) NTU120-Xsub(%) NTU120-XSet(%)

GCN-based ST-GCN 81.5 88.3 70.7 73.2

AS-GCN 86.8 94.2 78.3 79.8

RA-GCN 87.3 93.6 81.1 82.7

AGCN 88.5 95.1 – –

DGNN 89.9 96.1 – –

FGCN 90.2 96.3 85.4 87.4

Shift-GCN 90.7 96.5 85.9 87.6

DSTA-Net 91.5 96.4 86.6 89.0

MS-G3D 91.5 96.2 86.9 88.4

HGNN-based Hao et al. [25] 89.5 95.7 - -

He et al. [26] 90.9 96.7 87.0 88.2

Wei et al. [27] 90.7 96.0 86.0 87.9

Chen et al. [28] 93.8 98.1 89.2 90.2

Table 4. Comparison of NTU-RGB+D dataset and NTU-RGB+D 120 dataset.

Dataset NTU-RGB+D NTU-RGB+D 120

Number of samples 56,880 114,480

Number of action categories 60 120

Number of view angles 3

Data Type RGB video,depth map sequences,

3D skeletal data and infrared (IR) video

4 Conclusion

This paper summarizes the research on hypergraph neural networks in recent
years and discusses the design ideas of various hypergraph neural networks in
detail to help researchers better understand different hypergraph neural net-
works. In addition, this paper aims to facilitate researchers to choose the appro-
priate hypergraph neural networks structure for modeling according to their
practical needs.
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Although various hypergraph neural networks have made promising progress
in extracting features from complex data, the extraction of node features in com-
plex environments still needs to be further explored in the future. We believe
that in addition to improving a single hypergraph neural networks, it is also pos-
sible to combine hypergraph with different graph structures to model problems
related to complex environments and obtain higher-order and more complete
feature information. For example, Jiang et al. [28] combined dynamic graph and
hypergraph to encode higher-order information and improve the accuracy of
twitter sentiment prediction; Sun et al. [36] combined heterogeneous graph and
hypergraph to achieve excellent results in tasks such as node classification in
complex environments.

Action recognition methods based on hypergraph neural networks are the
current hotspots of computer vision research, which have practical application
needs and good application prospects, and related issues deserve further research.
Notably, the action recognition methods based on hypergraph neural networks
can be applied to the unmanned field to make self-driving vehicles into learnable
and interactive wheeled robots [37,38].
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