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Abstract. As an important research method for speech recognition
tasks, audio-visual fusion has achieved good performances in improving
the robustness of keyword spotting (KWS) models, especially in a noisy
environment. However, most related studies are implemented under the
single-person scenarios, while ignoring the application in multi-person
scenarios. In this work, an audio-visual model using the hybrid fusion
is proposed for multi-person KWS. In detail, a speaker detection model
based on the attention mechanism is firstly used in the visual frontend to
select the key visual signals corresponding to the speaker. Then, seman-
tic features of audio signals and visual signals are extracted by using
two pre-trained feature extraction networks. Finally, in order to exploit
the complementarity and independence of the signals from two modal-
ities from the feature and decision level, the features are fed into the
proposed hybrid fusion module. In addition, the first Chinese keyword
spotting dataset named PKU-KWS is recorded. Experiments on this
dataset demonstrate the reliability of the proposed method for practical
applications. Meanwhile, the model also shows stable performance under
different noise intensities.

Keywords: Audio-visual fusion · Multi-person · Keyword spotting ·
Hybrid fusion

1 Introduction

Keyword spotting refers to spotting keywords in a continuous audio stream [1–
3]. Traditional speech-based keyword spotting has achieved good performance in
pure speech conditions [4]. However, when in complex scenes such as noisy and
reverberant environments or multi-speaker crossover, the performance of audio
model drops significantly. Therefore, visual information, which can’t be affected
by audio noise, has been used to compensate for the degradation of performance
due to noise in audio models [5–8].

Supported by the National Key R&D Program of China (No. 2020AAA0108904), and
the Science and Technology Plan of Shenzhen (No. JCYJ20200109140410340).

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L. Fang et al. (Eds.): CICAI 2022, LNAI 13605, pp. 327–338, 2022.
https://doi.org/10.1007/978-3-031-20500-2_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-20500-2_27&domain=pdf
http://orcid.org/0000-0002-5912-7669
http://orcid.org/0000-0003-2414-3674
http://orcid.org/0000-0002-7498-6541
https://doi.org/10.1007/978-3-031-20500-2_27


328 Y. Su et al.

Audio-visual fusion has been an active research area in speech recognition
in recent years. However, there is little relevant work proposed on the imple-
mentation of audio-visual keyword spotting (AV-KWS) [9]. Wu et al. are the
earliest to propose an AV-KWS model based on the Hidden Markov filler model
(HMM-filler) [10]. In the study by Ding et al. [11], an AV-KWS model based
on multidimensional convolutional neural network (MCNN) as the main archi-
tecture is built and obtains a better result. More recent research [12] has used
CNN combined with long short-term memory (LSTM) for feature extraction,
with a better focus on longer-term sequence correlation. What is more, the deep
learning model is increasingly being used for extracting the visual features from
the original speaker’s face images, which seems to be the preferred approach [9].

According to recent studies, deep networks gradually replace traditional
methods for keyword spotting. Most studies have been conducted on single-
person scenes, while few on multi-person scenes. Moreover, most existing models
based on audio-visual fusion use decision fusion, which is easy to handle asyn-
chrony and ensures that signals from different modalities are not interfered with
by each other. However, it does not make use of the correlation of the signal of
the two modalities at the feature level [13].

In this paper, an audio-visual model using the hybrid fusion is proposed for
multi-person keyword spotting [14]. First, a speaker detection model based on
attention mechanism [15] is constructed. It enables the capture of speaker facial
images in multi-person scenes and minimizes the interference of non-speakers, as
well as visual background noise. Second, two pre-trained models are separately
used to extract semantic features of the two modalities. Finally, the features
are fed into the designed hybrid fusion network for classification. The main
contributions of our work are the following:1) the first AV-KWS model which
is also adapted to multi-person scenes is proposed, 2)hybrid fusion is used to
exploit the complementarity and independence of visual and audio signals from
the feature and decision level, 3) the first Chinese dataset PKU-KWS is recorded
for multi-person keyword spotting. Eventually, experimental results on the PKU-
KWS dataset show that the designed model has high reliability and stronger
robustness to noise in practical applications.

2 AV-KWS Model

2.1 Architectures

As shown in Fig. 1, the designed audio-visual model using hybrid fusion for key-
word spotting uses a joint learning strategy. The independence of each modality
is learnt separately by the audio stream and visual stream, and the relevance
between the audio modality and visual modality is focused on in the parallel
feature fusion stream. Finally, hybrid fusion is used to combine the advantages
of independence and relevance of the two modalities.

The model consists of three main components: speaker detection, semantic
feature extraction and classification. In the speaker detection model, a bilinear
attention network [16] is used to calculate match scores after extracting features
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Fig. 1. The audio-visual model using hybrid fusion for muilt-person keyword spotting.

by Resnet-18. The face images with the highest match score will be selected
as the output of the speaker detection model. After that, the speaker’s facial
images and audio signals are fed separately into the pre-trained feature extrac-
tion model to obtain high-level semantic features, and then features of the two
modalities are aligned by using fully connected networks. Next, the features of
the two modalities are then concatenated and fed into the posterior classification
network. Meanwhile, audio features and visual features are also fed separately
to two same classification networks. Finally, decision fusion is used before judge-
ment to combine the result from the feature fusion stream and the two single
modality models.

2.2 Speaker Detection

For multi-person scenes, visual background noise is very detrimental to the
model, especially the facial images of non-critical speakers. In order to mini-
mize the impact of irrelevant visual signals, a speaker detection model based on
an attention mechanism is implemented in this paper [17]. In this model, the
inputs are audio signals and visual signals. The speaker’s original facial images
will be selected as the output through the match scores between audio features
and visual features. The addition of the audio signal makes the model detect the
key speaker accurately through match scores even in the multi-speaker environ-
ment. The details of the model are shown in Fig. 2.

First, visual features V ∈ R
B×N×T×Lv and auditory features A ∈ R

B×T×La

are extracted from the inputs, where B is the batch size, N is the number of the
characters, L equals 512 for the length of the feature tensor of each frame and T
represents the number of time steps. For the video stream, a 3D convolutional
layer with a kernel size of 5×5×7 followed by a ResNet-18 [18] is used to obtain
a high-level feature representation of each image stream. The audio feature is
extracted by using a 1D convolutional layer with a kernel size of 80 followed by
Resnet-18 [19].

A bilinear attention network is used after feature extraction to calculate the
match scores S of each visual feature of each person to the audio feature. In
this process, we make the attention query Q = A and the attention key K = V .
The original images corresponding to the N faces form the space to be selected.
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Fig. 2. The specific structure of the speaker detection model.

The match scores of each frame corresponding to the nth person Stn will be
calculated by an additional learnable parameter matrix W :

Stn = QtWVtn, with S ∈ R
1×T×N , (1)

where Qt and Vtn, respectively, denote the audio features and the visual features
of the nth person at t.

Next, all the match scores Stn of each person are summed for only one person
is speaking in each video.:

Sn =
∑

t
Stn. (2)

Then, the match scores Stn of each person are used to calculate the normalized
attention score αn of the nth person through the softmax function:

αn =
esn∑
m esn

, with αn ∈ R
1×N . (3)

Finally, the original images of the highest match score are selected as the output
of the speaker detection model.

2.3 Semantic Feature Extraction Based on Pre-trained Models

In this part, two pre-trained models are used to extract semantic features in our
model. The pre-trained WavLM [20] which learns universal speech representa-
tions from massive speech data, is applied in the frontend of the audio stream
to acquire semantic features. Meanwhile, the visual modality also makes use of
the Audio-Visual HuBERT (AV-HuBERT) [21] model to obtain high-level visual
feature representations. In addition, both of the two pre-trained models enable
to extract features from indeterminate length signals.

The inputs to the above two pre-trained models are the original audio and the
grey-scale face image stream which is selected in the speaker detection model.
The final frame-level feature representation is obtained with a length of 768.
However, due to the differences in the processing of the two modalities, the final
features are not consistent in the temporal dimension. But we found that the
number of the time steps of audio modality Ta with that of visual modality Tv
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always satisfies the relationship Ta = 2Tv − 1. It is very important for feature
fusion to ensure the alignment in the time dimension between the features from
two modalities. Therefore, the process shown in Fig. 3 is used to obtain audio
features with the same dimension as video features. We first take the audio
feature of the last time step and splice it behind the original features. Then, the
audio feature of every two frames will be spliced together and fed into the fully
connected network to convert the length of each splice feature to 768.

2.4 Classification Layer

First, two Bidirectional Gate Recurrent Units (BiGRUs) with a hidden layer
of dimension 1,024 are used to further learn the feature representation adapted
to the KWS. Then, convolutional layers and a fully connected layer are used
to generate a one-dimensional vector. Finally, a softmax function is used to
calculate the posterior probability of each keyword.

2.5 Hybrid Fusion

Both the feature fusion and decision fusion are used in the proposed hybrid
fusion model. First, features from different modalities are concatenated together
besides being fed into the classification layer directly. Before judgment, a fully
connection layer is used to learn the validity of the results from each channel.

3 Experiments and Discussions

3.1 Dataset

The dataset used in our experiments, the PKU-KWS dataset, is collected in a
quiet environment with controlled normal light. It contains 2,700 video segments
(unequal in length) recorded in Chinese at 25 frames per second. The resolution
of the video segments is 1920×1080 and the audio sample rate of 48 kHz. In each
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segment, 1, 2, or 3 characters with clear facial images can be seen, while only one
person is speaking at the same moment. Some example frames have shown in
Fig. 4. In addition, we set five keywords and select 1,040 segments to be applied to
experiments where only one keyword is used. These video segments are randomly
divided into three parts, 600 for the training set, 240 for the validation set, and
the remaining 200 for testing. The distribution of keywords is shown in Fig. 5.

Fig. 4. Example frames from the PKU-KWS dataset.
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Fig. 5. The distribution of the five keywords in the PKU-KWS including peng peng,
jie zhang, da zhe, ni hao and xie xie.

3.2 Preprocessing

In the visual modality, OpenCV followed by Dlib is used to detect the faces.
Then the face regions in the frames are cropped down and sorted by spatial
location. Finally, all the cropped images are converted to a grey-scale image
with a resolution of 112 × 112. In addition, each group of visual images will be
expanded to a three-person sample by zero-filling. A data filling example for a
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frame with two characters is shown in Fig. 6. After extracting the face images
from each frame, a zero matrix will be added behind the grayscale images. Similar
to the sample with two characters, the single-person sample will be supplemented
with two additional zero matrices.

An example video segment Grayscale images of the faces Data filling with a zero matrix

Fig. 6. An example of the data filling for visual signals. A zero matrix is added behind
the grayscale images arranged according to the spatial position.

For audio modality, the audio signals are extracted from the video segments at a
sampling rate of 16 kHz. During training, it is worth mentioning that the audio
signal will be randomly added with Gaussian white noise with different signal to
noise ratio (SNR) which follows a uniform distribution between −5 dB and 15 dB.

3.3 Training

The training process can be divided into three stages: First, the speaker detec-
tion model is trained to select the speaker by learning the input. Then, two
single modality models and a feature fusion based model are trained to learn the
parameters of the classification network. Finally, a hybrid fusion-based model is
trained to combine the judgements from different streams.

All experiments are implemented through PyTorch, using an NVIDIA Graph-
ics RTX 3090 GPU. We use the stochastic gradient descent in all experiments
to train the parameters and calculate the cross entropy loss based on the output
and the label. Meanwhile, the learning rate in the hybrid fusion model is set to
0.01, while in all other training the learning rate is 0.2. As training continues,
the learning rate will gradually decrease. The specific update strategy is:

Lrnew = Lrinit × 1

2(
epoch−4

5 )
(4)

where Lrnew is the updated learning rate, Lrinit is the initial value of the learning
rate, and epoch represents the current training count.

3.4 Results and Analysis

Speaker Detection Model. From the examples of the distribution of atten-
tion scores shown in Fig. 7, the speaker’s face images always obtain the highest
match scores and more attention in each frame. The speaker is detected accu-
rately whether in single-person or multi-speaker scenes. Experimental results
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of the speaker detection model are shown in Table 1. It shows that the speaker
detection model has achieved recognition accuracy of 99.5% under a clean condi-
tion. Meanwhile, we find that the addition of noise has little effect on the model’s
recognition, which means the model is not very sensitive to audio signals. In our
opinion, the reason is that there is only one character speaking in each segment,
and the model prefers to detect the speaker through a simpler visual feature
such as lip movement.

Table 1. Results of the speaker detection model.

SNR (dB) Clean 15 10 5 0 −5

ACC 99.5% 99.5% 99.5% 99.5% 99.5% 99.0%

Fig. 7. Example results about distribution of match scores.

Validation of the Effectiveness of Data Enhancement Strategies. As
mentioned in Sect. 3.2, data enhancement is used on the audio signals in the
training set. To demonstrate the effectiveness of the data enhancement method
we used, we trained the audio model separately using enhanced and unenhanced
audio data. Then the two models were tested under different noise conditions
and the accuracy curves with noise for both conditions are shown in Fig. 8. At
low noise levels (SNR ≥ 5 dB), the difference in performance between the two
models is not significant. However, as the noise continues to increase, the model
using data enhancement (Red solid line) performs significantly better than the
model without data enhancement (Blue solid line), showing a higher degree of
robustness to noise.
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Fig. 8. Curves of recognition accuracy with noise for audio models with and without
data enhanced. (Color figure online)

Validation of the Effectiveness of The Audio-Visual Model Using a
Hybrid Fusion. In order to verify the contribution of the audio-visual model
based hybrid fusion, the audio-visual fusion model and the single modality model
are trained separately, and tested in six different noise environments. Table 2
shows the recognition accuracy of the single modality models and the fusion
model in different environments. The visual model has a recognition accuracy
of 82.0% and the recognition accuracy of the audio model is significantly higher
than that of the visual model when the noise is not very strong (SNR ≥ 5 dB).
As the noise is further enhanced, the original audio data is severely disturbed
and the recognition accuracy decreases substantially. In an environment with
clean audio, the fusion model performs slightly lower than the audio model.
It is confirmed that the involvement of too much visual information leads to a
decrease in recognition accuracy in the case of pure speech signals. However, with
the continuous addition of noise, it can be seen that the recognition performance
of the designed audio-visual fusion model obtains a better performance compared
to the audio model. Especially at the SNR of −5 dB, the recognition accuracy
of the audio-visual model is 71.0% which is significantly higher than that of the
audio model. It means that the introduction of visual information which is not
affected by audio noise compensates for the decline in recognition accuracy due
to noise effectively.

Table 2. Test results of the Audio model(A), Visual model (V) and the designed Hybrid
fusion based Audio-visual fusion model (AV-H) in different noise environments.

SNR (dB) Clean 15 10 5 0 −5

A 98.5% 96.0% 92.5% 85.5% 65.5% 36.0%

V 82.0% 82.0% 82.0% 82.0% 82.0% 82.0%

AV-H 98.0% 98.0% 97.5% 96.5% 89.5% 71.0%
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A Comparative Experiment for Different Modality Fusion Learning
Strategies. In order to further verify the effectiveness of the designed modality
synthesis learning, a comparative experiment for modality fusion learning strate-
gies is set on the PKU-KWS dataset. The AV-KWS models with the different
learning strategies methods are trained with the same database and experimen-
tal setup. As is shown in Table 3, the proposed hybrid fusion model using the
modality synthesis learning obtains the best performance under both clean con-
ditions and low noise levels (SNR ≥ 5 dB). It suggests that the use of the hybrid
fusion makes the best use of the advantages and independence of audio-visual
fusion in a low noise environment. However, as the noise increases, the recogni-
tion accuracy of the model based on feature fusion which focuses on relevance
declines rapidly. Especially in the case where the SNR is −5 dB, the recognition
accuracy is just 56.5% and significantly lower than that of the other two meth-
ods, while the model based on decision fusion which focuses on the independence
of the two modalities performs best. It means that for KWS under high noise
conditions, it may be a better choice to ensure independence between modalities
than to learn relevance between features.

Table 3. Test results for the AV-KWS models focused on the independence, relevance
and synthesis.

SNR (dB) Clean 15 10 5 0 −5

Relevance 97.0% 96.0% 94.0% 89.0% 83.0% 56.5%

Independence 97.5% 97.0% 96.5% 95.0% 90.5% 73.0%

Synthesis 98.0% 98.0% 97.5% 96.5% 89.5% 71.0%

4 Conclusion

In this paper, we propose an audio-visual model based on the hybrid fusion for
multi-person keyword spotting. Experiments on the PKU-KWS dataset show
that the designed hybrid fusion model obtains recognition accuracy comparable
to that of the audio modality model under clean conditions. Meanwhile, com-
pared with the single modality models and the audio-visual models with other
fusion methods, it achieves the best performance in low noise conditions. Even
in a high noise environment, It still shows stable performance. The next step is
to extend the function of the model to enable to detect the sentences with more
than one keyword.
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