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Abstract. Large-scale production recognition systems are crucial for
building efficient E-commerce platforms. However, various traditional
product recognition approaches are based on single-modal data input
(e.g., image or text), which limits recognition performance. To tackle
this issue, in this paper, we propose a Multimodal Deep Fusion Network
(MDF-Net) for accurate large-scale product recognition. The MDF-Net
has a two-stream late fusion architecture, with a CNN model and a
bi-directional language model that respectively extract semantic latent
features from multimodal inputs. Image and text features are fused via
Hadamard product, then jointly generate results. Further, we inves-
tigated the integration of attention mechanism and residual connec-
tion to respectively improve the text and image representations. We
conduct experiments on a large-scale multimodal E-commerce product
dataset MEP-3M, which consists of three million image-text product
data. MDF-Net achieves a 93.72% classification accuracy over 599 fine-
grained classes. Empirical results demonstrated that the MDF-Net yields
better performance than traditional approaches.

Keywords: Multimodal fusion *+ Product recognition - Attention
mechanism - Deep learning

1 Introduction

With the rapid development and popularization of the e-commerce, the com-
modity management has become one of the main tasks of e-commerce platforms,
deeply influencing their economic benefits. Only reasonably classifying commodi-
ties can improve the accuracy of shopping guides and the efficiency of searching
for products on e-commerce platforms. Traditional Product Recognition methods
[1-3] are mainly based on single-modal data. However, on existing e-commerce
platforms, the information of commodities exists in multiple modalities, such
as commodity texts, images, and videos. The traditional Product Recognition
methods do not make full use of this information, which extremely limit its
classification performance.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022

W. Deng et al. (Eds.): CCBR 2022, LNCS 13628, pp. 501-510, 2022.
https://doi.org/10.1007/978-3-031-20233-9_51


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-20233-9_51&domain=pdf
https://doi.org/10.1007/978-3-031-20233-9_51

502 Y. Pan et al.

Multimodal Machine Learning [4] aims to integrate two or more modal infor-
mation to make classification. It merges information from different modalities to
obtain comprehensive features and improve classification accuracy. Ngiam et al.
[5] first introduced deep learning to multimodal learning, using deep AutoEn-
coders to learn the shared representation features, and the experiment verified
the effectiveness of the multimodal shared representation. Multimodal Machine
Learning can make full use of each modal data and establish the association
between different modal data.

In this paper, we propose MDF-Net: Multimodal Deep Fusion for Large-scale
Product Recognition. We first introduce an Attention Mechanism in the text fea-
ture extraction model - Bi-LSTM to improve the ability of discriminating text
features. We also use the deep neural network VGG-19 [6] to extract commod-
ity image features. Then, the extracted text and image features are fused by
Hadamard product to explore the internal relationship between text and image
features. And a residual struction is added to enhance the image features. Subse-
quently, the enhanced image features are used as the initial weights of the origi-
nal text features extraction model to enhance the text features. Ultimately, the
enhanced text features and image features are enforced to the matrix Hadamard
product to obtain the multimodal features of product. Compared with the single-
modal Product Recognition method and the Multimodal Product Recognition
model based on Concatenate Fusion, the proposed method has better classifi-
cation effectiveness and accuracy. The main contribution of the paper can be
summarized as below.

— We proposed MDF-Net, which is able to explore complementary information
from multiple modalities. Experimental results show that it achieves better
classification performance than traditional single-modal counterparts.

— We integrates attention mechanism to improve text representations, and used
residual connection to improve image representations. Ablation experiments
demonstrated the effectiveness of these modifications.

The rest of the paper is organized as follow. Section2 reviews the related
work. Section3 elaborates on the implementation of the MDF-Net model.
Section4 presents the data collection, model evaluation, and experimental
results. Section 5 finally concludes this paper.

2 Related Work

In this section, we briefly review the existing researches via Machine Learning in
the field of product recognition. The approaches can be classified into two cate-
gories, Single-modal Machine Learning based Methods and Multi-modal Machine
Learning based Methods, which are respectively shown below.

2.1 Single-modal Product Recognition

Traditional product classification methods are mainly based on single modal
data. Common single modal data includes text data and image data of products.
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The following shows a brief introduction to the Single-modal Machine Learning
based Methods using text data or image data.

Text-Based Approaches. Using the titles or descriptions data to classify prod-
uct is an important task in the e-commerce industry. Zhong et al. [1] proposed a
Temporal Multiple-Convolutional Network (TMN), using the text titles of prod-
uct for classification. They integrated Temporal Convolutional Network (TCN)
model and Multiple-Convolutional Neural Network (MCNN) model to extract
features from text, which achieved higher classification accuracy than that of the
state-of-the-art models at that time. The Bert model [7] has further promoted
the development of text classification. Zahera et al. [2] used the fine-tuned Bert
model (ProBERT) to classify product into hierarchical taxonomy with prod-
uct titles and descriptions. Their work achieved great prediction performance in
MWPD2020 [8]. However, with the explosive growth of product images emerg-
ing in ECommerce platforms, this kind of approach shows poor performance for
lacking enough visual features. The text-based product classification uses infor-
mative and intuitive data and is widely applied because of its simplicity and
efficiency.

Image-Based Approaches. Product images are essential for consumers to
select product. However, product images often contain noisy information, such
as promotional text and product packaging information, which make image-
based product classification more difficult. And how to fuse low-level features
and high-level features from the product images better still remains a key task.
Wazarkar et al. [9] used linear convolution to obtain core features of product
images. They then combined them with the local features of product images
to improve the classification effect. Considering that Attention Mechanism can
capture local information, Yang et al. [3] constructed a two-level convolutional
Attention network and a cluster-based grouped Attention network to fuse low-
level visual features and high-level semantic features of product images. This
model performs well in fine-grained product classification. Overall, compared
with text-based product classification, image-based product classification often
achieves poorer accuracy, since the information implied in images is more com-
plex and difficult to extract. Nonetheless, the images sometimes involve the infor-
mation that texts lacks. Hence, it is important to integrate text data and image
data to extract complementary features.

2.2 Multi-modal Product Recognition

Multimodal learning aims to obtain comprehensive information from multimodal
data, generally using text data and image data. However, it is challenging task to
fuse multimodal data together to obtain higher accuracy. The fusing structure of
the model may deeply influence the classification performance. Additionally, the
traits of deep learning models can also affect the classification accuracy. Zhang et
al. [10] believed that it was necessary to infer the complex relationship between
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visual objects for visual question-and-answer. They used a bilinear attention
module as the attention for problem guidance of visual objects to complement
the fine-grained fusion of visual and textual features. Misikir et al. [11] adopted
multiple neural networks, including CamemBERT, FlauBERT and SE-ResNeXt-
50, to learn the features from textual data and visual data. With respect to the
fusing techniques, they experimented on addition fusion, concatenation fusion
and average fusion. However, these adopted fusion methods are too simple and
could not solve the problem of losing low-level information when extracting visual
features. Although these methods obtain better experimental results than Single-
modal Machine Learning based Methods, they still achieved relatively moderate
accuracy and there is still much room for improvement.

In summary, the Multimodal ML based Method can make full use of each
modal data of the product, which leads to higher classification accuracy. How-
ever, there still exist two problems to solve, how to extract multimodal data
better and how to fuse the extracted multimodal features to obtain higher prod-
uct classification accuracy. In this paper, we propose two methods to solve these
problems respectively.

3 Multimodal Deep Fusion Network

The structure of the Multimodal Deep Fusion Model for Large-scale Prod-
uct Recognition (MDF-Net) is shown in Fig. 1. The model includes four
parts: attention-based text feature extraction network, residual image feature
extraction network, multimodal fusion, and multimodal classifier. Each part is
described in detail below.
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Fig. 1. The structure of the multimodal deep fusion product recognition model.
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3.1 Attention-Based Bi-directional Language Model for Text
Representation

We use Bi-LSTM as the backbone network for extracting features in the com-
modity title. Then the attention mechanism is introduced to capture semantic
information in the text. The network structure is shown in Fig. 2. Our attention-
based Bi-LSTM [12] model includes the input layer, embedding layer, Bi-LSTM
layer, attention layer, and output layer.

I Output Layer

/"\ Attention Layer
X 3 A\ ) Ay 2 A W Bi-LSTM Layer
/

e e e o Embedding Layer

I s .

Z . = X Input Layer

Fig. 2. The structure of Bi-LSTM model based on attention.

Firstly, word token sequences in the input layer denoted by {z1,z2,...,z+}
(t is the number of words in the text) are fed into an embedding layer that
maps each word in the text to a low-dimensional space through the embedding
matrix Wempedding, Which is obtained by unsupervised pre-training. The output
of the embedding layer is the word vector E = {ey, s, ..., e; }, where each element
corresponds to a word. Then, Bi-LSTM layers perform feature extraction on the
word embedding and derive H = {hq, ha, ..., ht }, where h; is represented as:

hi = [h & h. (1)

The E represents the historical context representation, while the Z represents
the future context representation, and @ represents the concatenate operation.
That is, the high-level feature H is composed of historical and future context
information by concatenation. In the subsequent attention layer, we re-weight
the features via attention mechanism as follows:

o = softmax(w” tanh(H)) (2)

Fattention = tanh(HaT), (3)

where H € R?** is the embedding extracted by the Bi-LSTM model; w repre-
sents a learnable linear projection, whose shape is d x 1; the dimension of the
attention map « is 1 X ¢, and Fyttention 1S the vector representation for classifica-
tion. Finally, the output layer maps Fattention 10 Frext = {f1, f2, .-y [k} through
a fully connected layer, where k denotes the number of categories.
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3.2 Residual Convolutional Neural Network for Image
Representation

In this paper, we adopt VGG-19 [6] model to extract features from images.
The deep network structure of VGG-19 can make the feature map broader and
more suitable for large data sets. The applied VGG-19 has 19 layers, which can
be divided into five groups of convolutional layers and three fully connected
layers. VGG-19 also uses a 3 x 3 small convolution kernel, which can reduce
the number of parameters and improve calculation efficiency. In spite of these
advantages, there is a problem with this network. That is, the deep VGG-19
model is easy to lose low-level feature information when extracting image features
in the transmission of information between the convolution layer and the full
connection layer.

To deal with this problem and to further strengthen the complementarity of
the two modal data of text and image, we introduce residual blocks to improve
performance. Concatenate operation cannot complement the high-level and low-
level features well. Nevertheless, the residual blocks can be used to directly trans-
fer low-level features to high-level features so that they can reduce information
loss and improve the identification of image features.

The network mainly includes the VGG-19 image feature extraction module
and image feature reconstruction module based on the residual blocks. The image
feature reconstruction module includes two layers of fully connected layer and
addition of the skip connection.

Lastly, changing the dimension of Fi;g1, through a linear layer, We then obtain
the final image features Finage-

3.3 Multimodal Fusion and Classification

In this paper, Hadamard product is applied to multimodal feature fusion.
Hadamard product is a type of matrix operation between matrixes with same
dimension. Suppose A = (a;;) and B = (b;;) are two matrixes in the same
order, and the matrix C' = (¢;;) is the Hadamard product of A and B, where
cij = ai; X by;. For example, suppose A, B € R™*", then the m x n matrix
shown in Eq.4 is called the Hadamard product of matrices A and B, denoted
by A® B.

ayy - b, a2 b1z, --- ain - bin
as1 - ba1, age - bz, -+ a2y - bap

AGOB= . . , . (4)
Am1 * bml; Am2 * bm2; o Qmn bmn

Compared with other traditional fusion methods, like concatenation and
average fusion, the Hadamard product can mine the internal relationship
between text and image. Beside, it has a smaller multimodal feature dimen-
sion than the concatenate fusion method. The parameter scale is also smaller
when it is transferred to the fully connected layer.
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The calculation formula of the multimodal fusion feature is shown in Eq. 5.
In this case, the dimension of Fi,1t; is unchanged.

qulti = Ftext O] -Fimage (5)

The multimodal classifier is composed of multiple fully connected layers and
softmax activation functions. To evaluate the performance of the classification
model, the cross-entropy loss function is used to optimize the model. In addi-
tion, the cross-entropy loss can also reduce the risk of gradient vanishing during
stochastic gradient descent. Suppose the sample set is {z1, 23, ...,y }, the label
set is {y1, y2, ..., yx }, N is the total number of samples and K is the total number
of labels. The cross-entropy loss function is defined as:

1 LE exp(wl ¢(x;))
L=— i1 i , 6
EPIIBELLSS apsm prEn )

where z; is the i-th sample and w is the final linear classification layer. The y;
represents the ground-truth class lable.

4 Experiment

4.1 Experimental Setting

The MDF-Net proposed in this paper is implemented using Python, TensorFlow,
and Keras. All experiments were performed using Intel Core 15-9400F CPU with
2.90 GHz, TITAN GPU. During the experiment, the batch size of each iteration
is 64 and the number of epochs is 200.

In our experiments, we use MEP-3M [13] dataset, which is large-scale, hier-
archical categorized, multi-modal, fine-grained, and longtailed. This dataset
includes 3 million product image-text pairs of 599 categories. Each product has
both image and its description text. Some image samples and the text cloud of
the titles are respectively given in Fig. 3(a) and (b). The training set and the
test set are divided at a ratio of 8:2. The accuracy and the precision-recall (PR)
curve were used to evaluate the classification performance of each model:

R TR

(a) Sampled images

Fig. 3. Some image examples and the text cloud of the titles in the MEP-3M dataset.
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Zﬁvzl TP; + sz\; T'N;

Accuracy = (7
ZLTPﬁZfV:lFNi+Z¢N=1FP2'+Z¢N=1TNi
N
N TP,
Precision = — Lzt ~ (8)
Y TP+, FP
N
TP,
Recall = 2im1 9)

ZiV:ITPi+Zi]\L1FNi7
where TP, FP, FN, and TN are the number of true positive, false positive,

false negative, and true negative samples, respectively. The abscissa of the PR
curve is Recall, and the ordinate is Precision.

4.2 Main Results

Table 1. Performance comparison between different product recognition methods

Classification type Model Accuracy
Text-only approaches | Attention-based Bi-LSTM | 86.12%
Image-only approaches | VGG-19 74.82%
Residual VGG-19 75.37%
Multimodal approaches | LMF [14] 89.22%
TFN [15] 90.70%
MDF-Net (concat) 90.69%
MDF-Net (w/o-residual) |92.03%
MDF-Net 93.72%

To verify the effectiveness of the proposed MDF-Net, we first compare the
accuracy of the single-modal product recognition model and some multimodal
product recognition models, such as LMF [14], TFN [15]. We further implement
“MDF-Net (w/o-residual)” and “MDF-Net (concat)” to demonstrate the effec-
tiveness of residual connection for image representation and Hadamard product
for multimodal fusion.

The performance comparison between different product recognition meth-
ods are listed in Table 1. As shown in this table, the MDF-Net model proposed
in this paper is more accurate than the single-mode methods and other multi-
modal models. The accuracy of MDF-Net reached 93.72%, achieving prominent
experimental performance. Beside, with respect to the results of MDF-Net (con-
cat), MDF-Net (w/o-residual), VGG-19 and Residual VGG-19, we can see that
the residual module can make a distinct contribution to the product recogni-
tion accuracy. And with the comparison between the result of MDF-Net (w/o-
residual) and MDF-Net, the Hadamard product shows great improvement of
experimental performance with 1.69% increasement, which proves the effective-
ness of the introduced Hadamard product.
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Average precision score, all classes: AP=0.90 Average precision score, all classes: AP=0.86 Average precision score, all classes: AP=0:88
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Fig. 4. PR curves. (Color figure online)

The PR curve is also used to evaluate the performance. It evaluates the
model performance by comparing the value of the balance point (the red dot
in the figure, where Precision = Recall) or the average precision (AP) value of
different models. As shown in Fig. 4, the balance point and AP value of multi-
modal model is significantly larger than that of single-modal model, and both the
direct and residual MDF-Net are larger than that of MDF-Net (concat) model.
In addition, compared with MDF-Net (w/o-residual), the residual MDF-Net has
higher AP value and further improves the performance of Product Recognition.

The accuracy and PR curves show that the MDF-Net proposed in this
paper significantly improve the accuracy and performance of product recogni-
tion. Moreover, the residual one has better classification accuracy and perfor-
mance.

5 Conclusion

This paper introduces a multimodal deep fusion method for large-scale prod-
uct recognition (MDF-Net). The MDF-Net uses the attention mechanism to
improve text feature discrimination and introduces residual blocks to enhance
image features. In addition, our multimodal model uses the Hadamard Prod-
uct to explore the internal connection between the text and image features,
so as to obtain better multimodal features and improve the accuracy of Prod-
uct Recognition. As a result, the MDF-Net model achieves 93.72% classification
accuracy, significantly improving classification performance. And the compar-
isons of experimental results prove the effectiveness of the introduced residula
blocks and Hadamard Product.
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