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Preface

This volume contains the papers presented at the 28th International Conference on
Collaboration Technologies and Social Computing (CollabTech 2022). The conference
was held during November 8–11, 2022, in Santiago, Chile, in hybrid format.

This year we received 38 submissions, including 26 full papers and 11 work in
progress (WIP) contributions. Each paper was carefully reviewed by three to five
Program Committee members in a double-blind process. As a result, the committee
decided to accept 18 full and 4 WIP papers. The accepted papers present relevant and
interesting research works related to theory, models, design principles, methodologies,
and case studies that contribute to a better understanding of the complex interrelations
that exist at the intersection of collaboration and technology. The program also included
two keynote presentations.

As editors, we would like to thank the authors of all submissions and the members of
the Program Committee for their careful reviews. Our thanks also go to the Universidad
de los Andes, Chile, and its Faculty of Engineering and Applied Sciences, for hosting
and supporting the conference through the “Fondo de Ayuda a la Investigación” (FAI)
program. We thank the Universidad de Chile, including the Department of Management
Control and Information Systems and the Department of Computer Science, for their
support. Our special thanks go to the Information Processing Society of Japan (IPSJ) for
their sponsorship. Finally, we would like to acknowledge the effort of the organizers of
the conference, as well as thank the Steering Committee for the opportunity to organize
the conference and their help provided in the process.

September 2022 Lung-Hsiang Wong
Yugo Hayashi

Cesar A. Collazos
Claudio Álvarez
Gustavo Zurita
Nelson Baloian
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Teachers as Designers and Orchestrators
of Technology-Enhanced Collaborative Learning:

Challenges and Solutions

Yannis Dimitriadis

Universidad de Valladolid, Spain

Design and orchestration of technology-enhanced collaborative learning can be very
challenging for teachers or even instructional designers. This keynote presentation deals
with design for effective and efficient collaborative learning, and how teachers as design-
ers and orchestrators may be supported in complex ecosystems. We present the main
challenges and solutions regarding conceptual and technological tools which may be
developed, building on, and adapting to existing design knowledge. The talk will pro-
vide an overview of patterns, approaches, tools, and systems that should respect teachers’
agency while taking advantage of complex computational approaches, typically based
on artificial intelligence.We pay special attention to recent research on how learning ana-
lytics solutions may be designed and implemented using human-centered approaches,
and how socially shared regulated learning may be better supported. Several illustrating
examples will be shown drawing on the literature and the research work of the presented
during the last 25 years. Some prominent pending issues will be posed that may guide
future research in supporting teachers as designers and orchestrators.



25 Years of CSCWD: Review and Perspective

Weiming Shen

Huazhong University of Science and Technology (HUST), China

Industries and societies require new technologies to address increasingly complex design
issues for products, structures, buildings, systems, processes, and services while meeting
the high expectation of customers. Computer Supported Collaborative Work in Design
(CSCWD) emerged in response to this requirement. With the rapid advancement of
Internet and Web based technologies, CSCWD has been a very active R&D area in
the past two and half decades. Recent developments of Cloud/Fog/Edge Computing,
Internet of Things, Big Data, Blockchains, and Digital Twin technologies have brought
new opportunities for CSCWD. This talk will presents a brief review of the 25-year
history of CSCWD and discusses future research opportunities and challenges.
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Human Aspects in Software Development:
A Systematic Mapping Study

Luz Marcela Restrepo-Tamayo(B) and Gloria Piedad Gasca-Hurtado

Universidad de Medellín, Carrera 87 No. 30-65, 50026 Medellín, Colombia
{lmrestrepo,gpgasca}@udemedellin.edu.co

Abstract. Software development is a process that requires a high level of human
talent management to ensure its success. This makes it a topic of interest to the
software industry and research. Considering this interest, it is evident the need to
know the aspects that have been studied, how they have been measured, and what
data analysismethods have been used. This paper presents an analysis of the human
aspects associated with the software development process, identifying procedures
andmethods used to analyze data and itsmeasurement. A systematicmappingwith
a sample of 99 studies identified by their relationship with the proposed topic was
used as the research method. The main findings show that one of the most studied
is personality. This aspect is related to the performance of software development
teams and is a key variable for its conformation. Concerning the most used data
source, we find the survey based on self-reporting. Finally, descriptive statistics is
the most frequent method of analysis, which is performed prior to other methods
such as correlation or regression analysis. The results suggest a wide spectrum of
human aspects to be studied in Software Engineering, and interesting potential for
analysis by identifying interesting methods other than self-reporting.

Keywords: Metrics · Human aspects · Software development · Systematic
mapping study

1 Introduction

There is a growing interest in studying human aspects in Software Engineering (SE),
mainly because software development is a people-centered process [1], therefore human
aspects have become a fundamental part of their measurement programs [2]. Previous
studies indicate that the people and tasks associated with team processes are key to
the success and effectiveness of software development projects [3]. In addition, human
aspects must be taken into account in the estimation of productivity [4].

Research related to the identification of relevant human aspects in software engi-
neering has been carried out [5]. However, it has been identified that the measurement
of these aspects is difficult and therefore represents a challenge for both industry and
research [6]. Consequently, the objective of this study is to identify the human aspects
that have been studied in the context of SE, analyzing measurement instruments and
data processing methods.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L.-H. Wong et al. (Eds.): CollabTech 2022, LNCS 13632, pp. 1–22, 2022.
https://doi.org/10.1007/978-3-031-20218-6_1
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Considering the objective mentioned above, a systematic mapping is performed with
a sample of 99 studies published in a time window between 2010 and 2021. Scientific
databases such as Science Direct, Springer, IEEE, and ACM were used. The descriptive
analyses described in this work are related to the year of publication, authors’ country of
affiliation, type of study, human aspects treated as dependent variables, human aspects
treated as independent variables, measurement instruments used, and data analyzing
methods.

The findings of this mapping allow us to identify the human aspects most studied
in SE. A company may focus investment efforts by identifying the instruments that
have been used to measure human aspects of interest. A higher education institution or
research center will be able to identify those human aspects that have not been worked on
and allocate research resources to promote projects aimed at the expansion of knowledge
in the area.

Another interesting finding is the identification of tools for capturing data and analyz-
ing datamethods related to themeasurement of human aspects in SDT.This identification
can guide the definition of innovativemethodologies and proposals, with advantages over
traditional ones, and that can be easily incorporated in academia and industry to improve
teamwork.

This article is structured as follows. Section 2 is related to the importance of human
aspects in software development. Section 3 presents the systematic mapping protocol
followed in this article. Section 4 presents the overall results of the mapping and answers
the research questions. Section 5 presents implications for practice and research, and the
limitations of the study. The conclusions are in Sect. 6.

2 Human Aspects in Software Development

Human aspects have an important impact on SE [7]. A software product requires human
intervention [8] and its development is an intellectually challenging activity that demands
collaborative work [9].

Several studies indicate that SDT performance is affected by technical, non-technical
(soft), organizational and environmental factors [10].Non-technical factors include those
related to people [11, 12].

Skills such as communication, emotional intelligence or leadership are required in
jobs related to Information Technology [13]. However, organizations must understand
the importance of these types of aspects, as well as diversify the skills of developers to
enrich talent and contribute to the work of building software [14].

Since people-related factors have raised the interest of SE researchers, there is a
set of 57 social and human factors that, according to a tertiary review, influence the
productivity of SDT [5]. This set was adjusted to 13 factors by a conceptual analysis
supported by psychology and software engineering [15] and corroborated through a
survey-based study [16]. The results indicate that this set of social and human factors are
perceived as influencing SDT productivity. However, the magnitude of this influence is
still unknown because non-technical factors are difficult to measure [6].

Finally, considering the importance of Human Factors in Software Development,
this topic can be considered a subfield of Empirical Software Engineering [17], where
psychological knowledge plays an important role [6].
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3 Systematic Mapping Protocol

Systematic mapping is a particular type of literature review focused on understanding
the behavior of a field of knowledge at the research level and the main challenges that
are still to be solved [18]. This mapping considers both primary and secondary research,
and adopts the protocol used by Brereton et al. [19], which includes three phases:

• Phase 1: study planning, where research questions, scope, research criteria, and study
selection criteria are defined.

• Phase 2: execution of the study, which includes the selection and classification of
studies.

• Phase 3: analysis of results and response to each of the research questions.

3.1 Phase 1: Study Planning

Planning the study involves defining the research questions, scope, research criteria, and
selection criteria. According to the object of study, the systematic mapping is focused on
characterizing the scientific production on measurement of human aspects in software
development. Therefore, the research questions are:

• RQ1: What human aspects are measured in Software Engineering?
• RQ2: What are the sources of data used to quantify human aspects in software
engineering?

• RQ3: What data analysis methods are used in Software Engineering to analyze data
related to human aspects?

The limits of the research according to the guidelines proposed by Petticrew and
Roberts [20], the population of interest are people who are part of software develop-
ment teams or companies without considering a specific geographic location. Research
published as of January 2010, inclusive, was considered, and the review of the selected
studies was conducted by an expert in SE and another in engineering research.

The search for publicationswas performed in the IEEEXplore,ACM,ScienceDirect,
and Springer databases to cover the objective of the systematic mapping. The terms that
can account for the topic of interest are related to “measurement instruments” or “evalu-
ation” of “human factors” or “human aspects” in Software Engineering or Development,
so the search string used was:

(assessment OR “measuring instruments”) AND (“human factor” OR “human
aspect” OR “soft skill”) AND (“software engineering” OR “software development”).

The term “human aspect” was used because it is an area of research in software
engineering, related to human resourcemanagement [21]. This area includes the analysis
of “soft skill” that is usually related to “human factor” [6]. On the other hand, the term
“assessment” was used because it is widely used in clinical psychology [22], while the
term “measuring instrument” is broader [23].

The study classification procedure began with a review of the title, keywords, and
abstract of each candidate study to identify the relationship with the topic of interest. In
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some cases, it was necessary to review other sections such as the introduction and conclu-
sions, when the previous ones were not conclusive to identify the respective relationship
with the topic of interest.

It is necessary to define the criteria required tomake decisions regarding the inclusion
or exclusion of studies in the systematic mapping to select the candidates that will be
part of the initial sample of studies. Table 1 presents the inclusion and exclusion criteria
considered in this mapping and used to select the studies.

Table 1. Inclusion and exclusion criteria

Inclusion criteria Exclusion criteria

- Studies involving human aspects in software
engineering
- Studies published since 2010

- Studies without complete available document
- Studies not written in English
- Duplicate investigations

3.2 Phase 2: Execution of Study

The execution of the study is the mapping phase that allows the aspects planned in
the previous phase to be implemented. That is, to search according to the search string
defined in the selected databases and based on the inclusion and exclusion criteria, to
select the studies and then classify them.

The execution of the search string in the identified databases yielded an initial capture
of 1533 studies. The application of the established selection criteria and the review of
the general elements of each document (title, abstract and keywords, and introduction
and conclusion, when necessary), led to the selection of 99 studies, representing 6.46%
of the total number of studies reported in the initial capture (Fig. 1).

Fig. 1. Flow diagram of the data collection procedure
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The number of studies captured and selected in each database is presented in Table 2.
Relevant information on the 99 selected publications can be found at https://github.com/
lmrestrepo/HA-SD.git.

Table 2. Number of studies by database consulted

Science Direct Springer IEEE ACM Total

Captured studies 623 473 250 187 1533

Selected studies 35 18 10 36 99

Once the studies of interest were selected, they were classified according to a) year
of publication, b) country of affiliation of the authors, c) type of study (case study,
observation, experiment, document analysis), d) human aspects treated as dependent
variables, e) human aspects treated as independent variables, f)measurement instruments
used, and g) data analyzing methods.

4 Phase 3: Analysis of Results

This section presents the results obtained by classifying the selected studies. This phase
aims to answer the three questions posed in the planning phase of this systematic
mapping.

4.1 General Results of the Study

Figure 2 shows the behavior of studies by year considering publications in journals and
academic events. There is an increasing trend of studies related to the measurement
of human aspects in SE between 2011 and 2014. However, from 2014 onwards, an
oscillatory behavior is presented suggesting a stabilization of the topic of interest for the
last 7 years.

https://github.com/lmrestrepo/HA-SD.git
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Fig. 2. Number of studies per year

Table 3 lists the first five of each type of publication, according to the number of
studies that were selected. In total, 54 studies in journals (54.55%) and 45 studies in
academic events (45.45%) were considered.

Table 3. Number of studies by type of publication

Journal name # Proceeding name #

Information and Software Technology 19 CHASE Cooperative and Human Aspects
of Software Engineering

7

The Journal of Systems and Software 9 EASE Evaluation and Assessment in
Software Engineering

6

Empirical Software Engineering 8 ESEM Empirical Software Engineering
and Measurement

5

Computers in Human Behavior 3 ICSE International Conference on
Software Engineering

4

Transactions on Computing Education 2 EuroSPI Systems, Software and Services
Process Improvement

2

Transactions on software engineering 2 SIGSOFT Software Engineering Notes 2

According to the countries of affiliation of the authors who have participated in the
studies selected for this systematic mapping, 19.61% of the total number of authors
reported are from Brazil, 8.12% are from Sweden, 6.44% are from Spain and 5.60%
are from the United States. The continent with the most researchers working on the
measurement of human aspects in SE is Europewith 46.78%, followed bySouthAmerica
(20.45%), and Asia (14.01%).

The survey study stands out (55 studies - 55.56%), where information is obtained
from individuals through a questionnaire or an interview and then processed quantita-
tively or qualitatively, depending on the type of questions and the interest of the research.
Some studies are related to literature reviews (17 studies - 17.17%).
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Case studies (13 studies - 13.13%) are less frequent, but they are applied when
it is desired to describe the behavior of an individual or a reduced set of individuals.
Publications were found that rely on the analysis of documents (8 studies - 8.08%) such
as organizational repositories and e-mails to study human aspects.

Studies were also found in which experiments or quasi-experiments were carried out
in which some variables were controlled (3 studies - 3.03%). Finally, three laboratory
studies were found in which electronic devices or sensors are used to collect data and,
therefore, are performed under specific working conditions.

4.2 What Human Aspects are Measured in Software Engineering?

We founded research in which cause-effect relationships of human aspects with other
variables were studied, where human aspects can be treated as dependent (explained)
variables or as independent (explanatory) variables. In cases where no cause-effect
relationships were studied, the variables were taken as independent variables.

Table 4 presents the variables and the number of studies associated with these vari-
ables (number greater than or equal to 2), classified as independent and dependent. In
some studies, an aspect can be considered as an independent variable and in others as a
dependent variable, as occurs with decision-making and motivation.

Table 4. Independent and dependent variables

Independent variable # Dependent variable #

Personality 29 Performance 11

Experience 5 Team building 5

Communication 4 Productivity 5

Social interaction 3 Motivation 4

Team size 2 Quality 4

Commitment 2 Job satisfaction 3

Emotional intelligence 2 Yield 3

Trust 2 Team climate 2

Task characteristics 2 Decision making 2

Decision making 2 Role conflict 2

Motivation 2 Project success 2

Leadership 2

Emotion 2

Team autonomy 2

Happiness 2
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As evidenced in Table 4, the human aspect that has beenmost studied in SE is person-
ality, which is related to the fact that the software development process is predominantly
social [24] and people-centered activity [17].

The literature reviews have been carried out regarding personality. One of the studies
is related to the identification of personality aspects that have been of interest in SE [25].
Others have studied the relationship between personality and performance [26, 27] and
team climate [28, 29]. One literature review studied the relationship between personality
and decision making [30] and another compared the instruments used in SE to measure
personality [31].

Personality has been included as an independent variable in research that studies
cause-effect relationships. Table 5 consolidates the variables that have been related
and the respective references. There is interest in studying how personality influences
efficiency and how to build work teams and assign tasks to optimize the software
development process.

Table 5. Studies related to personality like independent variable

Dependent variable References

Performance, productivity, yield [32–36]

Decision making [37]

Communication [38]

Team climate [39, 40]

Team building, role assignment, task preference [21, 41–49]

Attitude and behavior [50–52]

Trust to reuse code [53]

Experience is another human aspect that has been taken into account to estimate
performance [32, 54]. Juneja [55] proposes an instrument to measure the performance
of programmers based on experience amongother aspects.Also, the relationship between
experience and autonomyhas been studied [56] andbetween experience and teamprocess
background [57].

Considering the 13 social and human factors that are perceived to influence SDT
productivity [15], some of them are directly evidenced in this mapping and are related
in Table 6.

One of the aspects that have been studied as a dependent variable is motivation
because it favors efficiency in software development projects [74]. Also, factors that
influence motivation have been studied [75], and one of the studies analyzed has focused
particularly on the motivation of the engineers in charge of the tests [72]. In addition,
a study was identified that proposes a way to measure motivation through sensors [76],
and another study where the relationship between motivation and job satisfaction was
studied [66, 69].

Job satisfaction is another human aspect of interest for researchers, and according to
the above, its relationship with motivation. This mapping identified an instrument built
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Table 6. Studies related to human aspects that are perceived as influencing productivity

Independent variable Dependent variable References

Communication Project performance and success [58–61]

Social interaction (interpersonal
relationships)

Software quality, team tacit knowledge
acquisition, and value creation

[62–64]

Emotional intelligence Task preference and team performance [43, 65]

Motivation Job satisfaction and developer skills [66, 67]

Commitment Team building, motivation, and job
satisfaction

[68, 69]

Leadership Project success and team process history [57, 59]

Collaboration Team building and teamwork quality [68, 70]

Autonomy (team) Project results and quality of teamwork [70, 71]

Cohesion Quality of teamwork [70]

Innovation (creativity) Motivation [72]

Job satisfaction Turnover [73]

to identify whether the clarity of equipment standards and psychological safety impact
job satisfaction and SDT performance [77].

Team climate is an aspect that has attracted the attention of researchers. Soomro
et al. [28] conducted a systematic literature review on personality traits that influence
the climate of the SDT and, subsequently, Vishnubhotla et al. [40] build a regression
model between both variables in agile teams.

Finally, decision-making has also been studied. Freitas et al. [30] did a literature
review on the personality of decision-makers in SE, and then presented a regression
model between both aspects [37].

4.3 What are the Sources of Data Used to Quantify Human Aspects in Software
Engineering?

Table 7 presents the data sources most frequently used in the studies analyzed. Out of
176 records, considering that several sources can be used for an investigation, 22.73%
correspond to questionnaires and 9.09% to interviews. Researchers can use instruments
designed by themselves, use instruments designed and validated by other authors (e.g.,
psychometric tests), or make adaptations of instruments used in previous research. In
this mapping, any of the three options is considered as ‘Questionnaire’.
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Table 7. Number of studies by type of data source

Data source # Data source #

Questionnaire 40 Organizational data 2

Interview 16 Self-Assessment Manikin 2

International Personality Item Pool 11 Maslach Burnout Inventory 2

Big Five scores 7 Scale of Positive and Negative Experience 2

Observation 4 Document analysis 2

Myers–Briggs Type Indicator 3 Team Climate Inventory 2

Electronic device 3 GitHub repository 2

Jazz repository (IBM) 3 Work Design Questionnaire 2

Surveys, case studies, and experiments are the main methods of empirical research
in SE [78]. The surveys, supported by questionnaires and interviews, are the data sources
that are most used in the investigations of this mapping.

Both the questionnaire and the interviews are empirical research tools used to collect
information about the processes and skills of software developers through self-report [7].
In several investigations, they are used simultaneously, to obtain additional information
that can be obtained using only one of these tools [42, 56, 79–84].

Concerning surveys (questionnaires and interviews), some limitations should be con-
sidered. One of these is to ensure that the sample size is representative of the population
to be studied. The sample size is necessary to achieve the generalization of the find-
ings. This limitation is due to its requirement in the identification of the unit of analysis
[85]. In addition, Kitchenham et al. [86] recommend reporting the response rate and,
presenting how study participants were recruited and selected, which may constitute
an additional constraint for the management and administration of information and the
collection process.

Instruments that have been designed and validated by other authors, employed iter-
atively in research, and which are usually called acronyms, are considered formalized
(some even with restricted use by licensing), as in the case of personality instruments,
team climate, job burnout, among others. Table 8 presents the formalized instruments
found in this mapping, the aspect they measure, and the references of the studies in
which they were used.
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Table 8. Formalized instruments

Formalized instrument Aspect References

International Personality
Item Pool (IPIP)

Personality [33–37, 40, 43, 44, 46, 50, 53]

Big Five scores Personality [32, 35, 38, 39, 47, 51, 52]

Myers–Briggs Type
Indicator – MBTI

Personality [21, 45, 68]

Self-Assessment Manikin
(SAM)

Visual stimuli [83, 87]

Maslach Burnout
Inventory (MBI)

Job Burnout [88, 89]

Scale of Positive and
Negative Experience

Feelings [90, 91]

Team Climate Inventory
(TCI)

Team climate [39, 40]

Work Design
Questionnaire (WDQ)

Job characteristics [88, 89]

Multidimensional Work
Motivation Scale

Laboral motivation [92]

Belbin Self-Perception
Test

Team roles [68]

Team Tacit Knowledge
Measure (TTKM)

Tacit knowledge of the team [63]

Multifactor Leadership
Questionnaire (MLQ)

Leadership [59]

Positive And Negative
Affect Schedule

Affect [60]

Intrinsic Motivation
Inventory (IMI)

Intrinsic motivation [67]

Team Selection Inventory
(TSI)

Team selection [39]

Keirsey Temperament
Sorter (KTS)

Temperament [34]

Psychometric instruments are easy to apply and score and allow measuring the char-
acteristics of interest of a person at a given time. However, the results can be affected by
the individual’s temporal events, the inherent interaction between the examiner and the
examinee, and the possibility of distorting or simulating the examinee’s responses [93].

In line with the above, Andersson et al. [94] made a comparison between the ratings
given by behavioral observers and the self-evaluation ratings to measure team perfor-
mance. In this comparison, from a quasi-experiment, they found that observation-based
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techniques aremore reliable than those based on self-assessment. The observation allows
corroborating the relationship between what the teams say they do and what they do [95,
96]. In addition, it allows for identifying the strategies that individuals use when facing
stressful situations [80].

As an alternative to psychometric testing, the use of electronic devices has been pro-
posed. Bordel and Alcarria [76] designed a device to automatically evaluate motivation
in Industry 4.0 scenarios with Environmental Intelligence infrastructure. This device is
based on body and environmental sensors that account for the physiological and emo-
tional signals of the individual. Another proposal is that reported by Girardi et al. [87],
who used an electronic device to identify the emotions of software developers while
working on it. Also, Fritz et al. [97] report the use of psychophysiological sensors to
detect when software developers are facing a difficult task and prevent them frommaking
mistakes.

4.4 What Data Analysis Methods are Used in Software Engineering to Analyze
Data Related to Human Aspects?

Table 9 presents the main data analysis methods reported in the studies selected in this
mapping to analyze the data obtained related to human aspects, excluding those of a
philosophical and opinion type. In total, 25 data analysis methods were reported, but
this table only presents those that had a frequency of use greater than or equal to two.

Table 9. Data analysis methods

Method # Method #

Descriptive statistic 48 Normality test 6

Correlation analysis 27 Cluster analysis 4

Regression analysis 22 Data mining 3

Mean comparison study 20 Linguistic analysis 3

Qualitative analysis 17 Machine learning 2

Factor analysis 11 Archetypal analysis 2

Reliability calculation (Cronbach’s Alpha) 11 Bayesian statistic 2

Principal component analysis 7

A recent systematic review of the literature indicates that the statistical methods
most commonly used in SE are descriptive statistics, power analysis of statistical tests,
the goodness of fit tests, parametric and non-parametric tests, error type I, confidence
intervals, analysis of latent variables and finally, practical significance and size of the
effect [98].All themethodsmentioned are confirmed in the set of studies on thismapping.

The predominant method is descriptive statistics, used in 60.00% of the studies
where data analysis is possibly required. This method is usually used in the first steps
of statistical analysis because it allows summarizes relevant information [98, 99] and
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usually includes measures of central tendency and dispersion [100]. This method is used
in some studies to present preliminary results [45, 49, 55, 66, 101, 102], and in other
studies is before the use of more advanced statistical methods [33, 34, 40, 42, 43, 47,
50, 52, 54, 57, 60, 63, 67, 70, 87–90, 103–106].

A recurrent analysis method is correlation analysis, used in 33.75% of the studies
analyzed in this mapping in which data analysis was possibly required. These studies in
some cases can lead to regression analysis (27.50%), and subsequently to the comparison
of means (25.00%). Normality testing is required to do a Pairwise Comparison, but only
six of the studies reported this. Regression models allow modeling a variable according
to others and are usually accompanied by correlation studies [107]. These models have
been used to estimate programming performance based on personality and cognitive
styles [33]. Information is also reported where regression models are used to estimate
decision-making from personality [37] and to estimate performance based on social
interaction, transactive memory, and tacit team knowledge [63], among others.

Concerning studies that present designed instruments, they usually support their
research in factor analysis (13.75%). On some occasions, it was accompanied by prin-
cipal component analysis as an estimation method (8.75%). Feldt et al. [105] designed
an instrument to measure willingness and openness to organizational change based on
participation, knowledge, and the need for change. Marsicano et al. [57] propose a
questionnaire called Teamwork Process Antecedents (TPA). This questionnaire aims to
measure the background of equipment processes for use in research and themanagement
of equipment in practice. In both cases, Cronbach’s Alpha is reported as a measure of
reliability. For its part, Gren [108] makes some recommendations to ensure the construct
validity and reliability of the instruments, taking into account the stability and internal
consistency. Likewise, Lloret-Segura et al. [109] present a guide for doing exploratory
factor analysis.

Given the recent interest in analyzing human aspects in SE, which have a latent
nature, it is necessary to use methods that work with this type of variables, as is the
case of models of structural equations of partial least squares [110]. Xiang et al. [65]
used structural equations to study the relationship between emotional intelligence and
the shared mental model, and between the shared mental model and team performance
in the analysis of requirements. Basirati et al. [81] used this method for to understand the
impact of conflict on the success of software development projects for different types of
conflicts and different environments.

Naturally, the use of analytical methods is not unrelated to software development
[111]. The use of machine learning allows to calculate the probability of replacement of
a person and resignation in a software development company [73] and, can be the basis
for defining classifiers to predict difficult tasks [97]. For its part, data mining is a useful
method when it is necessary to analyze large volumes of data [38, 68, 73].

The analysis method depends on the type of data being analyzed. Several studies
present their results based on a qualitative analysis because of the use of open-ended
interviews. In particular, semi-structured interviews allow flexibility but require intel-
ligence, sensitivity, preparation, and agility on the part of the interviewer [112]. This
method is used when the interest is to know the individual opinion of people who are
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part of a group [42, 56, 58, 69, 80, 81, 83, 84, 113–115]. In some cases, researchers
prefer to use structured interviews with previously defined questions [70, 79, 95, 116].

5 Implications for the Practice and Research

The results of this systematic mapping suggest that human aspects such as personality
and motivation have an impact on the performance of the SDT, so its measurement is a
relevant aspect in organizations. Personality is an aspect to be considered for recruiting,
selecting, and retaining talent, aswell as for formingwork teams.Concerningmotivation,
organizations should identify the aspects that promote it and, on that basis, verify the
need to propose strategies to reach the desired levels.

Now, the list of human aspects is broad, and several of them have also been identified
as influential in the performance of the teams. Therefore, organizations have at their
disposal the tools designed and tested to be included in their management processes.

Concerning training programs in SE, training in soft skills is fundamental because
it has been shown to influence the success of projects. For technical training, the fact
that knowledge in statistics and data analysis methods is required to support studies of
interdependence where human aspects are involved is highlighted.

The research on human aspects has been oriented to the study of the personality of
the members of the SDT, in their relationship with performance and efficiency. It has
also been analyzed how to take advantage of personality to form teams, although it is
an area still to explore. Likewise, interest in other human aspects such as motivation,
communication, or collaboration in SE has been identified. Recognizing the human
aspects that are of interest in the area and that have not been studied exhaustively,
represents an opportunity for future research.

According to the results, human aspects have traditionally been measured using
psychometric tests, which can give biased results when situational. Therefore, in this
aspect of the results, there is a challenge to be solved related to the use of measurement
mechanisms. Mechanisms are needed to ensure consistency between what software
developers say they do and what they do.

Finally, the use of statistical methods is a common practice for studies related to
instrument design and for addressing analysis. These methods aim to identify rela-
tionships of interdependence, maintaining in all cases the mathematical rigor and data
processing. However, emerging data analysis methods are identified that can respond to
the needs of data analysis in this context and become complementary methods to enrich
knowledge around work of this research.

5.1 Study Limitations

This study focused on scientific databases such as 1) Science Direct, 2) Springer, 3)
IEEE and 4) ACM. A limitation associated with these databases is related to the possible
exclusion of relevant studies on the measurement of human aspects in SE, published in
other databaseswith less coverage. However, the four databasesmentionedwere selected
for their wide scope in the areas of engineering, SE, and Computer Science, as well as
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their frequency of use among the scientific community as a source of recent and reliable
information in the area.

This systematic mapping was carried out with 99 studies, published in journals or
academic events. This amount may vary by including terms more specific to those used
in this study (human aspects, human factors, soft skill). However, the sample of studies
selected in this mapping made it possible to identify the aspects towards which the
research has been oriented and to identify future work opportunities in the area.

6 Conclusions

This paper presents a systematic mapping that includes the review of 99 scientific studies
related to the human aspects that have been of interest to measure in SE between 2010
and 2021. We analyzed the number of publications per year, by type of document, by
country of affiliation of authors, by type of research, and by type of study.

Personality is the most studied human aspect in SE as an independent variable,
mainly to explain the performance of SDT and to assign roles and form teams. However,
there is a broad spectrum of human aspects that has already attracted the interest of some
researchers, and where there are opportunities to delve deeper.

Human aspects are variables that are measured indirectly from other observable
variables, so their latent nature allows surveys, through questionnaires and interviews,
to be the most frequent source of data. The use of instruments based on self-reporting
is frequent and, therefore, the results depend on the conditions under which the data
were captured. Therefore, adopting methodologies that allow taking data that ensure
consistency between what is done and what is said to be done is a challenge to be
addressed.

Descriptive statistics was themost commonmethod of data analysis, either to present
preliminary results or as a method prior to others such as regression analysis or factor
analysis. Statistical methods predominate in the analysis of the data obtained in these
investigations,without forgetting the contribution of qualitative analysiswhen interviews
are conducted. In any case, the usual practice of using several methods of analysis in the
same study will depend on the nature of the data obtained.

This mapping suggests that the study of human aspects in HE is a topic of interest
and is still under construction because there are several aspects that can be further
explored. A systematic literature review for each aspect can clarify specific lines of work.
Additionally, estimating the influence of human aspects on the efficiency, performance,
or productivity of theSDTwould allowdesigning intervention strategies focusedon these
aspects so that it is possible to improve the management of human talent in projects.

Future work is related to the use of specialized techniques in modeling the context as
a dynamic system to determine the relationship between the different factors. One line
of future work is related to broadening the scope of this research to include dimensions
of social and human factors such as those related to happiness, stress management or
anxiety, among others.
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Abstract. In this study we investigate the benefits that debriefing can
add to collaborative Pyramid script with open-ended tasks. The open-
ended task allows students to produce multiple possible solutions to a
given problem and requires learners to express personal opinions based
on previous experiences and intuitions. In this sense, misconceptions
and gaps can appear in the collaboration process, demanding a teacher
intervention. Debriefing, as part of teacher orchestration tasks, enables
teachers to facilitate students’ reflection about the learning experience,
correcting mistakes and filling gaps. Qualitative analysis of students’
answers through concepts and their relations was developed. The exami-
nation of concepts and relations supported the benefits of the Pyramid
script with open-ended tasks and debriefing to learning. The results of
the study indicate that students increased the concepts mentioned and
built more relations between concepts after debriefinLg.

Keywords: Computer-supported collaborative learning · Scripts ·
Pyramid script · Open-ended task · Debriefing

1 Introduction

Computer-Supported Collaborative Learning (CSCL) scripts structure collabo-
ration interactions in order to facilitate learning. CSCL scripts are important
when free collaboration does not result in interaction and consequently in learn-
ing [3]. CSCL scripts structure the process of interactions, defining sequences of
activities, distributions of groups, roles and resources [3]. An implementation of
CSCL script based on Pyramid collaborative learning flow pattern is the Pyra-
midApp. A Pyramid flow is initiated with students solving a task individually.
Then, in a second level of the Pyramid, in small groups, the individual solutions
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are discussed and refined into a common answer. In the next levels of the Pyra-
mid, larger groups are iteratively formed from small groups and group discussions
continue refining the previous solution to a commonly agreed solution [10].

Pyramid activity is being used in collaborative learning activities with
observable impact in learning gains [2]. Some factors that could influence the
design of Pyramid activities are: the pedagogical envelope, the type of tasks,
pyramid design elements, and the need for epistemic orchestration and debrief-
ing [1].

Collaborative learning tasks can be open-ended or closed-ended. Closed-
ended tasks have one correct answer that can be “yes” or “no” answer or a
limited set of possible answers. In open-ended tasks, students can follow mul-
tiple solution paths to arrive at or to produce multiple possible solutions and
elaborations to a given problem and often require learners to make judgments
and express personal opinions or beliefs [12].

Prior research has provided first insights that pyramid activities can increase
students’ learning gains, measured in terms of an increased level of precision and
a decreased level of confusion associated with an answer. However, in some cases
learning gains immediately after participating in PyramidApp activity do not
seem to significantly improve in terms of precision and confusion, especially if
we consider the type of task. In [1] it was reported 3 different learning activities,
2 with closed-ended tasks and 1 with the open-ended task. The 2 activities with
closed-ended tasks presented learning gains in terms of increased precision and
decreased confusion, however, the open-ended one did not lead to learning gains.
From another work, [2] it was presented 4 learning activities, 2 with closed-ended
tasks and 2 with open-ended ones. The results were learning gains in terms of
increased precision and decreased confusion for closed-ended tasks. However, the
learning gain was not observed in the open-ended tasks. Moreover, both studies
noticed decreased precision and increased confusion after Pyramid activity.

In [2] it was added to the learning activities a debriefing phase after the
Pyramid. Notably, the learning gain appeared in terms of increased precision and
decreased confusion after the teacher-led debriefing for both types of tasks. For
the open-ended tasks, in one case the learning gain outperformed the individual
answer and for the other case, it only outperformed the post Pyramid learning
gain.

Debriefing activities require the teacher to elaborate on students’ responses
in real-time, being a demanding task in terms of orchestration. Orchestration
refers to the real-time management of learning scenarios by the teacher [4].

In this study we are interested in type of tasks and debriefing factors, once
prior research indicates that Pyramid activity with open-ended tasks followed
by debriefing impacts learning gains. Moreover, how debriefing after Pyramid
activity with open-ended task influences learning outcomes is not fully known.
More research is needed to provide evidence of the benefits that debriefing can
add to scripted collaboration with open-ended tasks. To this end, the research
question proposed in this study is: “How do open-ended tasks affect collaborative
experience with Pyramid activity and post debriefing?”
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This paper is organized as follows. In Sect. 2 details about debriefing in col-
laborative learning activities are presented. In Sect. 3 the methods followed are
explained. In Sect. 4 the results of the study are presented, followed by Sect. 5
which provides a discussion of the study findings. Finally, in Sect. 6 is provided
concluding remarks and future research directions.

2 Debriefing and Collaborative Learning Activities

The term debriefing is used in different domains, as military training and psy-
chological approach, enabling participants to review the facts and thoughts after
an event. In educational settings or experience-based learning, debriefing is used
as post-experience analysis, in simulations and game-based learning tasks [9].

Debriefing is a form of reflective practice and provides a means of reflection-
on-action in the process of continuous learning. The idea behind debriefing is the
belief that experience alone does not lead to learning, but rather the deliberate
reflection on that experience [13]. However, reflection after a learning experience
might not occur naturally, or if it does, it is unsystematic [6]. In this manner,
conducting a formal debriefing focused on the reflective process is used as part
of the learning process [6,13].

The debriefing can occur after the experience, the post-event debriefing, or
during the event, the within-event debriefing, through interruptions to students’
actions when mistakes occur [13]. The post-event-debriefing can be facilitator-
guided or self-guided, when performed by individuals or conducted by teams
[13]. The teacher facilitated post-event-debriefing is the recommended and most
widely practiced method [5].

The design of the debriefing session must be adapted to the learning objec-
tives and characteristics of the participants [6]. Seven common structural ele-
ments involved in the debriefing process were proposed by [9]: debriefer; partici-
pants to debrief; an experience; the impact of the experience; recollection; report
and time.

In the context of collaborative learning, the experience to be reflected is the
activity performed in CSCL script. In this way, ArgueGraph script activates
argumentation among members and closes the activity with debriefing, where
the teacher organizes the arguments produced by students, articulating them
with theories [8]. In the Concept Grid script, individual students work with a
part of knowledge and groups are formed composed of students with different
parts of knowledge, who collectively solve a problem that requires knowledge
of each of them. In the debriefing session, the teacher compares the solutions
produced by different groups and requests them to explain the distinctions [3].

In this study collaborative learning is addressed by considering the learning
design, processes, and outcomes. The learning design refers to group formation,
type of task and type of education. The groups are formed randomly by the
PyramidApp, the first group level with 3–4 students and the next group level
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with 7–11 students. The type of task is open-ended and the type of education is
informal, conducted in a workshop format. The processes of collaboration refer
to collaborative Pyramid activity, with individual and group phases followed by
teacher-led debriefing. Finally, the outcomes of collaboration refer to individual
achievements in terms of concepts and their relations. Figure 1 illustrates this
framework for investigation of collaborative learning.

Fig. 1. Investigating collaborative learning: learning design - process - outcomes.

The experience or practice to be reflected in the context of collaborative learn-
ing is the activity performed in CSCL script. Besides the PyramidApp dashboard
is not designed to support debriefing, the dashboard orients the teacher to con-
duct the debriefing at the end of the activity based on the winning answers from
students’ groups.

3 Methods

3.1 Participants and Context

A quasi-experimental study was conducted in a public high school in Brazil.
The sample of the study consisted of 33 students distributed in 4 groups of 7–11
students from 2nd and 3rd year, aged from 16 to 18 years old. Data were collected
in the context of media literacy workshops conducted by one teacher. Students
provided their informed consent for data collection.

3.2 Tools

Each group participated in the same collaborative learning activity with the
same open-ended task. Pyramid activity consisted of three levels, an indivi-
dual submission level, and two group levels. The Pyramid activity duration was
designed for 16 min and had a slight difference from one group to another, based
on students’ needs and teacher orchestration, i.e., in some cases the teacher
added 1 more minute to allow students to finish a level. The open-ended task,
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enabling students to make judgments and express personal opinions or beliefs,
was about social media awareness, asking students: “How do you think social
media influences our body and appearance? That is, how we feel about our body
image.”. Table 1 presents the details of activity.

Table 1. Collaborative learning activity details.

Session Number of students Duration Open-ended task given to students

A 7 16 min How do you think social media
influences our body and
appearance? That is, how we feel
about our body image

B 7

C 8

D 11

The PyramidApp tool provides an authoring space where teachers can design
CSCL activities. A screenshot of the design space of the PyramidApp is shown
in Fig. 2, where it is possible to configure several parameters as the number of
students expected, the number of levels in the Pyramid script, the number of
students per level and the duration allocated to different phases.

PyramidApp collaboration structure follows some levels. Students give an
individual answer for a given problem (option submission level). Then small
groups of students are randomly formed (first group level). In the small groups,
students examine the answers submitted by other students individually (rating).
Students then take part in a discussion at the small group level and improve exist-
ing options collaboratively (improving). Larger groups are formed automatically
by merging small groups (second group level). In the larger groups, students
participate in an individual rating of the answers selected from the previous
level (rating) and then collaboratively improve the selected answers (improv-
ing). Teacher can orchestrate collaboration at all levels through the PyramidApp
dashboard. A screenshot of the PyramidApp dashboard is presented in Fig. 3.

The students were given training on how to use the PyramidApp for colla-
boration prior to the experimental session reported in this study.

3.3 Debriefing in Pyramid Scripts

After the Pyramid activity a debriefing was conducted by the teacher based
on answers produced during the Pyramid activity and adding concepts for fill-
ing gaps if needed. The students’ intervention during the debriefing guided the
direction of the discussions. The debriefing lasted around 15 min.

Following the seven common structural elements involved in the debriefing
process [9], the debriefer is the teacher that will conduct the debriefing and the
participants are the students. The experience is the collaborative activity in the
PyramidApp and the impact of the experience depends on the relevance of the
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experience for the students and should clarify the facts, concepts, and principles.
The students participate with the recollection of their experience and report the
experience in a verbal manner. The time is post-event debriefing.

Fig. 2. PyramidApp user interface.

The main objective of debriefing is to promote a reflective process. For this,
the teacher used the same strategy for all groups. The debriefing starts from the
group answer provided by students in the Pyramid dashboard, i.e., the winning
answer developed for the group. If this answer has some gaps, the missing con-
cepts are added by the teacher. But, different from feedback, that is one way
intervention, the debriefing process allows interaction and reflective discussions.
For this, the teacher asks some questions to students, addressing missing or
confusing topics. The students can explain their ideas and the teacher can guide
them to reflection. The conversation evolves and confusion and doubts are solved
by the teacher as it appears. Finally, the teacher summarized the conversation,
highlighting the points discussed for the group.

Following debriefing, the students were asked to respond to a final question-
naire which asked them to write an answer to the same Pyramid task.
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Fig. 3. PyramidApp dashboard: option submission, first group level and second group
level.

3.4 Data Collection and Measurement

In this study the data was collected in three moments: an individual answer
at first level of Pyramid, an individual answer after Pyramid and an individual
answer after debriefing. Figure 4 summarizes the data collection.

Fig. 4. Data collection.

In order to analyze the outcomes of collaboration, the student’s learning gains
can be measured in terms of an increased level of precision and a decreased level
of confusion associated with an answer. Levels of precision can range from 0 (not
precise) to 3 (student’s response matches teacher’s response). Levels of confusion
can range from 0 (None) to 3 (high) [1].

4 Results

The students’ answers were evaluated by the teacher grading the levels of pre-
cision and confusion. In Fig. 5 it is possible to see the learning gains in terms
of average precision for pre, middle and post answers, which refers to the fol-
lowing, respectively, individual answers submitted to Pyramid activity, answers
after the collaborative Pyramid activity and after debriefing. The results from
Fig. 5 are similar to [2] in terms of decreased precision after Pyramid activity
and increased precision after debriefing. In these sessions, there was no confusion
in the answers.
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Fig. 5. Average precision in students’ answers from A, B, C and D in I-Pre (individual
Pyramid answer), I-Mid (individual, after Pyramid task) and I-Post (individual, after
debriefing).

As shown in Fig. 5 in all sessions the precision of individual students’ answers
have decreased after participating in the Pyramid activity. For all sessions, the
precision of individual students’ answers has increased after debriefing. For ses-
sions A, C and D the precision increased from the pre to the post, i.e., the
students presented learning gain in terms of precision. Despite that, in session
B the precision of students’ answers increased after debriefing, but it was the
same as the prior answers, i.e., the students did not present learning gains from
the initial to the end of the session.

In order to illustrate the differences from pre to post, we can look at the
answer from one student: Pre: Can influence positively or negatively, according
to the profiles we follow. Mid: It influences a lot. Post: Social media can affect
positively or negatively, as they require many beauty and body standards, standing
out as “healthy” standards of living. In this example it is possible to note that
from pre to post the student added concepts and explanations in his/her answer.

A qualitative analysis of the answers presented by the students was carried
out to better understand the results of Fig. 5. The answers were coded consid-
ering the concepts treated by students. We followed an inductive data coding
approach [14]. Firstly, the initial codes are extracted based on a preliminary
read of the answers. In a second reading, the codes are refined and the answers
are marked with the codes found. Following that, a new reading of the answers
was conducted to review the codes extracted from the answers. The final coding
scheme consisted of the following codes: comparison, pattern, false, unreal, neg-
ative and adapt. The codes, their meanings and an example in the answer are
presented in Table 2.
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Table 2. Coding scheme.

Code Meaning Context

Comparison Student mentions that he/she
makes comparisons when looking
at body images in social media

“you can see body images and
compare yourself”

Pattern Student is aware of the idealized
body images presented as
patterns in social media

“social media demand many
standards of beauty and body,”

False Student is aware of false and
manipulated images in social
media

“(body images) has several
changes with effects and edits”

Unreal Student is aware that body
images shown on social media
are unreal and unattainable
bodies

“on social media, many people
have the image of a perfect body,
something that does not exist”

Negative Student reports negative
emotions like envy, depression or
sadness

“can make you feel extremely bad
about yourself”, “putting us
down”, “we envy”

Adapt Student declares that he/she
needs to change his/her body to
adapt to the body pattern
presented in social media

“wanting to follow a pattern that
are posted by influencers on the
social media”

Figure 6 illustrates the frequency of codes appearing in students’ individual
Pyramid answers (pre) and after debriefing answers (post) for the 4 sessions for
the codes comparison, pattern, false, unreal, negative and adapt.

For session A it is possible to note that students mentioned false/manipulated
images more times after debriefing. However, comparison and negative emotions
remained in the same frequency, but idealized body image patterns and the need
to change to adapt to the pattern decreased.

For session B it is possible to note that students mentioned comparison,
negative emotions and false/manipulated images more times after debriefing.
However, the need to change to adapt to the pattern remained in the same
frequency, but unreal/unattainable body image decreased.

Session C presented the most difference from pre to post. It is possible to
note that students mentioned four of five terms more times after debriefing.

In session D it is possible to note that students mentioned the need to change
to adapt to the pattern, unreal/unattainable body image and false/manipulated
images more times after debriefing. However, false/manipulated images remained
in the same frequency, but comparison and negative emotions decreased.
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(a) Session A (b) Session B

(c) Session C (d) Session D

Fig. 6. Chart code frequencies for sessions A, B, C and D.

From all sessions, the knowledge of the topic was explored by the students
and it was strengthened after debriefing.

Besides code frequency, we also explored the relations among concepts pre-
sented in students’ answers. A network graph allows analyzing elements that
stand in pairwise relations [11]. The relations may be qualitative, present or
not; they may also be directed (from one element to another, but not the other
way); and they may also be quantitative, i.e., they may possess weights. The
network analysis begins by defining a specific corpus of texts, in this study, the
students’ answers for the task. From the students’ answers, it was extracted
the codes as shown in Table 2. The codes are the elements of the network. The
relations between elements are extracted from the answers. If a student reports
that “I compare myself with edited body image in social media and it makes me
feel depressed.”, this answer has 3 codes: false, comparison and negative. For
this answer the codes false, comparison and negative are related, representing
3 edges at the network: false with comparison, false with negative and negative
with comparison. The network graphs for the 4 sessions are presented in Fig. 7.

In Fig. 7 it is possible to see the relations among codes for the 4 sessions in
two moments: pre, before group Pyramid activity and post, after debriefing. In
session A it was added the code for false images from pre to post and it changed
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the relations they did. For sessions B, C and D it is possible to note that students
were able to relate more codes at the end, visually represented by more links
between nodes. And, the stronger the link, the more times the same relation was
found in students’ answers.

The students reported the relationships among idealized body image patterns
presented in social media images, which are false/manipulated images, showing
unreal and unattainable bodies, when compared to real bodies, can lead to ne-
gative emotions such as envy, anxiety, and depression.

The relations between concepts can be represented by the degree of a node,
i.e., the number of its neighbors [11]. For example, in Fig. 7, session D - pre, the
code comparison has 4 relations and the code false has only one. Considering we
have 6 codes, a fully connected network or a complete network would have all
nodes with 5 relations each. In this manner, if students articulated all concepts
in the same answer it would result in a complete network. From Table 3 it is
possible to see the sum of the degrees of all nodes for the 4 sessions. If we
consider that the sum of the degrees of all nodes for a complete network is 30,
we can see that sessions B, C and D enriched their connections after debriefing,
approximating from a complete network. Session A did not increase the number
of relations, however, it increased the concepts considered, that was 5 before the
activity and 6 in the post debriefing.

Table 3. Sum of the degrees of all nodes in the networks from Fig. 7.

Sessions Pre Post

A 13 10

B 20 26

C 12 24

D 14 26

5 Discussion

From the learning activity conducted, the open-ended task resulted in similar
levels of learning gains for the 4 sessions studied, which corroborate with previ-
ous works [1,2]. The results are decreased precision after Pyramid activity and
increased precision after debriefing, as shown in Fig. 5.

We can not observe explicit (individual) learning gains when comparing indi-
viduals’ answers prior to the Pyramid with individuals’ answers after Pyramid.
In a detailed look at the answers, we could note that most of the answers after
Pyramid are incomplete, with only one word or small phrases. The answers after
debriefing are complete answers, allowing students to explain their knowledge.
To this extent, we argue that students do not decrease knowledge after Pyramid
activity.

From the learning design (open-ended task and workshop session) we derived
three assumptions about the process (Pyramid and debriefing) and outcomes
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(a) Session A - pre (b) Session A - post

(c) Session B - pre (d) Session B - post

(e) Session C - pre (f) Session C - post

(g) Session D - pre (h) Session D - post

Fig. 7. Network graphs from sessions A, B, C and D in pre: individual Pyramid answer
and post: after debriefing.
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(students’ answers): (1) students are less inclined to give complete answers after
Pyramid, so we indicate a future motivation inspection at Pyramid activity;
(2) the open-ended task does not have a right/wrong answer, so students can
provide incomplete answers that could be partially correct. It is more difficult to
occur at a closed-ended task that has a correct answer; (3) the intervention was
conducted in a workshop and was an informal, non-curricular activity so that
students were free to participate or not.

During a Pyramid activity based on an open-ended task, students have the
opportunity to discuss multiple possible solutions for the task and can express
personal opinions or beliefs. This type of task is aligned with Pyramid activity as
it allows developing knowledge collaboratively, considering the individual initial
beliefs and constructing agreements for a refined solution. On the other hand,
this type of question can propagate confusion and some students can not be
persuaded by the group, once they can remain with their prior beliefs, even if
it is a misconception. Otherwise, the students can work on partial solutions,
missing some concepts or relations between concepts. In these particular cases,
debriefing is a highly recommended practice after the Pyramid activity to fill
gaps and correct misconceptions. At the same time debriefing contributes to
deriving useful insights through a discussion of the experience.

Returning to the question: How do open-ended tasks affect collaborative
experience with Pyramid activity and post debriefing?

Our qualitative analysis of concepts and relations in the students’ answers to
an open-ended task confirm that the process of Pyramid activity followed by a
teacher-led debriefing impacts the learning outcomes. The concepts represented
by the codes extracted from the students’ answers reveal that students expanded
the concepts they mention from individual Pyramid answers to answers after
debriefing (Fig. 6). More than that, students increased the relation of concepts
from prior to post, making more relations between concepts (Fig. 7).

From social media workshop perspective, students could articulate the main
concepts related to social media body image, referring to idealized body image
patterns presented in social media images, which are mostly false or manipulated
images, showing unreal and unattainable bodies, when compared to real ones can
lead to negative emotions such as envy, anxiety, and depression. These answers
are strongly connected with the studies in the area [7,15].

Considering an open-ended task, the debriefing can take different ways,
depending on the students’ contributions. The conversation is always enriched
by the students’ personal opinions or beliefs. An important part of debriefing
is to guarantee a safe psychological place for students to share their beliefs, as
stated by [13]. That is crucial for a successful debriefing because if students do
not talk about their misconceptions, the teacher is not able to discuss them and
promote a productive reflection.

Finally, the debriefing was conducted for the same teacher at all sessions. It
is worth noting that the debriefer experience can impact the debriefing results.
In this way, having a teacher use a debriefing script may improve the ability of
facilitators to effectively lead the debriefing conversation, as suggested by [13].
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6 Conclusions and Future Work

In this study we investigate collaborative learning in the case of a Pyramid CSCL
script addressing an open-ended task and teacher-led debriefing. Prior prelimi-
nary research indicates that a Pyramid activity with open-ended tasks followed
by debriefing impacts learning gains. This work contributes with additional evi-
dence that corroborates and extends this previous work. The novelty is related
to the context and learning design used for the data collection as well as to the
methodology used to analyze the learning outcomes. The context is an informal
learning setting involving teenage students, aged 16 and 18. In terms of the learn-
ing design, the task is open-ended and of a nature that leads students to express
personal opinions based on previous experiences and institutions. Regarding the
methodology, we have analyzed the evolution of concepts and relations in the
evolution of students’ expressed knowledge from a perspective of the learning
outcomes.

Study findings support the importance of debriefing to learning gains
achieved during scripted CSCL activities with open-ended tasks as it summa-
rizes learning experience, fills gaps and corrects mistakes. The students were able
to state more concepts and articulate them in more relations after the debrief-
ing. Promising results about debriefing encourage future work on how debriefing
influences teachers’ orchestration load.

There are several limitations to this study. The number of cases we consi-
dered is low and the number of students participating in each activity is rela-
tively low. These limitations can have an impact on the obtained results. How-
ever, as exploratory research there is no attempt to generalize the findings to
a wider population, but to gain insights into collaborative learning. Another
limitation is that only one teacher participates in the sessions, which means
that the debriefing could have other results with a different teacher. For future
work we plan to investigate the debriefing scripts that could guide teachers to
structured debriefing. It is also relevant to explore debriefing time, i.e., the dif-
ferences between post-event debriefing and within-event debriefing. Considering
the cases in which confusion is propagated in the group, an earlier intervention
by the teacher, within-event debriefing, could address mistakes as they appear
and improve learning.
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Abstract. Software maintainability is an important key aspect in soft-
ware development life cycle. It has a huge impact on the time, effort, and
cost. This research investigated the effect of applying pair programming
on software maintainability vs individual programming approach. We
reviewed many related studies which talked about the two approaches,
but few of them focused on maintainability. Therefore, we conducted
an experiment in educational environment. The participants were novice
students in their second year, who finished object oriented programming
course. The participating students were divided into two groups, some
worked as individual and the others worked as pairs. In order to get
good results, we made the experiment among the students in a competi-
tive way. Enabling those who produced the best code to win a cash prize.
Finally, code obtained from both approaches was analyzed by software
quality assurance expert, who has finished a master degree in software
engineering. The results taken from pair groups showed a statistically
significant difference in building software with 50% less errors, 30% less
code, and 25% better code. Furthermore, there is a marginal reducing
in programming time particularly in small size software compared to
individual programming.

Keywords: Pair programming · Solo programming · Individual
programming · Maintainability · High quality code

1 Introduction

Pair-Programming is one of the most important practices of Extreme Program-
ming (XP) under agile technology. The concept of pair-programming is that two
programmers sit next to each other, work together to produce the same code
[1,4–7]. They use the same computer, one keyboard, one mouse and sharing the
same screen. One programmer considered as driver his responsibility to write
code and the other as navigator his responsibility to revise written code. Fur-
thermore, navigator suggesting improvements on the written code, in addition
to code inspection task. The driver sit to the right, while the navigator sit to
the left as shown in Fig. 1, they taking turns to code typing. An idiom says “two
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heads are better than one” referring to the advantages of collaborative work.
The role played by both driver and navigator is pivotal, in order to create high
quality code. So, producing robust software, sustainable, maintainable and cost
effectiveness, related to high quality code [8].

Fig. 1. Two programmers practicing pair-programming in the lab

Pair programming concepts are not recent, but it recently attracted more
attention in software development, especially on software maintainability factor.
Many research’s showed that pair programming decreases the number of bugs
[3–5]. Other research revealed that pair-programming produces understandable
base code, eliminate software complexity, and build high quality code [1,2,5].
The time is very important to make the software ready to be deployed, so, pair
programming has proven to be effective in accelerating productivity, and also to
be able to adapt environment changed with minimal risk [3,4].

Pair programming technique comes from the immense popularity it has
gained over recent years for its capability of writing high-quality code. For that,
software professionals adopt pair programming in every possible situation. They
applied the standards and quality constraints in developing [3]. By reviewed
related studies, many similar studies have been carried out in educational sec-
tor. But, few of them investigated the effect of pair programming on software
maintainability.

Maintainability considered as an important issue to focus on. The adoption
of applying digital transformation in the world is increasing significantly. So,
studying the impact of pair programming on software development in term of
maintainability is either increased. Many factors are closely related to achieving
maintainability, such as number of errors, number of lines of code, and high code
quality. These factors have a big role in building maintainable, understandable
and reusable software [1,5,9,12].
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In this study, in order to investigate the effect of pair-programming in soft-
ware maintainability, we conducted an experiment which it was applied on 15
students. The students asked to build a binary calculator program. We divided
them into two groups, pair groups and individual groups. The groups adhered to
specific criteria to carry out the task. The produced code from each group has
been analyzed by software quality assurance (SQA) expert. The results revealed
that pair-programing groups produced code 50% less errors, 30% less code and
25% better code.

2 Literature Review

Several experiments have been conducted on pair- programming technique,
in both educational and industrial environment. The reviewed studies in this
research, covered a common programming problems, and different aspects tackle
by pair-programming.

2.1 Pair-Programming

Pair programming consists of a driver and a navigator, sit next to each other.
They work together at the same computer, collaborating on the same code [1,4],
using one keyboard, one mouse, and sharing the same screen. Navigator guides
the driver to right direction [6]. Pair groups can be formed either randomly or
by participants who select their prefer partners. Some studies have shown that
random pairs spent the lowest time of 16.57min on the average to find and
fix the bug. Junior individual programmers spent 21.88min/bug [1]. Interaction
and communication between teams is very important in software development.
It helps building a professional software developers. In educational environment,
pair programming reduces the rate of absence. Furthermore, encourages students
to complete course requirements required to pass the course. [4]. Students satis-
faction in pair- programming condition was better, fairly successful in pedagogy
[4,7,10]. Pair programming has performed better than individual programming,
and tackles programming tasks in different ways. Pair programming become an
effective strategy for learning programming over individual programming tech-
nique. Students produce higher quality code using pair programming. In addition
to that, they display increased confidence and gain better grade on exams [3,4].
Pairing between team members must be right to generate desirable software.
Otherwise, they may be gained a negative impact in terms of lose interest and
focus [5]. Partner pairing selection is critical for successful pair programming.
For knowledge sharing and educational purpose, we should use novice - expert.
But in case of increasing collaboration among group members, two members
should be novice-novice. In case of industrial environment, in order to produce
high quality code and sustainable, the group members must be from expert [13].
Building an expert team is mandatory in industrial environment, and a key
aspect to be competing among markets [8].
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2.2 Maintainability

Maintainability is defined as the degree to which an application is understood,
repaired, or enhanced [1]. Software maintainability is important because it is
approximately 75% of the cost related to any project. That’s mean; every one
dollar paid on development, needs two or three dollars on maintenance. Maintain-
ability is a software attribute, which plays an important role to predict whether
the software with high quality and understandable [5]. Maintainability is a com-
pound component of many attributes, like, understandability, testability, modi-
fiability, reusability [9].

Pair-programming has the ability to correct errors with lowest time nearly
25% on the average compared to individual [1]. Pair-programming reducing the
defect ratios, produced less code and better design [5]. Moreover, they decrease
programming time, but very marginal, especially in small projects [2]. Pair-
programming has performed better than individual programming in term of
high-quality code [3,4].

The score of finding bugs by pair programming team in the application was
47%, while in the individual groups was 31% [6]. Moreover, test cases written
by students who applied pair programming techniques increase the number of
killed mutants with better code coverage.

Reusing what others have already tackled and created can save cost and
time, increase productivity, and minimize bugs. So, it’s important to have a
good expertise, and it should be easy to find among team members. To deepen
expertise as effectively, it’s required to sharing it, which it can be achieved by
pair-programming [9]. Pair programming for teaching pair testing and pair design
has achieved an influence in productivity and a higher efficiency. It reduces defect
rate by 50%, writing shorter code and improve code readability [11].

3 Research Hypothesis and Methodology

In this research we use the experimental research to manipulate independent
variables in order to determine the causes of dependent variables. We started
with identified three null hypotheses to be tested to find out if there is difference
between using individual programming or pair programming on maintainability
factors.

3.1 Null Hypotheses

Our null hypothesis supposes that when we adopt pair programming rather than
individual programming, there is no effect on the following factors:

– There is no significant difference in reducing number of errors.
– There is no significant difference in reducing number of code lines.
– There is no significant difference in writing high quality code.
– There is no significant difference in reducing programming time.
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Thus, there is no effect on code maintainability. The independent variable in our
experiment is the programming settings which has two conditions pair program-
ming and individual programming. In the other hand, the dependent variables
are the factors in this experiment which we want to investigate and measure
whether pair programming has effect on it or not. Which are:

– Number of errors.
– Number of line of code.
– Code quality.
– Programming time.

3.2 Experiment Scope

We conducted an experiment in educational domain executed in local university.

3.3 Experiment Components

Subjects. The experiment were executed among 15 out of 180 computer science
students. They were finished an object oriented programming course in Java
language, and they were at the same level of knowledge. We also to consider
that all selected students who were participating in the experiment have no pair
programming experience before, to get more precise results.

Assignment Method. Group distribution was according participants prefer-
ences. Each participant chose to work individually or with a partner. The par-
ticipants who chose to work pairs, selected their partners based on their desired.
The 15 participants were divided into two groups, 10 in pair programming and
5 in individual programming. Each group just works with one condition, so, the
experiment design was between group to achieve the following advantages:

– To guarantee that there isn’t learning effect from another condition.
– It consumes a shorter time in executing the task.
– Participants do not feel frustrated and tired of carrying out the task.

The only disadvantage of between group is that we cannot determine the personal
differences of the participants, because each participant only tried one condition.

Experiment Design. Our experiment has one independent variable and two
conditions, individual programming and pair programming. This setup is consid-
ered as a basic experiment design. The dependent variables can be quantitatively
measured (no. of errors, no. of lines of code, code quality, programming time).
The experiment can be replicable on other groups. To be able to repeat the
same experiment on another domain easily. In this experiment we worked hard
to remove any biases or any affect that may cause affect the result.
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Task. The participants have to write a java program, to perform a binary calcu-
lation. The binary calculator will be used to add two positive 8 bits numbers. In
this program, the users asked to input two positive 8 bits numbers. The program
will validate the inputs, if it is correct, the program will produce the output.

Experiment Procedure. At the beginning, we announced that we will hold
a competition to develop a program in Java language. The top three winners
will win a $100 prize for each one. We asked those who wish to participate, to
register through the Google form, prepared specially for that. 15 participants,
who registered first, were selected to do the task. The task was carried out
through the following steps:

1. We conducted a pilot study, over one student as individual and two students
as pair.

2. We evaluated the result taken from pilot study to make sure that the exper-
iment’s procedure we adopted work as required.

3. After 10 days, we called the 15 participants, to do the experiment.
4. We welcomed the participates and divided them into two groups, 5 individual

groups and 5 pair groups based on their preferences.
5. We gave them a printed copy of the task with the details.
6. We introduced the task for participants, and we gave a brief information

about pair-programming approach.
7. The participants who chose pairs were sat in the left row of the lab, and the

individual groups were sat in the right row.
8. The participants were asked to submit the code into Google form to facilitate

the process of transferring the code after completing the task.
9. The task was performed using Java language through eclipse IDE, in the

university lab, to facilitate the process of compiling the code for participants.
10. We made the experiment easy and smooth and removed all biases.
11. The experiment was carried out one time; the participants were started at

the same time, without knowing any description about the task.
12. The participants were asked to submit the code through Google form after

they finished the task.
13. We thank all the students for their participation.
14. We sent the code to the SQA expert for analyzing and evaluating.
15. We took the data from SQA expert.
16. Finally, we evaluated and analyzed the data. Then we extracted the results

Data Collection. The data collected, by analyzing the programs where the
participants submitted through Google form as shown in Table 1.

Data Analysis. The process of collecting the data taken from analyzed code
generated by the participants after finishing the experiment. The number of
errors for each participant has been calculated in addition to the number of lines
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Table 1. The results taken by PP and Individual programming.

Table 2. Factors for evaluation the code quality

of the generated code. But for the code quality, the code analyzed by an expert
who put a score for each code based on the following factors [12]:

The SQA expert has split both codes written by two approaches (Individual,
Pair) and judge based on the following factors:

1. Number of line of code taken from the IDE.
2. Number of bugs based on the expected bugs list.
3. High Quality score for each approach has taken from the total of factors

mentioned in Table 2.
4. Programming time has been calculated based on the difference between start

time and submitted time.

The expert, who was relied on to judge the code, finished a master degree in
software engineering. He has 12 years of experience in application development
using Java Language in addition to his expertise in software quality assurance.
We used the independent samples t-test to do the analysis because the design
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of our experiment is between group, and there is one independent variable, and
two conditions. We used IBM SPSS program to perform the statistical analysis.

4 Results

The main purpose of this study is to shed light on the most important results
obtained from the executed experiment in terms of the following factors:

Number of Errors: To understand how pair-programming effect on reducing
number of errors, we have prepared a list of 9 bugs that should the participant
avoid it, as shown in Table 1. After the experiment executed and the code sub-
mitted through Google form, we tested the code and we observed the following
results:

Fig. 2. Chart showed mean of number of errors for each group

As shown in Fig. 2, we noticed that the mean for number of errors registered
in pair programming less than the mean of errors registered from individual. In
order to investigate the truth of null hypothesis (H0) that there is no significant
difference between pair programming and individual programming in reducing
number of errors, an independent samples t-test was conducted to prove this
hypothesis. We clearly observed that the standard deviation (2.54951) in pair
programming, while in individual the standard deviation (3.08221). The ratio of
errors in pair-programming 50% fewer than individual.

The results in the Table 3 have shown that p-value (f(0.00)= (1.000) > 0.05)),
and p-value of (t(−1.118)= (0.148) > 0.05), that’s mean, we can’t reject the null
hypothesis, because in science we want 95% to be significant, but here, there is a
probability of 85.2% chance that the data random significant, which its refused.

Number of Lines of Code: In this suction, the effect of pair programming on
the number of line of code clearly observed. The results below have shown the
differences between both approaches pair programming and individual program-
ming.

As shown in Fig. 3, we noticed that the mean for number of line of code reg-
istered in pair programming was less than the mean of number of line of code
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Table 3. Independent sample t-test of number of errors

Fig. 3. Chart showed mean of number of lines of code for each group

registered from the individual. In order to investigate the truth of null hypothesis
(H0) that there is no significant difference between pair programming and indi-
vidual programming in reducing number of line of code, an independent samples
t-test was conducted to prove this hypothesis. The results clearly observed that
the standard deviation was (8.78635) in pair programming, but in the individ-
ual, standard deviation was (19.34683). The ratio of number of line of code in
pair-programming 30% fewer than individual.

The results in the Table 4 showed that p-value (f(1.601)= (0.241) > 0.05)),
and p-value of (t(−2.063)= (0.037) < 0.05). This mean we reject the null hypoth-
esis because the value significantly different. In science we want 95% or more to
be significant, but here, there is a probability of 96.3% chance that the data
random significant. So, the hypothesis was rejected.

Code Quality: As known that code quality is not quantitative factor, but
it is qualitative, and it is difficult to measure, therefore, we have adopted a
mechanism, through which we can give numerical values for the factors related
to the quality of the code as mentioned in Table 2.

As shown in Fig. 4, we noticed that the mean for quality code registered in
pair programming more than the mean of the quality code registered from the
individual. In order to investigate the truth of null hypothesis (H0) that there is
no significant difference between pair-programming and individual programming
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Table 4. Independent sample t-test of number of line of code

in building high quality code. An independent samples t-test was conducted to
prove this hypothesis.

We clearly observed that the std. deviation was (1.94936) in pair program-
ming, but in the individual, std. deviation was (3.76829). The ratio of building
high quality code in pair-programming 25% more than individual.

Fig. 4. Chart showed mean of quality code for each group

The results in the Table 5 showed that p-value (f(0.617)= (0.455) > 0.05)),
and p-value of (t(1.265)= (0.121) > 0.05), that’s mean, we absolutely not reject
the null hypothesis, because, the value of both group is not significantly different.
In science we want 95% or more to be significant, but here, there is a probability
of 87.9% chance that the data random significant.

Programming time: We have noted that the time spent in the implemented
experiment in both approaches is very close. It may be due to the fact that
the program is small, and it is difficult to show significant differences in the
programming time. Perhaps also due to the loss of time due to the discussion
among team members in the pair programming approach.

As shown in Fig. 5, we noticed that the mean for programming time registered
in pair programming less than the mean of time registered from individual. In
order to investigate the truth of null hypothesis (H0) that there is no significant
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Table 5. Independent sample t-test of quality code

Fig. 5. Chart showed mean of programming time for each group

difference between pair programming and individual programming in reducing
programming time, an independent samples t-test was conducted to prove this
hypothesis.

Table 6. Independent sample t-test of number of line of code

The results in Table 6 revealed that the p-value (f(0.095)= (0.766) > 0.05)),
and p-value of (t(−0.667)= (0.262) > 0.05), that’s mean, we can’t reject the null
hypothesis, because in science we want 95% to be significant, but here, there is a
probability of 73.8% chance that the data random significant, which its refused.
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5 Discussion

As shown in the results, the programs that produced by pair programming has
significant differences compared with the individual programming. In this section
we will explain why we got the following results: Less number of errors:

– Once the driver has finished writing the statement of code, the navigator
reviewed and tested the code being written. So, lot of errors was caught as
they are being typed.

– The expertise of both members enabled them to do their best work, which
helped eliminating errors. The idiom says “Two heads better than one head”.

– The code being looked by both pair programming members, which helped to
reduce the errors.

– Using different use cases by both members helped in reducing number of
errors, because they applied full coverage paths testing.

Less Number of Lines of Code:
– The driver and navigator were able to jointly reduce some unnecessary state-

ments.
– The navigator was able to suggest ways to reduce the number of code state-

ments without affecting on program functionality.
– Both members were able jointly to use different design pattern, which helped

to reduce number of lines of code.

High Quality Code:
– The expertise of both members can help avoiding code complexity by reducing

number of paths.
– The navigator looks at the code from a different point of view. He can direct

the driver to write an understandable code in case the code is ambiguous.
– Navigator can guide the driver to use code standards to avoid different defi-

nitions and terminologies.
– When the driver writes the code in heterogeneous context, the navigator can

direct him to follow a consistent style.

Minimizing Programming time: There were no significant differences in the
programming time between both approaches. That’s due to lost time during
discussion between members, and also because the program is small, which made
the programming time close between them.

Observations:
– The effect of pair programming on maintainability will be more evident when

pairs are systematically formed.
– There is a big difference in the results of some pairs, perhaps the reason for

this was the differences of their expertise.
– In order to obtain more accurate results, the levels of the participants must

be evaluated before forming pairs and individuals.
– The Implementation of the experiment in a competitive manner among the

participants was the reason for the success of the experiment.
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6 Conclusion and Future Work

In this study, we focused on the effect of pair programming on code maintainabil-
ity, in terms of number of errors, number of lines of code and the code quality.
Most reviewed studies talking about pair programming on educational domain
in terms of collaborative, sharing knowledge and confidence between students.
Some universities used it as an effective coding education method, to improve
the quality of education. The conducted experiment in this research applied on
educational domain by a small sample of novice students. The results clearly
revealed that there is a significant difference in building program with 50% less
errors, 30% less code, and 25% better code. Thus, there is an effect on code main-
tainability. Furthermore, there is a marginal reducing in programming time. In
the future, we will conduct an experiment in different domains with large sample
and different experiences of participants, to show if there more effect on code
maintainability.
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Abstract. This study investigated the nature of knowledge use during
collaborative explanation activities through a laboratory experiment and
a computer simulation. We focused on how relevant knowledge is used
in individual learning and how the use of such individual knowledge,
influenced by cognitive bias (e.g., misconceptions), affects explanation
activities and group activities in developing a concept map. Our results
show that learners used relevant knowledge retrieved from memory dur-
ing group activities, but some learners changed their strategy to use
different knowledge during explanation activities. We further examined
the cognitive process by developing an Adaptive Control of Thought-
Rational (ACT-R) model. We focused on the knowledge retrieval process
of self/other’s knowledge brought about by discrepancies in perspectives.
The simulation results showed that the opportunity to search for knowl-
edge brought a chance to retrieve relevant knowledge for generating ade-
quate explanations in collaboration exercises.

Keywords: Collaborative learning · Explanation · Misconceptions ·
Concept map · Computer simulation

1 Introduction

Learning by explanation has been studied in the fields of cognitive science and
learning science. It has been reported as an efficient strategy for gaining an under-
standing of the learning material and is effective in triggering metacognition
[2,4]. Deeper understanding may be possible by generating abstract concepts
and generalizations [12,26]. Studies also showed that explanations to oneself
facilitate generalizations to solve problems [20]. Studies in educational settings,
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such as active learning, adopt explanation activities for collaborative learning
activities [23]. It has been shown that explanations of others may facilitate con-
structive interactions for the development of knowledge [21,24]. As mentioned
in the Integrated Cognitive Antisocial Potential (ICAP) theory [3], constructive
and interactive activities in collaboration with peer learners are triggered by
explanation activities wherein learners actively argue with other claims and per-
spectives. However, social group studies and collaborative problem-solving stud-
ies show that individuals may make explanations based on misunderstandings,
and discussions may be misdirected due to näıve knowledge and biased perspec-
tives [13,27]. Developing common ground and mutual understanding [5,11]is
key for linguistic interpretations during collaborative activities; however, the
cognitive mechanisms that underlie this process are still unclear. Thus, it is
necessary to understand the process of relevant and irrelevant knowledge use
during explanations in collaborative activities to develop cognitive models fur-
ther. This study conducted an experiment observing how dyads use adequate,
relevant knowledge during explanation activities using concept maps. We also
developed an Adaptive Control of Thought-Rational (ACT-R) cognitive model
to explain how individuals adopt knowledge during explanation activities.

1.1 Knowledge Use During Collaborative Learning: Misconceptions
and Conformity

Past studies on collaborative problem-solving show that explaining is an effective
strategy to gain a better understanding of the topic at hand. However, some neg-
ative aspects hinder adequate reasoning and knowledge use. Individuals prefer to
use prior knowledge by retrieving information from knowledge learned in the past
[8] , and sometimes, they may include näıve and false beliefs [13]. Moreover, indi-
viduals have a cognitive tendency to use accessible knowledge, which can include
biases [18]. Explanation activities have been reported to facilitate a better under-
standing of misbeliefs because making mechanistic explanations may constrain
casual inferences by reducing biased or misbeliefs [20]. However, novice learners
who have a poor ability to self-monitor their knowledge use during explanation
activities may use misconceptions to generate inferences. Another difficulty in
collaborative settings is the understanding of how relevant and irrelevant knowl-
edge is shared among groups. During explanation activities, an individual will
perceive the knowledge of others and will interpret his own knowledge to make
sense of the explained content [19]. From a cognitive processing perspective,
searching for knowledge through memory retrieval may not always be successful
and may retrieve inadequate knowledge, leading to discrepancies in knowledge
sharing [15,16]. Moreover, misconceptions may lead to confusion and irrelevant
memory and knowledge retrieval [6]. When learners confront different perspec-
tives, they must decide which knowledge should be used, and this may involve
social aspects such as decision-making or social influences. Many studies in social
psychology have reported the negative effects of social influences, such as confor-
mity, hindering the process of adequate decision-making during problem-solving
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[7]. Relevant knowledge use during explanation is difficult and influences collab-
orative learning activities for students. However, only a few studies have inves-
tigated how group members use relevant knowledge at the individual and group
level. Many past studies have focused on how the use of appropriate knowledge
and the integration of different perspectives lead to success. However, little is
known about the use of relevant or irrelevant knowledge, how they are retrieved,
and how they are used in interactions with other members. Moreover, cognitive
models of the individual use of memory/knowledge and how they are used in
collaborative learning have not been developed.

1.2 Cognitive Model in Collaborative Learning

Several computational models of collaboration and coordination have been devel-
oped in cognitive science. [10] investigated how communication systems emerge
during the communication process. Modeling using machine learning and sensing
technology has also been recently attempted. For example, synchrony between
individuals during collaborative work has been used to evaluate the success
of communication [25]. Recurrence analysis is another line of study focusing
on modeling the communication process in collaborative activities [22]. How-
ever, little attention has been given to modeling the process of how dyads use
their respective knowledge to develop a shared understanding in collaborative
problem-solving. [14] used cognitive task analysis and production rules to see how
individuals with different perspectives and knowledge share their common knowl-
edge. However, this study did not consider how the individual’s prior knowledge
and its influence on explanation activities. Moreover, further investigation must
be conducted considering the effects of individual biases, the success of knowl-
edge retrieval and associate learning, and the misbeliefs during problem-solving,
all of which bring discrepancies and confusion in collaborative activities. Suc-
cess in making adequate inferences during explanation activities towards others
can be influenced by errors during memory retrieval and the type of knowl-
edge retrieved. [16] showed that inadequate retrieval from memory of a certain
problem and its corresponding instances would cause misunderstanding about
knowledge use. The naive use of memory has also been studied as an influence
to the inferences of novice learners [13]. Additionally, collective inferences and
social dynamics, including instances of conformity, may influence the decision to
use retrieved knowledge [28]. Thus, the following points should be investigated in
developing cognitive models: (1) memory retrieval or non-retrieval (perspective
taking), (2) failure in memory retrieval, (3) use of näıve memory, and (4) confor-
mity by adopting a partner’s perspective. Thus, this study focuses on modeling
an individual’s use of relevant memories during collaborative learning and how
it influences developing mutual knowledge. The present study uses the ACT-R
architecture [1], which can assess the control and flow of the information process
of relevant knowledge use. Relevant and irrelevant knowledge can be harvested in
the form of declarative memory in the ACT-R. Productions can be implemented
for retrieval and search of relevant parameters that elaborate on cognitive biases
and noises that may cause failure to use such knowledge.
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1.3 Goal and Hypothesis

This study focuses on a collaborative learning process in which learners con-
structively interact with each other by making explanations using a concept
map (CM). We investigated how relevant knowledge is used from individual
learning and how the experience of using such knowledge influences the CM
development in a group consisting of members with different knowledge. Thus,
the first goal of this study is (1) to experimentally investigate how individuals
use relevant knowledge retrieved from memory during explanation activities and
further explore how it influences collaborative performance. The second goal is
(2) to develop a cognitive model of knowledge retrieval during collaboration and
conduct a computer simulation based on protocols from experimental results.
We propose the following three hypotheses for the experiments conducted.

H1: Explanation activities facilitate the use of inference strategies, such as the
use of relevant knowledge retrieved from memory.
H2: Prior experience of an individual’s knowledge retrieval strategy may influ-
ence conversations and inference strategies on group outcomes.
H3: Change in the knowledge retrieval strategy may occur because of the dis-
crepancies caused by group interactions.

2 Experimental Process

2.1 Participants

This study used data from a previous anonymized study of 60 university students
majoring in psychology that participated in a laboratory-based experiment for
course credit. Hereafter, we refer to these participants as the learners.

2.2 Experimental Task Procedure

This study focuses on dyads involved in an explanation-based activity [29] con-
ducted in a remote environment that allowed them to communicate with each
other using a concept map tool [9]. After entering the laboratory, the dyad of
learners was introduced to each other and was given instructions about informed
consent. This study was ethically reviewed by the relevant institutional review
board. The learners’ goal in this experiment was to explain a particular case using
psychological theories. The experiment included the following three phases: (1)
individual text learning phase, (2) individual concept map-generation phase, and
(3) collaborative reasoning phase, wherein they gave a shared representation of
their concept maps. The individual learning phase consisted of two sub-phases:
(a) memorizing the theoretical concept of attribution theory and (b) memo-
rizing the case story. In the individual learning phase, they were required to
apply the attribution theory from [29] to a case of a student who participated
in a school counseling program, and they describe why the student had anxiety
about the new academic year. In the individual concept map generation phase,
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they were required to create a concept map to explain the case using theoreti-
cal knowledge. In the concept map, they were allowed to use different types of
links to connect the nodes to describe the attribution process. Nodes used in the
task were nouns in the case story, e.g., “student,” “counselor,” “school,” “math
grade,” “semester.” To connect the nodes with the links in the concept map,
the learners would use knowledge from the attribution theory such as “internal
cause” and “external cause.” An adequate strategy to complete the concept map
was to use the words from the learning text as links and connect nouns from the
case theory. For example, when a learner tries to explain the situation in the case
story, such as the student complained to the counselor that he obtained a bad
grade in math last semester because his parents were not good at math. This
can be expressed by using two nodes, node1 (“math grade”), node2 (“parents”),
and a link (“internal cause”). Using the relevant knowledge about the links is
the key to theoretically explaining the situation in this task. In the collabora-
tive reasoning phase, learners worked in pairs by discussing the same task they
worked on in the individual concept map phase. As shown in Fig. 1, two mon-
itors were connected to the PCs, and the Cmap software (https://cmap.ihmc.
us/) was installed on the PCs to develop and synchronize concept maps. This
set-up allowed for the simultaneous production and sharing of concept maps,
thereby enabling each learner to see the other’s concept. This also allows them
to develop a new concept map together.

Fig. 1. Experimental set-up.

In the collaborative learning phase, the learners worked together by provid-
ing oral explanations. They were instructed to explain each other’s thoughts to
develop a new concept map. As described in Fig. 2, the participants were able
to see each other’s concept map (right-hand side) developed in the individual
learning phase while working on the shared concept map (left-hand side). The

https://cmap.ihmc.us/
https://cmap.ihmc.us/
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Fig. 2. Example screen of a learner in the collaborative learning phase. The right-hand
side shows two windows of the previously generated concept maps at the individual
phase. The left-hand side shows the shared concept map.

learners discussed and created a new concept map using mouse keyboards. This
phase was allotted 15 min.

2.3 Measures

Relevant Use of Knowledge (Words) During Task Work: Adequate
Links. A relevant strategy in the development of a concept map in this task
is to use the knowledge acquired in the learning phase, which is of the learning
text (“attribution theory”). However, as discussed previously, individuals have
a cognitive bias in using individual or näıve knowledge to make inferences. To
formalize this point, we analyzed all the text data generated in the concept
map (all nodes and links) for each learner in each phase. Then, we coded each
learner’s text and calculated the ratio of knowledge (text) based on memory
retrieval from the learning text and episode. The relevant link use rate was
calculated by multiplying the number of links used from the learning text to the
total number of links used by one learner. For each learner, we calculated this
as the relevant retrieval rate.

Relevant Use of Knowledge (Words) During Collaboration: Verbal
Protocol. Verbal data was collected during the collaborative reasoning phase
for the analysis of the interaction process. All verbal data were textualized and
processed by morphological analysis to code noun phrases. We coded nouns that
were used based on memory retrieval from the learning and episode texts. Values
were obtained as follows:

Relevant phrase use rate for learning text = phrase used from learning text
/all phrases used
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3 Results of Human Experiment

3.1 Use of Relevant Knowledge by Memory Retrieval
at the Individual and Collaborative Phases

Measures for analyzing the relevant use of knowledge during a learner’s activity
in developing concept maps were used to analyze the data. Figure 3 shows the
memory retrieval rate when using relevant words from the learning text (links).

Fig. 3. Ratio of the use of relevant knowledge in the individual phase and in the
collaborative phase.

First, the overall relevant retrieval rate shows that learners do not use the
relevant words learned from the learning text. The average retrieval rate was less
than 51%, which indicates that they used näıve knowledge. This supports our
hypothesis of the existence of cognitive bias in using naive knowledge, as dis-
cussed previously. A one-way ANOVA was performed by phase (individual vs.
collaboration) as mixed data factor analysis was conducted to further investigate
how memory retrieval changed in each phase. There was a significant difference
between the two factors F (1, 59) = 8.222, p = 0.001, η2 = 0.1223). The results
show that the relevant retrieval rate increased when learners collaborated com-
pared to individual learning. This indicates that explanation activities during
collaboration facilitated learners to use memory retrieval strategies, especially
from the text. This result supports Hypothesis H1.

3.2 Influence of Prior Experience and Interaction on Inference
Strategy in Collaborative Group Outcomes

Results from previous analyses show that prior experience of using relevant mem-
ory retrieval in the individual phase may have influenced the collaborative out-
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comes of the concept map. Moreover, strategies that emerged during the group
interactions may also influence the outcome. Considering these points, we inves-
tigated the correlation of the relevant use of words used from the learning text for
each of the three phases (individual, collaboration, and group dialogue). Table 1
shows the results of the correlation using Pearson’s coefficient index.

Table 1. Correlation of relevant use of learning text (links) and phases (individual,
collaboration, and dialogues).

CM by individual CM by collaboration Dialogue by collaboration

CM by individual – .328* 0.209

CM by collaboration – .518**

Dialogue by collaboration -

∗ indicates significance by p < 0.01
∗∗ indicates significance by p < 0.001

Next, we conducted an analysis of the learning text. For CM individual
to collaborative (dependent variable), the regression coefficient R2was 0.092,
and the F-value from ANOVA was 6.989, indicating significance for both vari-
ables (p = .011). For dialogue to CM by collaboration (defendant variable), the
regression coefficient R2 was .269, and the F-value from an analysis of vari-
ance (ANOVA) was 21.306, indicating significance for both variables (p = 0.000).
These results suggest that (1) prior experience in using knowledge influences
group output and (2) type of knowledge use during interaction will influence
the output, but (3) prior experience will not influence knowledge use during an
interaction. This indicates that H2 is partially supported. Moreover, the evidence
that learners did not use relevant knowledge in the dialogue used in the indi-
vidual phase suggests that learners may shift to a different knowledge retrieval
strategy. This supports H3, which will be further investigated in the following
simulation.

3.3 Discussion

These results show that prior experience of individuals’ inference strategy may
influence group outcomes but not collaboration dialogues. Moreover, group
explanation activities (captured by the dialogue) facilitate the use of relevant
memory for the CM through collaboration. This suggests that some learners
may decide not to use the relevant memory retrieval strategy during the interac-
tion. Focusing on group members who used different inference strategies in their
individual activities, they would see the differences in each other’s strategies
in the group collaboration phase. Past studies on collaborative problem solv-
ing [16] show that when members encounter discrepancies in their perspectives,
members search for others’ suggested perspectives. When they confirm that such
perspective conformity occurs, they keep using their original and different per-
spectives. In a situation where learners shared different perspectives (nodes and
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links), they might have searched for the knowledge in their knowledge base to
confirm their partner’s varying perspective. To further investigate the learners
who have confronted members with different knowledge or strategies and subse-
quently changed their strategy, we categorized learners into six groups depending
on the knowledge used in each phase. Table 2 shows the results of the number of
learners for each learning text (link). Numbers were assigned to each dyad for the
individual phase (2 = both relevant, 1 = part relevant, 0 = both irrelevant) and
the collaboration phase (1 = relevant, 0 = irrelevant). As for (2–1), both used
relevant knowledge at the individual and group phases in developing the CM.
In (1-1), one of their partners used relevant knowledge from the individual and
eventually used the relevant knowledge in the group. In (0–1), one partner used
irrelevant knowledge (have different perspectives) at the individual phase but
decided to switch strategies to use relevant knowledge in the group phase. In
(2–0), both will use relevant knowledge at the individual but irrelevant knowl-
edge in the group phase. In (1–0), one of their partners used relevant knowledge
at the individual phase, but both group members eventually failed to use rel-
evant knowledge in the group. In (0-0), both used irrelevant knowledge at the
individual phase, and both failed to use relevant knowledge in the group. The
average score (shown in Fig. 3) was used as the criterion for learners using rel-
evant or irrelevant knowledge. Learners in (1-1) and (1–0) are the groups that
were defined as members who have partners who used different knowledge in the
individual phase. We further examine these pairs in the next section.

Table 2. Number of success and failure groups to generate relevant link (learning text)
during each session (single/pair).

CM by collaboration

1(relevant) 0(irrelevant)

CM by individual 2(both relevant) 6 2

1(part relevant) 6 5

0(irrelevant) 5 6

A chi-square analysis was also conducted, but there was no significant dif-
ference (χ2 (2) = 1.678, n.s.); however, interestingly, several pairs (11/30) used
different memory retrieval strategies. The results in Tables 1 and 2 show that
learners who used both use the same relevant or irrelevant knowledge that an
individual tends to use the same knowledge in the group, which is consistent
with the results of the correlation analysis. Notably, several learners were using
different knowledge and strategies, and one of them changed their strategy of
knowledge use. Learners might have changed their strategy by simply using their
partners’ knowledge or searching for the partner’s different knowledge observed
from the CM. Moreover, the opportunity to search for knowledge might have
brought about the chance of successfully retrieving relevant knowledge. This
cognitive process is difficult to capture from our data; therefore, we developed a
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computer simulation model using ACT-R and explored whether the opportunity
to search for knowledge may influence knowledge retrieval.

4 Computer Simulation by ACT-R

We used the ACT-R architecture to model the knowledge use explained in the
previous section [1]. To further investigate the point suggested in our previous
section, we investigated the process of knowledge use when learning to confront
a partner’s different knowledge. We developed a model of the learner who has
confronted discrepancy and succeeded, such as is the case for (1-1) mentioned in
the previous section. The basic flow of the model articulated in ACT-R was as
follows: (1) look at the partner’s CM, (2) search for their knowledge, (3) identify
if they use the same or different knowledge, (4) search for knowledge in the
learned text of self or other, and (5) input knowledge for group CM. Figure 4
shows the overall flow of the model implemented in ACT-R.

Fig. 4. Overall flow of the model in the (1-1) strategy implemented in the ACT-R.

In the (1-1) model, an individual finds a difference and retrieves knowledge
from the learning text to confirm if it matches their current posed knowledge.
The individual then uses the most activated knowledge. The parameters used
for knowledge retrieval and data fitting are described in the next section.

4.1 Parameters

The goal of this simulation is to determine the mechanism of (a) decision
and selection about self/other knowledge and (b) how success or failure in the
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retrieval of relevant memory influences the use of knowledge for CM in a group
setting. For the process in (a), which was the selection of which self/other knowl-
edge will be used for the search (preKnowledge-retrieve-other/individual), we
used the utility parameters in ACT-R. The probability of selection was calcu-
lated using the following equation:

Probability(i) =
ei/

√
2s

ΣieUi/
√
2s

(1)

where Ui is the index of expected utility. The reference count N in the utility is
expressed as Uj(n).

Ui − (n) = Ui − (n − 1) + α[Ri(n) − Ui(n − 1)] (2)

where i is the production. For the second part of the modeling process, which
was the memory retrieval of learning text (chunk) in the process in (b), we used
the activation rate of memory retrieval. The equation used for activation is as
follows:

Ai = Bi + ε (3)

where Bi is the base level of activation, ε is the noise (same as utility).

Bi = ln
n

1 − d
− d ∗ ln(L) (4)

σ2 =
π2

3
s2 (5)

where n is the number of presentations of chunk i, L is the lifetime of chunk i
(the time since its creation), and d is the decay parameter (the value of bll) =
0.5.

4.2 Fitting Data

The fitting data (dependent variable) are the relevant knowledge retrieval rates
of the learning text. The average retrieval rate for the link was 0.368 (individual)
and 0.697 (collaboration) in (1-1).

4.3 Fitting to Experimental Data

By fitting the data using the model, we set the parameters that best fit the
experimental data. The default values were used as the parameter for the acti-
vation of the chunk, that is, learning text. For the utility parameters, we looked
for the best fit with the activation rate by adjusting the parameters to 8.0, 9.0,
10.0, and 12.0. Through these attempts, we found that the utility parameter
that best fit the activation rate for the links was 9.0. The activation rate using
these parameters in the collaboration phase was 0.611.
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4.4 Investigating the Influence of Searching for Self/Other
Knowledge Using the Model

We next conducted a simulation by comparing this model with a model that
does not have the function of searching for partners’ knowledge to replicate
the individual phase. More specifically, this model was articulated by removing
the production rule of (a) explained in the parameters section. The results are
consistent with human data, as shown in Fig. 5, which demonstrates the findings
of simulation data using the model. More specifically, the relevant retrieval rate
increased from the individual phase to the collaboration phase, similar to the
human experimental data. This can be due to the difference in the function
(production rules) to search for the partner’s perceived knowledge.

Fig. 5. Comparison between the relevant retrieval rate of the model and the human
data implemented in the ACT-R.

4.5 Discussion

The computer simulation results using ACT-R show that our model was suc-
cessful in replicating the results of the experiment. This model focuses on learn-
ers confronted with members having different perspectives and how learners
will search for adequate knowledge to address the discrepancy. This opportu-
nity to search could have functioned as crosschecking of one’s knowledge and
led to the realization of misconceptions. Searching for knowledge can be inter-
preted as monitoring and may be part of the metacognitive process, which has
been shown to play an important role during collaborative learning activities [2].
Importantly, the decision to search for others’ knowledge was brought about by
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the discrepancy of different perspectives [16]. Therefore, using different knowl-
edge from individual experiences may play an essential role in the emergence of
knowledge retrieval. This must be further investigated by developing a broader
model that includes such a process. However, this can depend on the frequency
of how learners bring up each other’s different knowledge during their conver-
sations. Moreover, behavioral evidence such as mouse clicks and gaze patterns
can be further investigated to see how biased attention to knowledge influences
decision-making. This can be further investigated by collecting data using eye-
tracking devices such as in [17].

5 Conclusion

This study investigated collaborative learning in which learners constructively
interacted by making explanations using a concept map (CM). We investigated
how relevant knowledge is used from individual learning and how the experience
of using such knowledge influences explanation activities in developing collabora-
tive CMs with partners. This study first experimentally investigated the nature
of how individuals use relevant knowledge retrieved from memory during expla-
nation activities and explored how it influences collaborative performance. The
experiment results show that explanation activities facilitate inference strategies,
such as the use of relevant knowledge retrieved from memory. Moreover, prior
experience of an individual’s knowledge retrieval strategy influenced the relevant
knowledge use during explanation activities and interactions at the group level.
Some learners changed their strategy of knowledge retrieval during an interac-
tion. To investigate this, we conducted a computer simulation using ACT-R to
explain the cognitive process. The cognitive model focused on searching for the
relevant knowledge of self/other, brought about by the discrepancy in self/others
knowledge in the CM experiment. The computer simulation results show that
our model and its parameters captured the relevant knowledge retrieval rate in
such situations. Our model also explained how relevant or irrelevant knowledge
might be used. The present study has important implications on the cognitive
processes of how learners use misconceptions during explanation activities and
how learners may change perspectives during explanation activities in collabo-
rative learning.
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Abstract. An increasing number of Citizen Science (CS) projects rely
on digital technologies for data collection and processing as well as for the
coordination and communication between participants. However, these
projects raise the question about whether the interplay between profes-
sional scientists and volunteers actually constitutes a collaborative work-
ing relationship in terms of shared goals, initiative and responsibility. A
related question is about added values and benefits that volunteers gain
by their participation. These issues have been studied with a sample of
projects taken from the Zooniverse platform, particularly by analysing
the communications found in the projects’ forum pages. Social network
analysis techniques are used to identify structural characteristics under-
lying the forum interactions as basic measures that are repeated over
time sequences to capture the dynamic changes. The results show that a
smaller group of volunteer users is responsible for a large portion of com-
munication and coordination actions, with some of them being promoted
to moderators, which can be seen as a reward and incentive.

Keywords: Citizen science · Volunteer engagement · Network
measures of collaboration

1 Introduction

Many current activities and projects labeled as Citizen Science (CS) rely heavily
on digital technologies for collecting, storing, exchanging and processing data.
However, digital communication and collaboration technologies such as forums,
wikis, talk pages and other types of social media also play an important role in
this respect. These types of activities have been specifically subsumed under the
notion of “online Citizen Science” [16]. On the human side, professional scientists
work together with volunteers to advance specific lines of research and generate
new scientific knowledge. In these joint activities, volunteers often perform time-
consuming data collection and analysis tasks but also take a more or less active
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part in the communities formed around topics of interest. For the volunteers,
this provides opportunities to enhance their own scientific skills and knowledge
by participating in processes of scientific inquiry. Such collaborations between
scientists and volunteers can be seen as an essential and crucial aspect for the
advancement of science and also for the personal enrichment and growth of the
volunteers involved. However, we still need to better understand and reflect the
relationship between professional scientists and volunteers in this context. If
we characterize it as “collaborative” in a strict sense, this would imply shared
common goals within a jointly conceived task space. These questions have been
taken up in the ongoing European research project CS Track1 that provides the
background and context of the work described here. While an earlier report on
this by Amarasinghe et al. [1] was based on a single example project, for this
work, we extended the scope of our analysis including the sampling and selection
of projects, included new types of data (namely role changes of the volunteer
participants) and refined and extended our inventory of analytics methods.

A large amount of CS activities occurs on online CS platforms such as Zooni-
verse2, where volunteers mainly contribute by classifying or tagging data pro-
vided by scientists [4]. When considering the working relationship between scien-
tists and volunteers, these projects can be characterised as contributory projects,
as volunteers mainly contribute data (e.g., by classifying pictures of galaxies) and
do not collaborate with the scientists to the extent of adjusting or formulating
the research focus [4]. Although contributory projects allow for an efficient collec-
tion of data for completing the task which would otherwise be difficult to achieve
(human computation, see [12,13]), volunteer participation in these projects is not
necessarily collaborative. With less collaboration in terms of shared initiative and
responsibility, the benefits and incentives for volunteers to participate become
less clear, and high attrition rates threaten the sustainability and continuity
of participation [2,5]. Recent studies of volunteer participation in contributory
projects have led to the identification of different participation and engagement
levels [8,13], yet do not provide specific insights related to the collaboration
among volunteers and between volunteers and professional scientists.

The Zooniverse platform offers users the possibility to interact with each
other through an integrated discussion forum. Such a forum serves as a platform
for collaboration between users and different user groups and it can provide
additional benefits for volunteers in terms of getting promoted to higher roles
such as “moderator”. In the work presented here, we focus on these discussion
forums. Methodologically, we rely on social network analysis (SNA) to examine
the interactions and discourse structure of volunteers in the discussion forums
of CS projects hosted on the Zooniverse platform. By doing so, we can detect
relational structures within the data as well as interactions between different
user groups [9]. To date, few studies have considered these discourse patterns
of participants in contributory CS projects to infer different levels of participa-
tion, collaboration and possible benefits. Due to the high prevalence of online

1 https://cstrack.eu/.
2 https://zooniverse.org/.

https://cstrack.eu/
https://zooniverse.org/
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contributory projects, insights in this regard are highly relevant and can provide
clues for the design of future CS projects and for defining appropriate incentives
to increase the amount of collaboration between scientists and volunteers. Our
analyses are guided by the following two research questions:

RQ1: How collaborative is the interaction among volunteers and between
volunteers and professional scientists in terms of mutual engagement and
initiative for the given sample of projects?
RQ2: Which benefits do volunteers gain from participating in CS projects
on Zooniverse?

2 Background

In the following, we will provide the relevant background for our RQs by describ-
ing key concepts as well as related work on the analysis of volunteer participation
and discourse in CS projects.

2.1 Volunteer Engagement in CS Projects

Citizen Science refers to the participation of the public (i.e., non-professional
scientists) in scientific activities. As such, it gains attention both as a field of
practice and as a target of research [20], as it aims to bring scientific research
closer to the general public, while at the same time offering a multi-faceted
area of research. Regarding the latter, there is a particular interest in exploring
and understanding volunteer engagement in CS projects and the collaboration
between professional scientists and volunteers [20]. Based on the level of pub-
lic participation in scientific research, CS projects can be divided into three
categories, namely contributory, collaborative and co-created projects [4]. Con-
tributory projects are designed by professional scientists, and volunteers mainly
contribute by collecting data across a wide geographic area or by classifying
and annotating data they are provided with. Collaborative projects on the other
hand go beyond this and also involve volunteers in other steps of the scientific
process such as the refinement of the project design, analysis of data and the dis-
semination of findings. Co-created projects (as the name suggests) are based on
joint initiatives by both the public and scientists together. Co-created projects
mostly address specific concerns of the public, e.g., a problem related to the
weather or environment of a local community.

Pandya has shown that active participation of citizens in every step of the
scientific process is a key to a project’s success [11]. According to the above men-
tioned categories, the CS projects hosted on the Zooniverse platform can be cat-
egorised as contributory projects, since volunteers merely classify and annotate
the data they are being provided with by professional scientists and do not take
part in other aspects of the scientific process. Especially in such projects, difficul-
ties arise when scientists try to sustain continuous volunteer participation and
engagement [2], and previous studies have shown that volunteers indeed engage
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in CS projects to varying degrees. For instance, Ponciano et al. [14] suggested
two different engagement profiles (i.e. transient and regular) and have shown
that volunteers who continuously contribute to the project constitute a minor-
ity. Eveleigh et al. [5] proposed that the participants can be divided into two
categories namely high and low contributors based on their quantities of project
contributions. In addition, prior studies have also provided evidence that high
attrition rates and dabbling behaviour are threats to the sustainability of online
communities and retaining participation [5]. Hence, the exploration of volun-
teer motivation and their degrees of engagement/disengagement could help to
derive incentive mechanisms, new strategies to enhance engagement as well as
implications for the design of online communities that could attract and sustain
citizens’ participation.

Nevertheless, existing research has mainly focused on using survey data and
interviews [15,17] to understand such motivational factors related to citizen par-
ticipation in CS projects, yet the tracing of behavioural patterns and the analysis
of discourse data collected from online CS forums could provide additional, data-
driven and fine-grained insights which help to better understand the extent of
volunteer participation [3,8].

2.2 Discourse Data and Social Network Analysis (SNA)

Project forums aim to provide a space to discuss and socialise for volunteers and
scientists in online CS projects. Using forums, volunteers can post questions, dis-
cuss their doubts about data collection and analysis, propose ideas and engage
in a discussion with scientists to draw conclusions [3]. Functional role assign-
ments (e.g., scientists, moderators, volunteer-moderators) are a common prac-
tice in these forums and aim to facilitate the regulation of discourse within those
spaces [16]. For example, experienced users get promoted to advanced roles such
as volunteer-moderators who would then bring the attention of scientists about
questions which are difficult to solve using community knowledge only, or about
potential findings [19]. Various techniques can be used to model discourse among
different stakeholders in CS projects, for instance, by developing coding schemes,
counting word occurrences or using epistemic network analysis [1]. In a particu-
larly interesting and related approach, Rohden et al. examined how different user
groups organise knowledge by using the various technical features offered by the
Zooniverse discussion forums (e.g., linking, mentioning or using hashtags), find-
ing different discourse patterns among the user groups [16]. In their case study,
they could show, that the discussions are mainly dominated by highly active
volunteers, scientists and moderators, and that these user groups participate in
the discourse differently. For example, moderators and highly active volunteers
were shown to mostly create new discussions, while scientists are often prompted
to provide contextual information (e.g., by mentioning). The findings show, that
the discussion forums are an important aspect of the project, which not only acts
as a platform for knowledge organisation and collaboration between volunteers
and scientists, but also as an incentive mechanism for certain users to participate
in scientific discourse.
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In this study, we extend these findings and examine them through the lens
of social network analysis (SNA, see [21]). It is particularly well-suited for the
analysis of discourse and relational patterns, as it can reveal relational infor-
mation and developments which would otherwise not be easily observable [18].
We can do this by constructing a graph where CS forum users represent nodes,
and the edges between them reflect some type of connection depending on the
operationalisation of the network. In the case of forum data like on Zooniverse,
such a connection can represent the act of replying to another user or comment-
ing on a forum post. This allows us to approach RQ1 by considering how such
communicative actions relate to the productivity within the project, and what
we can learn from different SNA measures of the networks. Additionally, we can
move beyond the global perspective of the network and examine measures like
the degree centrality of individual users to model their relative importance and
see how it develops over time, providing insights with regard to RQ2. The SNA
measures used for this will be explained in Sect. 3.3.

3 Method

For this study, we deployed several data collection and extraction steps which
will now be explained. To this end, we will also describe the structure of the
data and the creation of the network.

3.1 Data Collection and Sampling

We extracted data from the discussion forum known as the “Talk page” of Zooni-
verse CS projects, where comments are grouped by different boards. Common
boards are the Notes board (discussion of individual subjects to be classified);
Help (volunteers can seek for expertise and report issues); Chat (discussions
beyond the research project, e.g., about common interests associated to the
research field), and Science (discussions regarding the theoretical background,
methods and practices around the project’s research field). While more boards
exist (i.e., Announcements), we focused our analysis on the four mentioned
boards since their goal is to foster interactions between volunteers and scien-
tists. To extract the forum data in December 2021, we used the public API
services provided by the Zooniverse platform. We extracted comments of all the
projects from discussions with at least 2 or more comments (a total of 2,049,646
comments from 703,139 discussions). Then, we restricted the sample to projects
that used the four boards to be studied and to discussions with 10 or more
comments in each of these boards. Table 1 presents the list of the seven result-
ing projects and the comments per board. In total, the original sample contains
24,734 comments. As can be seen, the seven projects in the original sample dif-
fer drastically with regard to their amount of interactions, as some projects only
have a small amount of comments. In consequence, we chose to only consider the
projects Galaxy Zoo, Gravity Spy and Snapshot Wisconsin for further analyses.

The comments serve as the basis of our data set. For each comment, we
have information on its author, creation time, type (e.g., reply) and the role
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Table 1. Number of comments per board for each of the seven projects

Project Comments

Chat Help Notes Science

Seabirdwatch 158 119 98 27

Galaxy Zoo 1,156 1,236 3,498 4,348

Gravity Spy 996 804 6,573 694

Snapshot Wisconsin 551 334 2,534 73

Wildwatch Kenya 190 292 397 15

Galaxy Nurseries 41 18 14 14

Penguin Watch 54 135 246 119
1 projects in bold were chosen for further analysis

of its author. In the forum, the user roles visually appear as a badge in the
user profiles, and the user rights depend on them (e.g., the possibility to mod-
erate discussions). The default role without any rights is the volunteer role.
Further roles are team, scientist, moderator, and admin. Forum users can also
have multiple roles, in these cases we defined absorption rules to absorb the
roles to the most relevant one while additionally considering the user history
(e.g., moderator & admin becomes moderator). We defined the rules in such a
way that we can particularly distinguish scientists from non-scientists. By con-
sidering the user history, we can also detect role changes (e.g., volunteers can
become volunteer-moderators). Possible roles are volunteer, volunteer-moderator,
scientist, scientist-moderator and moderator.

Additionally, we extracted the participation activity per project (i.e., the
number of daily contributions done by the users of each of the projects) to better
understand the behaviour of users in the forum in relation to the productivity
in terms of contributions, resulting in the number of classifications per day.

3.2 Network Extraction

From the comment data described above, we extracted a directed network with
parallel edges allowed using the NetworkX python package [7]. In the network,
each user who appears in the data by having created a comment is reflected
as a unique node u. For the creation of edges (u, v), two types of possibilities
were considered: Reply (if u replies to v) and direct comment (if u posts a
comment in a discussion created by v). For each node u and edge (u, v), we
have several attributes from the comment data. As node attributes, we consider
the role the user has, as well as topological features which can be calculated
(i.e., degree centrality). For each edge, we have attributes regarding the time of
creation, board title, type of relation and discussion title. As such, it is important
to note that each edge corresponds to a comment which was posted (either by
replying or by directly commenting). This is also reflected by the direction of
the edges: Users, whose posts get commented or replied to a lot therefore have
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a high in-degree, for example. Due to the construction of the network, not all
comments from the original sample were considered, e.g., original posts, as they
do not contain any relational data. However, such users would still appear in
the network as they are the target of other edges. In total, the created networks
for our three analysed projects across the whole analysed time period consist
of 1,490 nodes and 15,975 edges. For certain analyses, we defined time slices,
reflecting a quarter of a year. We then first filtered the comments according
to the time frame and extracted a new network from the filtered comments,
resulting in a distinct network for each time slice. This allows us to additionally
consider temporal aspects (e.g., development of avg. degree). Although there is a
possibility of losing the context of discussions spanning across these time slices,
this proved to be rare as most discussions occurred within our defined slices.

3.3 Network Measures

We considered several network measures to examine the communication patterns
and discourse in the forums:

Degree Centrality. The most straightforward way to measure the influence and
importance of a node within a network is the degree centrality, which simply
counts the number of neighbouring nodes adjacent to a given node [21]. In
directed networks, one can additionally differentiate between incoming and out-
going edges, and thus the in- and out-degree. Nodes with higher degree centrality
are considered to be more prominent and influential.

Average Degree. The average of the degree values for the whole network is an
indicator of overall connectivity, which is less prone to scaling effects than the
density measure which tends to decrease in growing networks.

Centralisation. The centralisation of a graph reflects the inequality of degrees
between the most central node and all the other nodes [6]. A high value of cen-
tralisation indicates a hierarchical structure of a graph whereas low values are
characteristic for a more homogeneous distribution of connections. E.g., a “star”
graph with one node in the center connected to all others but no interconnec-
tions between these other nodes would maximize the centralisation. In general,
higher values of CD indicate more inequality between the nodes regarding their
centrality, which can be an indicator for less collaboration among all forum users.
Equation 1 shows how the centralisation C is calculated from the degree values
CD of all nodes as follows (pi running through all nodes and p∗ representing a
node with maximum degree):

C =

n∑

i=1

[CD(p∗) − CD(pi)]

max

n∑

i=1

[CD(p∗) − CD(pi)]

=

n∑

i=1

[CD(p∗) − CD(pi)]

(n− 1)(n− 2)
(1)
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Reciprocity. Another global network measure that captures a characteristic of
collaborativeness is reciprocity R [21]. It describes the ratio of edges pointing
in both directions to the total number of edges in the graph. Thus, if there are
many mutual, bi-directional edges in the network, the reciprocity R is high and
this would be a positive indicator for collaboration.

4 Results

To answer our RQs, we conducted several analyses which will now be described.
We will first describe our analyses for RQ1 on the relation of collaboration
and productivity as well as the distribution of activity per user role. This will be
followed by our analyses regarding RQ2 where we examined the participation of
certain highly active users who changed their role over the course of the project.

4.1 Interactions over Time

We considered the edges of the network for communication and the number of
contributions per day for productivity.

Galaxy Zoo

Gravity Spy

Snapshot Wisconsin
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Time
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Communication over time
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Gravity Spy

Galaxy Zoo

Productivity over time

Fig. 1. Density diagram for collaboration (edges) and productivity (classifications) for
the three analysed projects across time

As can be seen in Fig. 1, certain trends show for the projects. While commu-
nication seems to decrease in Gravity Spy and Galaxy Zoo, it appears to increase
in Snapshot Wisconsin towards the end. Especially during the beginning of the
projects, communication and productivity seem to correlate, while they do not
necessarily do so during later phases. Statistically, for Galaxy Zoo and Snap-
shot Wisconsin, we did not observe any significant correlation (Pearson’s r =
.37 and r = .35, respectively), however for Gravity Spy, communication and
productivity appear to correlate moderately (r = .48, p = .02). For Snapshot
Wisconsin and Gravity Spy, productivity increases again towards the end of
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the examined time frame, which is accompanied by an increase in collaboration
only for Snapshot Wisconsin. Interestingly, we see a peak in productivity for all
projects around 2020, which can likely be attributed to the pandemic. Thus,
communication through the forum can be observed across the whole time span
and is particularly high around the beginning of the project.

4.2 Centrality over Time

In a next step, we considered the different network measures described in Sect. 3.3
and how they behave over time, as insights in this regard are particularly rel-
evant for RQ1. Figure 2 shows these measures over the observed time span
in respect to the productivity. High values of avg. degree and reciprocity and
low levels of centralisation hint at more collaboration. As a general observa-
tion, productivity appears to go along with the collaboration measures across
our three analysed projects. Despite some fluctuations, the avg. degree increases
over time for Galaxy Zoo and Snapshot Wisconsin, and decreases for Gravity
Spy. Except for Gravity Spy, the reciprocity goes along with productivity, mean-
ing that more mutual discussions occur when productivity is high. Interestingly
however, in Gravity Spy, there are many fluctuations in reciprocity: Particularly
at times when there is high productivity, reciprocity is low, and similarly vice-
versa. Centralisation increases for Galaxy Zoo and Snapshot Wisconsin, while
it generally appears to decrease for Gravity Spy after peaking around 2019. To
infer the collaboration however, we have to consider the interplay of these mea-
sures. High centralisation paired with a high avg. degree during times of low
productivity in Gravity Spy for example indicate that only few users kept par-
ticipating in the project, yet heavily influenced most of the discourse. To this
end, Gravity Spy shows more signs of collaboration during the first half of the
project, as avg. degree and reciprocity are high, yet the centralisation is low.
Similarly, Snapshot Wisconsin shows more collaboration around 2020, while no
clear picture emerges for Galaxy Zoo. Generally, it can be said that despite these

Fig. 2. Collaboration measures across time for the three examined projects. The values
are z-standardised to allow for comparability
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fluctuations, the projects appear to be collaborative, as we cannot observe that
collaboration and productivity drift apart (i.e., only correlate in the beginning
when volunteers need help). However, the high centralisation paired with a high
avg. degree for Galaxy Zoo and Snapshot Wisconsin hints at certain users who
are highly active.

4.3 Participation by User Role

Of particular interest for our RQ1 and the collaboration between volunteers and
scientists is the consideration of the different user roles (see Sect. 2.2) which users
are assigned to when participating in the forum. As can be seen in Fig. 3, volun-
teers account for the majority of interactions (i.e., edges), with the exception of
Snapshot Wisconsin where volunteer-moderators and scientists also shape the
discourse to a large extent.
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Fig. 3. Relative participation by user role

Interestingly, scientists, moderators, and volunteer-moderators all appear to
contribute early on in the project, but this contribution diminishes over time.
An interpretation for this decrease could be that over time, volunteers need less
help, as they get familiar with the task. Therefore, scientists and moderators
need to give less help in the forum, which is reflected by a lower participation.
An exception to this is the increase in participation by volunteer-moderators
over time, which is particularly true for Gravity Spy and Snapshot Wisconsin.
Within these projects, volunteer-moderators continually increase their share in
the discussions, nearly accounting for 50% of the comments made. As described
in Sect. 3.1, volunteer-moderators are users who were initially volunteers and
then obtained moderator rights. Their high share in the discussions is of special
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interest, specifically with respect to RQ2, as it is expected that such users
are highly motivated as the promotion to higher user roles might serve as an
additional incentive to participate in the forum.

4.4 Participation and Rewards

Our analyses showed that certain users changed their roles over the course of the
project. For our three analysed projects, we observed 14 role changes, of which
3 were excluded (due to users changing their role within a single day), resulting
in a total of 11 users who changed their role (out of 1490 users in total). In 10
of those cases, users changed their role from volunteer to volunteer-moderator
and thus got promoted to a higher role. In one case, a scientist additionally
obtained the moderator role and became a scientist-moderator. Although the
amount of role changes appears to be small, the proportion of these users in
the general discussions is substantial. This can be seen in Fig. 4 for the Gravity
Spy project, which shows the relative proportion of comments per respective
time frame by users who at some point in the project changed their role. These
users account for nearly 40% of all the comments made during the project’s
lifetime, and this proportion is dominated by a few single users. For example,
user2 is responsible for a substantial proportion of the comments during the
first half of the examined time span, and is then superseded by user6 towards
the end. To extend this finding, we compared the average degree between users
who changed their role and those who did not. As a criterion, we excluded users
without substantial participation and only included those with a degree >30,
resulting in two groups of differing sizes, but comparable standard deviations
(see Table 2).
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project
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Table 2. Collaboration of role change users vs. non-role change users

Role change N Degree In-degree Out-degree

M (SD) M (SD) M (SD)

True 10 464.80** 258.78 213.60** 159.59 251.20** 182.52

False 135 134.41** 254.41 70.20** 127.81 64.21** 134.67
∗∗ significant difference with p <.001

It shows that the degree centrality drastically differs between the two groups,
with those users who changed their role having a degree more than three times
higher than those who did not change their role. This also shows for the in- and
out-degree, meaning they both give and receive more comments. A Wilcoxon
rank sum test (due to absence of normality) showed a statistically significant
difference between these means. Thus, it shows that users who changed their
role over the course of the project and got promoted to a higher role appear to
contribute significantly to the discussions by collaborating with other users.

4.5 User Trajectories

To better understand these highly engaged users, we examined their individ-
ual development across the projects. To this end, we considered three different
indicators, specifically their degree, the ratio of in- vs. out-degree and their peri-
odicity. For the degree, we calculated ranks in order to account for fluctuations
in the general participation within the projects. Lower ranks indicate higher
degrees (i.e., the first rank meaning the user had the highest degree during this
respective time frame). The in- and out-degree refers to the direction of the edges,
as explained in Sect. 3.3. There, shifts can tell important insights regarding the
importance of the user in the network. Lastly, we considered the periodicity of
the user, which was calculated similarly to [13], by considering the average days
of absence (i.e., no comments made) as well as the standard deviation of these
days of absence per time frame. As such, low values for the mean indicate high
adherence. We calculated these measures for the 11 users who changed their
roles, and when applying the same filter as in Table 2, it shows that on average,
the degree rank is 13.29 (SD = 6.07) for users without a role change (N = 135),
and 5.03 (SD = 2.18) for users with a role change (N = 10). A similar picture
emerges regarding in- and out-degrees, with 8.91 (SD = 9.78) and 9.30 (SD =
12.70) for users without a role change and 14.40 (SD = 13.42) and 14.95 (SD
= 9.15) for users with a role change. Due to missing data, no mean values for
periodicity could be calculated. Thus, the analyses again reveal that users who
changed their role appear to be highly connected and consistently participate in
the discussions. Figure 5 shows the trajectory of a user in the Snapshot Wiscon-
sin project with a role change in the beginning of the “career” who additionally
obtained moderator rights by getting promoted to volunteer-moderator. This user
occupied ranks between 4 and 6 related to degree before the role change and then
consistently stayed in the top three ranks afterwards. This is also reflected in a
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Fig. 5. Trajectory of a user with a role change from volunteer to volunteer-moderator.
The dashed vertical line indicates the time of the role change

steady increase of the absolute degree values. Thus, over time, the user becomes
more central in the network. Particularly relevant is the distinction of in- vs. out-
degree, as it can be seen that their ratio inverted after the role change. Before
the role change, the user received more comments/replies, but afterwards, they
gave more comments/replies. Around the time of the role change, the user also
stayed on the platform most consistently, as reflected by the low periodicity. A
similar picture with low periodicity and lower degree ranks around or after the
time of the role change emerges for the majority of the other examined users
with role changes.

5 Discussion

We examined the participation of volunteers in contributory CS projects, specif-
ically using data records of forum interaction to assess how collaborative the
interactions in a given project are (RQ1) and which benefits volunteers can
gain from their participation (RQ2). We approached these research questions
using SNA to analyse user interactions extracted from Zooniverse forum data
for three selected projects. Our analyses confirm related studies on this topic
[10] by showing that the analysed projects appear to be mostly collaborative
(RQ1) as volunteers use the forum to help each other and exchange knowledge,
as shown by the correlation between communication and productivity (i.e., clas-
sifications). Especially at the beginning of the projects, communication appears
to be high. This could be due to several reasons such as volunteers who intro-
duce themselves or regarding the project task, as volunteers are not yet familiar
with the topic and seek for help. The peak in interactions around 2020 can be
attributed to the pandemic, as it can be assumed that many users spent their
time during lockdowns participating in these projects. Our analysis of user roles
confirmed the need for help in the starting phase, as the share of moderators
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and scientists in the comments is particularly high in the beginning. The forum
then acts as a collaborative space for knowledge exchange. The application of
the network measures indicating collaboration introduced in Sect. 4.2 further
proved this, showing that, on average, users become more central over time in
Galaxy Zoo and Snapshot Wisconsin. However, the network also becomes more
centralised, indicating a concentration of few users. Particularly interesting is the
high centralisation and low reciprocity during the gap in productivity for Grav-
ity Spy. This corresponds to a kind of emergency situation in which only few
highly central users keep the activity going without much active participation
from others.

With regard to RQ2, our analyses show that although only a small fraction of
users change their status and get promoted to a higher role, these are responsible
for a substantial portion of the comments and are three times better connected
than users without a role change. Additionally, they steadily increase their share
in the discourse. While this confirms recent studies showing that a minority of
users is responsible for the majority of the discourse in CS forums [10,16], our
results add the connection to role changes. Such role changes require certain users
to be willing and motivated to assume additional rights and responsibilities in
the forum interactions. Such a promotion can be seen as a reward and personal
benefit for the volunteers. A closer look at the individual trajectories of these
highly engaged users additionally showed that the role change is also visible in
their participation patterns: After the role change, these users consistently stay
in the top ranks with regard to their centrality, their commenting behaviour
changes (i.e., ratio in- vs. out-degree) and they participate in the forum very
frequently without many days of absence. Thus, user roles, and especially the
change of them, seem to play a significant role in the participation of volunteers
in CS projects, and might serve as an intrinsic benefit, setting these projects
apart from mere crowdsourcing projects with aspects of human computation. As
such, the findings inform design implications for new online CS projects as they
suggest that role changes serve as an incentive to continuous and collaborative
participation of volunteers in these projects. However, the findings of the present
study should be interpreted in light of the following limitations. Although we
carefully chose the projects for our sample based on the criteria explained in
Sect. 3.1, the data might still be biased and look differently with another choice
of projects, and our computational limitation to only choose discussions with at
least 10 comments might have also influenced the results. Moreover, the types of
classification tasks proposed, socioeconomic backgrounds and ages [8] may have
influenced the observed participation patterns of volunteers. Therefore, these
aspects require further research, preferably by deploying our analyses on bigger
samples which involve more projects.

6 Conclusions and Future Work

As compared to our prior work [1], we have extended the sample of projects anal-
ysed and refined our analytics approach, especially by examining time series of
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networks and including information on the user status in terms of role changes.
Our sample is still homogeneous in that it only contains projects from one online
CS platform, namely Zooniverse. All projects on this platform are considered as
“contributory” and request data processing and annotation tasks to the volun-
teers, yet not the collection of source data. This is a quite instrumental task
definition, yet we still see that a large of the interactions are maintained by
a small number of active users with a high share of volunteers among these.
The presence of data collection activities might lead to a higher sense of own-
ership regarding the project work and outcome and should thus even increase
participation. Yet, even for the task profile specific to Zooniverse we could see
the relevance of volunteers in the overall discourse manifested in the forum as
a space of coordination and exchange. We could also see that although not all
highly active volunteers are promoted to moderators, those who are promoted
show significantly higher engagement in the interactions. At least for these volun-
teers the engagement is rewarded or “pays off”. Network-analytic participation
measures allow for identifying highly engaged users and may be used as a basis
for making better informed decisions about these types of rewards.
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Abstract. Due to theCovid-19 outbreak,more people in theworkforce, especially
in the IT industry, started working from home. This brought a set of issues and
challenges for both workers and companies across the globe such as losing touch
with other co-workers. This could potentially result in decrease of the performance
and innovation. This paper investigates effects of using digital avatar robots in
virtual meeting environment, specifically, focusing on the perception of social
presence and co-presence between workers and their managers. Our experiment
results showed thatmajority of participants felt an improvement in social presence,
co-presence and overall virtual meeting experience while using digital avatar for
their meetings, especially to those who has a meeting with less familiar persons
or persons from the higher corporate hierarchy.

Keywords: Digital robot avatars · Video conference tools · Social presence ·
Co-presence · Remote work · Cooperation

1 Introduction

In January 2020, the Europe saw its first Covid-19 case in France [1] and instantly drastic
changes happened. EU countries were forced to impose new measures and strict rules to
fight the pandemic and stop transmission of the virus to keep their citizens safe. Covid-
19 pandemic was a unique situation for todays’ population and a lot of new challenges
have arisen. A serious set of economic and financial problems was also coupled with
another type of issue [4], which brought greatest sufferings to general population. Many
faced to “limitation of direct contact with people, restrictions on movement and travel,
necessary changes in activity lifestyle, boredom and monotony and uncertainty about
the future” [3]. The financial, economic, and societal problems created unprecedented
challenges for industries across the globe and many people in the workplaces had faced
challenges that was never seen before.

In technologically advanced countries, Covid-19 made people in the workplaces,
especially in the IT sector, change their working location to their private home immedi-
ately. During this period, the steep increase was seen in the usage of video conferencing
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platforms such as: Zoom, Microsoft Teams, and Slack [2]. Although these applica-
tions brought a lot of new features during the pandemic period and currently provide
exceptionally rich function with good interface for both business and personal meeting
experience, they lack some crucial components of in-person meetings and not manage
to provide a touch of social presence.

Since April 2020, 37% of American workforce was working full time from home,
compared to only 5%or 3 days perweek before theCovid-19 pandemic [3].Microsoft [3]
reported the relationship between theworkers stagnated and less interconnectedunder the
pandemic period. This was not a surprise, as interactions with co-workers were normally
limited to video conferencing platforms. There are other solutions than well-known
video platforms such as using digital robot avatars, which could potentially improve
the overall satisfaction and online meeting experience among co-workers. During heavy
travel restrictions, digital robot avatars have helped customer relations in a unique way
by providing novel solutions for engaging the customers and potential new clients. In
addition, virtual meetings with important or potentially new clients could be especially
challenging because two parties might not know each other well. Establishing trust and
respect is crucial for closing a successful business arrangement [8], but it could be known
as exceedingly difficult by using the video conferencing tools.

This paper, by focusing on digital avatar, emerging choice of online conference,
research on whether digital avatar can be used to surpass some of the limitations that are
noticed inwell-known video conferencing platforms. This paper focuses on investigating
potentials of digital robot avatar as a substitute of face-to-face meeting in a business
context. More specifically, this research is conducted in a partnership with a Copenhagen
office in Denmark of one of the biggest IT companies in EU [6]. The company was
chosen as it has conducted many initiatives to strengthen the well-being of their workers
[7], embraced working from home culture, and managers are often not co-located even
before the pandemic. The employee working in the Copenhagen office typically work
with their managers located outside of Denmark such as Norway, Ireland, United Stated
and Spain. This specific setup creates a unique situation in which both sides were very
dependent on the video conferencing platform and cannot be efficient without them
under the strict travel restrictions. By aiming at increasing the levels of satisfactions for
the online meeting experiences, this research investigates how usage of digital avatar
in office environments can help managers manage and cooperate with their workers in
different countries, and at the same time what the impact on social presence, co-presence
and overall satisfaction is while using such digital avatar in the meetings.

The rest of the paper is organized as follows. First, related literatures and works
are introduced. Next, methods and experiments of the research is introduced. Finally,
collected data and results are presented with concluding findings.

2 Related Work

There are some studies related to avatar robot and its perceived social presence and co-
presence. In this paper, we touch upon communication, embodiment, and size of avatar
robot in relation to perceived social presence and co-presence.
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2.1 Communication

Social presence is important for communication and information sharing in the robot
conferencing, and studied widely for a decade [9, 11]. Not many researches have been
conducted in works settings but other domains such as academic conferences, education,
and healthcare, social presence of robotics and businessmeetings have been investigated.
It is well-known that interactive communication on VR among academic conference
audiences can be easily achieved and provided valuable experience among participants,
despite online interactive discussion have been reported as one of the biggest challenges
on online academic conferences. Additionally, if the conference is conducted as hybrid
conference, it has been reported that the satellite participants (online participants) were
often left away from physical participants.

In the context of hybrid learning among university students, Gleason and Greenhow
firmly concluded its importance in establishing meaningful bonds among students and
professors, which is directly related to both the level of engagement during classes and
learning outcomes [5]. The perception of trust in online communications is related impor-
tant aspect [9] as establishing trust can be extremely hard if the participants do not know
each other and if their only interaction and presence happens virtually in a video meeting
room. In relation to trust, Jung et al. [10] articulated the importance of embodiment as
“trust needs touch” [9]. Also, Brown and Prilla [13] confirmed in their AR consultancy
experiment that trust was easier to establish if the avatar was by design like humans
and was embodied, compared to abstract avatars. In using robot telepresence systems,
many improvements should be implemented in nonverbal communication since human
gestures and movements which could not be seen and transmitted in a normal video call.
Another level of communication between speaking using avatar communication systems
[9] should be considered.

2.2 Embodiment

Jung and Lee [12] studied many interesting concepts regarding the relation of physical
embodiment to social presence while using social robots. Social robots are precisely
designed for establishing social interactions with humans and can be used in different
situations. Applications of social robots can be seen in areas such as education, public
health care and especially elderly care and their usage is continuing to increase [12]. Still
social robots necessary do not need to be physically embodied since their only task is to
interact with humans on social level, unlike robots used in the manufacturing industries
which must be physically embodied to move, pick, assemble and build desired products.
For example, a couple of studies on robotmedicate communicationwith advanced digital
social robots have been conducted [20]. However, the importance of physical embodi-
ment should not be neglected as Kerstin et al. [14] confirms that physically embodied
social robots were perceived more attractive by the people, at the same time achieved
better results on social presence perception [12].

2.3 Appearance Such as Size and Gaze

Size is also a crucial feature for achieving better results in perceived social presence and
co-presence while virtually communicating with other participants. In the experiments
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using virtual avatar using AR platform for online consultations, Brown and Prilla [13]
shows the size of online virtual consultant matter. In their research, comparing life-
sized and miniature avatars, life-sized virtual avatars achieved higher levels of perceived
social presence while miniature avatars were perceived as cute and pleasant. Such a
characteristic of miniature avatars brings improved “perceived social presence towards
the expert” [13]. This indicates that both miniature and life-sized avatars improved
perceived social presence while possibility to gain trust and likeliness in a participant
usingminiature digital avatarwas high. In the robot video conference system experiment,
Rae et al. [16] confirmed the importance of size of the robots as well. In their study, as
the higher setup of digital robots were, more influential on others compared to the one
with lower height. Rae et al. [16] confirmed also on a correlation between possibility
of avatar’s ability to move and social presence and co-presence: “(T)hey preferred a
dynamic avatar over a static of comparable size, 9 participants stated that they liked the
more life-like movement of the dynamic avatar” [13]. Spatial awareness also proved
to be one of the critical factors defining the quality and overall satisfaction of online
communication [17]. Nguyen and Canny [17] researched on spatial and gaze awareness
with three different gazes which heavily impacted overall satisfaction of the online
meeting sessions.

The presented functionalities such as size and embodiments are all contributing to
higher levels of perceived social presence and making the overall conversation make
closer to a normal human conversation. Human likeness of robot or digital avatars is its
resemblance to a real human being and characteristics that are intricately connected with
the appearance of human being [14]. Like the physical embodiment, human-likeness of
the digital avatar is also crucial while trying to establish meaningful social connection.
Fong et al. [15] showed correlation between human-likeness and higher levels of social
affordances, which directly made people trust and like the robot more while communi-
cating or cooperating on certain tasks. However, it is important to note that in using the
digital avatar, too much resemblance to real humans can make participants feel strange
and unnatural as reached to “Uncanny Valley” effect [17].

3 Experiment

3.1 Avatar Robot Application: CommU

The tool used throughout the research was a semi-autonomous social CG-avatar room
developed by one of the authors and it uses a digital avatar robot to represent participants
in the conference meeting. The application allows two basic ways of setting up the video
call: (1) CommU-Talk and (2) CommU-Conference. Both Talk and Conference options
enable participants to communicate with each other like many other already known
video platforms. What makes CommU special is digital avatars that are assigned to each
participant in the call. Participants are not showing their own face and don’t need to
use video camera from their computer because they are represented as robotic avatar
(See Fig. 1). CommU is easy to use, which only requires internet connection and a
basic browser, thus, the overall setup of the system was very straightforward and easy
to implement.
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Fig. 1. Screenshot of the CommU virtual meeting session during 1–1 participant’s call

Fig. 2. By-side view of CommU Conference with chat and Microsoft Teams application

Digital avatars also implement a set of intelligent features which resemble human
interaction while speaking and communication with another person. While on the call
with other participants, digital avatar will move hands while speaking to signal that the
voice is coming from that exact avatar and, in contrast, avatar will nod its head while
listening to others when they are speakingwithout any users’manipulation. Also, if more
than two participants are in the session, avatar will make head movements in direction
of the person which is talking at that exact moment, which is another quite common
gesture in human communication. Head movements of the avatar can be also controlled
by clicking the mouse on certain parts of the screen where the participant would like
to focus on. Depending where the person clicked with their mouse on the screen, that
will be the direction where the digital avatar will turn its head. Participants also have the
possibility to use the chat functionality to send and receive messages (See Fig. 2).

Concerning the overall physical appearance of the digital avatars, all are in a baby
shape format.While setting up the meeting session, each participant can choose between
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16 distinct types of avatars ranging from different colors, genders, and professions like:
doctor, teacher, secretary, cook, office worker, etc. Depending on the situation and sce-
nario that the participants will use CommU application, different types of avatars can
be used in order to suit the environment better. The limitation in CommU-Conference,
is that only three avatars with the choice of their shirt colors, compared to CommU-
Talk which can chose 16 appearance. Where CommU-Conference excels compared to
CommU-Talk is with the screen sharing functionality. Screen sharing is a quite common
feature all well-known video conferencing tools use and especially crucial in business
meetings to present essential information to other participants. CommU-Conference pro-
vides necessary key functions during business meetings. Finally, CommU application
allows participants to change the settings and adjust camera angles to have a better view
of the shared screen and other avatars join in the session.

3.2 Experimental Design and Participants

In this study, we conducted an experiment to investigate perceived social presence and
co-presence. First, participants for this researchwere both full time and part timeworkers
pf a large IT firm, ranging from student level positions to upper management positions
and regional unit leads (See Table 1). Half of the participants were located in the Copen-
hagen office and all of those participants had their managers and supervisors located in a
different office in another country like United States, Ireland, Spain, and Norway. Over-
all, five pairs of workers and managers participated in the research accumulating to ten
people in total and nine agreed to respond to survey questions after the meeting session.
Participants were all adults between the age of 24 and 52, 4 males and 5 females ranging
from different nationalities, having different educational backgrounds, and working in
different departments at the company ranging from: technology consultants, unit leads,
finance and accounting, marketing experts and student workers. Some participants also
reported that they had some experience with using digital avatar and knew in general
about the importance and potential applications of digital avatars and how they could
be beneficial in the future, M = 3.4 and Mdn = 4.0 (1 = no experience; 7 = expert
user in this field). This result was not a surprise since all the participants had extensive
experience of working in the IT sector and were mostly for a few or more years in this
field.

The research design was following. In the first stage each pair of workers, worker
in Copenhagen office and their supervisor or manager outside Denmark would have
their routine 1–1 meeting using CommU Conferencing video platform. Usually, 1–
1 meetings are held once per week, lasting 30–45 min per session and are used for
aligning tasks, time schedules and plans for the upcoming week and reporting on all the
finished assignments during the previous week. At the company, all workers have access
to a full suite of Microsoft applications and because of that, usually for all video and
online meetings the company’s workers use Microsoft Teams application. For research
and getting relevant results, one meeting session for each pair of participants would
be held primarily using CommU Conferencing tool. Before the actual research started,
each participant from the Copenhagen office had a short 15-min introduction call to
learn how CommUApplication works and to avoid any unnecessary mistakes during the
actual meeting session.
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Table 1. Age and role of nine participants in the research.

Age Role Age Role

1 52 Industry value advisor 6 24 Business architect

2 51 Solution specialist 7 31 Business development

3 50 Customer innovation 8 36 Cloud solutions architect

4 47 Industry value advisory manager 9 35 Customer experience solution advisor

5 44 Business architect

After the introduction phase with the participants from Copenhagen, CommU Con-
ferencing virtual room was created and firstly one of the authors joined the environment
in order to test whether everything worked and then other two participants were asked to
join the newly created CommU Conferencing session. In total, three participants joined
the conference call. Participants were given instructions to wear headphones in order to
reduce the unnecessary noise and stop the echoing effect which caused a lot of problems
during communication. Also, before the official start of themeeting, brief introduction to
the system and functionalities were given to the other participant which did not complete
introduction phase to fully understand how the application works and be able to use all
the features. After the introduction phase, the official meeting started.

The participants were each assigned a robotic avatar and placed in a virtual meet-
ing room. The third participant, who was the author, was just observing the meeting
session and taking notes about interesting observations that could be useful for the
research. Other two participants, who were worker in Copenhagen and manager outside
of Denmark continued with their meeting using all the features that were at that moment
available on CommU Conference platform, as they would usually do using Microsoft
Teams application. After the 1–1meeting session was finished, the workers fromCopen-
hagen office stayed for a 20–30-min interview and discussion about the experience they
had using CommU Conferencing platform. Because of the company’s policy to flexi-
ble working, most of the interview sessions were held remotely using the company’s
preferred way of online communication – Microsoft Teams platform.

Lastly, after all the interviews were conducted, sessions with participants finished
and results from the survey gathered final dataset was created. After the dataset was
generated, it gathered all the responses coming from a survey and was later used to
present meaningful results in charts and graphs using RStudio. A tool used for gathering
the survey responses was Google Online Form creator which also comes with a build-in
feature which generates charts and graphs and offers insights of the data collected by
the application. RStudio and R language offer much more options and functionalities.
Using the R language and capabilities of RStudio the author was able to present data
in a visually pleasant format and at the same time extract meaningful and important
calculations to present them in the conclusion. Version of the RStudio used during the
research was: 2022.02.2 + 485 “Prairie Trillium” and platform used to run operations
and use RStudio application was the MacOS platform.
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3.3 Data Collection

In total, nine survey responses were collected from the participants in the research pro-
cess. In addition, individual interview sessions with participants from Copenhagen were
collected. Thus, the data of the full online meeting sessions collected for this research
originated from three main sources: 1–1 live CommU Conference video sessions with
participants and observations noted during the session, individual interviews with the
participants from Copenhagen office and participants’ answers to a questionnaire after
the meeting session and interview process was finished. Images and screen recordings
were also saved by capturing the monitor and were also used to examine the recordings
in greater detail. Each participant used their own computer to be able to participate in
the CommUConference call and all the participants gave their consent to use and collect
data for the purpose of this research.

4 Results

The results from three main sources generated both quantitative and qualitative data.
Observations gathered while actively listening to participants’ meeting sessions and
interviews conducted with participants after the meeting session produced qualitative
data, while, in contrast, survey answers collected at the final phase as quantitative results.
Nine out of ten participants agreed to answer the questions presented in the survey, which
created a small but rather unique data set. It is important to note that our results are not
suggested to lead any conclusions and general findings outside the area that this paper
specifically discussed since the dataset is small.

Just from briefly glancing over the data it was evident that participants saw potential
of the technology, digital avatar. Since participants came, as alreadymentioned, from the
IT industry and had a very frequent occurrence of participating in online video calls, our
solutions offered multiple benefits. The results shown that seven participants preferred
working either fully from home or hybrid work (combining working from home with
occasional visits to the office). Only two participants preferred working full time in the
office.

4.1 Awareness and Knowledge About Avatar

Since all the participants were coming from the same company and had overall knowl-
edge about technology and IT industry. They were aware of avatar robots and what
benefits they could bring in the near future. Some of the participants said they already
used avatar in different business meetings during Covid-19 pandemic and had excellent
feedback from their customers and business partners. From the calculation performed
using RStudio, the level of experience participants already had with avatar robots:M =
3.4 and Mdn = 4.0 (1 = no experience; 7 = expert user in this field).

A few participants with some experience on avatar robots used a Double 3 telep-
resence robot [17] developed by Double Robotics previously. This was different from
CommU since it was a physical robotics machine and offered another set of features.
CommU digital robot used for this research was only in virtual format and participants
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noticed a few benefits as digital robots. In the first place, the virtual solution was free
and easy to install in comparison to Double 3 telepresence robot which costs 6000$ [17].
Another reported benefit of virtual solutions is reliability. Participants reported that if
errors on physical avatar are found they would need to of course contact the support team
to find the issue and even sometimes they would need to send the whole telepresence
avatar robot to manufacturer to get repaired. Situations like these could take up to a few
months until a solution is found and presented huge issue. On the other hand, software,
and virtual solutions like virtual CommU could be fixed in a much shorter period if any
issues could occur.

4.2 Satisfaction During the Virtual CommU Conference Session

The overall satisfaction reported by the participants during the virtual meeting session
while using CommU Conference Platform: M = 4.556 and Mdn = 5.0 (1 = very bad;
7 extremely good). Generally, most of the participants reported they were satisfied with
the overall meeting experience while using CommU Conference platform. During one
meeting participants experienced an awfully bad echo effect and had to switch from
muted to unmuted state while trying to speak one to another. Despite there already was
a well-accepted rule of one muting while s/he is not speaking [18], it caused only small
problems in conversation. The echo issue seemed to appear only during one meeting
session and could also be a result of faulty equipment like headphones and microphones.
Simply explained, before participants join the CommU Conference call, they need to
be sure their equipment is working without any problems. Participants also reported
they appreciated the moving gestures from the CommU virtual avatars although it was
almost equivalent benefits to “flashing icon” which indicated very nicely when someone
is speaking or every special separate icon for sending a request to speak that other video
call platform like Zoom or Microsoft Teams offer.

Furthermore, CommU digital avatars are presented in a baby shape and some partici-
pants expressed their unwillingness to use this format for important online consultations,
sales or virtual sessions with potential new clients. Despite baby like features of the dig-
ital avatars, it was possible to use the system efficiently because the team members
already knew each other, and the atmosphere of the call was not strictly formal.

4.3 Frequency of Stress During the Video Meeting Sessions

Previously, during Covid-19, all the participants had experienced working fully from
home and high usage of video conferencing tools [2], which they had to adapt to the
constant communication and collaboration via Zoom, Slack, Microsoft Teams, and sim-
ilar applications. During the interview discussions with the participants some of them
expressed how stressful it can be to turn on the camera for the video call and that some-
times it was not so easy to find a perfect spot at home for video conferencing. Especially
for those participants with small children, it was difficult to explain to their children that
they should not enter the room during important online video meetings.

Concerning about the stress level, the survey result shows:M = 3.333 andMdn= 3.0
(1= not stresses at all; 7 very stressed). This result indicates that participants felt some
levels of stress while participating in the normal video calls such as Microsoft Teams.
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Similar result can be also assumed for other well-known video conferencing platforms
like Zoom or Slack. It is hard to make direct comparisons of stress levels experience in
well-knownvideo conferencingplatform toCommUConferencing application, however,
the following results show that there is a potential for CommUConferencing application
to help participants with anxiety issues to feel less stressed during important online
meeting sessions. In our sessions, two participants answered that they directly felt how
using CommU Conferencing platform helped them feel lower levels of stress during
virtual meeting session, and majority, six participants reported mixed feelings but felt
some small different in improvements of their levels of stress. While one participant
reported he did not feel any difference in levels of stress, those could easily be those who
usually are not experiencing any stressful situations during the video meeting sessions.

The participants also reported to see further potentials in using CommU Conference
application. When they don’t know other participants, they have a challenging time
introducing yourself to a new group of people. Similarly when the situation is stressful,
like an important meeting session with senior management about high-priority clients or
a deal that needs to be closed, they felt challenged. The seven participants have reported
that they would prefer to use CommU Conference application with people they haven’t
met before, while the rest two participants whowould prefer to use CommUwith already
known participants.

4.4 Perception of Social Presence While Using CommU Conference

The participants reported both in the interview and the survey that using CommU con-
ference application made some difference in perception of the social presence of other
participants who joined the meeting session. In the analysis of the responses gathered
from the survey, the results were as follows:M = 3.889 andMdn= 4.0 (1= no difference
at all; 7 huge difference).

The results indicated there was not a drastic change, but overall, some improvements
regarding the perception of social presence for the participants. This result was supported
by the interview. A few participants mentioned they appreciated gestures produced by
the digital avatars, which drastically improved communication in online environment.
Another participant commented that the headmovements of the digital avatar and avatars’
ability to focus the attention on the participant who is speaking at that exact moment
proved extremely beneficial to all the participants. Hand movement of the digital avatar
was also reported beneficial as compatible with “flashing icon” functionality which is
available in well-known video conferencing applications.

4.5 Trust Establishment While Using CommU Conference

The analysis of the survey results shows that participants performed an exceptionally low
impact on the trust establishment. This is not surprising as trust establishment is a very
complex process and much longer and frequent sessions should have been organized to
get meaningful results. Although trust establishment could be a very important aspect
for further research in similar areas, it was not a principal area for this research. Results
were as follows:M = 2.222 andMdn= 2.0 (1= no difference at all; 7 huge difference).
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5 Discussion

The main purpose for this research was to investigate whether new conference systems
like CommU platform and similar digital avatar robotic solutions can make any sig-
nificant impact on the perception of social presence and co-presence for participants
and bring overall improvements during video meetings in the virtual environments. The
pandemic showed how the global situation could easily shift and completely change
the working environment for millions of workers in many different industries, thus, the
importance of remote work and virtual meeting session should not be neglected.

The data presented in the previous section indicate the participants saw a potential in
using such technological platforms and can see several benefits. Primarily, our analysis
indicates that CommU Conferencing platform would be beneficial in virtual meetings
for those people who are experiencing higher levels of stress and have harder times in
presenting important topics to people positioned in the upper management hierarchy
and people they have not met previously. There would be a couple of reasons why the
participants considered improved perceived social presence and co-presence.

First, the participants achieved improved perceived social presence and co-presence
as all participants could situate at the same stage as equal appearance as digital avatar.
Different from the typical conference system, the participants atCommUcould recognize
themselves visually as a part of the meeting participants in the virtual CommU meeting
room, where all participants present and visible each other. While digital conference
sessions with ordinary online conference systems such as Zoom and Teams, sometimes
participants neglect each other by accident or forget some participants as the system hid
away from the screen. It was not within our research scope, but the context of hybrid
meetings would be more complexed as participants in satellite location can easily fall
away from the discussion among the co-located participants.

Second, our results indicate that digital video conferencing systems could be espe-
cially beneficial to young age group and unexperienced workers during job interviews or
for importantmeeting sessionswith seniormanagement. Thiswas also evident especially
comments from interviews such as “feeling safe under the condition, which requires no
need to show faces”. Younger workers and the novice workers could have important ben-
efits during virtual meeting sessions since they would not be perceived by their looks as
young and unexperienced. Those biased opinions could sometimes be formed by senior
managers and more experienced workers in the company. It can be easily imagined that
by not forming those biased opinions during the initial video calls and introduction ses-
sions, more important tasks and challenges could be given also to a younger employee.
Age could be just one aspect of varied biased opinions, and this could be applied to many
other areas in the work settings such as: gender, race, nationality, and others. Addition-
ally, by using CommU, digital avatar for video meeting sessions, the participants are all
perceived the same and have the same physical shape in the virtual environment. In this
situation, all participants in meeting sessions, will be primary focused on the matter of
the issue and on the main topic of the conversation. This can result in overall better and
more efficient meeting experience and at the same time limit the formation of biased
opinions which could create an unpleasant meeting atmosphere.

Participants did not experience any major difference in trust establishment, but they
expressed that social presence was perceived better while comparing it to well-known



94 M. Yasuoka et al.

video conferencing platforms. There was no difference in the age groups about the
acceptance of such technologies, and all the participants were aware of the potential
benefits we could have in the future by using such virtual teleconferencing systems.

6 Conclusion

In this study, in order to understand effects of digital avatar on perceived social presence
and co-presence in business meetings between the managers and their co-workers, we
conducted a preliminary experiment. Our analysis showed that participants experienced
improvements in perception of social presence and co-presence in virtual meetings.
Our results suggest that participants appreciated having digital avatars and saw benefits
of implementing human gestures to the digital avatar for improved communication in
distance. It is important to mention that embodiment of the digital avatar might matter
to the use contexts, such as business or casual meetings. The baby shape format was a
nice option to have for casual and relaxed meetings, such as weekly meetings between
manager and worker like our case.

The participants are fond of using the digital avatars and did not experience any neg-
ative sides while having one to one meeting sessions. Most of the participants reported
that they felt some improvements in perception of social presence than their usual vir-
tual meetings. Minor technical problems occurred for some participants but those were
resolved by changing the headset or the microphone and in general all participants were
positively impressed with CommUConference platform. All in all, participants felt such
conferencing solutions could easily become a primary way of virtual communication in
the future and could forecast virtual meeting experiences could be drastically improved
by using digital avatar systems. One of the most unexpected indications of this research
is that such digital avatar conferencing systems can reduce formation of biased opinions
towards other participants that we have never met and encountered before. By using
avatar in meeting contexts, all the participants can primarily focus on the content of the
meeting session and have a better and more fair understanding of the issues discussed
during the meeting session.

6.1 Limitations and Future Work

There are a couple of limitations in this research. The biggest limitation is the size
of the participants and the duration of the experiment. The participants are small with
five pairs in total, and the field experiment period was short with a few sessions in
three months. Originally, the research was planned not as lab experiments but as real-
world field experiments at the real work environment as a preliminary investigation.
It is a great advantage to conduct experiments under non-fictious setting as we can
investigate genuine impacts of digital avatar on remote work by running longitudinal
experiments. This article reported only the preliminary part of the experiment, however,
we are currently planning to conduct more meeting sessions and follow-up meeting
sessions with the participants to observe changes of participants’ mindset.

Another potential limitations of this research could be the locationwhere the research
was carried out. Denmark, together with other Nordics region in general are overall one
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of the most developed and digitalized regions in the world [19]. All the participants of
our study easily accepted the usage of such an innovative technology and were really
interested in learning more about it. This is an incredibly unique situation and could
potentially result in accumulating optimistic data and should be interpreted with caution.
In other regions, which are not as technically developed, it would be interesting to see the
effects of such technologies and whether the workforce would accept new technology
such as virtual avatar.

The same caution should be paid regarding the industry. The workers in the IT
industry, in which the research conducted, understand the technology and its potential
needs to get their job done. Some participants had experience with avatar robots. Further
research should be conducted with participants coming from other industries and from
countries with a lower level of digitalization.

There are some potentials of future works. From observations gathered during the
virtual meeting sessions with participants, it was evident that participants were not fully
immersed in the virtual experience. They were not immediately aware of the benefits
and differences CommU Conferencing platform can bring and the primary advantages
of using such platforms. Thus, it would be highly suggested to further improve and
advanceCommUConferencing platform to use virtual reality as itsmain interface. Using
CommU Conferencing platform with web browser on a laptop or desktop computer was
functional and participants got overall understanding of the benefits. However, huge
improvements could be generated if the entire system was available on a VR platform.
By implementing such a solution on aVRplatform, participantswould be fully immersed
in the virtualmeeting environment, and itwould bemuch easier to understand the benefits
and potential that can be unlocked. Something similar can be seen by the development of
Metaverse – a virtual reality environment where in the future people will be able to work,
socialize and in general do everything we are doing currently in our real lives. Using
technological development, such technologieswill be possible soon if we, human beings,
accept such technologies and a way of living. Today, we are not ready and there are a
lot of thought given on whether such technologies are needed and what kind of benefits
they could bring, but concepts likeMetaverse are increasingly being mentioned and a lot
of giant IT corporations are starting to develop solutions to support such technologies
in the future.

Digital avatar robots like CommU and other similar avatar robotic solutions will
be used increasingly as the time goes by and as the people get used to the existence
and potential benefits of such robotic systems. Currently, most people coming from
technology industries are perceived to have some benefits from using such robotics
systems because of flexibility in their work. They are also the workers who understand
its crucial role in transforming the global workforce and the way to work in the future.
Todays’ workforce is heavily influenced and dependent on global economic, political,
and financial decisions and without effective usage of technology, it would be extremely
hard to stayproductive anddeliver better results.Because of that, every industry and every
job should be aware of the benefits that can be achieved by understanding technology
and whose technological advancements can help run a better business.

The digital technology mentioned in this research is still being developed and still
very new to a substantial number of people. At the same time, it could potentially
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be something to make drastic changes in overall meeting experience and also in the
perceived perception of social presence and co-presence of other participants. Still, we
are witnessed how such avatar robotic systems are being also used in other industries and
their application constantly grows. As seen from the effects of the Covid-19 pandemic,
we are very depended on the technology and technological advancements and today’s
modern workforce would not be able to be as productive as it currently is if the benefits
of modern technologies are not being used to its full potential. From the analysis of the
results, it was evident how such digital avatar robotic solutions could improve perception
of social presence, co-presence and improve overall meeting experiences. However, still
a lot of research should be donewith this technology to completely understand its benefits
in varied situations and environments.
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Abstract. The recent spread of coronavirus (COVID-19) has meant that online
conference presentations are becoming more and more frequent at national and
international level.We believe that these online presentationswill remain an option
even after the pandemic has subsided. One of the challenges of online conference
presentations is that it is difficult to convey nonverbal information such as gestures
and the facial expressions of the presenter. In this paper, we propose the “Stage-like
PresentationMethod”, which involves projecting the whole body, and investigates
how the presence or absence of nonverbal information from the presenter affects
the audience. A comparison of the proposed method with two other presentation
methods confirmed that the audience considered it the most effective. The method
was used by seven people in actual conference presentations, and it was found that
the audience’s impressions changed according to the details of the setting. This
research confirmed that the Stage-like Presentation Method left the audience at
online conferences with a good impression of presentations. It also suggests that
audiences find visual nonverbal information useful.

Keywords: Presentation · Nonverbal communication · Online conference

1 Introduction

The number of online conference presentations has increased rapidly around theworld in
recent years. This is due in particular to the recent spread of coronavirus (COVID-19). As
a result, CollabTech2020 and CollabTech2021 were held online only. Online conference
presentations have the advantage that participants can be anywhere in the world, and do
not need to be physically present at the conference venue. Even after the pandemic has
subsided, online conferences are predicted to continue for presenters who are unable to
be physically present for any reason. Examples of potential beneficiaries include people
with physical disabilities, pregnant women, people caring for young children, those with
childcare issues and people involved in long-term care. Online conferences may also be
held in future as a response to localized issues such as earthquakes, wars and natural
disasters.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L.-H. Wong et al. (Eds.): CollabTech 2022, LNCS 13632, pp. 98–111, 2022.
https://doi.org/10.1007/978-3-031-20218-6_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-20218-6_7&domain=pdf
http://orcid.org/0000-0002-9931-9892
http://orcid.org/0000-0001-7556-2073
http://orcid.org/0000-0001-5025-8526
http://orcid.org/0000-0001-6737-1736
https://doi.org/10.1007/978-3-031-20218-6_7


Presentation Method for Conveying Nonverbal Information 99

Conference presentations are an important opportunity to convey research content
to the audience. Presentation methodology is described in a number of works [1, 2]
which suggest that, in addition to the content, structure and design of the presentation,
the quality can be enhanced by clues from nonverbal communication such as the pre-
senter’s appearance, gestures, eye movements and facial expressions. However, online
conference platforms such as Zoom [3], Webex [4], Microsoft Teams [5] and Google
Meet [6] often display the presentation slides in the largest part of the screen and the face
of the presenter in a small window. This makes it hard to transmit nonverbal information
properly to the audience.

To resolve this problem, in this paper, we propose the “Stage-like Presentation
Method” (SPM), which gives the impression that the presenter is making the presenta-
tion on a stage (see Fig. 1). The SPM can convey nonverbal information to the audience,
such as the presenter’s eye movements, facial expressions and gestures.

We investigated how the presenter’s nonverbal information affected the audience in
online conference presentations. We first prepared the three-presentation method shown
in Fig. 2, and conducted experiments to investigate the impression the presentation made
on the audience. The experiment showed that the audience considered SPM the most
effective of three types of presentation method. We also obtained results suggesting
that visual nonverbal information, such as the presenter’s eye movements, whole-body
movements and gestures, were factors which left the audience with a good impression.

The SPM has been used by seven students in actual conference presentations so far.
It was found in using the SPM that the impression of the audience was affected by the
presenter’s eye movements and detailed settings. Therefore, we focused on three points:
“the presenter’s eyes”, “body orientation” and “balance between the presenter and the
podium”, and conducted an additional survey. The investigation demonstrated that the
body orientation of the presenter should be the same as the orientation of the slide, and
the presenter’s eyes should preferably be facing the front of the screen.

Fig. 1. Stage-like presentation method.
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Fig. 2. Presentation methods.

2 Presentation

Mehrabian [7] reports that “visual information such as appearance” influences 55% of
human judgment, “auditory information such as voice and speaking style” influences
38% and “linguistic information such as spoken language and content” 7%. Therefore,
a number of works [1, 2] which describe presentation methods include not only the
content of the presentation, but also considerable nonverbal information, such as the
tone of the voice, the clothes worn, facial expressions, eye movements and gestures.
The presentation methods described in these works involve knowledge and a number of
techniques that can be applied to online conference presentations. We believe there is
virtually no difference between face-to-face conference presentations, and auditory and
linguistic information such as speaking style, tone of voice, slide composition and easy-
to-read slide creation. In terms of visual information, however, since listeners cannot see
the presenter, it is difficult for the presenter tomake eye contact with listeners, or tomove
their body in response to listeners’ eye movements and gestures. Indicating enthusiasm
by incorporating gestures can also be difficult. In addition, the reaction of the audience
is unknown, and it is difficult for the presenter to understand whether the content of the
presentation is being conveyed adequately, and whether it is making a good impression.

Presentation sensei [8] can give feedback to the presenter in real time, for example
concerning the speed of speech, tone of voice, and face orientation. Chen et al. [9] are
analyzed speaking skills with a multimodal corpus. Ishino et al. [10] have proposed a
lecture robot, which reconstructs lecturer’s presentation behavior in a lecture, showing
that gestures and paralanguage are important. As stated in these studies, good presen-
tations involve multiple factors. However, few studies have investigated the audience’s
impression of visual nonverbal information.

In this paper, we focus on nonverbal visual information in online presentations, and
investigates the extent to which it affects the audience.

3 The Stage-Like Presentation Method

Figure 3 shows the SPM. The SPM is produced using OBS Studio [11], software which
enables live distribution and video recording. This section will provide separate accounts
of preparing a presentation for a real-world situation and preparing a presentation inOBS
Studio.
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Fig. 3. Using the stage-like presentation method (in a real-world situation).

3.1 Preparing a Presentation for a Real-World Situation

A green screen is first erected behind the presenter (see Fig. 3). A square table with a
laptop is placed in front of the place where the presenter will stand. A camera and a
monitor are then placed in front of the presenter’s line of sight, and each is connected
to the presenter’s laptop. The presenter can see the slides during the presentation by
viewing them on the monitor.

3.2 Preparing a Presentation in OBS Studio

In OBS Studio, multiple images, as well as the presenter’s video transmitted from the
camera, are superimposed to make the screen as shown in Fig. 1. The chroma key makes
the video transparent against the green background. The stage and podium on the screen
are produced by Cinema 4D [12], 3D CG software, and are available in Unity [13]
(Fig. 4). If the 3D model is used as it is, processing will be heavy and the composition of
the camera imagewill be complicated. Therefore, the 3Dmodel viewed from an arbitrary
position is produced as an image and displayed in OBS Studio. The image of the stage
and the image of the podium are separated, and the layer is set so that the image from
the camera comes below the image of the podium (Fig. 5). These images used in this
method are publicly available for free by the author [14]. The presence of the podium
image gives a sense of unity to the entire screen.

4 Comparative Experiment

This section explores three presentation methods, the SPM shown in Sect. 3, the con-
ventional Web Conferencing Method (WCM) and a presentation method using avatars
(VTuber PresentationMethod (VPM)). Comparative experiments were conducted to see
how visual nonverbal information affected the audience. In all presentation methods, the
presentation was recorded using a laptop (Apple MacBook Pro 13 inch, Apple M1 chip
built-in type), and a submonitor was used for screen sharing (Dell SE2416H). The slides
used for the presentation were made with PowerPoint [15].
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Fig. 4. 3D model of the stage in unity.

Fig. 5. Configuration in OBS Studio.

4.1 Preparing the Experiment

The Web Conferencing Method (WCM). Figure 6 shows the presentation method of
the WCM. The WCM represents the method commonly used on Web conferencing
systems, such as Zoom [3], Webex [4], Microsoft Teams [5] and Google Meet [6]. The
presenter uses the built-in camera on the laptop to display his / her face and makes a
presentation into this camera. It displays the presenter and the slides side-by-side, and
we did not use the functions superimposing the presenter in front of the slides, which
some of those Web conference systems have. The range of the presenter reflected in the
camera is currently limited, so even if the presenter makes gestures as he or she speaks,
as shown in Fig. 6, only the face above the shoulders is transmitted to the listener.

The VTuber Presentation Method (VPM). Figure 7 shows the presentation method
of the VPM. A VTuber is a person who distributes on a video distribution site using a
virtual avatar drawn in 2D CG or 3D CG. VTubers originated in Japan, and the practice
is gaining rapidly in international popularity. Research on VTuber is also being con-
ducted internationally [16]. The VPM only transmits nonverbal information such as the
facial movements and expressions, eye movements and blinking of the person operating
the avatar. Information such as the operator’s beard or the surrounding environment,
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Fig. 6. Web conferencing method.

for example, is not transmitted to the listener. Therefore, listeners can see nonverbal
information easily, and it is considered to be an excellent method for transmitting this
type of information. In recent years, there has been research on communication using
avatars as well as promotion of products which use them [17, 18]. This prompted us to
compare these with the SPM.

The presenter’s 2D CG avatar creates an original picture with CLIP STUDIO PAINT
[19], which is illustration-production software, and creates a motion model with the data
in Live 2D [20]. By importing this model into VTube Studio, facial expressions and
body movements acquired by the iPhone’s front camera can be applied to 2D CG avatars
in real time. The 2D CG avatar video is transferred from the iPhone to the laptop in real
time. The settings of OBS Studio are almost the same as the SPM described in Sect. 3.

Fig. 7. VTuber presentation method.

4.2 Experimental Environment and Conditions

We prepared presentation videos of about five minutes for each of the three presentation
methods: the WCM, the SPM and the VPM. Participants in the experiment were asked
to watch the three presentation videos one by one. The presentation videos involved
participants’ own content from past academic conferences, but each was condensed to
about five minutes. Table 1 shows the questions which were put to the participants in
the experiment. As they watched each video, they answered the questions.

Q1 and Q2 in Table 1 were evaluated on a 5-point Likert scale. The same presenter
was in charge of all three conditions. The aim was to minimize the difference in impres-
sions resulting from anything other than visual nonverbal information, such as voice or
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speaking style. The Latin square method was used to consider the effect of the order on
the result.

After the experiment, the participants were asked the questions shown in Table 2.
There were 20 participants aged 19–26 (fourteen males and six females). They were
not informed in advance about the presentation method represented by each of the three
conditions.

Table 1. Questionnaire used during the experiment.

No. Question

Q1 i) Did you feel that the presenter looks at the audience?

ii) Did you feel the presenter’s movement?

iii) Did you feel the presenter’s facial expression?

(1. Not at all. – 5. Very much.)

Q2 How did you feel about the presenter?

(1. Not very good. – 5. Very good.)

Q3 Please enter the reason for your response to Q2

Table 2. Post-experiment questionnaire.

No. Question

After-Q1 Which of the three presentation methods gave you the best impression of the
presenter?

(The WCM, The SPM, The VPM)

After-Q2 Please enter the reason for your response to After-Q1

4.3 Results

Presenter’s Eye Contact, Movement and Facial Expression. Figure 8 (a) shows the
results of question Q1-i) “Did you feel that the presenter looks at the audience?”. For
all three methods, evaluation values were selected from 1 to 5, and although there was
almost no difference between the WCM and the VPM, the SPM had a higher average
evaluation value than the other conditions. A Wilcoxon signed rank test confirmed a
significant difference between the WCM and the SPM at the 1% level, and a significant
difference between the SPM and the VPM at the 5% level.
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Figure 8 (b) shows the results of question Q1-ii) “Did you feel the presenter’s move-
ment?”. Many of the participants in the experiment gave the SPM an evaluation value of
5, higher than for the other methods. When a Wilcoxon signed rank test was performed,
a significant difference was confirmed at the 1% level between the WCM and the SPM,
the WCM and the VPM, and the SPM and the VPM.

Figure 8 (c) shows the results of question Q1-iii) “Did you feel the presenter’s facial
expression?”. Evaluation values were selected from 1 to 5 for all three methods, and
there was almost no difference between the WCM and the VPM. The SPM had a higher
average evaluation value than the other methods. AWilcoxon signed rank test confirmed
a significant difference at the 1% level between theWCM and the SPM, and a significant
difference at the 5% level between the SPM and the VPM.

Though the WCM had a larger facial image than the SPM, the participants reported
that it did not give a good impression to the participants because the screen is split into
multiple windows of presentation slides and camera images.

Fig. 8. Results of questionnaire Q1.

Impressions of the Presenter. Figure 9 shows the results of question Q2: “How did
you feel about the presenter?”. Many of the participants gave an evaluation value of 3
for the WCM. Evaluation values for the SPM and the VPM were between 3 and 5, and
the average evaluation value was high. AWilcoxon signed rank test showed a significant
difference between the WCM and the SPM, and between the WCM and the VPM at
the 1% level. The participants who gave the WCM a rating of 3 said, “I felt I was
speaking in a monotonous way” or “I thought it was a common presentation method in
online conferences”. Many of the participants who gave the SPM a value of 5 said that
“the content was easily transmitted by presenter’s hand movements and eye gaze” and
“considerable heat was transmitted from the presenter’s eyes and gestures”. On the other
hand, the participants who gave a value of 3 said, “I could feel the movement well, but I
couldn’t focus on the presentation slide because I was paying too much attention to the
movement of the presenter.” Many of the participants gave the VPM an evaluation value
of 4. There were a number of opinions about 2D CG avatars. These included: “As the
presenter was an avatar, I was able to hear the presentation in a charming and moving
atmosphere”, and “As the presenter was an avatar, I was left with a pleasant feeling”. On
the other hand, the participants who gave an evaluation value of 3 said, “It was harder to
recognize changes in movements and facial expressions than it would have been in real
humans, and it was harder to feel emotions”.



106 H. Echigo et al.

Fig. 9. Results of questionnaire Q2.

Best Presentation Method. Figure 10 shows the results of the question “After-Q1”,
asked after the experiment: “Which of the three presentation methods gave you the best
impression of the presenter?”. The number of participants who answered the SPM was
the highest at 70%, followed by 30% who preferred the VPM. None of the participants
chose “no difference” in terms of the WCM. The participants who chose the SPM said,
for example, “Since the gestures are similar to the presentations at the actual physical
venue, there was a sense of presence”, or “the movement of the presenter meant I didn’t
find the presentation so monotonous, and I could listen to it without getting tired”. One
of the participants who chose the VPM said, “Since both slides and the avatar are two-
dimensional information, I could easily capture all the information about the presentation
and the presenter at the same time, just like looking at a single picture”.

Fig. 10. Results of the questionnaire given after the experiment.

5 Use in Actual Online Conferences

The SPM was used at an actual conference presentation by seven students. Figure 11
shows the state of the presentation. One of the students made three presentations at
separate online conferences using the proposed method, and received two presentation
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awards. The participants at one of the conferences used the Slack communication tool,
and their impressions included: “Awonderful presenter screen”, “Themethod is effective
because of the clear gestures” and “What a nice presentation method!”.

Fig. 11. Screenshots of presentations by seven students using the proposed method at an online
conference.

6 Additional Research

The use of the SPM by these seven people highlighted a number of issues with the
method. The results detailed in Sect. 4 show that the SPM makes it easy to convey the
presenter’s eye and body movements, so that listeners are left with a good impression.
Nonverbal information is well communicated, and even the smallest adjustments can
change the impression of the audience. Comments included the following: “Would it be
better for the body to face the slide?”, “Would it be better for the presenter to look at the
camera?” and “What is the proper balance and composition between the presenter and the
podium?”. In fact, people sometimes felt uncomfortable when they saw the presenter’s
unnatural-looking eyes. We therefore conducted further research focusing on the three
issues of “body orientation”, “presenter’s eyes” and “balance between presenter and the
podium”.

For this additional research, we prepared four sets of two different images as shown
in Fig. 12. Results and discussions are presented for each of the patterns compared.
Twenty-six people aged20–59 (Twentymen and sixwomen) participated in this research.

6.1 Body Orientation

Figure 13 shows the results of this research comparing A: “The body facing the right-
hand side of the screen” and B: “The body facing the left-hand side of the screen”. 80.8%
of participants chose B. A number of reasons were given, such as that it was “because
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Fig. 12. Image set used in additional research.

the presenter’s body is facing the slide side” and “I felt that the presenter’s body was
facing the slide and the audience”. On the other hand, the participants who answered A
said, “I felt that the presenter’s face was facing me”. In other words, it seems that some
people care more about the orientation of the presenter’s face than the body orientation.

The results indicated that the audience had a better impression when the body was
facing the slide side.

Fig. 13. The results of research on the orientation of the presenter’s body.

6.2 Presenter’s Eyes (Forward or to the Left)

Figure 14 shows the results of the research comparing C: “The presenter’s eyes looking
forward” andD: “The presenter’s eyes looking to the left-hand side of the screen”. Image
D is a composition often seen in students who actually presented at the conference in
Sect. 5. 80.8%of participants choseC.Reasons for this included: “It felt like the presenter
was looking at me”, “because the presenter’s facial expression is bright” or “because the
presenter’s gestures can be seen”. On the other hand, 11.5% of participants answered,
“No difference”, and gave reasons such as “I didn’t really notice the difference”.
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Fig. 14. The result of research on the presenter’s eyes (looking forward or to the left).

6.3 Balance Between the Presenter and the Podium

Figure 15 shows the results of research comparing E: “Natural balance” and F: “The
podium is small and there is an unnatural balance”. 42.3% of participants answered E
and 42.3% of participants answered F. The reasons for answering E included: “I felt
that the presenter was presenting using slides”, “I felt uncomfortable because F had
nothing on the podium” and “because the gesture was clear”. The reasons for answering
F included: “because the presenter seemed to be standing” or “I felt that I preferred the
presenter to be standing”. Participants who answered “No difference” commented that
“both gave a good impression” and “I did not feel any difference”.

The results show that some people consider the laptop on the podium to be natural,
and none of the participants felt uncomfortable about the balance of synthesis. On the
other hand, many participants focused on the gestures and standing postures of the
presenters.

Fig. 15. The result of research on the balance between the presenter and the podium.

6.4 Presenter’s Eyes (to the Left or to the Right)

Figure 16 shows the results of research comparing G: “The presenter’s eyes facing to
the left-hand side of the screen” and H: “The presenter’s eyes facing to the right-hand
side of the screen”. 46.2% of participants answered G, 34.6% answered H and 19.2%
answered “No difference”. The reasons for answering G included: “I felt like I was in
the direction the presenter was looking” and “I felt like the presenter was looking at me”.
Reasons for answering H included: “I felt that the attitude of the presenter was good”
and “I thought the presenter’s body orientation was good”. Participants who answered
“No difference” commented that “I didn’t notice the difference” and “both faces were
facing forward”.
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This result indicates that people prefer the presenter’s eyes to be looking to the left-
hand side rather than the right-hand side of the screen. However, it was also found that
many participants focused on the orientation of the body rather than the presenter’s eyes.

Fig. 16. The result of research on the presenter’s eyes (to the left or to the right).

6.5 Discussion of the Additional Research, and Limitations Identified

The results of Sect. 6.1–6.4 indicate that the presenter’s body should have the same
orientation as the slide, and the presenter’s eyes should preferably be looking to the
front of the screen. In addition, although this survey was an image, many participants
focused on the gestures and facial expressions of the presenter. In this additional research,
we therefore wished to investigate “body orientation”, “presenter’s eyes” and “balance
between the presenter and the podium”. We therefore prepared the images in this way,
so we cannot evaluate the movement of the presenter or the entire presentation.

In the future, we wish to see the SPM used by a wide range of presenters, to evaluate
the impression the audience has of the presentation when body movements and gestures
are clear.

7 Conclusion

In this paper, we investigated how the presence or absence of nonverbal information from
the presenter affected the audience. To do this research, we have proposed the “Stage-
like Presentation Method” for making conference presentations. The method projects
the presenter from the top to the waist. A comparative experiment confirmed that the
proposed method impressed the audience as a presentation style. Of the nonverbal visual
information, it was suggested that gestures and body movements particularly impressed
the audience. In addition, the preferred body orientation for the presenter was the same
as the orientation of the slide, and the presenter’s eyes should preferably face the front
of the screen.
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Abstract. The perception of e-learning and online courses by students
can provide valuable insights into course design and user experience. The
online landscape is changing and students experience a growing variety
of digital educational materials. One of the experiences are expectations
(ex-ante perception) and consumption experience (ex-post perception).
They can be evaluated individually as well as in relation to each other.
Educational data is typically multivariate and of high dimensionality.
The implementation of online courses is often costly, the experimental
setup is complex, and management needs technical expertise. For this
research, an undergraduate-level online course was set up, which was
taken and assessed by students. Using ex-ante and ex-post questionnaire
evaluations, a shift in perception of several online course features could
be observed. The data was analyzed using the Kano method to measure
student satisfaction. Attitudes towards 12 features, including ease of use,
multimedia inclusion, account settings, and other specific features were
gathered before and after taking the online course. The results of the
macro shift (expectations vs. consumption experience) and micro shift
(individual student’s shift within a requirement) were compared. Find-
ings are discussed and implications for online course preparation and
design are presented.

Keywords: E-learning · Kano model · Macro and micro shift · Online
course · Student satisfaction

1 Introduction and Previous Research

E-learning and online course design has been a growing business and has also
been adopted in higher education.

Many educational questions remain open and where some have been
addressed, others remain unanswered or need more in-depth investigations. Pre-
vious publications include learning motivation, exploring multiple hypothesis
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that tie to student satisfaction [18]. Others investigate the satisfaction to more
mechanical implementation, such as medical software usage [19] as a virtual, web-
based 3D electroencephalogram to propose design references for future learning
platforms. The Kano method to poll students on several e-learning factors was
previously used by Dominici and Palumbo [7] to construct a theoretical frame-
work of online course design (ex-ante questionnaire only, without implementa-
tion and testing). Another research was published by Wang et al. to investigate
a hybrid online/face-to-face course using blended learning [20].

There are other considerations, such as different needs for students depending
on their subject matter interest. This is partially addressed in this research by
choosing an online course topic suited for the target students. The authors also
chose and created the content of the online course that students with minimal
required technical knowledge can take and complete the course. This was also
done to ensure consistency with future research. Findings are expected to be
compared between different fields of study.

How an online course is created and what content is presented to prospective
students might impact the research outcome and thus the validity of the results.
The significance of subject matter difference has been acknowledged since before
e-learning, but has not been the focus of online course design [3,9].

Fig. 1. Experiment overview with questionnaire and online course stages, evaluation
using the Kano model, and comparing the macro and micro shift.

This research addresses two perceptual shifts that occur when taking an
online course. Questionnaires are conducted and analyzed ex-ante (before) and
ex-post (after) the online course. Undergraduate students of the department
of comprehensive psychology at the Ritsumeikan university in Japan were sur-
veyed. The experimental setup is shown in Fig. 1. Online course features were
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gathered via questionnaires and evaluated using the Kano model [8,11]. The
ex-ante and ex-post questionnaires are used to determine changes in how fea-
tures are perceived before taking the online course to after completion. In this
research, two shifts are taken into consideration—the macro shift indicating the
general sentiment of students’ satisfaction and dissatisfaction indices; the micro
shift that investigates individual shifts from Kano model classification (require-
ment) to another (refer to Sect. 2.1 and Fig. 2). A common approach is to focus
on either the theoretical framework or the ex-post effectiveness of e-learning sys-
tems, often taking extrinsic motivation into account [6,10,16]. In this paper, the
authors propose a framework to address both questions. Results will be analyzed
to improve the learning experience of online courses and to investigate possible
gaps in expectations. Findings will be assessed to wether the micro shift can
inform underlying changes from expectation to consumption experience.

This research addresses the following research questions:

RQ1: Can the Kano model help to identify a shift in expectations versus con-
sumption experience (macro shift)?

RQ2: Can the shifts from RQ1 be categorized using satisfaction and dissatis-
faction indices?

RQ3: Can the shift in individual answers (micro shirt) provide additional insight
into an ex-ante and ex-post comparison, especially if they cancel each
other out in the macro shift?

The structure of the remaining paper has three main parts. Section 2 covers
the Kano model (Sect. 2.1) and the approach of this paper to investigate the
macro and micro shift in feature perception (Sect. 2.2). Section 3 details the
experimental setup (Sect. 3.1), questionnaire design (Sect. 3.2), and the results
of this research with the authors discussing implications for online course design
using the macro and micro shift (Sect. 3.3). Section 3 also includes lessons learned
and limitations in Sect. 3.4 and Sect. 3.5, respectively. The paper concludes in
Sect. 4.

2 Kano Method with Perceptual Macro and Micro Shift

The Kano model is a well established tool to conduct customer satisfaction
research [8]. At the core is a questionnaire that asks (prospective) users to
answer both functional and dysfunctional questions regarding each product’s
feature. The functional question asks how one would feel if a feature is present
(implemented) and the dysfunctional question asks how one would feel if a fea-
ture is missing. Their response is typically rated from highly satisfied to highly
dissatisfied for both of the aforementioned functional and dysfunctional question.
Combining these answers results in one of six categories of the Kano model.

The sections below describe the Kano model in detail and how the shift from
ex-ante to ex-post was analyzed.
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Fig. 2. Categories of the Kano model by pairing functional and dysfunctional questions.

2.1 The Kano Model and Terminology

The pair of functional and dysfunctional questions is presented in Fig. 2. Par-
ticipants have to rate a feature in five levels for both these questions—highly
satisfied, as expected, neutral, can live with it, and highly dissatisfied.

The list below details the categories that the Kano model produces. As the
original publication describing the categories is written in Japanese, the termi-
nology has been adjusted to reflect this current research. Namely the term quality
has been replaced by requirement to reflect terminology from software engineer-
ing and the term must-be was replaced by basic. The categories are pre-defined
by Kano and described individually in the list below.

Most researches that incorporate the Kano model have a business-centric
approach. For this research, the term customer is replaced by user, student, or
participant.

– B (basic requirement)—This is also called a dissatisfier or must-be factor, as
these could be viewed as essential (basic) requirements.

– O (one-dimensional requirement)—The degree of satisfaction has a positive
linear correlation with the degree of implementation.

– I (indifferent requirement)—As the name suggests, users do not care about
these requirements.

– Q (questionable requirement)—If users judge a feature highly satisfactory for
both functional and dysfunctional questions or highly dissatisfactory for both
functional and dysfunctional questions, the result is contradictory.

– A (attractive requirement)—A good implementation and performance will
greatly increase the customer satisfaction.

– R (reverse requirement)—This factor can be viewed as the inverse of the one-
dimensional requirement.
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To illustrate the meaning of the Kano model categories covered in the case
of an e-learning platform or online course, the following examples are explained
for each requirement.

A working website, consistent URLs, and everything viewable on PC and
mobile can be considered basic requirements (B). They do not increase the sat-
isfaction if properly included, but would reduce the satisfaction if missing or
implemented poorly.

An attractive feature (A) could be a live note-taking function or engaging
implementation of gamification (earning points or badges after completing tasks,
leaderboards, quests, etc.). Often over time, attractive features become one-
dimensional requirements (O) or basic requirements (B).

One-dimensional requirements (O) increase the user’s satisfaction propor-
tional to the degree of implementation. Factors that result in a good User Expe-
rience (UX) increase the satisfaction proportionally to the degree of implemen-
tation. The opposite is also the case as poor implementation of factors that
decrease UX also decreases the user’s satisfaction.

The Kano model includes states that cannot be captured with other meth-
ods in this field. Reverse requirements (R) have the opposite effect of one-
dimensional requirements (O) or in some cases of attractive requirements (A), i.e.,
they decrease (proportionally) the satisfaction when implemented. An example
for web-based applications would be pop-up dialogue boxes. This is one of the
reasons for choosing this The Kano over others commonly used ones, such as
SERVQUAL [12], E-Learning Satisfaction (ELS) [21], and e-SERVQUAL [13].
Dominici and Palumbo also detail two more reasons for this methodology: the
first is crucial to this research and allows ex-ante and ex-post analysis, the sec-
ond is that this model does not assume a linear relationship between the product
or service performance and the user satisfaction [5,7].

Questionable requirements (Q) are inconsistencies in the questionnaire
answers. If a user answers both highly satisfied if a feature is included and is not
included, the answer is unusable, in other words questionable (Q).

2.2 Perceptual Shifts from Before to After the Online Course

This experiment was set up to perform an ex-ante and ex-post analysis. The
former equates to a product design study and the latter to a consumption expe-
rience study.

The difference from before to after taking the online course is a shift in
perception, captured by the Kano model.

This particular experimental setup gave participants anonymized identifiers
to later track individual changes. Each individual requirement (by feature and
participant) is recorded and compared. These are described as micro shift in this
paper.

A shift that tracks changes for each feature as a variable. The values of the
feature vector are calculated as satisfaction and dissatisfaction indices and is
described in Sect. 3.3. These two indices return one numerical value each, their
change being referred to as macro shift.
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3 Methodology

This section covers the experimental setup, questionnaires design, data gather-
ing, analysis, and discussion.

3.1 Experimental Setup and Data Collection

In this study, a total of 16 Japanese students participated, 5 male, 11 female,
and 0 other. The average age was 19.82 (σ = 1.70), ranging from 18 to 24.

This particular system provided by the department of comprehensive psy-
chology offers students to gain additional knowledge and experience by partici-
pating in research experiments. Students can earn extra credit by taking part in
selected studies. Students can choose in which study they want to participate.
All participants are aware of the content of the experiment, the length of the
session, and language requirements, amongst other administrative details.

While the whole experiment was scheduled for 90min, the actual online
course was designed to be finished within 60min. Introduction with an expla-
nation of the setup and concluding remarks with a description of the research
goals and implications were provided in Japanese. The online course and follow-
ing remaining conduct was given in English.

The online course gave students an introduction to depth of field (DoF) in
photography. Technical concepts that influence DoF were introduced and artistic
use cases were described with examples. Students were quizzed after each section
and took a final exam within the online course.

To maximize accessibility and with future research in mind, the online course
was set up with the open source website framework WordPress and two paid plu-
gins: LearnDash and memberpress1. WordPress has evolved from one of the most
popular blogging website to a full-fledged content management system (CMS). It
has been used in researching e-learning and online course administration as well
[14,15]. The framework allows to create dynamic websites with numerous users
at scale. Services include a version that can be self-hosted, i.e., installed and
controlled on one’s own server. As described in the beginning of the paper, the
implementation and management is costly in terms of work effort and expertise.
The ability to control open source software, however, is an important advantage
for propagation of research and reproducibility.

The LearnDash plugin allows to create complete online courses with inte-
grated enrollment procedure, lectures, topics, quizzes, assignments, and statis-
tics, all managed on WordPress and fully customizable. Similar advantages apply
here, as this gives the system administrator full control over the implementation
of the online course in functionality and look.

The memberpress plugin allows detailed and customizable management of
memberships. This plugin has since been removed from future experimental

1 The website framework and plugins can be found at the following URLs: https://
wordpress.org, https://www.learndash.com, and https://memberpress.com.

https://wordpress.org
https://wordpress.org
https://www.learndash.com
https://memberpress.com
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setups due to functionality overlap after LearnDash included similar attributes
and the former plugin showed unreliable behavior.

Other freely available plugins were used to protect content and create preset
user accounts in bulk.

3.2 Questionnaire Design for Kano Model

Questionnaires for the Kano model were given before and after the online course
was taken. Each participant received a unique identifier to track the survey
results individually while at the same time anonymize the user. Bulk accounts
were created in advance and students received login information at the beginning
of the experiment.

Twelve factors were collected from 16 participants, each ex-ante and ex-post,
resulting in a total of 384 individual Kano requirements formed from the func-
tional and dysfunctional questions. Only one was classified as questionable (Q).
This is an indication that the questionnaire is reliably phrased [1].

The following sections detail the data gathered. In addition to the functional
and dysfunctional questions necessary for the Kano model evaluation, meta data
about students and free form questions were asked as well. The open-ended
questions gathered information about students’ attitude towards the completion
of the online course and if they felt features missing from the questionnaire.

Questions were selected based on previous research, course specific insight,
and in accordance with both authors of this paper [2,7,17]. The questions were
formatted for readability and professionally proofread.

Ex-Ante Questionnaire (Before). The following information about the par-
ticipants were collected before the online course: gender (female, male, other)
• age • university grade (year) • English language proficiency (none, basic, mod-
erate, advanced, or native level) • knowledge about photography (none basic,
moderate, advanced, or professional) • online course features with functional
and dysfunctional questions (for Kano analysis) • open ended comment what
students wish for in online courses

According to self-assessed English proficiency, 1 student indicated none2, 12
indicated basic, and 4 indicated moderate.

Ex-Post Questionnaire (After). The following information were collected
after completing the online course: overall experience of the course (very bad,
bad, neutral, good, very good) • open ended comment what students liked and
dislikes about the online course • online course features with functional and dys-
functional questions (for Kano analysis) • open ended comment what students
thought was missing in the online course

The last question was asked again to see if participants realized missing
features while and after taking the online course.
2 From several questions written by this student in the open-ended question section,

the authors could infer an English comprehension of basic rather than none.
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Features for Kano Model Evaluation. Functional and dysfunctional ques-
tions were asked in both the ex-ante and ex-post questionnaire (as described in
previous Sect. 3.2 and Sect. 3.2). The following list of 12 features were considered
for online courses: User-friendly platform • Certificate of completion • Download
of course material • Profile and account page • Quizzes and exercises • Interac-
tive quizzes and exercises • Comment function • Personal tutor • User manual
for the platform • Videos • Photos/Graphics • Text

A list with their satisfaction and dissatisfaction indices are shown in Table 2
(Sect. 3.3).

3.3 Results and Discussion

To evaluate the macro shift, a satisfaction index (CS) and dissatisfaction index
(CD) was calculated (Eq. (1) and Eq. (2)). Each feature has a pair of CS and
CD values.

CS =
A+ O

B+ O+ A+ I
(1)

CD =
B+ O

B+ O+ A+ I
· −1 (2)

The two equations indicate a ratio to understand a cost-benefit tradeoff of
gaining satisfaction and preventing dissatisfaction [4]. Values for CS range from
0 to 1 and higher numbers correlating with higher satisfaction, whereas CD

Table 1. Numerical overview of satisfaction indices (CSa and CSp for ex-ante and ex-
post respectively), dissatisfaction indices (CDa and CDp, ex-ante and ex-post respec-
tively), and standard deviation (σ). Values are rounded to two decimals.

Features CSa CSp CDa CDp

User-friendly platform 0.44 0.44 −0.31 −0.31

Certificate of completion 0.19 0.13 0.0 −0.13

Download of course material 0.36 0.25 −0.29 −0.19

Own profile and account page 0.19 0.14 0.0 −0.07

Quizzes and exercises 0.14 0.29 −0.14 −0.14

Interactive quizzes and exercises 0.13 0.2 −0.06 −0.07

Comment function 0.13 0.06 −0.06 0.0

Personal tutor 0.36 0.25 −0.07 0.0

User manual for the platform 0.13 0.44 −0.31 −0.31

Videos 0.44 0.44 0.0 −0.06

Photos/Graphics 0.44 0.56 −0.13 −0.13

Text 0.19 0.4 −0.25 −0.27

σ 0.13 0.16 0.12 0.11
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ranges from −1 to 0 and lower numbers correlating with higher dissatisfaction.
An overview is given in Table 1.

The correlation ρ of the Customer Satisfaction Index and Customer Dis-
satisfaction Index before to after changed, becoming less orthogonal and more
inversely correlated corr(CSa,CDa) = −0.122 and corr(CSp,CDp) = −0.560.

As the increase in satisfaction is connected with an avoidance of dissatisfac-
tion, a stronger negative correlation points to a clearer response of the user and
in turn a system that is easier to optimize.

After calculating the satisfaction and dissatisfaction indices (CS and CD) for
all features, their shift from ex-ante to ex-post (ΔCS and ΔCD) is visualized in
Fig. 3. Their differences can be inspected in numerically in Table 2.

Fig. 3. Ex-ante and ex-post differences of satisfaction and dissatisfaction indices.

Features are labeled for readability, feature on the x-axis from left to right
(starting at (0, 0)): User-friendly platform, Interactive quizzes and exercises,
Photos/Graphics, and Quizzes and exercises.

Macro Shift. With the standard deviations σ of Table 2 relevant changes—
mostly for the satisfaction index—can be observed.

Quadrant 1 is empty, indicating for this experiment, there were no features
where the CS and CD shift both increased. There were no features that increased
in satisfaction and decreased in dissatisfaction at the same time. This can be
tied back to the stronger negative correlation from equation corr(CSa,CDa) to
corr(CSp,CDp), where differences in features fan out from Quadrants 2 to 4.
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Quadrant 2 contains three features: Download of course material, Personal
tutor, and Comment function. This area indicates a decrease both in satisfaction
and dissatisfaction. The users perspective was more positive in the beginning
and dropped slightly afterwards. The dissatisfaction ratio also decreased. This
quadrant can be interpreted as users’ higher expectations being lowered while
taking the course. For a concrete example of a personal tutor, the need might be
judged more important before starting an online course. After successfully taking
the course, a need in actuality seldomly arises. Comment functions are initially
perceived more important, possibly as they are ubiquitous in online services.

Quadrant 3 contains two features: Certificate of completion, and Profile and
account page. Their perception was more positive before taking the online course
and have potential negative impact when implemented, namely a higher dissat-
isfaction. Especially the certificate of completion fell into this category. As not
all participants could gain a score high enough to gain this certificate, a negative
bias could be the reason for this. In future studies, this vector will be compared
with a database log of participants who received the certificate.

Quadrant 4 contains only one feature: Text. While it indicates an increase
in satisfaction, there is potentially increased dissatisfaction as well. For Text,
however, the shift in ΔCD is close to 0, mainly pointing to an increase in satis-
faction. A strong reliance on text for online courses could negatively impact the
experience.

Five features show unique locations on the x-axis, having no change in the dis-
satisfaction index. These features are: User-friendly platform, Interactive quizzes
and exercises, Photos/Graphics, Quizzes and exercises and User manual for the
platform. Especially the feature User-friendly platform shows no change but has
a high CS and low CD, which needs a closer look using the micro shift dis-
cussed in paragraphs below. The need for a user manual can be seen from the
graph. For short-term experiments, this can be viewed as more important and
will be compared with long-term experiments in future (ongoing) research. Kind
of quizzes had less influence on the satisfaction rate. The question about interac-
tive quizzes will be dropped for future research. There was also no big difference
in implementation of photos or graphics. Both had a strong satisfaction index,
which increased after taking the course, with no change for the dissatisfaction
index.

One feature shows a unique location on the y-axis, with no change in the
satisfaction index: Videos. Videos are usually deemed attractive features, which
is reflected by the high CSa and CSp. A slight dip in dissatisfaction from before
to after the course might be a degree of sufficiency of other multimedia.

Micro Shift. To evaluate the micro shift, each of the Kano model cells (16
participants with 12 features each) were contrasted ex-ante and ex-post. Results
are discussed for features, where the micro shift indicated additional insight.

The feature Download of course material was the only one who showed a
micro change in two places from reverse to indifferent R → I. At the same
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Table 2. Numerical overview of the changes of satisfaction, dissatisfaction indices
(ΔCS and ΔCD) from before to after the online course, and standard deviation (σ).
Values are rounded to two decimals.

Features ΔCS ΔCD

User-friendly platform 0.00 0.00

Certificate of completion −0.06 −0.13

Download of course material −0.11 0.10

Own profile and account page −0.04 −0.07

Quizzes and exercises 0.14 0.00

Interactive quizzes and exercises 0.08 −0.00

Comment function −0.06 0.06

Personal tutor −0.11 0.07

User manual for the platform 0.31 0.00

Videos 0.00 −0.06

Photos/Graphics 0.13 0.00

Text 0.21 −0.02

σ 0.13 0.06

time, two values each were changed from attractive and basic both to indifferent
(A → I and B → I). This explains the shift of ΔCS and ΔCD into quadrant 2.

For the inclusion of Personal tutor, three users shifted from attractive require-
ment to indifferent requirement (A → I), the highest number in a feature vector.
Two users, however, shifted to the opposite (I → A). Although the macro shift
is similar to the feature Download of course material, the implications are differ-
ent. Three users expected to need a tutor did not after taking the online course,
where two rated the feature as attractive. This could be due to how tutors are
anticipated, but not missed afterwards.

Videos had an interesting shift as it had the highest number of attractive
requirement, but also the highest number of change from attractive to indifferent
(three, the same as Personal tutor). This can be interpreted as high expectation
with a contrast to the consumption experience. There could be a bias in this
short online course, that relied on photographs and graphics. Further research
is necessary to see any long-term effects on this feature.

The feature Text gained the most attractive requirement values, three I → A
and one O → A. One user changed from attractive to one-dimensional (A →
O). The short online course could present a bias here as well, as formatting,
formulation, and other factors of text material could produce different outcomes
in courses spanning weeks or months.

The availability of User manual for the platform gained as well, which cor-
responds with open-ended survey answers that students wished for a Japanese
translation or more explanation on how to use the online course system. Although
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two values were changed from basic to one-dimensional (B → O), two shifts in
I → A and one in O → A.

Comments of students helped to interpret the results and shifts. A common
positive theme was regarding the interest in the online course content and the
visual appeal. The ability to revisit the content and re-take quizzes was another
positive note. Negative comments were related to English comprehension and
lack of familiarity with the online course system.

3.4 Lessons Learned

From the results analyzed and visualized in Fig. 3, RQ1 can be confirmed, as
the Kano model can help identify a shift in expectations versus consumption
experience. With the help of plotting the results or analyzing pair-wise ΔCS and
ΔCD, the satisfaction and dissatisfaction indices could be classified, affirming
RQ2.

RQ3 asked the additional insight of requirements with low to no ΔCS or
ΔCD. The previous section Micro Shift lists such examples and reinforces the
value of using both macro and micro shifts for this research.

The short-term online course used in this study revealed that being unfamiliar
with the online system creates some unease in students. Regardless of the setup
being in accordance with best practices known from online course design, users
need a period of adaptation to get used to new platforms. A short introduction
video rather than a brief slideshow might increase students’ readiness. Such a
“how-to” page including a short video should be accessible to students throughout
the course.

After students completed the online course, their perception towards mate-
rial that can be downloaded from such a system changed to overall indifferent
(noticeable in the micro shift, which the macro shift did not indicate). This
requirement ranged from reverse to attractive before taking the course, showing
that students have various expectations towards this requirement, which turned
out mute after completion.

3.5 Limitations

This research was conducted with 16 participants with a majority of female
students. All participants were Japanese and about 20 years old. The homo-
geneity of Japanese society could allow small sample sizes, but generally this is
a limitation of this study.

The online course could be taken in one session (within 60min). Longer use
of an online platform could lead to different outcome. Long-term and short-
term prioritization of features are under investigation by the authors in ongoing
research.

Students who took the course had moderate English comprehension, which
could influence the questionnaire outcome. A followup experiment is planned
with the same system setup translated to Japanese.
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RQ3 needed the support of free-form questionnaires to identify causality of
student’s micro shifts. Thinking of at-scale use of macro and micro shift, natural
language processing (NLP) tools such as large language models could be used to
automate additional insights.

4 Conclusions

This research investigated the macro and micro shifts in the perception of online
course features using the Kano model. Contrasting the expectations of users
before taking a course with the consumption experience after completion pro-
vides useful insight to online course features in how their implementation would
influence student satisfaction. While an ex-ante and ex-post comparison pro-
vides a powerful method for user satisfaction research, this paper shows that
additional insight can be gained by looking closer at requirements that do not
show a significant change from before to after.

For online course design, the perception and change thereof should be inter-
preted and taken into consideration for learning and teaching objectives. Where
the macro shift can show general tendencies for student satisfaction, the micro
shift can reveal teaching necessities being at odds with a learner’s inclination.
The ex-ante and ex-post analysis showed significant shifts in how users perceive
online course features and is expected to lead to further insights in comparison
with long-term experiments.

For future research, larger scale and long-term comparisons are aimed to
allow comparisons across different teaching subjects. Different course topics are
planned to be investigated with students from different study fields.

Acknowledgements. This research was supported by JSPS KAKENHI Grant Num-
ber 22K02874.

References

1. Basfirinci, C., Mitra, A.: A cross cultural investigation of airlines service quality
through integration of servqual and the kano model. J. Air Transp. Manag. 42,
239–248 (2015). https://doi.org/10.1016/j.jairtraman.2014.11.005

2. Bearden, W.O., Netemeyer, R.G., Haws, K.L. (eds.): Handbook of Marketing Scales
- Multi-Item Measures for Marketing and Consumer Behavior Research. SAGE
Publishing, New York (2010)

3. Becher, T.: The significance of disciplinary differences. Stud. High. Educ. 19(2),
151–161 (1994). https://doi.org/10.1080/03075079412331382007

4. Berger, C., Blauth, R.E., Boger, D.: Kano’s methods for understanding customer-
defined quality. Cent. Qual. Manag. J. 2, 3–36 (1993)

5. Chaudha, A., Jain, R., Singh, A.R., Mishra, P.K.: Integration of kano’s model into
quality function deployment (QFD). Int. J. Adv. Manuf. Technol. 53(5), 689–698
(2011). https://doi.org/10.1007/s00170-010-2867-0

6. Chen, L.H., Kuo, Y.F.: Understanding e-learning service quality of a commercial
bank by using kano’s model. Total Qual. Manag. Bus. Excellence 22(1), 99–116
(2011). https://doi.org/10.1080/14783363.2010.532345

https://doi.org/10.1016/j.jairtraman.2014.11.005
https://doi.org/10.1080/03075079412331382007
https://doi.org/10.1007/s00170-010-2867-0
https://doi.org/10.1080/14783363.2010.532345


Kano Model-Based Macro and Micro Shift 125

7. Dominici, G., Palumbo, F.: How to build an e-learning product: factors for stu-
dent/customer satisfaction. Bus. Horiz. 56(1), 87–96 (2013). https://doi.org/10.
1016/j.bushor.2012.09.011

8. Kano, N., Seraku, N., Takahashi, F., ichi Tsuji, S.: Attractive quality and must-
be quality. J. Jpn. Soc. Qual. Control 14(2), 147–156 (1984). https://doi.org/10.
20684/quality.14.2_147

9. Katai, Z.: Promoting computational thinking of both sciences- and humanities-
oriented students: an instructional and motivational design perspective. Educ.
Tech. Res. Dev. 68(5), 2239–2261 (2020). https://doi.org/10.1007/s11423-020-
09766-5

10. Chen, L.H., Lin, H. C.: Integrating kano’s model into e-learning satisfaction. In:
2007 IEEE International Conference on Industrial Engineering and Engineering
Management, pp. 297–301 (2007). https://doi.org/10.1109/IEEM.2007.4419199

11. Mikulić, J., Prebežac, D.: A critical review of techniques for classifying quality
attributes in the kano model. Manag. Serv. Qual.: Int. J. 21(1), 46–66 (2011).
https://doi.org/10.1108/09604521111100243

12. Parasuraman, A., Zeithaml, V.A., Berry, L.: Servqual: a multiple-item scale for
measuring consumer perceptions of service quality. J. Retail. 64, 12–40 (1988)

13. Parasuraman, A., Zeithaml, V.A., Malhotra, A.: ES-QUAL: a multiple-item scale
for assessing electronic service quality. J. Serv. Res. 7(3), 213–233 (2005). https://
doi.org/10.1177/1094670504271156

14. Quesenberry, K.A., Saewitz, D., Kantrowitz, S.: Blogging in the classroom: using
wordpress blogs with buddypress plugin as a learning tool. J. Advertising Educ.
18(2), 5–17 (2014). https://doi.org/10.1177/109804821401800203

15. Rodgers, A.R., Puterbaugh, M.: Digital badges and library instructional programs:
academic library case study. J. Electron. Resour. Librariansh. 29(4), 236–244
(2017). https://doi.org/10.1080/1941126X.2017.1378542

16. Selim, H.M.: Critical success factors for e-learning acceptance: confirmatory fac-
tor models. Comput. Educ. 49(2), 396–413 (2007). https://doi.org/10.1016/j.
compedu.2005.09.004

17. Selvi, K.: Motivating factors in online courses. Proc.-Soc. Behav. Sci. 2(2), 819–824
(2010). https://doi.org/10.1016/j.sbspro.2010.03.110

18. Sun, P.C., Tsai, R.J., Finger, G., Chen, Y.Y., Yeh, D.: What drives a success-
ful e-learning? an empirical investigation of the critical factors influencing learner
satisfaction. Comput. Educ. 50(4), 1183–1202 (2008). https://doi.org/10.1016/j.
compedu.2006.11.007

19. Violante, M.G., Vezzetti, E.: Virtual interactive e-learning application: an evalu-
ation of the student satisfaction. Comput. Appl. Eng. Educ. 23(1), 72–91 (2015).
https://doi.org/10.1002/cae.21580

20. Wang, Y.S., Bauk, S., Šćepanović, S., Kopp, M.: Estimating students’ satisfac-
tion with web based learning system in blended learning environment. Education
Research International 2014 (2014). https://doi.org/10.1155/2014/731720

21. Wang, Y.S., Wang, H.Y., Shee, D.Y.: Measuring e-learning systems success in an
organizational context: scale development and validation. Comput. Hum. Behav.
23(4), 1792–1808 (2007). https://doi.org/10.1016/j.chb.2005.10.006

https://doi.org/10.1016/j.bushor.2012.09.011
https://doi.org/10.1016/j.bushor.2012.09.011
https://doi.org/10.20684/quality.14.2_147
https://doi.org/10.20684/quality.14.2_147
https://doi.org/10.1007/s11423-020-09766-5
https://doi.org/10.1007/s11423-020-09766-5
https://doi.org/10.1109/IEEM.2007.4419199
https://doi.org/10.1108/09604521111100243
https://doi.org/10.1177/1094670504271156
https://doi.org/10.1177/1094670504271156
https://doi.org/10.1177/109804821401800203
https://doi.org/10.1080/1941126X.2017.1378542
https://doi.org/10.1016/j.compedu.2005.09.004
https://doi.org/10.1016/j.compedu.2005.09.004
https://doi.org/10.1016/j.sbspro.2010.03.110
https://doi.org/10.1016/j.compedu.2006.11.007
https://doi.org/10.1016/j.compedu.2006.11.007
https://doi.org/10.1002/cae.21580
https://doi.org/10.1155/2014/731720
https://doi.org/10.1016/j.chb.2005.10.006


Glow-Mind: An Input/Output Web System
for Sharing Feelings by Pressing a Button

Kanan Abe(B) , Taai Tsukidate , Yo Kuwamiya , Hiroki Echigo ,
and Minoru Kobayashi

Meiji University, 4-21-1 Nakano, Nakano-Ku, Tokyo, Japan
{kanan.abe,taai.tsukidate,yo.kuwamiya,hiroki.echigo}@koblab.org,

minoru@acm.org

Abstract. Uncomfortable silences can disrupt meetings and conferences. One
of the reasons for these silences may be that participants are unable to share
their intentions at the meeting, which makes it difficult to decide whether discus-
sions should move on or go into greater depth. This study proposes a method for
visualizing feelings and conveying them to participants in a meeting. Our design
Glow-mind involves button systems in web browsers which can share feelings
anonymously. This paper introduces the system requirements, tests the system,
and sets out the results. To facilitate real-life meetings, we also consider a new
user interface in which the size of each button is determined by the number of
times it is pressed.

Keywords: Meeting support · Face-to-face communication · Teleconference ·
Button

1 Introduction

Discussions are essential in organizations and groups to further mutual understanding.
There are many opportunities for discussion in companies and schools, for example,
and discussions need to be active so that meetings within a limited timeframe can be
meaningful.

However, uncomfortable silences may mean that discussions do not proceed
smoothly. Participants in the meeting might infer something from the silence and take
action to resolve the situation if they consider the silence inappropriate. Silences should
therefore be avoided as they can be troublesome for the participants. We hypothesize
that one reason for these silences could be that the feelings of the participants are not
made clear, so that it is difficult to determine whether discussions should move on or go
into greater depth.

To facilitate meetings, this study proposes a button system calledGlow-mind,which
works in web browsers.Glow-mind visualizes participants’ feelings anonymously when
they press buttons during discussions. The study involves feelings such as “Agree”,
“Disagree”, “Have an opinion”, “I see”, “Good” and “Don’t know”.
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Fig. 1. Using the system.

The study covers not only face-to-facemeetings but also teleconferences. The system
limitations of teleconferences make it difficult for multiple people to speak at once, and
to make eye contact or blink. They therefore receive less information than in face-to-face
meetings, which makes active discussion more difficult. We therefore propose a system
for teleconferences. Figure 1 shows an image of the system in use.

The contributions of this paper are as follows:

– We introduce our previous studies on sharing participants’ feelings to facilitate
meetings.

– We present the design features of Glow-mind, which supports participants in sharing
their feelings during meetings.

2 Related Work

2.1 The Meanings of Silence

Theorists argue that silence has a variety of meanings. Chowdhury et al. [2] investigated
the function of silence in dialogs, clustering the results. They found that silence had cer-
tain meanings such as preparing to respond, hesitating or considering asking a question.
Equally, in an analysis of decision-making meetings, Kurosu et al. [6] found that some
participants said very little.

We believe that the polysemy of silence obscures itsmeaning, and hinders the smooth
progress of discussions. The purpose of our study is to visualize the function of silences
in terms of making meetings meaningful.

2.2 Support for Sharing Feelings with Biosensor Data

Snyder et al. [11] developed MoodLight, an interactive ambient lighting system. It
responds in real time to skin potentials, which are biosensor data related to an individual’s
level of arousal.

Howell et al. [5] developed Hint as a communication trigger, a system that uses
changing clothing patterns in response to emotions inferred from biometric signals.
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However, visualizing feelings with biosensor data potentially involves unintended
participant output and privacy issues. Therefore, we propose a system in which
participants themselves input the feelings they wish to be visualized.

2.3 Support for Sharing Feelings with Participants’ Input

Apart from our own approach, other methods use participants’ input. gIBIS, developed
by Conklin et al. [3], supports discussion by visualizing the position and meaning of
opinions under discussion (agree, disagree, support, questions, etc.). On the other hand,
direct expression of feelings is not favored in Japanese culture. Therefore, Glow-mind
provides a solution for the Japanese context by supporting the visualization of feelings
that are difficult to express directly. This aims to facilitate the progress of meetings and
make them meaningful.

PICALA, a system developed by Yumura et al. [14], visualizes the feelings of the
audience at conference presentations using the color of the lighting. The input is a PC or
smartphone used by the audience, and the output is the lighting at the venue. However,
this method involves setup costs and associated costs for lighting, whereas our system
requires only common devices such as PCs and smartphones. In addition, PICALA uses
a separate device for input and output. We believe that this method can cause strain and a
loss of focus, as participants need to look at both the input device and the output. Hence,
we propose a system where input and output involve a single device.

Naruhodo Button, a physical button system developed by Yoshida et al. [13], enables
participants to give positive feedback by using sounds expressly or casually in face-to-
face brainstorming. A common aspect between this study and our own is that both share
feelings by pressing buttons, but they are differentiated by the method of visualizing the
feelings. We consider that the use of sounds is likely to disrupt meetings. We therefore
propose using glowing buttons rather than sound. Another difference between this study
and our own involves anonymity, and whether or not the system is physical.

In a similarway to our study, Suzuki et al. [12] developedFeelLight for research using
a single input/output device. FeelLight uses an optical button device to communicate
“some sort of intention” to a remote person. Our own study is more specific in its
communicative intent.

Reaction features like emojis and polling in video-conferencing systems such as
Zoom [17] and Microsoft Teams [7] are examples of ways in which participants’ input
is used. Our study differs from the reaction feature in that it involves different media, and
the user is not identified. In other words, Glow-mind visualizes feelings anonymously.
Using text rather than emojis is unique in terms of visualizing participants’ feelings. The
difference between the polling feature and our system is the timing of feedback. While
the polling feature requires the meeting to pause in order to share the results, our system
allows people to share their feelings in real time, as the meeting progresses.

3 System Design

3.1 Requirements

We propose a button web system called Glow-mind to help users visualize feelings and
to facilitate meetings. The requirements for our system are as follows.
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R1 Input/output is available in a single system.
R2 Real-time communication is possible.
R3 The output results are unique.
R4 Anonymity is preserved.
R5 Input methods are unified.

The aim of R1 is to reduce the number of locations to which participants need to
pay attention. The system allows input by pressing, and output follows when the device
lights up.

The intention of R2 is to synchronize the system with the progress of the meeting.
This is because the aim is to visualize the feelings that influence the progress ofmeetings.
To meet the objectives of R2, our system operates online.

R3hopes to prevent the possibility of participants reading the output result in different
ways. Having to think about the meaning of the result means they could lose their
concentration in a discussion. Therefore text, rather than emojis or emoticons, meets the
objectives of R3.

We established R4 with the option of visualizing negative or critical feelings. These
can be challenging to express in words, so R4 is satisfied by allowing the participant to
remain anonymous. Participants cannot attribute the feelings visualized by the system to
a particular person. The system is nevertheless capable of detecting participants without
using their real names.

We designed R5 to avoid differences in the operating method of each button. The
buttons are therefore parallel and are unified into a single click to avoid confusion.

3.2 Our Previous Studies on the Research Question

Our study addresses ways of overcoming silence, which can otherwise prevent meetings
from being meaningful. We propose Glow-mind, a button system. It allows participants
to visualize their feelings, improving their satisfaction with a meeting.

Up to now, we have developed four versions of the system. These systems are named
Ver. 1 through Ver. 4. Ver. 1 is a concept-verification system for visualizing feelings.
Ver. 2 is based on the results of a survey about feelings a person might wish to show or
detect. Ver. 3 can set out the visualized feelings in text form. Ver. 4 allows participants
to choose from 12 pre-installed buttons based on how useful they think they are to
express their feelings. This version is designed for an experimental purpose to investigate
the participants’ preferred settings for expressing their feelings by letting them freely
choose the buttons from a number of options. This feature would lead to participants
experiencing a high cognitive load when selecting the buttons from 12 choices while
following the meeting in progress. Thus, in the future development of a practical system,
we are considering providing pre-defined sets of button groups that meet typical meeting
purposes. Figure 2 shows the screen images, and Table 1 shows the features of each
version.

The following sections present our previous studies on four research questions:

• System configuration
• Types of feeling to be visualized
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Fig. 2. Glow-mind screens from our previous studies, where the top button in Japanese is pressed.
Ver. 1 has four predetermined buttons: “Agree”, “No opinion”, “Thinking” and “Next topic”. The
buttons in Ver. 2-4 are set freely by participants.

Table 1. The features of the application in our previous studies.

Devices Setup method
and number of
buttons

Color when you
press

Color when others
press

Button Surround Button Surround

Ver. 1 PC Predetermined by
experimenter
Set 4 before use

Red − Blue −

Ver. 2 PC, smartphone,
tablet

Predetermined by
experimenter
Set 3 before use

Gray − − Red

Ver. 3 PC, smartphone,
tablet

Predetermined by
a participant
Set 3 before use
with text

Gray Any color − Any color

Ver. 4 PC, smartphone,
tablet

Set by participants
at any time
Set 0 to 12 from
choices

Gray 9 colors − 9 colors

• Feedback method
• Showing the log of buttons pressed

System Configuration
We took different devices into consideration for the system. Ver. 1, implemented in Pro-
cessing [9], runs only on PCs. This version was not designed for use in teleconferences,
as it worked only in the same network environment. Additionally, it required participants
to download the program. This meant that the system configuration was not adapted for
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many people to use. Based on these issues, we set the following two requirements in
addition to the five previously listed.

R6 Available between remote locations
R7 Ease of installation

To meet these requirements in Ver. 2 and in later versions, we implemented the
system in Vue.js [16] and Google Firebase [4]. When a participant presses a button, data
on who pressed which button and when are routed to the database via the server (Fig. 3).
This makes the system accessible in the browser, eliminating the need for program
distribution. Moreover, the system is available not only on PCs but also on smartphones
and tablets. To enhance this further R7, we designed the system to allow participants to
start without signing in, simply by accessing an URL or reading a QR code [10]. These
specifications have made it possible for participants to use the system easily, even when
they are located remotely from one another and are using different devices.

Fig. 3. System overview

Types of Feeling to Be Visualized
Related studies suggest that participants’ silence can represent a range of different emo-
tions. We therefore explored the types of feeling that would need to be visualized on the
button system.

We provided Ver. 1 with four feelings which could affect the progress of a meeting,
based on a study that analyzed the reasons for silence [6]: 1) Agree, 2) Disagree, 3)
Thinking and 4) Next topic. We considered four reasons why participants might not
express their feelings: 1) they are not opposed to what is being said; 2) they are reluctant
participants; 3) they would not dare to say “I am thinking”; 4) they are giving the
impression that they are bored, and are wanting the meeting to end. Our preliminary
face-to-face experiments using Ver. 1 showed that some buttons were rarely used, or that
the timing involved in pressing them was ambiguous. We found it necessary to explore
further which feelings to visualize.

We therefore surveyed the feelings that conference participants wished to express
or perceive. As a result of the survey, we included three buttons in Ver. 2 of our system
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and evaluated them: “Agree”, “Disagree” and “Have an opinion”. The feelings ranked
in the top three of both the “wish to express” and “wish to perceive” question items. We
conducted an experiment in which participants used Ver. 2 during online meetings. We
counted the number of buttons pressed and asked for feedback from participants. These
data showed that the actual needs captured in the experiment were different from those
in the presurvey.

Following the feedback we developed Ver. 3, in which the participants themselves
set how their three feelings would be visualized via Glow-mind in any text before the
start of the meeting. In user tests with Ver. 3, some participants commented, “It was
hard to decide on the feelings before meetings because we did not know which feelings
we would want to share. In addition, considerable freedom of choice made it difficult
to set the feelings.” We also received requests to try different feelings to visualize other
feelings than the three which they set. The feedback indicated that the number of buttons
in the system was an important issue to consider.

A field experiment using Ver. 4 is currently underway to examine suitable types of
feeling and howmany would be appropriate. The experiment involves participants using
Glow-mind in real meetings both face-to-face and online. Ver. 4 allows users to set the
type and number of feelings freely, at any time and as many times as they wish. We set
12 options for feelings based on related works and comments received in experiments.
Table 2 shows the 12 options and their classification.

Table 2. Feelings and classifications in system options.

Classification Example

Opinion Agree

Disagree

Have an opinion

Have no opinion

Confirmation of progress of discussion On to the next topic

Thinking

Accelerating discussion Uh-huh

I see

Good

Exploration of discussion More details

Don’t know

Environmental improvement Can’t hear you

Feedback Method
We also investigated the feedback method. In Ver. 2, a button turns gray when it is
pressed. When someone else presses a button, the color around the button turns red. In
an experiment using Ver. 2, one participant said, “My emotions were not linked to the
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color of the button turning gray”. In response to this comment, we developed Ver. 3 so
that when the button is pressed, it glows just as the other participants see it.

Additionally, a participant using Ver. 2 suggested, “You should make the color of
the glow more colorful, because sometimes I don’t notice that the button is glowing if
I am involved in conversation”. Hence, Ver. 3 allows users to set the color around the
buttons, with a choice of nine: red, yellow, green, blue, sky blue, pink, orange, purple
and brown. These are based on the Model Color Palette for the Color Universal Design
GUIDE BOOK [8]. The specification means that participants can identify the button
which is glowing by color, even when the buttons are hard to see.

Showing a Log of Buttons Pressed
The buttons in Versions 1 to 3 only glowed for a short time, for 1s in Ver. 1, and 5s. in Ver.
2-4. Furthermore, Glow-mind does not show a log of buttons pressed. Users had to look
at the system within 5 s of a button being pressed to notice that someone had visualized
their feelings. Some users commented that they felt pressurized to make sure they did
not miss someone pressing a button. To resolve the issue, this paper proposes a method
where the size of each button represents the number of buttons pressed. Section 4 will
explain the details.

3.3 System Operation

Our system involves buttons with bidirectional input/output, and operates in a web
browser. Figure 4 shows the screens when the system boots up, when a participant
presses a button, and when other participants press a button.

In our previous study [1], we conducted four controlled experiments in which groups
of four participants had online discussions for 30 min. Table 3 shows the results of
evaluating the system. All 16 participants indicated that the design of the buttons in
the system made them easy or very easy to push. We also found significant differences
between the cases which used our system and those which did not. These involved two
aspects: “active discussion” and “communication between participants”.

Fig. 4. How the system operates
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Table 3. Results of the online experiment using Ver. 2 of Glow-mind.

Question items Avg

Design Were the buttons designed so that they were easy to push?
(−2: Very hard to push, to +2: Very easy to push)

1.625

Feedback method Were you hesitant about pushing the buttons?
(−2: Not hesitant at all, to +2: Very hesitant)

−0.75

Did being anonymous affect the likelihood of your pressing
the button?
(−2: No impact, to +2: Very strong impact)

0.5

Did the gray color of the buttons enable you to indicate the
feelings you wished to express?
(−2: I couldn’t, to +2: I could)

0.56

Did the red color around the buttons enable you to read other
participants’ feelings?
(−2: I couldn’t, to +2: I could)

1.31

Reactions Did you notice who pressed the button?
(−2: Not at all, to +2: Very well)

−1.125

Did you feel that other participants knew you had pressed the
button?
(−2: Not at all, to +2: Very well)

−0.625

Impression How did you feel about the buttons?
(−2: Uncomfortable, to +2: Comfortable)

0.69

4 User Interface Which Displays Logs

Previous studies indicated that our system needed a log of buttons pressed. This would
allow participants to see which buttons had been pressed while they were not looking.

One way of displaying logs involves a live stream on YouTube [15] with text. How-
ever, contrary to our requirements R1, this method has separate chat input and output
locations. Thus, this paper proposes to represent the log using the size of the buttons. It
allows participants to recognize the number of buttons pressed intuitively.

4.1 Ideas for Arranging and Adjusting the Buttons

This section will explain ideas for arranging and adjusting the buttons. The button size
is calculated from 100 pieces of data from buttons pressed. The following presents some
ideas for arranging the buttons and adjusting them to different sizes. Table 4 shows an
example of data from buttons pressed. Figure 5 represents two ideas for the user interface
using the data.

Figure 5-a arranges the buttons vertically, as in Versions 1 to 4. The height of each
button is calculated from the number of buttons pressed. However, it falls short of indi-
cating the logs if all 12 buttons are active, because 12 buttons do not fit on a smartphone
screen (Fig. 6). It is very important that they fit on a screen without the user needing to
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scroll up and down, since the buttons also serve as output. Therefore, the vertical layout
is unsuitable for this method.

Figure 5-b arranges the buttons in two rows, and is known as a masonry layout. The
ratio of the number of buttons pressed determines the height of each button. The next
section indicates the procedure for calculating the size of the buttons.

Table 4. An example of button data.

Name of button Press count
in the last 100

I see 50

Agree 25

Disagree 15

Uh-huh 10

Good 0

Fig. 5. Two ideas for arranging and adjusting the user interface

4.2 Calculating the Height of Buttons

This section explains how the height of the buttons and the glow around the buttons is
calculated according to the method in Fig. 5-b. The size of each button is calculated from
the data from the last 100 times the button was pressed, as shown in Table 4. Figure 7
shows an interface design of each button where n is the number of buttons set by the
user from 1 to 12.

The width of the buttons including the glow area is half the width of the screen, so
that the buttons can be arranged in two rows. The formula for the height of the button
area and glow area (Hn) and the height of button (Bn) are:

Hn = 2h
dn
100

(F1)
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Fig. 6. Screen with all 12 buttons active in a vertical layout.

Fig. 7. Design of each button.

Bn = 2h
dn
100

− 2g (F2)

where h is the height of the displayable area, g which is the height and the width of the
glow area is set at 20px. dn is the data from each button pressed. It should be noted the
default value of dn is not zero, but is:

dn = 100

n
(F3)

4.3 Limitation

We set g to 20px to clearly show the button pressed to users. However, we are not sure
whether the value is appropriate and will discuss it further.

Our systemcan change the type of button during use. If that happens, dn automatically
resets to the default (formula (F3)). We consider this processing has the effect of users
noticing that the button type has changed.

The buttons may protrude from the screen when using formula (F1) to calculate the
height of the button area and glowarea (Hn). In that case, the systemadjusts the placement
and height. This process does not have problems since our systemdoes not show the exact
number of times each button is pressed but is used to visualize participants’ feelings.

In the method of expressing the log by the size of the buttons as described above,
when the size of the buttons changes, the position of the buttons changes, which may
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lead to the wrong button being pressed. Therefore, the system should be implemented
so that the position of the buttons does not change significantly.

5 Discussion

We have proposed a means for meeting participants to visualize their feelings and to
facilitate meetings. Meetings take place in a wide variety of forms depending on the
number of people, the purpose of the meeting and whether or not it is face-to-face. Our
system can be adapted to each type of meeting and the devices used.

The number of participants is a major factor defining the meeting’s characteristics.
In terms of using our system, previous studies have shown that in trinitarian meetings,
participants often notice who has pressed the button. In other words, the requirement
R4 (anonymity) mentioned in Sect. 3.1 is hard to establish when using our system in
small meetings. We need to perform further experiments to confirm the effect of using
our system in meetings with different numbers of participants.

The purpose of the meeting is another major factor influencing meeting characteris-
tics. Each meeting has a general aim, such as decision-making, liaison or brainstorming.
Participants are likely to want to visualize their feelings in different ways depending
on the purpose and phase of a meeting. For instance, brainstorming involves phases of
divergent thinking and convergent thinking. In the divergent thinking phase, participants
will want to visualize “I see”, “Uh-huh” and “On to the next topic” to encourage ideas.
In the convergent thinking phase, on the other hand, they will want to visualize “More
details”, “I don’t know” and “Agree” to bring their ideas into shape. Our system supports
various kinds of meeting purposes, but different sets of buttons need to be designed to
accommodate each meeting need.

Recently, online meetings have started to be used daily. Whether or not a meeting
is face-to-face is another major factor we have to consider. As our system works with a
web browser, it can be used on various devices, including smartphones, tablets, and PCs.
Laptop PCs are powerful tools for keeping records or viewing documents in meetings,
whether they are face-to-face or not. When using laptop PCs for such purposes, using
our system on smartphones simultaneously is good; users can avoid switching between
the windows of our system and other applications, and can express their feelings by just
tapping on the phone. However, when participating in face-to-face meetings without
using laptop PCs, people are reluctant to use smartphones because they may appear not
to be focused on the meeting. In such cases, using our system on laptop PCs looks better
and makes them feel at ease.

Users of Glow-mind may sometimes forget to press buttons at meetings. We do not
think that is such a big issue, because forgetting to press the button may be thought to
indicate that the participant does not need to express their feelings using the system. On
the other hand, it is a problem if a participant often misses seeing the others’ feelings
displayed on our system, because if the display is not seen, our system has no way
to affect the users. This often happens when our system’s window is hidden by other
windows. One way to avoid this happening is to use our system on a separate display
or to use a smartphone, but to make the system work effectively a way of attracting the
users’ attention should also be built into the system.
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6 Future Work

6.1 Field Experiment

As noted in Sect. 3.3, in our previous experiments the system contributed to “active
discussion” and “communication between participants”. Furthermore, all participants
said the design of the button system made it easy to press buttons. However, the experi-
ments lasted only one day, yielding short-term results. Moreover, we presupposed that
participants were using the system proactively, but whether they were using the system
voluntarily was uncertain. To ascertain whether this is the case, the systemwill be trialed
in field experiments involving real-lifemeetings, both face-to-face and online. Thesewill
also take place over an extended period of time. The field experiments will measure to
what extent the participants are monitoring the output of the system and changing their
behavior in the meeting based on that.

6.2 Types of Feeling to Visualize

As previously stated in Sect. 5, the feelings it is useful to visualize depend on the purpose
or phase of ameeting.Afield experimentwithVer. 4will studywhich feelings to visualize
in each meeting environment. Participants will be able to set the types of feeling freely,
and the range of feelings available for each meeting environment will be adjusted on the
basis of the results. We will develop Ver. 5 in a masonry layout using the results.

6.3 Displaying Logs

As noted in Sect. 4.3, the method of displaying logs by changing the size of buttons
may lead to the wrong button being pressed. To avoid this risk, we have a completely
different method from the one proposed in Sect. 4. Notably, the more frequently used
buttons are hotter, and the less frequently used buttons are cooler, expressed by the size
of the Glow Area (Fig. 7), glowing seconds and color intensity of the glow around the
buttons. We will carefully consider a suitable log expression method by comparing the
methods of expressing the temperature of the buttons (Sect. 6.3) and changing the size
of the buttons (Sect. 4).

6.4 Evaluation of the Discussion

In addition to field experiments, we plan to conduct controlled experiments to examine
the extent to which the system facilitates meetings. Eight evaluation items are shown
below, and these will be assessed through a survey and an analysis of recordings.

a. Short periods of silence.
b. Reaching a conclusion in a short time.
c. Wide perspective: the number of ideas.
d. Participants are satisfied with the process.
e. Participants are satisfied with the conclusion.
f. Good communication between participants.
g. Participants are able to focus on the discussion.
h. Participants achieve the aim of the meeting.
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7 Conclusion

This study has aimed to resolve the issue of silence in meetings, which can prevent
the meeting proceeding smoothly. We hypothesized that the problem was caused by the
fact that participants were unable to share their thoughts, and that solving the problem
would lead to more meaningful discussions.We therefore proposedGlow-mind, a button
system using browsers for decision-making meetings. Participants can use our system to
visualize their feelings while remaining anonymous at all times. This paper introduced
seven requirements for the system.

Significant differences have already been identified between meetings where our
system is used and those where it is not. These involve two aspects: “active discussion”
and “communication between participants”. A previous experiment also showed that the
design of the button system makes it easy to press.

A field experiment is currently underway using the system we developed to examine
the types of feeling which can best be visualized. This paper has proposed a method for
showing a log of buttons pressed in real-life meetings. The method involves determining
the size of each button by using the number of buttons pressed. Further experiments will
be conducted using this system to verify how effective it is in facilitating meetings.
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Abstract. Since visually impaired people cannot rely on their sense of sight,
they use other senses, such as hearing touch, and smell, more keenly than sighted
people. They may also have superior senses and skills to sighted people. However,
most previous studies on visually impaired people considered them as people who
receive support, such as in transportation, reading, and writings. We consider
visually impaired people as “givers” of support rather than “recipients” of support
and explore frameworks that utilize the abilities and skills of the visually impaired
to support sighted people. We recognize that visually impaired people use a white
cane to search for easy-to-walk areas without steps and obstacles. Accordingly,
we propose a system that supports sighted people by presenting the walkability of
sidewalks on a map based on the white cane operation history of visually impaired
people. We first conducted a survey and two preliminary studies, and then derived
system requirements based on the findings. Next, we designed a system based on
these requirements and confirmed that the system detects some behaviors related
to walking difficulty from the history of white cane operations.

Keywords: Visually impaired ·White cane ·Walkability maps · Support for
walking

1 Introduction

According to the data presented by World Blind Union in 2010, 285 million people
worldwide have been identified as visually impaired [1]. Visual impairment has two
types according to the degree of disability: total blindness, where all visual acuity is
lost, and low vision, where a portion of the visual field is lost or vision is blurred.
The visually impaired are also divided into two types according to the time of onset:
congenitally visually impaired, born with visual impairments, and those with acquired
visual impairments by diseases or accidents.

The visually impaired face difficulties in various situations, especially in transporta-
tion, reading, and writing. The gap between the visually impaired and the sighted is
widening because of the recent trends toward greater emphasis on “visualization.” Thus,
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Fig. 1. System overview. (Left: Visually impaired perceive obstacles using white cane. Right:
Sighted plan their route referring to the walkability map where markers are colored depending on
the walkability level.)

many studies have been conducted in support of activities that are essential for the visu-
ally impaired in their daily lives, such as transportation [2, 5, 13], reading [3], andwriting
[4]. Recently several studies have focused on enriching their lives, such as children’s play
[6] and taking pictures [7]. Most of the previous studies identify the visually impaired
as “recipients” of support.

From a different perspective, it could be considered that the visually impaired have
superior abilities because of their visual impairment. Because they cannot rely on visual
modalities, they effectively use other sensory modalities such as auditory modalities.
Congenitally visually impaired are considered to have better hearing than the sighted.
In other words, the visually impaired can be regarded as “givers” of support. However,
few studies have explored the possibilities of utilizing their superior senses and skills.

We consider the visually impaired as “givers” of support, instead of “recipients” of
support, and propose a method to support the sighted using information available only
to the visually impaired. We developed a system that detects walking difficulty on roads
based on visually impaired data obtained using a white cane and presents the walkability
on maps for the sighted, such as the elderly and wheelchair users. Our system targets
the visually impaired who are congenitally visually impaired with low dependence on
visual information.

The rest of this paper is organized as follows: we describe related works in Sect. 2,
preliminary surveys and studies conducted in Sects. 3 through 5, the implemented system
in Sects. 6 and 7, and initial testing of the implemented system in Sect. 8.

2 Related Work

2.1 Visually Impaired as Recipients of Support

Asmentioned in the Introduction section, various studies have been conducted to support
visually impaired.
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Transportation Support. Transportation is difficult for the visually impaired who can-
not acquire sufficient visual information and have difficulty in understanding their sur-
roundings. Most of them use a white cane to perceive information about their surround-
ings. However, this method is insufficient. For example, the white cane cannot detect
obstacles such as signboards that may hit the upper body when walking. Moreover, other
problems exist, such as collision with cars on the roadway or trains at station platforms.
To solve these problems, so-called Smart canes [8, 9], which present information using
sound and vibration, have been commercialized, but they are not widely used.

In previous studies, many systems that use sound and tactile sensations to pro-
vide environmental information have been developed to improve the walking safety of
the visually impaired. In the study of Kayukawa et al. [2], a suitcase-type device that
produced audible warnings to avoid collisions was developed.

Reading and Writing Support. Reading andwriting are also difficult tasks for visually
impaired because they cannot acquire visual information. The inability to recognize signs
indicating destinations in locations such as train stations and roads is a major factor that
make transportation difficult for the visually impaired.

Shilkrot et al. [3] developed a system to allow visually impaired to read by follow-
ing correctly the text using a finger extension. Feiz et al. [4] developed a system to help
visually impaired to write letters by themselves. The system uses speech to present the
instructions for filling in the correct position in the document.

Studies on Other Support Types. In addition to transportation, reading, and writing,
many other support types have been developed recently to enrich the life of visually
impaired.

Abreu et al. [6] developed a play system using information technology that helps
visually impaired children learn logical thinking and algorithms, which was constructed
as a playful game. Oshima et al. [10] developed a system that enabled visually impaired
spectators to grasp the game situation of a blind soccer match by presenting the situation
using a Braille display. Numerous other systems have been developed to support the
actions of visually impaired, such as support for taking pictures using a camera [7],
music creation [11], and playing a game [12].

2.2 Visually Impaired as Givers of Support

While there are numerous studies regarding visually impaired, most aim only to support
them because they are often perceived requiring support.

However, they have unique skills that are not available to sighted. Ito [14] elaborated
on the way visually impaired see the world using episodes obtained from actual visually
impaired, which stated that it is possible for visually impaired to support sighted using
their unique skills.

In an event called “Social View” [14, 15], art works were interactively viewed by the
visually impaired and sighted, in which multiple people exchanged their opinions during
the exhibition. The purpose of this event was not merely to provide information to the
visually impaired about the artwork through explanations given by a sighted person. By
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having visually impaired participate in the interactive viewing, sighted participants were
asked to verbalize things that are not normally required. Moreover, through responding
to simple questions presented by the visually impaired, sighted were able to update their
own views and perceptions of the artworks. That is, at this event, visually impaired
participants provided new insights about art works to sighted participants.

“Dialogue in the Dark” [16] is an event in which visually impaired are in a position
to support the sighted. This event is implemented in the dark space where the visually
impaired act attendants and the sighted act as participants. Owing to being deprived
of visual information, sighted participants can gain new insights that they would not
normally be able to obtain.

Thus, while previous studies have considered the visually impaired as requiring
support, it is possible for visually impaired to support sighted using their unique skills.
Although there have been several such events, there have been few studies on systems
that use information possessed by the visually impaired to assist the sighted.

3 Survey on Attitudes of the Visually Impaired as Givers of Support

To develop a system supporting sighted, it is necessary to clarify whether the visually
impaired would like to be in a position to support the sighted and whether the visually
impaired have had any experience of providing a unique insight to sighted. To clarify
these issues from the visually impaired viewpoint, we conducted an interview survey
with visually impaired working at a blind school.

3.1 Method

The surveywas conducted by telephone inMay–June 2021 for about 20min each. Table 1
presents the data regarding the interviewees who participated in the survey, while Table 2
lists themain questions. This survey consisted of a basic questionnaire regarding the tools
often used by the visually impaired and problems they face. Considering the possibility
of offending the participants, we did not ask about their degree of visual impairment and
recorded them only after disclosure during the conversation.

Table 1. Interviewees who participated in the survey.

ID Gender Degree of visually impairment ID Gender Degree of visually impairment

i1 Female Acquired blind i5 Male Low vision

i2 Male Congenital blind i6 Male Low vision

i3 Male Blind i7 Male Not disclosed

i4 Male Low vision
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Table 2. Main questions and answers.

No Questions and answers

Q1 Would you like to be in a position to assist sighted?

A1 Positive answers (6/7)
“I would be happy if I could be of help (i1)”
“I should have a relationship with them (i3)” etc.

Q2 What kind of information do you usually use to get around?

A2 Unique ways of using information (4/7)
“I use the characteristic smell of a bakery as a landmark (i1)”
“Walking parallel to the sound of cars on the road (i2)” etc.

Q3 Do you have confidence in information other than visual information?

A3 Positive responses (3/7)
“Confidence in subtle sounds (i1)”
“I have good attention to sound (i4)” etc.

Q4 Have you ever been taught or made aware of information that was not available to
the sighted?

A4 Applicable experiences (6/7)
“I noticed differences in some steps on a staircase that sighted had not noticed(i1)”
“I noticed the sense of season from the smell of the air (i2)” etc.

3.2 Results and Consideration

Table 2 lists the main questions and answers of this survey.
In this survey, several questions were asked to clarify whether the visually impaired

can support the sighted. This survey revealed that the visually impaired would like to
be in a position to assist the sighted and the blind and visually impaired mainly use
information gathered with their own unique skills. In addition, experiences of assisting
the sighted, such as “Social View” and “Dialogue in the Dark” described in Sect. 2, were
experienced by many visually impaired. That is, it is possible for the visually impaired
to support sighted.

4 Preliminary Study on Awareness of Visually Impaired

For system implementation, it is necessary to clarify whether visually impaired actually
notice what are not noticed by sighted and, if so, what kind of information they notice.
Accordingly, we conducted a preliminary study to observe and compare methods of
acquiring information employed by the visually impaired and sighted to clarify whether
the visually impaired perceive information more advantageously than the sighted in
certain scenarios. In addition, a study is conducted to analyze whether there are charac-
teristic behaviors regarding information search and awareness of the visually impaired
to design the system requirements.
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4.1 Method

There were five participants: two sighted and three visually impaired (two blind and one
low vision) (Table 3). The two visually impaired participants were asked to participate
in the study using a white cane as usual.

Figure 2 depicts the study situation. A traditional Japanese garden in a park (Fig. 3),
was selected as the study site because it was relatively easy to walk around and was
rich with information, including visual information and the sounds of creatures and
water. The route (red line in Fig. 3) would take the participants several minutes by
normal walking. To ensure that both sighted and visually impaired participants could
walk along, the study was conducted assisted by the staff. Video and audio (EEG data
using an EEG sensor only for P2 [17]) were recorded. In addition, as an study task,
participants were asked to verbally report everything they noticed during the walk, the
content of which was also recorded. The study was approved by the Ethical Review
Committee for Research on Human Subjects of Tokyo City University (Approval No.:
2021-h07).

Participants Staff 

Fig. 2. Study setting.

G

Fig. 3. Study location and route.

4.2 Results and Consideration

Awareness. Table 3 presents the number and content of the findings reported by
the participants. The results demonstrate that visually impaired participants obtained
information that sighted participants did not notice.

Behavior. The visually impaired participant, who is totally blind, was observed to inten-
tionally move his white cane widely to search for information, even though he was less
dependent on the white cane owing to the presence of his companion. It is thought that
observing the white canemovement of a person with visual impairment whowalks alone
in a detailed manner may enable us to confirm movement synchronization to that of a
visually impaired.

Biological Response. We analyzed the data collected by the EEG sensor attached to
P2 to assess whether there were any changes in the values associated with awareness;
however, we identified almost no characteristic data.
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5 Preliminary Study on Walking Behavior of Visually Impaired
Using a White Cane

From the preliminary study on awareness of visually impaired, we determined that it was
possible to extract behaviors related to environmental awareness from the movements of
the visually impaired using a white cane. Therefore, we observed the visually impaired
walking with a white cane to extract behaviors associated with their environmental
awareness.

Table 3. Results of study tasks for visually impaired and sighted participants.

ID Gender Visually impaired
or sighted

Date Time Number and content of
awareness (Categorized by
sense [18])

P1 Female Visually impaired
(acquired blind)

2021/8/11 3 min 47 s 20 pieces
“Sound of water”
“Pebbles below” etc.
(Auditory 50%, skin
sensation 30%, multiple
sensations 20%)

P2 Male Visually impaired
(congenital blind)

2021/9/14 3 min 47 s 16 pieces
“Sound of water”
“In a narrow space” etc.
(Auditory 37.5%,
equilibrium 12.5%, skin
sensation 18.8%, multiple
senses 31.3%)

P3 Male Visually impaired
(low vision)

2021/8/11 2 min 12 s 7 pieces
“Spread” “wind” etc.
(Auditory 14.3%,
equilibrium 14.3%, skin
sensation 57.1%, multiple
senses 14.3%)

P4 Male Sighted 2021/7/21 2 min 3 s 16 pieces
“Green curtains” etc.
(Visual 75%, equilibrium
6.3%, multiple senses
18.6%)

P5 Male Sighted 2021/7/11 2 min 30 s 15 pieces
“Lots of trees” “Clean
water” etc.
(Visual 86.6%, auditory
6.6%, multiple senses
6.6%)
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5.1 Method

P1 and P2 were blind visually impaired who used white canes in the preliminary study.
They were asked to walk with a white cane on a straight sidewalk near their workplaces.
The participants were videotaped while walking, using modified white canes incorpo-
rated with a microphone and acceleration sensor [20] (Fig. 4). The accelerometer was
attached to extract characteristic data of walking with a white cane for later analysis, and
the microphone was attached to match the time information of the acceleration data. The
study was approved by the Ethical Review Committee for Research on Human Subjects
of Tokyo City University (Approval No.: 2021-h07).

Acceleration sensor

Microphone 

Fig. 4. Modified white cane with sensors.

5.2 Results and Consideration

Two participants performed periodicmovements with thewhite cane, varying their walk-
ing speeds and occasionally stopping. The periodic movements performed by the par-
ticipants were primarily a technique called “touch technique” and partially a technique
called “slide technique” [19]. These techniques were used to ensure that there was
enough space for them to pass. The touch technique that the participant primarily used
was the technique of alternating the white cane on the left and right side of the front in
accordance with the gait tempo. On the other hand, the slide technique involved sliding
forward from side to side while keeping the white cane on the ground. Table 4 lists the
characteristic movements observed in P1 and P2 during the preliminary study, along
with the factors that were assumed to have caused these movements.

The two locations (1–2 and 1–3) where characteristic movements were observed in
walking patterns of P1 were the same for P2 (2–2 and 2–4), respectively. Figure 5 shows
P1 walking at location 1–2, and Fig. 6 shows P2 walking at location 2–4.
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Table 4. Characteristic behavior of the participants and presumed factors.

ID No Characteristic behavior Presumed factors

P1 1–1 Changing the touch techniques for the
white cane

Unknown

1–2 Changing the touch techniques for the
white cane

The sidewalk is leaning toward the
roadway at the entrance/exit of the
parking lot
Texture is changing

1–3 Changing the touch techniques for the
white cane

Protuberance of the sidewalk due to
street trees and root growth

1–4 Changing the touch techniques for the
white cane

Protuberance of the sidewalk due to
street trees and root growth

P2 2–1 Changing the touch techniques for the
white cane

Unknown

2–2 Deceleration and intermittent stopping The sidewalk is leaning toward the
roadway at the entrance/exit of the
parking lot
Texture is changing

2–3 Deceleration of walking The sidewalk is leaning toward the
roadway at the entrance/exit of the
parking lot

2–4 Deceleration of walking Protuberance of the sidewalk due to
street trees and root growth

2–5 Deceleration and intermittent stopping Unknown

2–6 Stop walking Sound of cars passing nearby

Fig. 5. P1 perceiving inclination of the road
and adjusting the white cane movement.

Fig. 6. P2 perceiving protuberance of the
road and adjusting the white cane movement.

6 System Requirements

The following section summarize the findings of the preliminary studies on awareness
and walking behavior of the visually impaired. In fact, there is an abundance of non-
visual information that can be obtained only by visually impaired (Sect. 4). The white
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cane movement patterns of visually impaired change from periodic to characteristic
movements, such as changes in walking speed, intermittent stopping, and changes in the
white cane movements (Sect. 5).

Accordingly, we determined that the information regarding the walking difficulty,
which can be acquired only by visually impaired, is expressed in the walking behavior
using a white cane. This study proposes a system that presents walkability on maps by
utilizing data regarding the use of a white walking cane (Fig. 1). The following are the
system requirements:

I. Detect walking motions related to walking difficulty from the data regarding the use
of a white cane (system input part).

II. The system presents information regarding walking difficulty on a map for sighted
(system output part).

Fig. 7. Example usage scenario.

Figure 7 presents an example usage scenario for the system. This scenario assumes
that the system is used by an elderly person who needs a cane for walking. In the figure,
the elderly user uses the system to plan an easy-to-walk route from the green marker to
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the red marker. It is also assumed that many visually impaired users provide data to the
system and sufficient information on walkability is displayed on the map.

7 System Design and Implementation

The proposed system is presented in Fig. 1, and a diagram of the entire system is shown
in Fig. 8.

Fig. 8. System diagram.

7.1 Design of System Input

To design the input system that satisfies System Requirement I, we extracted walking
behaviors related to the difficulty experienced by visually impaired that the system
should detect based on the observation study (Sect. 5) regarding walking behavior using
awhite cane (Table 5). For example, “a visually impaired stoppedwalking because he/she
felt danger” is extracted from the study results when the characteristic walking behavior
occurred. In this system, the visually impaired can become information providers simply
by attaching a sensor to their white cane and proceeding with their daily lives as usual.

7.2 Implementation of System Input

Asmall accelerometer is attached to awhitewalking cane tomonitor thewalkingmotions
related to the difficulty experienced by visually impaired, as presented in Table 5. The
data related to walking difficulty can be collected when visually impaired use the white
walking cane as usual. A GPS receiver GR-7BN is used to acquire location information,
which is connected to a PC via a USB. Subsequently, a dedicated application outputs
position and time information in CSV format at 1/10 s intervals.

The system detects the most basic walking motion patterns reported in Table 5: the
touch technique cycle (A in Table 5), stopping (E in Table 5), and change in speed (D
in Table 5). The cycle of the touch technique is recorded as the white cane repeatedly
touches the ground. Figure 9 shows a diagram of the implemented input unit.
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Table 5. Movements of visually impaired related to walking difficulty.

Movements in walking

A Thrusting the ground with the white cane (touch technique)

B Swinging the white cane to the left

C Swinging the white cane to the right

D Changing the walking speed

E Intermittent stopping

F Contact between white cane and step

G Contact between white cane and wall

H Dragging the white cane

Fig. 9. Input system diagram.

7.3 Design of System Output

In this section, a system that presents the paths and routes that are easy to walk is
implemented by displaying four marker levels that are presented in Table 6 on a map,
so that the output system satisfies System Requirement II.

KCS Corporation’s “Creating ‘Walkability Maps’ for Policy Evaluation of Walking
Space and Community Development” has attempted to create a walkability map in a
similar manner [21]. This initiative aims to create a walkability map to improve the
walkability in city a location and understand the problems in the walking space. The
map is color-coded according to each stage. A similar study that is conducted by Prandi
et al. on accessible navigation apps [22].

The markers presented by this system, along with map information, are intended
for two main uses. First, to plan routes to destinations. This allows the user to use the
map while walking along the generated route. The second is to check for traces of
characteristic behavior of the visually impaired in the vicinity.
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Table 6. System output marker type.

Walkability Color

Very easy to walk Blue

Easy to walk Green

Hard to walk Yellow

Very hard to walk Red

7.4 Implementation of System Output

To satisfy system requirements, theGoogleMapsAPI is used. This is a service that allows
to customize the functions provided byGoogleMaps and embed them inwebsites. Using
this service, the location data regarding characteristic movements are visually presented
by displaying the markers reported in Table 6. Figure 10 shows a output system diagram.
Figure 11 shows a map presented by the system using the acceleration data of participant
P2’s white cane collected while his walking.

Fig. 10. Output system diagram.

Fig. 11. Walkability map presented using P2 data.
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8 Determining Behavior of Visually Impaired from White Cane
Sensor Data

8.1 Initial Testing Using White Cane Usage Data Obtained from Preliminary
Study on Walking Behavior (Sect. 5)

In the implemented system, the acceleration data are visualized in a graph to determine
the moment when the white cane is thrust. Then, when the acceleration becomes signif-
icantly large is set as the point where the white cane touches the ground. It is necessary
to verify whether this value setting can correctly detect the motion of thrusting a white
cane.

We compared the videos of two participants recorded during the preliminary study on
walking behavior (Sect. 5) with the system output using the collected acceleration data
related to the two participants. Then, we measured and compared the number of times
they thrust the white walking cane in the videos and number of times the system detected
the thrust. The comparison results are reported in Table 7, which demonstrate that the
systemwas able to detect the white cane motion for P1 and P2 with high accuracy values
of 93% and 100%, respectively. P2 is a visually impaired participant who is congenitally
blind, whosewhite cane operationmethod is sophisticated and blur-free; thus, the system
can detect his movements accurately.

Table 7. Cane touch detection accuracy.

ID Actual counts Counts by system Accuracy

P1 191 178 93%

P2 342 342 100%

8.2 Initial Testing Using New White Cane Usage Data

As mentioned previously, the implemented system was able to detect white cane move-
ments with high accuracy in the dataset constructed with data observed from the partic-
ipants. However, individual differences must be considered also. Accordingly, two new
participants, namely, P1 and P2 (Table 8) who are blind, visually impaired, and use a
white cane, were employed to verify whether a similar dataset can be observed and dis-
played on the map with new participant when they traversed along the route considered
in the preliminary study on walking behavior (Sect. 5).

Output part of the system using the participant data collected in this testing is shown
in Fig. 12 and 13. The system was able to detect a periodic motion even when new
participants were observed, suggesting that the system can function despite individual
differences. Similar to the results obtained with the participants in the preliminary study
on walking behavior (Sect. 5), periodic movements near the entrance and exit of the
parking lot (Fig. 5) were detected with high accuracy for both P1 and P2. This indicates
that this is a place where many visually impaired feel difficulties in walking.
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Table 8. Participants of the initial testing using new white cane usage data.

ID Gender Degree of visual impairment Date

p1 Male Blind 2021/1/19

p2 Male Blind 2021/1/20

In addition, two participants used not only the touch technique but also the sliding
technique in the early study phase, during which they kept the white cane touching
the ground and dragged it back and forth from side to side. The two participants in
the preliminary study on walking behavior (Sect. 5) always used the touch technique.
Hence, the implementation of the systemwasmainly based on the extraction of this touch
technique cycle. This may have caused classifying the movement patterns exhibited by
P1 and P2 in the early phases, namely, the slide technique, as periodic movements.

Fig. 12. Walkability map presented using p1 data.

Fig. 13. Walkability map presented using p2 data.

9 Conclusion and Future Work

After conducting a survey and two preliminary studies, we implemented a system that
produces a walkability map to aid the sighted using data from white cane usage patterns
exhibited by the visually impaired. This system creates a scenario where the visually
impaired can support the sighted, which has hardly been researched in previous studies.

In the survey and preliminary studies conducted before system implementation, we
determined that the visually impaired can perceive non-visual information better than
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the sighted. They perceive information based on how they use the white cane, which is
difficult for the sighted.

Initial testing demonstrated that the system could extract individual periodic and
detect non-periodic movements despite individual differences among the visually
impaired. However, this system might not be compatible with the sliding technique,
a white cane movement technique used by the visually impaired.

The implemented system is still in its first version, and there is significant room
for improvement. First, the current system can only detect the temporal cycle of the
touch technique of a white cane, and it operates only with the absolute sum of triaxial
acceleration and time information. This implies that only three of the eight items in
Table 5 can be classified, and we must add a function to classify the remaining five items
inTable 5, for example, to discriminate sliding techniques.Currently,we are investigating
the use of support vector machines for classification based on the videos and acceleration
data of the white cane collected from the participants in the preliminary study onwalking
behavior (Sect. 5). The classification matches the video and acceleration data and uses
the triaxial acceleration data of the white cane swung in each direction as training data.
The classification adds not only left-right motion discrimination but also the rest of the
classification functions listed in Table 5, and we plan to start work on this in the future.

Second, this study assumes that the system’s walkability maps will be used by many
visually impaired people, including those with walking difficulties, wheelchair users,
and the elderly. Therefore, it is necessary to investigate and analyze the walkability
information that various system userswould like to know. Currently, interviews are being
conducted with a community where various elderly people belong, and their demands
regarding the walkability of the paths are being investigated.

Third, after improving the system and making it practical, we must evaluate the
walkability map presented, by collecting usage data from many visually impaired users.
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Abstract. Collaboration skills are essential when peoplework together to address
challenges in society that are too complex for any one person to solve alone. Uni-
versity teacher education programs should promote teaching practices and tasks
that support the development of collaboration skills. In this study, 292 university
teacher education students worked in pairs on an asymmetric digital task which
required collaboration via chatmessage exchanges. An asymmetric computer sim-
ulation was used to unevenly distribute functionality necessary for solving the task
among the pairs, thereby establishing a condition of interdependence. Log data
from the simulation and chat messages were collected. However, simple learn-
ing analytics indicators such as time spent on the task, the number of questions
asked, or the length of messages exchanged did not reveal any strong correla-
tion with task performance. Consequently, qualitative analysis was conducted to
review the chatmessage exchanges and determinewhat characterises collaborative
performance. According to the qualitative findings, sharing information and devel-
oping a common understanding were critical for success. We distinguished three
unique groups based on coding collaborative behaviour: low, medium, and high
performers. Dyads tend to perform poorly when a student does not share their
unique information. The asymmetric simulation used in this study is an excel-
lent opportunity to practice developing collaboration skills. Although this was a
new problem-solving task for most students, half of the dyads were successful
at it. Future research should investigate whether a second attempt with a similar
asymmetric digital task would enable all participants to be successful.

Keywords: Collaboration · Interdependence · Teacher education · Asymmetric
simulations · Learning analytics · Shared understanding

1 Introduction

Collaboration skills are essential for solving complex problems confronting today’s soci-
ety. But how to best teach collaboration skills? University teacher education programs
have sometimes been criticised for presenting theoretical knowledge without demon-
strating how such knowledge can be applied in classroom practice to support student
learning [1]. A critical competence or general skill promoted by many education stake-
holders to guide 21st-century educational policy and practice is that of collaboration.
Teacher education programs have a responsibility not only to emphasise the importance

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L.-H. Wong et al. (Eds.): CollabTech 2022, LNCS 13632, pp. 158–174, 2022.
https://doi.org/10.1007/978-3-031-20218-6_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-20218-6_11&domain=pdf
http://orcid.org/0000-0002-7804-1430
http://orcid.org/0000-0003-4537-974X
http://orcid.org/0000-0001-6429-515X
https://doi.org/10.1007/978-3-031-20218-6_11


How Teacher Education Students Collaborate 159

of collaboration in education but to offer teaching practices, example activities, and
feedback for developing students’ collaboration skills [2].

A large-scale study of students’ collaborative problem-solving skills was conducted
in 2015 by the Programme for International Student Assessment (PISA) [3], with over
500,000 students from 52 countries participating. The PISA study found that only 8%
performed at Level 4 (i.e., the highest performance level). In order to assess collaboration,
PISA developed computer-based tasks. These digital tasks were based on a theoretical
framework of collaboration skills that included establishing and maintaining shared
understanding (e.g., discovering unique perspectives and knowledge of team members),
taking action to solve the problem (e.g., identifying and describing subtasks) and keeping
the team organised (e.g., understanding roles and monitoring member contributions).
However, the PISA digital tasks did not involve human-to-human collaboration. Instead,
a student interacted with an adaptive computer algorithm which presented pre-defined
chat messages in the context of a virtual environment and from which a student had to
select the most appropriate message.

A more authentic approach (i.e., human-to-human collaboration) towards using
technology to assess students’ collaborative problem-solving skills was applied by the
Assessment and Teaching of 21st Century Skills (ATC21S) project [4]. ATC21S devel-
oped digital tasks in which two students could partially control different aspects of
a computer simulation. The pair of students worked on separate computers but could
communicate via a chat messenger app. In one task, a beam balance simulation was
displayed to both students, but each student could place masses on only one side of the
balance. They therefore had to work together in order to explore where to place masses
to obtain a balanced state. This type of digital task introduces asymmetry into the task
and is useful in establishing a condition of interdependence between the two collabo-
rators. Johnson and Johnson argue that positive interdependence is one of the essential
elements of cooperative learning and define it to be “the perception that we are linked
with others in a way so that we cannot succeed unless they do” [5].

A few asymmetric simulations are freely available on the internet, for example, on
the Go-Lab learning platform [6], and have been developed for use with smartphones in
the context of collaborative scientific inquiry [7]. In a previous study using asymmetric
simulations with school pupils, it was found that working on asymmetric collaborative
inquiry tasks is challenging. Consequently, more systematic instruction and feedback
about collaboration skills is needed at schools [8].

Collaboration is a coordinated, synchronous action that occurs due to continuous
attempts to create and sustain a shared understanding of a situation [9]. Shared regulation
is defined as the creation and construction of joint meaning for work and the negotiation
and exchange of ideas about how and in what manner mutual goals for the job might be
realised [10].
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Collaboration requires communication because it allows learners to develop amutual
understanding of the shared problem space and engage in knowledge production [9, 11].
Indicators of successful collaboration within learner dialogue (speech or chat) have often
been the quantity (e.g., number and length of utterances and talk time), as well as hetero-
geneity and transactivity (e.g., turn-taking and building on each other’s reasoning) [12–
15]. Learners’ interaction logs in technology-enhanced learning environments, along
with their dialogue, are frequently used in collaborative learning to pinpoint productive
actions and patterns [14, 16–20].

2 Aim and Research Questions

Collaboration takes place when a continuous effort is made to establish and maintain
a shared understanding of a problem. This is done through systematic collaboration.
Socially shared regulation refers to groups managing metacognition together through
negotiating, iterative adjustments to the cognitive, behavioural, motivational and emo-
tional conditions [21]. There are two forms of shared regulation. The first one involves
the creation and construction of joint meaning. This involves negotiation and exchange
of ideas as to how and in what manner the mutual goals of the assignment might be
achieved.

In order for learners to collaborate effectively, there needs to be clear communication
between them. This is necessary for developing a mutual understanding of the shared
problem and to be able to engage in knowledge production at the same time. Researchers
have found that communication processes recorded in chat appear to include indicators of
how successful collaboration happens [16, 17, 19, 20]. Therefore, in order to investigate
how previous research on collaboration relates to a digital task involving an asymmetric
simulation, the following research questions were formulated:

RQ 1. How are simple learning analytics indicators related to collaborative performance
on an asymmetric digital task?
RQ 2. How does qualitative content analysis of the collaborative process explain
performance on the asymmetric digital task?
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3 Method

3.1 Participants

This analysis focuses on 12 teacher education groups taught by the two university teach-
ers at the University of Tartu, Estonia. The groups were pre-service teacher education
classes. In total, there were 292 students and 146 dyads. The years of data collection
ranged from 2020 to 2022.

3.2 Materials

The Go-Lab Ecosystem, https://graasp.eu, learning platform was used to conduct the
lesson and provide an environment for collaboration. The Collaborative Seesaw Lab
(“seesaw lab” or “seesaw activity”) is an online lab for two students to work collabo-
ratively at a distance (see Fig. 1). The lab has two versions (A and B) in which each
student has access to one side of the seesaw. There is a fixed number of objects to put on
the seesaw and the lab aims to create a collaborative experience between two students.
The partner’s side of the seesaw is hidden; thus, the student cannot control it or guess
the moves made on the other side. Students access the simulation via a provided URL
link or QR code with their mobile device and then enter a room number. The dyads and
versions A and B have been assigned before the class. With a common room number, a
pair of students enter a joint simulation and chat.

Fig. 1. Screenshot of the Collaborative Seesaw Lab (https://www.golabz.eu/lab/seesaw-lab) used
in this study: (a) Version A of the simulation initially contains four masses that can be placed only
the left-hand side of the seesaw, (b) Version B of the simulation does not initially contain any
masses, but once Student A shares a mass, then it can be placed only the right-hand side of the
seesaw.

Students had to complete a problem-solving task; based on the logic of asymmetric
collaboration, the dyads share the same simulation that divides into two parts and the
problem must be solved together (see Fig. 2). Dyads must find a solution to balance the
seesaw with two and three objects. At the start, dyads have objects only on the student
A-side, and Student A must share them using a green box in the simulation (see Fig. 1).

https://graasp.eu
https://www.golabz.eu/lab/seesaw-lab
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Fig. 2. Screenshot of the asymmetric digital task as seen by Student A in the Graasp (https://gra
asp.eu) learning environment. Here a chat messenger app has been embedded into the simulation
so that collaboration can occur via chat messaging. Student B sees almost the same task in Graasp,
except that the simulation is the version B variant, and the question is slightly different “Is it
possible to balance the seesaw using a total of 2 objects on the seesaw?”.

3.3 Procedure

Since Spring 2021, learning was online at our university, and accordingly there were two
types of setting in our study: classes that took place in Spring 2020 and 2022 were held
face-to-face (95 dyads participated in this situation) and classes in Spring 2021 were
done using synchronous Zoom video lessons (51 dyads were in this situation).

The students were randomly assigned into different groups where one student was
given the role of A and the other the role of B. Then the teacher introduced the collabo-
rative learning task to the students. The time allotted to the task was about 20 min. The
instruction and materials were delivered in Estonian, and the examples provided here
are the authors’ translations into English.

This study’s data sources included chat messages and recorded actions from the sim-
ulation. The simple learning analytics was performed using the Python programming
language and the Pandas data analysis library. Regarding qualitative data analysis meth-
ods, this study used content analysis methods to analyse data across all dyads. Content
analysis is the most frequently used technique when studying collaborative learning pro-
cesses with chat. Content analysis is a “research method that builds on procedures to
make valid inferences from the text” [22].

We developed a coding scheme to analyse and evaluate how students established
shared understanding and shared information during their online chats (Table 1). Two

https://graasp.eu
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Table 1. Coding scheme used to determine the performance score for groups.

Category Description Example

Shared understanding Student A mentions that their
question asks whether it is possible
to balance the seesaw with three
objects

“I have to see if it is possible to
balance the seesaw using three
objects”

Student B mentions that their
question asks whether it is possible
to balance the seesaw with two
objects

“My question is two objects. Is it
possible to balance the seesaw
using two objects?”

Information sharing When the seesaw is balanced,
student A mentions the location of
their objects on the seesaw and the
mass of each one

“I have 10 kg on the number
one.”
“I put a person (30 kg) on 1”
“I have 5 kg brick on 2 and 10 kg
brick on 1”When the seesaw is balanced,

student B mentions the location of
their objects on the seesaw and the
mass of each one

raters coded all the chats independently based on the coding scheme, and the inter-rater
reliability was calculated via the Kappa coefficient. The results demonstrated that the
Kappa coefficient was 0.78. The raters discussed and solved discrepancies. The coding
scheme calculated the groups’ performance scores, where 4 points was the maximum.

4 Results

4.1 Learning Analytics Analysis of Collaborative Performance

The first set of analyses examined the correlation of performance score with the sim-
ple learning analytics indicators (Table 2). There were no strong positive correlations
between performance score and the length of chat, the number of question marks in the
chat, or the time spent on the assignment.

Simply taking count of characters as an analysis unit showed that it is insuffi-
cient to differentiate between high and low performing dyads. For example, one dyad
(see Table 3) discussed the simulation and assignment but used a lot of slang in their
communication. The parts of the text that are irrelevant to solving the task are listed
below.

Another example (shown in Table 4) suggests why question marks are not good
indicators, since although students may ask substantive questions, they often like to
emphasise their question using several question marks together. Alternatively, some
students do not use question marks when chatting (see again Table 4).

Chat length in minutes did not correlate strongly with the success of a group. An
example shown in Table 6 is of a dyad where the time for solving the task was 20 min.
In this example the pair did not start working together before 11 min (Table 5).
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Table 2. Correlation matrix of learning analytics indicators.

Performance score Chat length Number of question
marks

Time spent

Performance score 1.00 0.35 0.31 0.13

Chat length 1.00 0.73 0.54

Number of question
marks

1.00 0.39

Time spent 1.00

Table 3. Example of irrelevant talk that increases the chat length of messages.

09:47 A: haha

10:45 A: hahahahahahah

15:43 B: I can’t do hahaha anymore

20:19 B: AAAAA

20:23 A: hahahahaha

20:24 B: hahah vb yeah

20:45 B: oeki, nice hahha

Table 4. Examples of distinctive type of communication related to asking questions.

Excessive usage of question marks Examples of no punctuation

B: so v ?? A: where do you get these bricks

B: sooooo ?? B: what you have there

A: I guess it was in place ??? A: which number on where object

Table 5. Example of student A not participating for a long period of time.

00:00 B      Heihei!
10:19 A      HEii
10:29 A      srry, I was doing something else xd
10:44 B      All good :D
11:01 A      yeez <3

One dyad who worked together longest was not using the A-side of the seesaw at
all; student A thought they succeeded when there was nothing on it.
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Table 6. An example of balancing the seesaw without any objects on the seesaw.

A: Balanced B: The answer is probably that the seesaw must be empty, 
then it is balanced

A: Hurray! What did you do? B: I took everything off

Time pressure was visible from the simulation activity. There were sentences like,
“but time is running out,” “let’s finish; the time is out”, and “However, time is running
short”. This may have prematurely shortened the time on task.

4.2 Qualitative Analysis of Collaborative Performance

A qualitative analysis was carried out to see if there were similarities among all the
before mentioned groups and their performance. Three separate groups with similar
working patterns were identified based on content analysis of students A and B’s chat
communication and their actions in modifying the simulation (see Fig. 3).

To solve the problem, students had to understand that they needed to use the chat
application to communicate and share information. They needed to understand that
seesaw and objects are shared, and to understand that to solve the task successfully,
it is necessary to do two parts of the task and share their objects and the locations of
objects with a peer. As the chat was the ground for analysing and scoring performance,
dyads who communicated outside of the simulation messenger (e.g., using social media
messenger) did not achieve high-performance scores even though they may have solved
the problem.

Fig. 3. Three groups were identified based on performance and collaborative behaviours.

Low Performers
Low performers (n= 33) included groups who scored low both on shared understanding
and information sharing (0 or 1 point in total performance score). Neither pair of students
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knew their goal and neither shared information about objects and locations on the seesaw.
These groups did not reach a solution.

The following figures illustrate the problem-solving process of different groups (low,
medium and high performers). Here, students A and B are distinguished, and the intro
phase, the trial-and-error phase, and the answer reporting phase are outlined for both
learners. The horizontal axis represents minutes, and the phases are indicated based on
the moment they were expressed in the chat discussion (introduction, answer reporting
or at which moments the seesaw simulation was manipulated the trial-and-error phase).
Examples from the chat application are given that characterise the different phases.

An example of a low performing dyad is shown in Fig. 4 where student B greeted
their partner in the first minute, and student A greeted after the second minute. Student
B placed the object on their side of the seesaw after 8 min, although for A, it took almost
10 min to put the first element on his side. This dyad was actively experimenting with
the simulation but did not find a solution with 2 or 3 objects. A segment of their chat
discussion is shown in Table 7 and indicates that they were struggling with balance the
seesaw (Table 7).

Fig. 4. A low performing dyad characterised by a long time for both students to perform key
actions at the start of the activity.

Medium Performers
Mediumperformers (n= 40) included groupswhomainlywere successful at information
sharing but not at shared understanding. The performance of these groups were at the
average level (2 and 3 points) where one or both group members were not aware of
the goal, but both or one of the students were/was sharing information. These medium
performers did not reach a complete solution. Most of these dyads were solving the
student A question - balancing a seesaw with three objects. Of the 40 dyads in this
group, only four solved the student B question, primarily due to random trial-and-error
to balance the seesaw with two objects. For example, Fig. 5 and Table 8 illustrate a
typical group in which they understand that they have to share objects but do not see
that they have to find a solution with 2 and 3 objects on the seesaw. They find a balance
randomly with three objects and share three locations to end their work.

High Performers
High performers (n= 73) included groups where both members were aware of the goal,
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Table 7. Low performer dyad problem-solving discussion.

/…/ 
06:38 B: do you understand what needs to be done?
07:45 A: not really like not
07:58 B: I guess this seesaw needs to be balanced, but here it looks like it is balanced
08:21 B: something has to be dragged there, some kind of object but I don’t really understand 

it either
08:51 B: i got my object: D
08:54 A: it’s not here anymore: P
09:41 B: and now it disappeared, you must have taken it: D
11:02 B: I put mine on #2
11:12 B: try different numbers too
11:51 A: I will try
13:13 B: send me something in the meantime: D
15:23 A: add 10 kg to No. 3
16:49 B: before it was like balance for a while
17:23 B: I removed 10 kg now
19:20 A: 5 and 10 should now go to the other side
19:40 B: I put both but it still doesn’t help
22:19 A: this is not normal

Fig. 5. Medium performer dyad is characterised by usually solving the student A question, even
though student B may be strongly engaged in the problem-solving process.

both were sharing information, and most of the groups reached a complete solution.
An example of a high performer group is shown in Fig. 6. Both students greeted each
other in the first minute, and student A started testing their side of the seesaw. After six
minutes, student B also started placing objects on the seesaw in different places. The
high performing group is characterised by the fact that a complete solution is found,
shown in blue in this figure, answer B at minute 14 and answer A at minute 17.
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Table 8. Medium performer dyad problem-solving discussion.

00:17 A: Hi 
00:41 B: Hii 
02:10 B: how do we work with this model? 
02:53 A: I do not know 
03:00 B: me neither 
03:17 A: oi 
03:22 B: I started 
04:38 A: we have to answer the question 
05:09 A: what is in the bottom 
05:16 B: you have to put a man also? 
05:24 A: put a man on the seesaw 
05:33 B: I did it 
05:39 A: I don’t see it 
05:45 B: I don’t see your man too 
05:47 B: this has to be like that 
05:57 A: ok 
06:07 B: how much your man weights 
06:08 B: we have to make it balance 
06:14 A: I put bricks 
06:21 A: 50 
06:50 A: I gave you the man 
07:00 B: my man weights 30 
07:05 A: put something else on the seesaw 
07:07 B: I don’t have anything 

07:09 B: give me the brick 
07:10 A: wait 
07:22 B: I lost my man 
07:33 A: I lost everything 
07:34 A: only one brick is left 
08:05 A: put 50 
08:53 B: put on your side 
09:17 A: i lost it again 
09:47 B: give me the brick 10 
10:11 B: I put 50 
10:31 B: put on 1 
10:37 B: or on 2 
10:51 A: I did it 
10:55 B: oo 
11:03 B: we did it 
11:19 A: we solved 
11:30 B: where is your brick 
11:31 A: we have to write it 
11:35 A: 2 
11:37 B: super 
11:39 A: where is yours 
11:51 B: man is on 3 
11:55 B: brick is on 1 
11:59 A: good 

Fig. 6. A high performer dyad is characterised by understanding that they have different task
expectations and they balanced the seesaw until they find a full solution.

A prerequisite to finding a complete solution is the understanding that they must
balance a seesawwith two and three objects (Table 9). The Fig. 6 illustrates performance
with red markers on B - 7th minute and again on 9th minute, and A with red marker on
9th minute.
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Table 9. High performance dyad problem-solving discussion.

/…/ 02:47 A: Do we have the same weight objects? I have a 30 kg person and three 
red blocks of different weights. 

 03:04 A: 50 kg, 10 kg and 5 kg 
/…/ 04:20 A: I have these "objects" under this seesaw and then on the right a box 

"drag the object there to share it"... maybe I have to share them with 
you? 

 04:25 B: to drag the object here to share it 
/…/ 06:10 B: I guess the easiest to do is to try so that 50 kg is somewhere around 

one  
 06:15 A: try to put both on 4 if you can 
/…/ 07:22 B: did we only need to use two? 
 07:26 B: as it is in the description 
 07:28 A: three 
 07:52 B: it is written we have to use together 2 objects  
 08:00 B: or you have another  
 09:13 B: I have in the description that two objects need to be used 
 10:08 B: shall we try with three? 
/…/ 13:17 B: aa maybe we have to do this to try with two objects 
 13:20 B: and then with three objects
 13:28 B: what objects are you using now 
 13:55 A: then write down in which case it worked with two 
 13:55 A: I have a person alone now on 1 again 
 13:55 A: I guess we have to do it separately for both questions 
 13:55 A: we got the answer to your question 
 13:55 A: I had a person [30kg] on 1 
 13:55 A: what are you on seesaw now? 
 13:55 A: I have 10 and a person 
 13:55 A: with three is ok 
 14:24 B: I had man on 1 and I don’t know what you had; let’s try with two 
/…/ 16:56 B: where do you have a person 
 17:04 A: on 1 
 17:37 B: ok done then? 

5 Discussion

Ourfirst researchquestion askedhowsimple learning analytics indicators relate to collab-
orative performance on an asymmetric digital task. In short, the analysed indicators had
weak positive correlations with performance score. The number of chat characters was
not a good indicator because it did not differentiate between high and low-performance
dyads. Some groups talked a lot in the chat, but it was not relevant to solving the task;
other groups used slang and repeated the same characters in the chat. Previous studies
[17] show that low-collaborating groups are observed to act in parallel without dis-
cussing, whereas high-collaborating groups collaborate on task-related objects while
discussing. However, in our study, it was not possible to differentiate between groups
based on chat length.

The number of question marks was also not a good indicator because some dyads
did not use question marks in their written text when asking questions. Some dyads
used several question marks in the same question. As there was a time limit for the
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assignment, the time spent on the assignment was not a good indicator for group score.
There was no correlation between the longest or shortest time on the task with the group
score. Furthermore, time pressure was visible from the simulation activity.

The second research question aimed to find the relationship between qualitative con-
tent analysis of the collaborative process and performance on the asymmetric digital task.
By coding themessages and evaluating the actions tomanipulate the simulation, wewere
able to identify three unique groups: low, medium, and high performers. Analytics of
task-specific activities when learners collaborate in complicated problem-solving con-
texts have previously been demonstrated in research to identify high and low performers
in collaborative learning [23–25].

As the problem-solving task was novel for students, we found similar results as in a
study by Järvela et al. 2016, where students may have had difficulty seeing the task from
a different perspective [26]. As a result, in our study, student Bwas in an adverse position
because of their initial lack of objects to place onto the seesaw and the dependence on
student A to share at least one object. When one student has unique information or
resources, but does not share it, dyads tend to fail.

Some dyads in our study could not balance the seesaw because they were trying
to place objects on it simultaneously. A prior study found that when participants touch
unrelated objects on the screen and several users engage with the screen simultaneously,
it may negatively predict cooperation quality [16].

During the beginning of this task, there was apparent uncertainty among the stu-
dents. In the context of collaborative learning, the dynamic and reciprocal adaptation of
shared interaction occurs; that is, when individuals in a group are not only engaged in
the same task at the same time but are also cognitively “in tune” [19, 27]. Dyads modi-
fying the simulation and sharing information overcame their early phase. Learners who
collaborate to solve real, open-ended tasks tend to fail, which is beneficial for learning
since it leads to deep cognition and increased transfer [24]. There is a “zone of opti-
mum confusion” [28] where learners become aware of their knowledge gaps and then
realise the profound aspects of the underlying notion when they work on challenging
tasks [29]. Confusion might be beneficial in this zone. If learners’ uncertainty persists, it
might become ineffective, leading to frustration and disengagement [30]. According to
one study, effective teams better reflect the issuing state by concentrating on the interde-
pendence of the factors critical to accomplishing the task goals. Less effective teams, on
the other hand, tend to focus on connections between factors that have a minor impact
on meeting task objectives [31].

We found that indicators of the high-performance group were that both students used
the chat for communication and sharing information. They understood that the seesaw
and object were shared between them. Students had to solve both parts of the task, and
they needed to share where and which masses were on the seesaw.

The asymmetric simulation used in the study is an excellent opportunity to develop
collaboration skills together with subject skills. Although this was presumably the first
experience for students with this type of problem-solving task, half of the dyads were
successful. These results suggest that even a 20-min collaborative task can provide
a meaningful collaborative learning experience. A list of several more collaborative
simulations can be found at https://leosiiman.neocities.org/simulations.html.

https://leosiiman.neocities.org/simulations.html
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The chat applicationmodeof communicationused in this studymade learningvisible.
For some learners, this was inconvenient and unfamiliar, and they would have preferred
face-to-face communication. If a chat application is used to make learning visible, the
importance of using it should be better explained to learners.

We must consider that group performance does not directly reflect the learning gain.
According to one recent study [21], it was found that among learners who achieved more
significant learning gains, some teams failed the assignment, while others succeeded but
did not learn.

Finally, it is important to remark that this study was a one-time intervention. In
general, several lessonswith a similar structure should be designed to help learners better
understand the logic of an asymmetric collaborative scenario. Our findings indicate
that information sharing and developing shared understanding needs to be practised,
which is facilitated by students learning the structure of an asymmetric collaborative
task and focusing more on collaborating to solve the problem instead of on technical
and organisational problems.

6 Conclusion

Future studies on asymmetric collaboration should consider new approaches to learning
analytics, such as voice recognition or natural language processing (NLP), that can better
identify relevant collaborative behaviours in computer-supported collaborative learning
[32]. Furthermore, automated content analysis is one solution to support a lecturer in
providing guidance and feedback to students [33]. The automated algorithmmust handle
natural language input in this task and determine whether pairs have established shared
goals.

We should remember that some researchers have found neither alignment of learner
actions nor learners building on each other’s reasoning was connected to task perfor-
mance in a chat-based collaborative learning environment. Other elements, such as group
dynamics and prior knowledge, had a more significant influence [19]. We recommend
that students practice with asymmetric collaborative activities in order to develop their
collaboration problem-solving skills.

A recent study [34] found that when co-regulation was familiar in a group, stu-
dents with less monitoring accuracy obtained better learning, as predicted by theory.
The findings revealed that complex interaction of individual and group-level variables
influencing collaborative learning outcomes. This should be addressed while developing
measures to support monitoring. For example, prompts, identified as a critical strategy to
promote metacognitive engagement [32], may be needed as support early when students
collaborate to solve an asymmetric digital task.

Our findings align with Tang et al., 2022 results [35]: First, students must pay close
attention to online collaborative activities since attentiveness is a favourable indication
of knowledge gains in educational contexts. Second, teachers or intelligent systems
must monitor student collaborative behaviours and intervene when groups tend to work
alone. This style of collaboration is unproductive because learners are not focused on
learning or collaboration. Third, students in the distributed collaboration model may
become distracted as time passes. Furthermore, if their attention is drawn away from
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the collaborative activity, learners in this mode find it challenging to return to the full
attention mode [35].

A limitation of our study is that reliability and validity are issues when the content
analysis method is applied. Therefore, the results of our coding schema to other contexts
may not generalise.

References

1. Zeichner, K.: The turn once again toward practice-based teacher education. J. Teach. Educ.
63(5), 376–382 (2012)

2. Fiore, S.M., Graesser, A., Greiff, S.: Collaborative problem-solving education for the twenty-
first-century workforce. Nat. Hum. Behav. 2(6), 367–369 (2018)

3. OECD: PISA 2015 Results (Volume V): Collaborative Problem Solving. PISA, OECD
Publishing, Paris (2017)

4. Griffin, P., Care, E. (eds.): Assessment and Teaching of 21st Century Skills. Springer,
Dordrecht (2015). https://doi.org/10.1007/978-94-017-9395-7

5. Johnson, D.W., Johnson, R.T.:Making cooperative learning work. Theory Pract. 38(2), 67–73
(1999)

6. Siiman, L.A., Rannastu-Avalos, M., Mäeots, M.: Developing smart device friendly asymmet-
ric simulations for teaching collaborative scientific inquiry. In: 20th International Conference
on Advanced Learning Technologies (ICALT), pp. 130–131. IEEE (2020)

7. Siiman, L.A., Rannastu-Avalos, M., Mäeots, M., Pedaste, M.: The Go-Lab ecosystem: a
practical solution for school teachers to create, organize and share digital lessons. Bull. Tech.
Committee Learn. Technol. 20(2), 27–35 (2020)

8. Rannastu, M., Siiman, L.A., Mäeots, M., Pedaste, M., Leijen, Ä.: Does group size affect
students’ inquiry and collaboration in using computer-based asymmetric collaborative simu-
lations? In: Herzog, M.A., Kubincová, Z., Han, P., Temperini, M. (eds.) ICWL 2019. LNCS,
vol. 11841, pp. 143–154. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-35758-
0_14

9. Roschelle, J., Teasley, D.: The construction of shared knowledge in collaborative problem
solving computer-supported collaborative. Learning 128, 69–97 (1995)

10. Järvelä, S., Järvenoja, H., Malmberg, J.: Capturing the dynamic and cyclical nature of regu-
lation: methodological Progress in understanding socially shared regulation in learning. Int.
J. Comput.-Support. Collab. Learn. 14(4), 425–441 (2019). https://doi.org/10.1007/s11412-
019-09313-2

11. Barron, B.: When smart groups fail. J. Learn. Sci. 12(3), 307–359 (2003)
12. Martinez, R., Wallace, J.R., Kay, J., Yacef, K.: Modelling and identifying collaborative sit-

uations in a collocated multi-display groupware setting. In: International Conference on
Artificial Intelligence in Education, pp. 196–204 (2011)

13. Reilly, J.M., Schneider, B.: Predicting the quality of collaborative problem solving through
linguistic analysis of discourse. In: Proceedings of the 12th International Conference on
Educational Data Mining (EDM), EDM 2019, pp. 149–157 (2019)

14. Viswanathan, S.A., VanLehn, K.: Using the tablet gestures and speech of pairs of students to
classify their collaboration. IEEE Trans. Learn. Technol. 11(2), 230–242 (2017)

15. Weinberger, A., Fischer, F.: A framework to analyze argumentative knowledge construction
in computer-supported collaborative learning. Comput. Educ. 46(1), 71–95 (2006)

16. Evans, A.C., Wobbrock, J.O., Davis, K.: Modeling collaboration patterns on an interac-
tive tabletop in a classroom setting. In: Proceedings of the ACM Conference on Computer
Supported Cooperative Work, CSCW, vol. 27, pp. 860–871 (2016)

https://doi.org/10.1007/978-94-017-9395-7
https://doi.org/10.1007/978-3-030-35758-0_14
https://doi.org/10.1007/s11412-019-09313-2


How Teacher Education Students Collaborate 173

17. Martinez-Maldonado, R., Dimitriadis, Y., Martinez-Monés, A., Kay, J., Yacef, K.: Capturing
and analyzing verbal and physical collaborative learning interactions at an enriched interactive
tabletop. Int. J. Comput.-Support. Collab. Learn. 8(4), 455–485 (2013). https://doi.org/10.
1007/s11412-013-9184-1

18. Nasir, J., Kothiyal, A., Bruno, B., Dillenbourg, P.: Many are the ways to learn identifying
multi-modal behavioral profiles of collaborative learning in constructivist activities. Int. J.
Comput.-Support. Collab. Learn. 16, 485–523 (2022). https://doi.org/10.1007/s11412-021-
09358-2

19. Popov, V., van Leeuwen, A., Buis, S.: Are you with me or not? Temporal synchronicity and
transactivity during CSCL. J. Comput. Assist. Learn. 33(5), 424–442 (2017)

20. Rodríguez, F.J., Boyer, K.E.: Discovering individual and collaborative problem-solving
modes with hidden Markov models. In: Artificial Intelligence in Education: Proceedings
of the World Conference on AI in Education 2015, pp. 408–418 (2015)

21. Hadwin, A.F., Järvelä, S., Miller, M.: Self-regulated, co-regulated, and socially shared regu-
lation of learning. In Zimmerman, B.J., Schunk, D.H. (eds.) Handbook of Self-regulation of
Learning and Performance, pp. 65–84. New York, vol. 12, pp. 8–22 (2001)

22. Rourke, L., Anderson, T., Garrison, D.R., Archer, W.: Methodological issues in the content
analysis of computer conference transcripts. Int. J. Artif. Intell. Educ. (IJAIED) 12, 8–22
(2001)

23. Emara, M., Rajendran, R., Biswas, G., Okasha, M., Elbanna, A.A.: Do students’ learning
behaviors differ when they collaborate in open-ended learning environments? In: Proceedings
of the ACM on Human-Computer Interaction, vol. 2, no. CSCW, pp. 1–19 (2018)

24. Kapur,M.: Temporalitymatters: advancing amethod for analyzing problem-solving processes
in a computer-supported collaborative environment. Int. J. Comput.-Support. Collab. Learn.
6(1), 39–56 (2011)

25. Perera, D., Kay, J., Koprinska, I., Yacef, K., Zaïane, O.R.: Clustering and sequential pattern
mining of online collaborative learning data. IEEE Trans. Knowl. Data Eng. 21(6), 759–772
(2008)

26. Järvelä, S., et al.: Socially shared regulation of learning in CSCL: understanding and prompt-
ing individual- and group-level shared regulatory activities. Int. J. Comput.-Support. Collab.
Learn. 11, 263–280 (2016)

27. Baker, R.S., D’Mello, S.K., Rodrigo, M.M.T., Graesser, A.C.: Better to be frustrated than
bored: the incidence, persistence, and impact of learners’ cognitive-affective states during
interactions with three different computer-based learning environments. Int. J. Hum. Comput.
Stud. 68(4), 223–241 (2010)

28. Lodge, J.M., Kennedy, G., Lockyer, L., Arguel, A., Pachman, M.: Understanding difficulties
and resulting confusion in learning: an integrative review. Front. Educ. 3, 1–10 (2018)

29. Loibl, K., Rummel, N.: The impact of guidance during problem-solving prior to instruction
on students’ inventions and learning outcomes. Instr. Sci. 42(3), 305–326 (2013). https://doi.
org/10.1007/s11251-013-9282-5

30. D’Mello, S., Graesser, A.: Dynamics of affective states during complex learning. Learn. Instr.
22(2), 145–157 (2012)

31. Dindar, M., Järvelä, S., Nguyen, A., Haataja, E., Çini, A.: Detecting shared physiological
arousal events in collaborative problem solving, Contemp. Educ. Psychol. 69, 102050 (2022).
ISSN 0361-476X

32. Malmberg, J., Järvelä, S., Järvenoja, H.: Capturing temporal and sequential patterns of self-,
co-, and socially shared regulation in the context of collaborative learning. Contemp. Educ.
Psychol. 49, 160–174 (2017)

33. Alvarez, C., Zurita, G., Carvallo, A., Ramírez, P., Bravo, E., Baloian, N.: Automatic content
analysis of studentmoral discourse in a collaborative learning activity. In: Hernández-Leo, D.,

https://doi.org/10.1007/s11412-013-9184-1
https://doi.org/10.1007/s11412-021-09358-2
https://doi.org/10.1007/s11251-013-9282-5


174 M. Rannastu-Avalos et al.

Hishiyama, R., Zurita, G., Weyers, B., Nolte, A., Ogata, H. (eds.) CollabTech 2021. LNCS,
vol. 12856, pp. 3–19. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-85071-5_1

34. Haataja, E., Malmberg, J., Dindar, M., Järvelä, S.: The pivotal role of monitoring for col-
laborative problem solving seen in interaction, performance, and interpersonal physiology.
Metacogn. Learn. 17, 241–268 (2022)

35. Tang, H., Dai, M., Yang, S., Du, X., Hung, J.L., Li, H.: Using multimodal analytics to
systemically investigate online collaborative problem-solving. Dist. Educ. 43, 1–28 (2022)

https://doi.org/10.1007/978-3-030-85071-5_1


Using Process Mining Techniques
to Discover the Collective Behaviour

of Educators in a Learning Community
Platform

Oscar Esteban Bajo(B) , Ishari Amarasinghe ,
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Abstract. Learning design platforms aim to facilitate teachers with
their learning design processes. Existing studies have mostly focused on
developing design features for learning design platforms yet the number
of studies that investigate the collective behaviour of educators when
using such tools is scarce. To this end, this study proposes the use of data
analytics techniques, namely, process mining, to analyse the behaviour
of teachers as they engage in using an online learning design platform
as part of a teacher professional development course. The findings of
the study shed light on teachers’ collective behaviour and motivational
aspects related to their participation within an online learning design
community.

Keywords: Learning design · Learning communities · Community of
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1 Introduction

Learning Design (LD) can be understood as the field of study that aims to explore
how educators prepare and revise a set of learning activities toward more ped-
agogically informed decisions to achieve particular educational objectives [1,2].
Research in learning design recognises teachers as designers of their own learning
situations and aims to facilitate educators in collectively building and sharing
their design decisions and experiences [1,3]. Over time, different online platforms
to support learning design processes have been developed. Some examples for
such platforms include Learning Designer [4], Cloudworks [5], Learning Activ-
ity Management System (LAMS) [6], Graasp [7] and Integrated Learning Design
Environment (ILDE) [8]. The aforementioned online platforms support the learn-
ing design process at different stages from conceptualising, authoring and imple-
menting, and even providing the possibility of sharing and co-designing learning
designs within teacher communities [8]. These types of learning design environ-
ments are commonly used to support formal teacher training initiatives (e.g.
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being used in professional development courses) or teachers’ informal learning
interests (e.g. searching for inspiration), and thus become also learning commu-
nity platforms [9].

Different data-driven approaches can be used to analyse teachers’ collective
behaviour when using learning design community platforms. Such an analysis
could provide insights towards educators’ collective knowledge building, e.g.,
requesting and sharing new knowledge from colleagues, therefore how social
learning occurs in online learning design platforms [7]. Moreover, knowledge
gained from community analytics for learning design [10], can provide insights
such as which designs to reuse based on their popularity, or with whom to col-
laborate on design tasks and which features provided by those platforms require
improvements.

Despite the wealth of insights such analysis could bring, the number of stud-
ies that analyse the behaviour of teachers in online learning design communi-
ties as well as their motivational factors that enhance active participation in
such communities is limited [10,11]. This study aims to address this gap in
existing research as a proof of concept, and in particular, we address the fol-
lowing research question: What is the behaviour of educators when using an
online learning design platform during teacher professional development Mas-
sive Open Online Courses (MOOCs)? Answering the aforementioned research
question would contribute not only to understand the educators’ behaviour in
a teacher community platform for learning design but also will inform on par-
ticipants’ drivers and motivations as well as may suggest ways to enhance the
platform’s design.

2 Background

The possibility to collect big amounts of educational data in the digital age allows
for large-scale analysis and therefore provides opportunities to obtain insightful
information on a multitude of teaching and learning processes. For instance,
MOOCs facilitate a large audience of students to learn online, and the digital
traces they left behind can be collected and analysed to better understand how
they engaged in learning processes and platform features that facilitate better
participation and learning [12].

Learning Analytics (LA) constitutes an emerging research area and is defined
as the “measurement, collection, analysis, and reporting of data about learn-
ers and their contexts, for purposes of understanding and optimizing learning
and the environments in which it occurs” [13]. LA constitute a wide range of
disciplines and analytical techniques, such as machine learning, data mining,
information visualisation, and psychology. With the aid of such LA techniques,
participants’ interactions in online learning environments can be analysed and
studied, producing important knowledge on a variety of topics, including partic-
ipation trends and community involvement [14].

Specifically, the direction we are interested in is process mining, a LA tech-
nique that allows to extract knowledge of real-life processes from a registered set
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of events [15]. On one hand, previous studies have mainly used process mining
to investigate aspects related to learning processes, for instance, students learn-
ing strategies [16], behavioural [17] and interaction patterns [18]. On the other
hand, previous studies on teachers’ motivations to engage in collaborative learn-
ing design platforms focus on using subjective questionnaires e.g., self-reported
motivational factors collected through questionnaires [19] or interviews [20,21].
In contrast, the goal of our study is to use LA techniques, in particular, pro-
cess mining in order to obtain insights regarding the behaviour of teachers in an
online learning design platform.

3 Methodology

To answer the research question, we have followed the case study research
method [22]. Case studies are appropriate when the study aims to explore con-
temporary phenomena or issues in natural settings [23]. The selected case study
is a MOOC for teacher training and the learning activities completed using
the learning design platform ILDE. The data log was extracted for two runs of
the MOOC. The following subsections provide details about the functionalities
of the learning design platform, participants of the MOOCs, data collected, and
the pre-processing needed. It is important to notice that the term learning design
will be used to express a single design created by an educator in the platform.

3.1 Platform Functionalities

ILDE is a platform that supports teachers to engage in the full learning design
cycle, from conceptualisation to authoring and deployment (see Fig. 1) [8]. By
enabling teachers to share their learning designs with the community and to view
and comment on each other’s designs, the platform also fosters social features
[24].

Fig. 1. User Interface of the ILDE platform showing options available under New design
menu.

Functionalities such as creating, publishing, viewing, and commenting are
available, as well as sharing, editing or deleting. As shown in Fig. 1 upper menu
allows to access the learning design creator, where each part of the learning
design cycle is available. The platform allows to publish learning designs that are
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completed and enables to share designs publicly with the other members of the
community (Browse designs tab). A learning design can be viewed, commented
by any user (including the creator) and edited or deleted by the creator. An
interesting feature is the possibility to create a learning design by duplicating
an existing design (by the original creator of the learning design or other users).
This is a way to take inspiration from other educators and it gives credit to the
original creator, marked on the learning design itself. A learning design’s level
of popularity can be gauged by counting the references to duplicates [25].

3.2 MOOC Participants

The MOOC was made available to teachers who are interested in online learning.
The demographic data such as age, gender, and years of teaching experiences
were not collected at the time of the MOOC, as it was not needed. Addition-
ally, there was no participant overlap between the two MOOC runs, indicating
that each MOOC run had a distinct group of educators. The total number of
participants were 325 and 399, respectively.

3.3 Data Collection

ILDE was used during the MOOCs to facilitate teachers get familiar with the
learning design cycle. The MOOC course lasted for 5 weeks (in both runs).
Details about weekly activities proposed in both MOOCs are presented in
Table 1. The learning design platform was used in all weekly activities of the
MOOC except for the activities proposed in the fourth week. In order to con-
duct a thorough analysis of educators’ behavior when using an online learning
design platform during a teacher professional development MOOC, we used log
data obtained from both MOOC runs separately in this study. After analysing
the structure of the data set, we chose a set of actions (that are related to learn-
ing design tasks) that would be considered for the subsequent data analysis (see
Table 2).

It is important to remark that educators were learning about Learning Design
and ILDE alongside the course of the MOOC, and so, findings are not necessarily
generalizable for other cases in which educators already knew about the features
and use of ILDE.

3.4 Data Pre-processing

We created an event log to apply process mining techniques. An event log is an
ordered set of instances that include a user ID, an action, and a point in time
[26].

After the event log was prepared, a data cleaning process was carried out.
First, all actions performed before the starting date of the MOOC were removed,
as only moderators used the platform during this period for testing purposes.
Also, events with the exact same timestamp were rearranged. This was a matter
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Table 1. Activities proposed for each week of the MOOC

Week Activities

1 - Design Studio Journal
- Dream Bazaar
- Convergence session

2 - Get familiar with persona concept
- Create your own persona
- Analysing context
- Objective of your learning activities
- Revisit your dream
- Convergence session

3 - Search for other learning activities
- Define the heuristics
- Learn about scenarios
- Create scenario
- Convergence session

4 - Prototype your artefact
- Test your prototype
- Consolidate your prototype
- Convergence session

5 - Publish your learning activity
- Peer feedback
- Convergence session

of the structure of the tables in the database, as different activities were gath-
ered from different tables, and some activities naturally came after others (e.g.,
viewing after logging in). The size of the event log and the user count can be
seen in Tables 3 and 4.

Then we choose two algorithms based on their distinct advantages [27] and
considering the nature of our data: Heuristics miner and pMineR. Heuristics
miner [28] provides an easy-to-read graph that contains starting and end points
representing the first and last actions performed by a user. One of the most char-
acteristic features is the use of the dependency metric, which categorises each link
connecting two actions from the dependency relationship. However, a limitation
of this algorithm is that it only supports single loops, so if an action loops more
than once, this information will not be shown in the diagram. pMineR [29] is
a process discovery algorithm meant to create a more reading-friendly diagram.
It is based on first-order Markov model and shows the transition probability
between actions. To generate the process maps we used the pm4py1 Python
package and the bupaR2 R package.

1 www.pm4py.fit.fraunhofer.de/.
2 www.bupar.net/.

www.pm4py.fit.fraunhofer.de/
www.bupar.net/
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Table 2. Used actions.

Action Description

create Creating a learning design from scratch

create from duplicate Creating a learning design by duplicating an existing
learning design (this could be a self-duplicate meaning the
design was previously created by the same user or a
duplicate of someone else’s design)

delete Deleting a learning design

viewed lds Viewing a learning design. The user must click on a
learning design for this action to be quantified

viewed profile Viewing other users’ profiles. The user must click on other
user’s name to view profile

revised docs This action captures editing a learning design

generic comment Adding a comment to an existing learning design
(comment on your own designs or someone else’s design)

login Introducing credentials to access an account

publish After creating a learning design, it must be published.
Published designs are visible to the entire community

share add editor Giving other users permission to edit a learning design

share add viewer Giving other users permission to view a learning design

share del viewer Remove permission to view a learning design

share add acv Making a learning design available to anyone to see in the
community using “All Can View” option

share remove acv Removing “All Can View” option from a learning design

Table 3. Size of the event log before
and after cleaning.

run 1 run 2

Original event log 48823 47623

Clean event log 43984 45369

Table 4. Number of active users before
and after cleaning.

run 1 run 2

Original event log 325 399

Clean event log 300 383

4 Results

In the following, we present the results obtained using Heuristics miner and
pMineR.

4.1 Heuristics Miner

The models obtained from Heuristics miner considering teachers’ actions in the
learning design community platform across the two MOOC runs are shown
in Fig. 2 and Fig. 3, and related details are given in Table 5 and Table 6 in
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Appendix A. The diagrams includes the total event count in brackets and nodes
were coloured in different shades based on the event count (e.g., a larger amount
of events resulted in a node with a darker shade). Arrows show the direction of
the actions with a number indicating the transition count.

Results obtained (Fig. 2 and Fig. 3) show that login is the first common action
in the design platform alongside with view, even after the event log cleaning pro-
cess (see Table 3 and Table 4). The reason why this should not happen is that
these diagrams model the whole flow of actions for each user from the very first
action after the green starting point to the last one recorded before the end-
ing point. This might be due to the Heuristics miner’s dependency relationship
mentioned earlier.

The results further indicate that some actions are sequential, i.e., only fol-
lowed after performing another action. For instance, comment, create from a
duplicate and editing are always preceded by view, as the users need to view the
learning designs first in order to perform the subsequent actions.

From almost 30000 recorded view actions in run 1, in more than 21000 occa-
sions, or 70% of the time, the action was performed consecutively, i.e., the same
action was repeated (Fig. 2). In the second MOOC run we obtained similar
results. This does not only mean that the view action is the most performed
one, but if a teacher views a learning design, he or she is very likely repeat the
same action. Not only the view action was repeated over and over again but
similar behaviour was observed regarding the create and delete actions as well.
For instance, the create action in the second MOOC run was performed again
1851 times from a total of 2612 (70% of the total count), and the delete action
was performed 335 from a total of 554, which is a 60% (Fig. 3). This indicates
that not only create was a more popular action in the second MOOC run, but
many learning designs were created in a row, probably because of the incentive
of the guidance for this particular MOOC.

4.2 pMineR

pMineR provides diagrams (see Fig. 4 and Fig. 5 and related details in Table 7
and 8 in Appendix A) with different links showing likelihood. Links with a
probability equal or under 0.01 are categorized as noise and are not shown.
Unlike before, only a few connections are strongly highlighted. Many of these
highlights are from connections with a lot of presence previously seen in the
Heuristics miner. For instance, the login → view learning design is shown to be
the most likely transition in both MOOC runs. Transitions towards the ending
point have a small probability, all of them smaller than 0.01 in the case of the
first run.

The first observation from the figures is that there is only one action after
the starting point towards the login action. This confirms what we stated in
the previous subsection. The pMineR model does not use the same process to
generate the diagrams as the Heuristics miner, but a likelihood estimation based
on the sequence count. This means that a probability of 1 towards the login
action states that the totality of users had this action as their first.
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Fig. 2. Heuristics net in MOOC run 1.

Fig. 3. Heuristics net in MOOC run 2.
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Fig. 4. pMinerR with a 0.01 threshold in MOOC run 1.

Fig. 5. pMinerR with a 0.01 threshold in MOOC run 2.
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With pMineR it is also visible that some actions are always followed by other
actions. Nevertheless, this diagram shows weaker connections for the aforemen-
tioned examples. Additionally, it can be seen that in the first MOOC run, com-
ment → view is the path with the highest probability. All probabilities of paths
from a given node sum up to one, so here, probabilities are mainly useful to
assess the most popular action from a given node.

Finally, the likelihood of succeeding actions is well displayed with pMineR,
and the same percentages mentioned in the Heuristics miner can be extracted
as well in the pMineR diagrams.

5 Discussion

Within the research question defined for this study we aimed to understand what
is the behaviour of educators when using an online learning design platform dur-
ing teacher professional development MOOCs. It is important to note that the
main objective of this study was not to arrive at generalisable results, but rather
to give the first insights into the behavioral patterns of educators within a learn-
ing design community platform. We looked at the general behaviour of educa-
tors when using an online learning design platform during teachers’ professional
development MOOCs.

According to the study’s findings, educators spent the majority of their time
investigating other’s learning designs in the particular learning design environ-
ment. This may indicate that educators are curious to explore other’s learning
designs when they are in line with their own pedagogical intentions and goals.
These results also show that the community exploration was made feasible by
the features of the learning design platform, and educators were able to become
familiar with the platform and use its features throughout the professional devel-
opment course.

The fact that the number of edit actions is always higher than the number
of create actions (see Fig. 2 and Fig. 3) suggests that educators were interested
not only in creating designs but also in improving them. This result can be
interpreted as an exploration of others’ learning designs that may have resulted
in a rich knowledge-building experience [7] that enabled educators to learn from
other’s designs and to incorporate the new knowledge into their designs.

It was also prominent the presence of repeated actions, especially viewing
learning designs and create in the second MOOC run. These findings also imply
that MOOC design encourages participants to explore and develop learning
designs in order to enhance their skills and knowledge, which is consistent with
previous research findings on educators’ motivations to participate in online com-
munities [19–21]. The findings also showed that since the actions that promote
social interaction among participants (comment, share and co-create) are less
frequent and are only promoted during the last week of the MOOC, it is nec-
essary to refine and improve the MOOC design as well as functionalities of the
learning design platform to further enhance the social learning experience within
the community.
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Regarding the chosen algorithms, the Heuristics miner provided better
and more explanatory results for our data set when compared to the other
approaches. The graphical results obtained using pMineR are similar to Heuris-
tics miner in the sense that they also displayed start and ending points and
arrows between actions showing direction. Additionally, the thickness of the
arrows was modified to better represent the transition probabilities. Almost
all conclusions that were taken from the Heuristics miner could be taken from
pMineR as well. A difference is that the starting point only followed the login
action, which made more sense after the data cleaning process.

As previously stated, studies on educators’ behaviour in learning design plat-
forms is a very underdeveloped area. Hence, as a result, it became difficult to
compare our study to previous similar investigations.

There are several limitations of this study. First, we encountered limitations
during the selection of actions to consider. For instance, a logout action was
seen as relevant to be considered when creating the event logs, however, due to
technical issues some logout actions were not recorded in the data set. Hence, we
decided to discard such actions when preparing the data set for the subsequent
analysis. If it had been available, process mining diagrams could have represented
all sessions from a login to a logout for all users instead of the whole flow of
actions from beginning to end. Second, the study itself reflects the use of a
learning design environment by the educators while being taught how to use
it during a MOOC course which greatly affects their use of the platform and
consequently limits the insights that can be drawn about their regular use of the
platform.

6 Conclusions and Future Work

In this study, we have used two process mining techniques to analyse educators’
behaviour in a platform that supports the full cycle of learning design. The
educators were given a set of activities to perform on the platform, which was
conducted in the context of a MOOC to learn about the concept of Learning
Designs.

The findings of the study revealed interesting observations about educators’
behaviour within this learning design community platform. Process discovery
trees provided the most informative and interpretable representations regarding
educators’ behaviour, e.g., the Heuristics miner, with features such as the total
event count, as well as the transition direction and transition count.

Future work includes the categorization of educators into separate groups
before the analysis of their actions. This could be done using machine learning
techniques such as K-means [30]. After the categorisation, independent analyses
could be done on each group, which would result in more focused results in
comparison to a single analysis for the whole users’ log. Moreover, the current
study findings might be expanded to investigate whether the educators’ behavior
will change in response to the various types of activities suggested for each week
of the MOOC course.
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Additionally, comparing how educators behave collectively in various con-
texts, such as how they use the same ILDE platform in a MOOC that is not neces-
sarily framed in teacher professional development courses, could reveal additional
insights into the existence of common patterns of use that would eventually facil-
itate to produce thorough and generalisable insights into how educators behave
in learning design platforms and across contexts.

Acknowledgements. This work has been partially supported by the grants PID2020-
112584RB-C33 funded by MICIN/AEI/10.13039/501100011033. D. Hernández-Leo
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A Matrix Form for Process Maps

Table 5. Matrix form of Fig. 2

login create create

from d.

publish revised

docs

viewed

lds

comment delete END

START 268 0 0 0 0 32 0 0 0

login 287 74 0 0 0 2446 0 0 21

create 0 24 0 27 450 0 0 16 3

create from dup. 0 0 0 68 678 0 0 45 0

publish 227 0 0 914 1332 1227 0 41 18

revised docs 247 151 0 449 215 3469 0 44 26

viewed lds 1805 392 840 2296 2027 21519 543 130 225

comment 39 0 0 0 0 491 0 0 6

delete 23 18 0 15 0 207 0 92 1

Table 6. Matrix form of Fig. 3

login create create

from d.

publish revised

docs

viewed

lds

comment delete add

editor

add

viewer

del

viewer

END

START 377 0 0 0 0 6 0 0 0 0 0 0

login 331 145 0 0 0 2498 0 0 0 0 0 52

create 0 1851 0 0 489 0 0 37 0 116 0 0

create from d. 8 0 9 11 98 0 0 15 0 0 0 0

publish 147 0 8 975 1035 943 0 0 0 184 0 20

revised docs 123 0 0 475 234 1986 0 0 0 471 3 13

viewed lds 1937 396 131 1718 1471 21938 806 88 8 434 16 276

comment 77 0 0 0 0 728 0 0 0 0 0 77

delete 0 28 0 0 0 147 0 335 0 0 0 4

add editor 1 0 0 0 0 0 0 0 11 20 0 0

add viewer 86 145 0 128 0 826 0 34 12 627 6 0

del viewer 0 0 0 0 5 24 0 3 0 0 19 1
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Table 7. Matrix form of Fig. 4

login Create Create
from d.

Publish Revised
docs

Viewed
lds

Comment Delete END

START 1 0 0 0 0 0 0 0 0

Login 0.09 0.03 0 0 0 0.85 0 0 0

Create 0.02 0.02 0.02 0.04 0.80 0.09 0 0.02 0

Create from dup. 0 0 0.03 0.05 0.77 0.10 0 0.04 0

Publish 0.06 0 0 0.25 0.42 0.25 0 0 0

Revised docs 0.06 0 0 0.03 0.04 0.83 0 0 0

Viewed lds 0.06 0.02 0.02 0.09 0.05 0.72 0.02 0 0

Comment 0.07 0 0 0 0 0.86 0.04 0 0

Delete 0.05 0.05 0.03 0.04 0.03 0.54 0 0.24 0

Table 8. Matrix form of Fig. 5

login create create
from d.

publish revised
docs

viewed
lds

comment delete add
editor

add
viewer

del
viewer

END

START 1 0 0 0 0 0 0 0 0 0 0 0

login 0.1 0.05 0 0 0 0.81 0 0 0 0 0 0.02

create 0 0.73 0 0 0.20 0 0 0 0 0.04 0 0

create from d. 0 0 0.05 0.05 0.66 0.10 0 0.08 0 0 0 0

publish 0.04 0 0 0.29 0.38 0.25 0 0 0 0.04 0 0

revised docs 0.05 0.05 0 0.03 0.06 0.63 0 0 0 0.16 0 0

viewed lds 0.07 0 0 0 0.04 0.75 0.01 0 0 0 0 0

comment 0.10 0 0 0 0 0.85 0.04 0 0 0 0 0

delete 0.05 0.05 0 0 0 0.26 0 0.60 0 0 0 0

add editor 0 0 0 0 0 0.69 0 0 0.31 0 0 0

add viewer 0.05 0 0 0.08 0.05 0.45 0 0 0 0.34 0 0

del viewer 0.03 0.06 0.05 0.09 0.06 0.36 0 0.03 0 0.03 0.29 0.05
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Abstract. Inquiry-based learning focuses on asking questions and find-
ing answers through investigation while engaging students in active learn-
ing. Decentralized knowledge building in the community can benefit
from applying the approach to modern web technologies and collabo-
ration. Distributed Noracle is a decentralized, question-based tool for
building community knowledge in collaboration among participants that
helps learners understand and reflect on individual learning and com-
munity processes. However, learners may encounter vast and complex
space graphs, which leads to difficulties pursuing their goal of reflection
and understanding the knowledge of the community. Community knowl-
edge building is essential as it allows community members to share their
knowledge and expertise. We extended the Distributed Noracle appli-
cation with a recommender system that can suggest relevant questions
and spaces to community members to address this problem. The recom-
mendations can be accessed within the Distributed Noracle application
or through our developed chatbot for community chat environments like
Rocket.Chat or Slack. Our evaluation shows that our recommender sys-
tem achieves the intended purpose and helps learners to find exciting
questions in vast question spaces in a short amount of time.

Keywords: Community of practice · Knowledge building · Learning
infrastructures · Recommender system · Chatbots

1 Introduction

In recent years, inquiry-based learning has become more and more popular.
While in conventional and structured learning environments, people should
mostly learn solid facts and answers to given questions. With inquiry-based
learning as a pedagogical method, they can get a deeper understanding by asking
questions and thinking of related concepts independently. This can also improve
the critical thinking of the individual. Today, we know that students at all levels
of education can successfully experience and develop deeper level thinking skills
through scientific inquiry [18]. However, inquiry-based learning has not become
an established practice in science education yet [10]. Even when it is consid-
ered an essential and valuable approach, teachers and instructors are unfamiliar
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with it. Most of the time, people learn in so-called Communities of Practice
(CoPs). While these communities do not have to be tied to a central organi-
zation or infrastructure, they have a common understanding of a profession or
area. To support inquiry-based learning in CoPs, de Lange et al. [6] developed
Distributed Noracle1, a decentralized question-based dialog system. In this sys-
tem, CoPs can create a space graph and start with a question or statement of
curiosity, sometimes called the “wonder moment” [24]. Each member has the
chance to expand the initial question with additional questions and mark ques-
tions as related. Additionally, the system can overview ignorance over a specific
topic in a CoP by analyzing the uprising questions. Users can subscribe to dif-
ferent rooms where they can cooperate with the CoP. With multiple rooms,
it’s easy to lose track. The Noracle Bot helps users find their way around and
navigate the rooms, providing awareness with information about recent activity
in the room. A recommender system could help users by suggesting interesting
questions they might not realize or overlook in the subscribed spaces to increase
engagement. Thus, the system could help to overcome cognitive overload when
users encounter vast and complex space graphs [19]. In this paper, we address
the following research questions:
RQ1: What data sources create suitable recommendations for CoP in Distributed
Noracle?
RQ2: How can we derive recommendations from such distributed architectures?
Therefore we present a recommender system capable of suggesting relevant ques-
tions and spaces for a user inside the Distributed Noracle application.

The rest of the paper is structured as follows: The following section (Sect. 2)
describes related work where we analyze different typical filtering approaches.
After that, we describe the formal description of the retrieving process of rec-
ommendations (Sect. 3) followed by the implementation including the updated
Noracle Bot (Sect. 4). In (Sect. 5) we present our evaluation and conclude with
a summary and outlook (Sect. 6).

2 Related Work

2.1 Inquiry-Based Learning and Question-Based Dialog

The target audience of the Distributed Noracle is the aforementioned CoPs.
Three elements define a CoP: Domain, Community, and Practice [28]. Peo-
ple with the same interests come together to learn and exchange knowledge.
Inquiry-based learning can be seen as hands-on activities where learners gener-
ate meaningful questions with curiosity to get closer to the overall problem or
question [17]. Learning is stimulated by inquiry, which means asking questions
or solving problems [23]. In a traditional learning setting, the teacher works
as a director, who gives the question and partly the answers to the learner;

1 https://distributed-noracle.github.io.

https://distributed-noracle.github.io
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in an inquiry-based learning setting, the teacher plays the role of a facilita-
tor [24]. However, there is a large chunk of traditional schools where students
are not encouraged to ask questions. Abd-El-Khalick already mentioned sev-
eral dimensions where inquiry-based learning can be a valuable support, such as
mathematical, linguistic, cognitive, and metacognitive skills, or personal, social,
cultural, and ethical domains [1]. In large-scale investigations, this was shown
especially for Science and Maths [3,12]. Asking questions is an essential part
of learning and research. It is one of the thinking processing skills which is
structurally embedded in the thinking operation of critical thinking, creative
thinking, and problem-solving [5]. During COVID-19, the implementation of
digital learning opportunities such as quizzes was criticized [7]. Learners found
them unsatisfactory because the proposed quizzes did not assess the method of
thinking, analyzing, writing, or understanding a problem, resulting in significant
stress. Unfortunately, students or learners often do not have the opportunity to
ask questions in school or university because they do not want to draw atten-
tion to themselves, or the teachers cannot motivate them. A face-to-face setting
or question-based dialog between students and experts like teachers can then
help explore the gap or discrepancy in the student’s knowledge. It is important
to emphasize that this does not necessarily increase learners’ academic perfor-
mance, as the quality of implementation still plays a significant role here; rather,
it can have a positive impact on attitudes toward science [3].

In this paper, we utilize the Web-based application Distributed Noracle, which
supports the inquiry-based learning approach by using the idea of a question-
based dialogue.

2.2 Related Question Recommender Systems

Recommender systems, which act in question recommendation, can be derived
from question-answering recommender systems. Zou et al. present a question-
based recommender system, which constructs and algorithmically chooses ques-
tions [32]. The recommendations are based on a model that infers the under-
lying user belief and preferences over items. The model is trained offline with
a matrix factorization algorithm and online with a closed-form solution based
on the user’s answers. Liu and Hao present a recommender system that sug-
gests questions based on the relationship between the user and the question [15].
The relationship between users and the words in the corpus is calculated with an
incremental update algorithm which takes questions and the users who answered
them as input. Zhao et al. present an approach to identify question paraphrases
in a vast collection of questions fetched from Encarta logs [21]. The approach is
divided into five steps: Question Extraction, Question Type Classification, Ques-
tion Partition, Question Paraphrase Identification, Template Extraction. The
extraction of questions is done with filtering of log entries, which should contain
at least three words and starts with an WH-word (who, what, when, where, why,
and how). The question type is classified using a question word and a Support
Vector Machine (SVM) classifier based on the question type taxonomy from Li
and Roth [14] into 50 different sets. Each set is further partitioned into clusters,
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indexed by a specific content word, which appears in the questions assigned to
the cluster. After that, the question paraphrasing is done by building question
pairs inside the clusters and computing multiple features like Cosine Similarity,
Named Entity Overlapping, or WordNet Synonyms. Ahasanuzzaman et al. pro-
vide a solution for identifying duplicate questions on Stack Overflow2 by using
a discriminative classification model called Dupe [2]. A preprocessing technique
is used to process the questions in the model, where stemming and removing
stop words from the title- and body-post is applied. After that, similar features
that Zhao et al. [21] used are computed for each question pair (Cosine Similarity
Value or WordNet Similarity). In other domains, such as online shops, software
agents elicit the users’ preferences and interests to make product recommenda-
tions [29]. Newer approaches like neural graph networks or neural graph collab-
orative filtering bear large potential [8,27]. They used standard datasets such
as Amazon Book, Epinions, or Gowalla with millions of entries for the work’s
studies. Distributed Noracle, on the other hand, has only tiny interaction data,
as the application is self-managed within communities. Since Distributed Nora-
cle does not provide sufficient data, deep learning approaches are not suitable
since they are known to be data-hungry [30]. A novel way to use recommender
systems is the utilization of chatbots. Chatbots can be a more natural and inter-
active interface for users to interact with recommender systems and provide
awareness [16,22]. Cerezo et al. developed a chatbot capable of recommending
software artifact experts of an open-source project [4]. The users expected a
chatbot that could hold a complete conversation beyond the recommender sys-
tem functionality in their evaluation. This is not an easy task, and the authors
also refer to the uncanney valley effect should be considered. Nevertheless, the
recommender system was well received. The chatbot tries to classify the user
messages using a term frequency algorithm to understand the intents. Laban
and Araujo compared user-initiated and system-initiated conversational recom-
mender systems regarding anthropomorphism, risk, and control perception [11].
Their results show that users feel they have less control and perceive the system
as riskier when making system-initiated recommendations than user-initiated
recommendations. Therefore, we are also considering a chatbot interface for our
recommender system and letting the bot be part of the community.

3 Question Recommendation

For the question recommendation process, we consider the interactions or the
behavior of different users in the Distributed Noracle application. Whenever two
or more users have a lot in common, the recommendations for one user should
be influenced by similar users. If we consider the interactions in the Distributed
Noracle, users can subscribe to spaces, ask questions, create relations between
questions and give up- and down-votes to questions and relations. From these
interactions, several similarities can be derived. For example, users who asked
questions with the same topic voted up or down the same questions and relations
2 https://stackoverflow.com.

https://stackoverflow.com
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or had many common neighboring questions (connected via a relation). These
similarities follow the item-based approach since the properties are all derived
from the items, in this case, questions, relations, and votes. The user profile does
not contain any relevant data for computing similarities between users.
In recommending questions, the recommender system tries to find the question
q′ ∈ Q, which should be the most exciting or relevant question for the user u ∈ U
in the current context. It takes several aspects derived from the Distributed
Noracle application into account. We know which user asked which question,
created which relation between questions, and gave up and down-votes to them.
The corresponding formula for q′ is shown in Eq. 1.

q′ = arg max
q∈Q

r(u, q) (1)

The utility function r(u, q), Eq. 2, computes the relevance of question q for user
u:

r(u, q) = 1(Qu∪Vu)
�(q)

∗
(
w1 ∗ content(u, q)

+ w2 ∗ collab(u, q)

+ w3 ∗ upV otes(q)∑N
i=1 upV otes(qi)

− w4 ∗ downV otes(q)∑N
i=1 downV otes(qi)

+ w5 ∗ ∣∣∣∣upV otes(q)
∣∣∣∣

− w6 ∗ ∣∣∣∣downV otes(q)
∣∣∣∣

+ w7 ∗ ∣∣∣∣time(q)
∣∣∣∣)

∗ 1∑7
i=1 wi

(2)

which computes the final score of the relevance for question q for user u with
an indicator function 1(Qu∪Vu)

�(q) shown in Eq. 3 and seven weighted functions
with wi ∈[1,7] ∈ (0, ∞) which we will explain in the following.

1(Qu∪Vu)
�(q) =

{
1, if q ∈ (Qu ∪ Vu)�

Qu = {q | u asked q},
0, otherwise Vu = {q | u voted q} (3)

The indicator function is 1, if q was not created by u which means that q �∈ Qu

and u did not vote q which means that q �∈ Vu, which implies q ∈ (Qu ∪ Vu)�.
Otherwise, the function returns 0. In other words, we only want to suggest
questions that the user has not yet seen.

Now, we describe the seven weighted functions. Equation 4 shows the feature
for w1 describes the similarity between the contents of the questions.

content(u, q) = max cosineSimilarity(q, qu), ∀qu ∈ Qu (4)
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Therefore, the cosineSimilarity shown in Eq. 5 is defined as follows:

cosineSimilarity(q1, q2) =
Wq1 ∗ Wq2

|Wq1 | ∗ |Wq2 |
(5)

Wqi defines the vector consisting of the relative term frequencies of each word
inside question qi.

The feature for w2 shown in Eq. 6 describes the similarity between the votes
using the Jaccard index.

collab(u, q) = max
|Vu ∩ Vv|
|Vu ∪ Vv| , ∀v ∈ U ∧ u �= v (6)

The upV otes(qi) function shown in Eq. 7 denotes the number of absolute
up-votes of question qi.

upV otes(qi) =
∣∣{v | v ∈ Vu ∧ v is a up-vote},∀u ∈ U

∣∣ (7)

Analogously, the downV otes(qi) function shown in Eq. 8 denotes the number
of absolute down-votes of question qi.

downV otes(qi) =
∣∣{v | v ∈ Vu ∧ v is a down-vote},∀u ∈ U

∣∣ (8)

That means that the features for weights w3 and w4 compute the relative number
of up- and down-votes of question q, which is the input for the utility function
r(u, q).

The features for weights w5 and w6 are the normalized values of the up- and
down-votes of question q.

The last feature for weight w7 is the time(q) function which is a normalized
measure that tells how much time has passed since the question q was created.

4 Implementation

As the core backend of the Distributed Noracle application is based on multiple
microservices in one project, we extended it with the needed microservices, Nor-
acleRecommenderService, NoracleNormalizationService, and NoracleQuestionU-
tilityService, that are needed to realize the recommender system. The first exten-
sion is the additional REST-API resource called RecommenderResource, which
can be requested for recommendations based on the Distributed Noracle space
and the user. When the RecommenderResource is requested by a client, the
corresponding functions in the NoracleRecommenderService for computing the
recommended questions are invoked. The NoracleRecommenderService then col-
lects all necessary data for that. Once all necessary data is collected, all ques-
tions are sent to the NoracleNormalizationService to be normalized. The Nora-
cleNormalizationService will then apply natural language processing techniques
to the questions. Most techniques (lowercasing, removing punctuation, remov-
ing hyphens, expanding contractions, removing digits, removing stop words) are
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realized with simple replacing operations. For Stemming we used the Porter-
Stemmer library from Apache Lucene3. The algorithm considers each letter in
a word as a consonant or a vowel for the steps. Each word can be described as
(C)∗(V C)m(V )∗ where C is a consonant, V a vowel and m ∈ N0. The rules for
removing endings from words are given in the form of:

(condition)S1 → S2 (9)

where for example, (V )ING → {} means that we cut the suffix ING from every
word that contains a vowel and trivially ends with ING. This rule transforms
the word “walking” into “walk”. We can illustrate that with the following two
simple questions, which are also used in one space of our evaluation: q1 = “What
are the concepts of agile software development?” and q2 = “What concept do
you follow in agile software developing?”

Without stemming, the result of the cosine similarity with a naive word
embedding approach:

Vq1 =

⎡
⎢⎣

1
...
1

⎤
⎥⎦ , Vq2 =

⎡
⎢⎣

1
...
0

⎤
⎥⎦ , cosineSimilarity(Vq1 , Vq2) =

Vq1 ∗ Vq2

|Vq1 | ∗ |Vq2 |
≈ 0.35 (10)

In this case, the cosine similarity is approx. 35%, although the two questions
mean more or less the same. With stemming, the cosine similarity can be
increased to 59% as: q′

1 = “What ar the concept of agil softwar develop?” and
q′
2 = “What concept do you follow in agil softwar develop”

Vq′
1

=

⎡
⎢⎣

1
...
0

⎤
⎥⎦ , Vq′

2
=

⎡
⎢⎣

1
...
0

⎤
⎥⎦ , cosineSimilarity(Vq′

1
, Vq2′) =

Vq′
1
∗ Vq2′

|Vq′
1
| ∗ |Vq2′| ≈ 0.59 (11)

It is obvious, that the words “concepts”, “development” and “developing” are
reduced to their root, which explains the increased value of the cosine similarity.
Nevertheless, words like “agil” and “softwar” do not make much sense anymore.
This could result in questions where the meaning is heavily distorted. However,
since no additional features, except the cosine similarity, on the stemmed words
are computed, the distortion can be neglected. Up to know, the used Porter-
Stemmer only works with English sentences or in our case questions. Thus, we
are limited to the English language.

The last processing technique of the NoracleNormalizationService replaces
words with synonyms. Therefore, we used WordNet4 3.0 and the java library
JAWS5, which is an API that is capable of retrieving data from a local WordNet
database. With the integration of the WordNet database and the JAWS library
in the Distributed Noracle backend, a list of synonyms is retrieved for each word
3 https://lucene.apache.org.
4 https://wordnet.princeton.edu.
5 https://github.com/jaytaylor/jaws.
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Fig. 1. Integration of the recommendations within a Distributed Noracle space and in
the overview.

the question contains. For example, if we have the words “fright” or “dread” in
the question, we replace it with the synonym “fear”.

Once all potential questions have been normalized, the NoracleRecommender-
Service uses the NoracleQuestionUtilityService to compute a utility value for
each question. The utility value is an indicator of the question’s relevance to the
corresponding user at the current time.

The next step was to adjust the Distributed Noracle frontend. It is realized
as a web application where the user interface is the browser in which the user
interacts. The first extension of the Distributed Noracle frontend is then made
to the space overview page (see Fig. 1a). Three recommended questions are dis-
played at once, and the user can cycle through nine. Each slide contains one
recommended question with its content, author, and creation time. The nine
recommended questions have the highest utility value and are derived from all
questions in the areas to which the user subscribes. If a user finds one of them
interesting or valuable, he can click on it to be navigated to the corresponding
space with the question selected. The related question and all neighboring ques-
tions are loaded and shown to the user. The second extension of the frontend
displays six recommended questions within a space (see Fig. 1b). Again, click-
ing on one of the entries is possible to get to the corresponding question and
its neighboring questions. The user gets the most relevant in one list with the
computed personalized recommendations.

NoracleBot

As the Noracle Bot’s purpose is to deliver recommended questions by guiding
the user to them, we have a bot-driven conversation [4]. The only conversa-
tion intents the bot needs to understand are simple ones like greeting, goodbye,
help etc. but trivially the most important one is the recommendation intent. If
this intent is recognized, the bot requests the RecommenderResource and for-
wards it to the user. In order to define all intents for the bot, we used an Natural
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Fig. 2. Conversation with the NoracleBot. User greets the bot, invites NoracleBot to
the Space and receives recommendations.

Language Understanding (NLU) Model6. When choosing the messenger, we paid
attention to the community’s needs and chose Rocket.Chat, which uses the same
single sign-on. The user has three options to interact with the Noracle Bot. (1)
He can either request recommended questions for his saved spaces, (2) request
recommended questions for a specific space, or (3) cancel the conversation. If
the first option is specified, the Noracle Bot will look up the saved spaces of the
user, triggers the computation of the recommendations, and sends them back
to the user. For the second option, the bot will first ask for the invitation link
of the space where the user wants to get recommendations (see Fig. 2). The
Noracle Bot as an agent needs to be a participant of the space to gain read
access to all questions, relations, votes, etc. and thus, to be able to request the
NoracleRecommenderService for recommendations. With the bot’s subscription
to the space, he becomes a part of the corresponding community because he
is equivalent to other participants. After sending the invitation link, the user
only needs to wait for the top six recommended questions from the correspond-
ing space. A considerable advantage of the Noracle Bot is that the user can
retrieve the recommendations via a conversation. Without it, users could only
login into the Distributed Noracle, search the specific space and watch out for
the recommended questions. While in the chat interface, independent of the used
device, the Noracle Bot is always accessible. In addition, the Noracle Bot helps
to address the long-standing challenges of growing communities [20] by being a
community member himself.

6 https://rasa.com.

https://rasa.com
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5 Evaluation

In our evaluation, we asked users from a CoP to use the developed recommender
system to evaluate the usability and usefulness of the given recommendations
We recruited a CoP with 17 members fitting the mentioned target audience
for inquiry-based learning [1,3,12]. Therefore, we prepared three spaces with
different topics of computer science and culture (“Agile Software Development”,
“Banning Smoking In Public Places”, and “Web Science”) with more than 20
questions/relations each. First, they should register or login into the Distributed
Noracle application. After that, they should join the three different spaces and
give an up- or down-vote to at least three questions per space. The users should
then consider and test the recommended questions inside the space overview
and the spaces themselves. When they tested the recommended questions in
the frontend, they should also contact the Noracle Bot and find out how to get
the recommendations from him. Ultimately, the participants are asked to fill
out an online survey. The participants had to reconsider the six recommended
questions of a space of choice. In the survey, they had to write down the number
of questions (a subset of the six recommended questions) relevant or exciting
to them. In addition to that, they had to write the number of questions in the
space but not in the list of recommended questions. The survey consists of general
demographic questions, questions regarding the recommended questions inside
the frontend and inside the chat with the Noracle Bot, and free text questions
belonging to the recommender system. In total, 12 participants identified as
male, three as female, and two did not answer the question of their gender.
Regarding the age, 16 participants were between 20 and 30 years old, six were
between 31 and 40 years old, one was between 41 and 50, and one gave no answer.

5.1 Results

The created survey contains questions regarding the general impression of the
system as well as the ten statements of the System Usability Scale and some
questions to measure the success of the recommender system. The participants
agreed that the recommended questions helped to get a quick overview of the
most relevant questions. A few participants mentioned that the navigation when
clicking on a recommended question saves time. The next step was to evaluate
the usability of the recommender system with the System Usability Scale. It
consists of 10 statements where the participants need to respond with one of five
options: from strongly disagree to strongly agree.

Most of the users understand the usage and the idea of the recommender
system. The results are shown in Table 1. In our case we have a System Usability
Scale score of S ≈ 68 which is the average of all System Usability Scale stud-
ies [26]. Most participants found the introduction of a chatbot very interesting
and were curious when interacting with the bot.

The participants subsequently classified the questions between interesting
and not interesting. It allowed us to create a confusion matrix and calculated
recall, precision, and accuracy. The corresponding confusion matrix is shown in
Table 2, where “positive” corresponds to the number of interesting or relevant
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Table 1. Participants’ evaluation of the statements about the System Usability Scale
of the integrated recommender system on an ordinal scale from 1 =̂ “strongly disagree”
to 5 =̂ “strongly agree” (n = 17).

# Statement x̄i σi

Q1 I think that I would like to use the Recommender System
frequently

2.88 0.9

Q2 I found the Recommender System unnecessarily complex 2.24 1.06

Q3 I thought the Recommender System was easy to use 3.88 0.76

Q4 I think that I would need the support of a technical person to be
able to use the Recommender System

1.82 1.1

Q5 I found the various functions in this system were well integrated 3.71 0.89

Q6 I thought there was too much inconsistency in this Recommender
System

2.13 0.85

Q7 I would imagine that most people would learn to use this system
very quickly

3.83 0.96

Q8 I found the Recommender System very cumbersome to use 2.91 1.25

Q9 I felt very confident using the Recommender System 3.52 1.14

Q10 I needed to learn a lot of things before I could get going with this
Recommender System

2.65 1.27

Table 2. Confusion matrix from participant rating of recommended questions.

Predicted

Positive Negative

Actual Positive TP = 68 FN = 28

Negative FP = 74 TN = 261

recommendations and “negative” corresponds to the not interesting or irrele-
vant questions. All spaces contained 23 questions. With 17 participants, we got
68 questions recommended “correctly”. Further, we have 74 questions recom-
mended “incorrectly” (FP) as well as 28 questions that were not recommended
but relevant (or interesting) for the user. In total, 261 questions were not rec-
ommended “correctly”. While the Precision (47.89%), which is the number of
recommended questions, that are relevant for the user, was very low, the Recall
(70.83%) and the Accuracy (81.64%) were relatively high.

Precision : P =
TP

TP + FP
=

68
68 + 74

≈ 47.89% (12)

Recall : R =
TP

TP + FN
=

68
68 + 28

≈ 70.83% (13)

Accuracy : A =
TP + TN

TP + TN + FP + FN
=

68 + 261
68 + 261 + 74 + 28

≈ 81.64% (14)
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5.2 Discussion

In general, the results can be interpreted primarily as neutral to positive. The
recommender system scored in features like ease of use, no complexity, and good
integration. With a System Usability Scale score of 67.7 (on a scale from 1 to
100), the system is slightly below average but also leaves room for improvement.
For example, questions they have already interacted with should be suggested
less often. At the same time, one could increase the system’s transparency by
showing why a question is recommended. Further, we evaluated the performance
properties precision (47.89%), recall (70.83%), and accuracy (81.64%) with the
construction of a confusion matrix to get a first impression of how good the rec-
ommender system achieves its goal. Although some questions were not always
relevant to the user, the recommendation system barely recommended questions
that were not relevant. This is also related to our answer to our first research
question. In our approach, we only considered a few features available to use with
the Distributed Noracle application. We only used cosine similarity and vote
similarity for the personalized recommendations, which could explain the low
precision. However, it must be considered that it was not easy to decide if a rec-
ommended question was a good candidate for the users. The recall and accuracy
are significantly higher, which shows that the performance of the recommender
system is more positive in the corresponding tasks. With the information gained
from this work, the promising approaches of Fan et al. and Wang et al. can be
adapted to this approach in the future [8,27]. However, it is worth mentioning
that Fan et al. valued the interaction graph and neglected side information on
users [8]. In the future, datasets from Zhihu7 or Stack Overflow can be used to
evaluate the recommender system [13] further.

6 Conclusion and Future Work

In this paper, we constructed a recommender system for the Distributed Noracle
application, which is capable of recommending personalized questions inside the
frontend as well as inside a chat interface in Rocket.Chat with the Noracle Bot.
These recommendations are a subset of all questions from the space to which the
user has subscribed. For the construction, we analyzed the different typical fil-
tering approaches where content-based and collaborative filtering seem suitable
in the case of the Distributed Noracle. We derived different feature values from
these filtering approaches, like the cosine and vote similarity, which are then
used with simple question properties and corresponding weights in the final util-
ity computation to rank the possible recommended questions (RQ1). We relied
on the microservice architecture to access the corresponding data derived from
the answer for RQ1 within the decentralized application (RQ2). The implemen-
tation as a microservice and the modular design allowed us to make parts of
the system, like normalizations and stemming, reusable by other services. In the
evaluation, we used the system usability scale to understand how well the system

7 https://www.zhihu.com.

https://www.zhihu.com
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performs in the frontend and with many different characteristics of the Noracle
Bot. During the evaluation process, it came out that the recommender system
has a slightly positive impact on the learning success and the user experience,
especially for the members of the CoP. Further, it offers added value for encoun-
tering the huge cognitive load by getting a fast overview of the most relevant
questions when users have to deal with spaces with at least 25 questions. With
the results of the evaluation and related work in question recommendation, the
recommender system can be further extended, evaluated, and improved. Some
participants pointed out that there is no transparency regarding the delivery
of the recommended question. A typical example would be “Because you asked
question x” when the cosine similarity is above a certain threshold which indi-
cates similar questions as the user asked. Other simple hints would be “New” or
“Trending” when a question was asked recently or has many up-votes.

While the current recommender system uses a feature weighting scheme, the
next step could be introducing an approach in machine learning and including
semantics. The corresponding model could be built upon the used features as
input and a dataset like Zhihu as training data [13]. Then the weights would
lie in the model to learn concerning the used training data from the set. The
model could then be compared with other state-of-the-art recommender system
models in the area of Community Question Answering (CQA) [9,25,31]. In addi-
tion, the Normalized Discounted Cumulative Gain (NDCG) would be a suitable
measurement to evaluate the performance of the model because it considers the
ranking on the final recommendations.

The recommender system can be considered a valuable tool for the Dis-
tributed Noracle application.
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Abstract. Social Media is an important disseminator of body image representa-
tions and the body cult. The growing popularity of social media among children
and adolescents makes minors a vulnerable group to the internalization of body
ideals and stereotypes. Developing educational interventions that provide adoles-
cents with skills to better understand the body image in social media is therefore
necessary to counteract the effects of deceitful representations and discourse. This
paper evaluates an adaptive educational intervention to define the suitable app-
roach to teach adolescents about body image and stereotyping in social media. In
particular, the paper examines and compares three approaches to identify the domi-
nant body image stereotype in students’ social media: The self-reported methods,
the analysis of social preferences, and the use of xAPI to track users’ behav-
ior. Results showed that the use of xAPI combined with self-reported answers
can provide better input from adolescents’ preferences. Moreover, it allows the
automatic distribution of suitable counter-narratives to students participating in
computer-supported collaborative learning activities embedded in an educational
social media platform.

Keywords: Social media · Digital skills · Self-protection skills · CSCL scripts ·
Counter-narratives

1 Introduction

Social media platforms are important mediators in the construction of youngsters’ body
image [1]. While liking, tagging, and sharing social media posts, youngsters are exposed
to different types of content, including representations that normalize the body ideals and
stereotypes [2]. Image exposure and content interaction can reinforce the negative atti-
tudes and perceptions that affect youngsters’ body image [3–5], which can lead teenagers
to experience body image dissatisfaction [6]. While some experts argue stronger regu-
lations and even prohibition may be a solution [7], the media education of adolescents
towards the uses and implications of social media may also be a fair measure [8, 9].
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Developing ad hoc interventions can help children protect themselves, especially
when raising awareness for the well-being is spoiled by both psychological and cultural
factors [10]. One exemplary intervention is the one promoted by the use of narrative
scripts (NS) [11] a combination of CSCL and story-telling techniques. As a pedagogical
approach, NSs has been defined as an opportunity to raise awareness by situating young
users into social media tailored risk scenarios and empowering their critical thinking
attitudes.

NSs seek to provide students with learning material based on their own social media
experiences. Nevertheless, to meet students’ experience, NSs must cope with students’
social media reality; for instance, preferences, patterns of interaction, time of exposure,
etc. Adapting learning content to the user’s behavior is not a new topic in research as
adaptive learning systems have been on the forefront for some years now.Adaptive learn-
ing technologies (ALT) collect data based on the students’ performance and behavior,
and provide them with personalized learning materials and feedback. Integrating ALT
to body image literacy can contribute to a better understanding of body image discourse
and stereotypes by providing students with learning material based on the stereotypes
they are exposed to.

In the topic of body image, ALT has yet to explore techniques to identify students’
body image stereotypes. As the use of social media among adolescents is constantly
growing and it can pose a threat to their body image perception, we find it important
to explore this line of work. Therefore, the aim of this study is to explore different
techniques to determine the students’ dominant stereotypes in the topic of body image
in order to facilitate the creation of CSCL activities.

1.1 Adaptive Learning Technology and CSCL Scripts for a Social Media Literacy
Intervention

ALT is considered an emerging educational technological innovation [12]. It has ped-
agogical benefits, including acceleration, remediation, metacognition, mastery-based
learning, immediate feedback and interactive learning [13] The Horizon Report (2018)
explains that adaptive learning occurs when digital tools and systems are used to create
individual learning paths for students based on their strengths, weakness and peace of
learning however some adaptive learning systems include profile information from other
sources [14].

One of the key components of Adaptive Learning is the learner model. The learner
model refers to a student’s representation as observed by an intelligent tutor. It collects
data related to the student’s behavior and performance within a virtual platform and
reasons about adjusting feedback [15]. Besides collecting data related to the learning
progress (activities, material, performance) ALT is also capable of identifying students’
personality traits based on their behavior and performance. Research on personality
traits and ALT saw the implementation of systems capable of understanding students
cognitive and affective states [16]. In the topic of body image, ALT has yet to explore
techniques to identify students’ dominant stereotypes. As the use of social media among
adolescents is constantly growing and it can pose a threat to their body image perception,
we find it important to explore this line of work.
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CSCL scripts structure a collaborative learning flow (group formation, sequence of
tasks, role rotation, etc.) to facilitate the triggering of desired social interactions leading
to fruitful learning by defining the task structure, the time structure, and the social
structure of the collaborative activities [17]. Some of its applications include organizing
collaborationbygrouping studentswith different opinions toworkon a task (ArgueGraph
[18]), distributing information between participants for later discussion and explanation
(jigsaw CLFP) and achieving consensus between participants by progressive knowledge
building (Pyramid CLFP). ALT has been integrated in the design of CSCL systems
to maximize the user-tailored support provided to group learners, focusing both on
improved domain learning and the development of collaboration skills. The potential
benefits of ALT in CSCL are high, by analyzing the user traits and characteristics a
better group formation and knowledge distribution can be achieved or even adapting the
activity to the group collaboration in real-time [19].

1.2 Exploring Approaches for the Detection of Body Image Dominant Stereotypes

Acquiring information about the learner model is often related with machine learning
techniques, however for the identification of personality traits non-machine learning
approaches are also used. A few such approaches have seen the use of pattern recognition
techniques, self-labeling, questionnaires, and in some cases a combination of the two
approaches has been applied [20–22]. In this section,wewill identify existing approaches
that are currently used in the topic of body image to identify the existence of stereotypes
primarily outside the area of adaptive learning.

The use of questionnaires appears to be a preferred method in media literacy stud-
ies to identify stereotypes in social media. The study by Verrastro et al. [23] saw the
implementation of a set of questionnaires on the topic of Instagram use and body-
related scales to study the relationship between the use of Instagram, the internalization
of beauty standards, the social pressure to adhere to them, and anxiety towards body
image. Other approaches saw the implementation of open and self-reported answers to
understand potential stereotypes. One such approach is the one described by Niemann
et al. [24]. They performed a cluster analysis on a set of open-answers given by students
in a survey about adjectives associated with demographic groups. According to them
“findings indicate that open-ended responses, although laborious to organize, can be
successfully employed for stereotype research”. Despite being a laborious work, the use
of self-reported answers has the potential to provide insights about users’ preferences in
social media as it receives a direct input from the users.

A more complex approach saw a content analysis to understand stereotypes that
appeared within Instagram profiles. Butkowski et al. [25] studied how the stereotypical
gender display was presented in young adult women’s Instagram selfies, due to the
complexity of the task they performed a content analysis using a manual coding scheme
to classify the different variables (type of pose, expressed emotions, amount of body
display) and a quantitative analysis of the feedback of the studied selfies (number of
likes and comments).

As the use of questionnaires and content analysis will only provide us with input
based on the result of a one-time analysis, we further explored possibilities of imple-
menting approaches that would collect information based on the user’s behavior. We
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identified a previous work that has attempted to extract data from social networks using
web scraping tools and store it in a Learning Record Storage using the experience API
(xAPI) data structure enabling teachers to create different learning activities based on
the student’s behavior [26].

The xAPI is a community-driven specification for learning technology. It was born
from applying the Activity Streams concept to e-learning [27]. It defines both data and
communication models to track user activities within learning software applications and
has been used in different learning scenarios, such as serious games [28], online learning
[29] and self-regulated learning [30]. In xAPI each event is captured as a statement, that is
formed as a sentence with an actor (student token id), verb (action performed), activity
(object) and context (time, session id, environment), that is stored chronologically in
JSON format. The flexibility of xAPI allows the inclusion of different types of variables
in the statements and the wide vocabulary of verbs already contains the most used social
networks interactions allowing us to successfully track all the student’s actions inside
the educational social media platform.

The use of an appropriate method to identify students body image stereotypes will
allow educators to provide students with material to counter possible toxic body ideals
that arise. One of the strongest components of implementing ALT for raising awareness
of body image stereotypes is the implementation of counter-narratives [31]. The imple-
mentation of counter-narratives within a social media can take advantage of different
factors such as the allocation of participants into different scenarios based on their con-
tent preferences and interactions. As participants get involved in different interaction
patterns while using social media, counter-narratives can be adapted to the personal
interests and learning needs of young users.

Considering to date no study has considered this approach to examine students’ inter-
action with body image content, the aim of this work is to explore different techniques
to categorize learners based on the students’ dominant stereotypes in the topic of body
image. To do that, we pursued these specific objectives:

O1. Analyze teens’ social media use and content preferences.
O2. Identify teens’ exposure to body image content.
O3. Observe and analyze teens’ SM interactions/online behavior within the designed
educational platform.

2 Method

2.1 Study Design and Sample

This study explored three approaches to determine the dominant stereotype that students
may have when exploring social media. The data for these approaches were gathered
during two sessions (4 h) of digital literacy workshops carried out in three schools.
During these sessions, 186 students (n = 186; 87 male, 88 female, and 11 undefined;
Ages 13 to 16, mean age= 13.9, SD= 0,74) answered a questionnaire, registered to an
educational social media platform and accessed a narrative script that covered different
topics of threats and dangers that exist within social media. The workshops took place
during school hours and therefore the students were placed in their assigned classrooms.
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For this study, an initial focus was made on beauty and body stereotypes that can be
created by influencers on Instagram. A narrative script has been designed to expose the
reality behind the curated content of influencers falling under the categories of beauty
and fitness.

The categories of beauty and fitness have been chosen as they target the topic of
idealized body image that immensely exists in socialmedia platforms.We have classified
as beauty influencers, accounts that tend to share content related to make-up tutorials,
high fashion, and modeling. The category of fitness includes accounts that focus on
idealized body image, muscles, workouts and diets.

The third category of neutral influencers has also been considered to act as a gateway
in case a student does not show a particular interest in the aforementioned categories.
The neutral influencers refer to influencers that do not promote a specific beauty or body
stereotype and are more focused on music, games, or traveling.

2.2 Measurement and Instruments

The research design was embedded in two sessions of the digital literacy workshops,
participants were requested to perform different tasks and answered a questionnaire
expressly designed for this study. Then they registered and navigated in a simulated
educational social network, that was preloaded with profiles and photos that had the
narratives of fitness, beauty, and neutral, but were not different from a regular profile
to not bias the student’s perception. In total 16 female and male predefined influencer
profiles were created; 4 fitness profiles, 4 beauty profiles, and 8 neutral profiles.

Each of the interactions with the preloaded content was stored using the xAPI struc-
ture using the verbs liked, commented, opened (a specific profile), viewed (a specific
photo) followed (a specific profile), and comment (a photo). In addition, each predefined
profile was assigned a category that was captured by the xAPI.

The preloaded content was displayed within the same timeline as the student’s con-
tent. Taking into consideration that some curiosity could rise as to who this person is,
we considered assigning data weights to each xAPI verb to minimize curiosity from
hindering the user’s real preferences. The data weights were assigned to reflect the level
of interest in each action. For the above verbs the following weights were considered;
user viewed an image or video, 1 point, user liked or commented on a photo or video, 2
points, a user opened a profile page, 4 points, and finally, if a user followed a profile, 6
points were awarded.

For the purpose of this study, we focused on three variables:

• Social Media Use: measured from the questionnaire by asking the students about the
top influencers that they followed.

• Body Image Source of Information: measured from the questionnaire through a list
of topics and information sources.

• Online behavior: this variable was observed through the data captured using xAPI
when students interacted with the predefined influencer profiles.
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2.3 Procedure

At the beginning of the first workshop session, students answered a set of questions
where they selected which sources of information, they use to get information about
the topics of fitness and beauty. The questions included which sources (social media,
friends and family, advertisement, TV and other communication media, experts on the
topic) they use to keep up with topics such as fashion, personal appearance, weight loss,
exercise, nutrition, and muscle gains. The number of sources they consulted expressed
their interest in these topics, they could also select that they didn’t use any source of
information,meaning that theywere not interested in the topic. Then, studentswere asked
to indicate the 3 top Instagram profiles (accounts with more than 10000 followers) they
follow daily.

During the two sessions of the workshop, the students were given approximately
20 min, each session, for free-roaming on the educational platform, where they had the
opportunity to publish their content and interact with the content already published in
the platform and by their classmates. Following the data collection, an algorithm was
developed that would allocate a role (beauty, fitness, or neutral) to each student based
on the footprint they left behind them.

3 Results

3.1 Students’ Social Media Use

The self-reported answers show that students are interested in both topics, in total the sum
of the sources used by students to get information about fitness was 577 and 549 about
beauty (Fig. 1). However, only 27 students can be considered to be highly interested in

Fig. 1. Total sum of the information sources by each category
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the topics (outside of the third quartile), with a score of 5 information sources or more
of the maximum of 15 (Fig. 2).

Fig. 2. Distribution of the scores of the information sources by each category

142 students of the 186 total students selected at least one source of information.
The distribution of their scores shows different levels of interest in the topics, as can be
seen in Fig. 3.

3.2 Body Image Content and Influencer Preferences

A classification of the category of each influencer was performed manually by research
team members. In total, 291 influencers were reported with 181 being unique as some
of the most famous influencers were reported more than one time. This classification
by categories allowed us to estimate the general narrative of the group showing similar
results to the ones of the first approach. However, as it can be seen in Fig. 4, students
expressed an interest in influencers of the neutral type, that are related to topics like
gaming, traveling, or entertainment.

3.3 Students’ Online Behavior

During the study, the xAPI registered 723 interactions created by 102 students. To limit
the data collection and analysis to an educational level, only the data related to the
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Fig. 3. The distribution of the score from the self-reported questions (Y axis) performed by each
of the 184 students (X axis)

Fig. 4. Number of reported influencers by category

predefined profiles were considered. Students viewed photos 99 times, and opened the
preloaded profiles 479 times, the predefined influencers were followed 91 times, 15
students left comments, and 43 liked a particular photo. The study of the xAPI data
showed that 68.6%of students interacted at least one timewith the fitness content related,
35.2% with the beauty, and 46% with the neutral. As shown in Fig. 5, the footprint that
the students left behind was diverse which could be an indicator that students were
interacting with the content following their personal preferences. In Fig. 6, the average
of the interaction scores for each role shows that the most dominant category is the
fitness aligned with the results of the first approach. Although the standard deviation of
the answer is high, fitness is equal to 24,4 beauty 5,39 and neutral 12,02 this shows that
not all the students had the same amount of influence by a stereotype.
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Fig. 5. The distribution of the score (KDE) for the three categories. Score value (X axis), density
(Y axis)

Fig. 6. Average score of the 102 students in the three categories

4 Discussion

The challenge of identifying students’ body image stereotypes in an educational platform
lies in understanding the user’s interests. The two first approaches collected self-reported
data from the students at the start of the first session. The first approach asked students to
report their preferred source of information for the different types of content. In total, 142
students selected at least one source providing insights into their social media activities.
However, this approach had its limitations as not all students selected an answer and
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there was not an option for neutral profiles. In addition, a few students did not pay much
attention to the questions and selected the same answer for all the sources of information.

The second approach prompted the students to indicate the top three Instagram
profiles they follow daily. This approach had a different set of limitations primarily on
data analysis. Students reported personal profiles that did not reach the threshold of
10000 followers, the profile names were not written correctly, and finally, there was a
need to manually identify the profile types during the data analysis, making a future
automated analysis difficult. However, the list of influencers can be used as an input for
the creation of more realistic predefined profiles in the educational social network.

The third approach of xAPI gathered the most data points as students performed 723
interactions with the predefined content in a varied way. Students interacted with the
predefined content naturally as they were not instructed to interact with it, a potential
indicator of their real interest. However, only 102 students out of the 184 interacted with
the predefined content.

In all three approaches, the narrative of fitness was the most dominant one showing
a form of consistency across the different approaches. With each approach having its
own sets of strengths and limitations (see Table 1) its selection merely depends on the
type of study and system that will be implemented.

Table 1. Strengths and limitations of the three approaches

Approach Strengths Limitations

Self-reported questions - Number of answers, as
questions can be marked as
mandatory in a questionnaire

- Is not possible to know the
validity of the answers and
students’ levels of attention
- An integration between the survey
software and the education
platform is needed

Top influencers list - Can be used to know the
general interests of the group
- Identify direct dangers
hidden behind the profiles that
students interact with

- Difficult to integrate, the
classification of the influencers has
to be done manually

xAPI - Unsupervised and more
natural interaction with the
content
- Easily integrated in the
educational platform

- Is not guaranteed that the students
will interact with the predefined
content

However, computer-based detection techniques can be crucial for new learners
because information is initially insufficient to build appropriate learner profiles [32].
Some computer-based detection techniques require large amounts of training data to
achieve accurate trait identification [33]. Therefore, some researchers use a hybrid tech-
nique, which combines two or more techniques (either a mix of both questionnaire
and computer-based techniques or a combination of computer-based techniques) [34].
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These mix of questionnaires and computer-based trait estimation can be used to adapt
the collaborative learning task structure (changing the order of the activities based on
the student) or to modify the social structure of future activities (adjusting the group
formation).

5 Conclusion

A comparison between two self-reported approaches and the use of xAPI has revealed a
set of strengths and limitations for each approach. With the preliminary results showing
a similar tendency of dominant stereotype preference amongst the students, the selection
of the most appropriate approach depends on the type of study that will be conducted.

The use of xAPI has shown to be an adequate approach for an automated system to
track students’ behavior. The students successfully interactedwith predefined influencers
on a social media educational platform and their interactions matched their self-reported
top followed influencer types. Therefore, in a future study, the implementationof adaptive
counter-narratives can be achieved by tracking the student’s digital footprint using xAPI
and a counter-narrative allocation algorithm. The self-reported approach using indirect
questions about the studied categories also showed good results and can be used as a
complementaryway to detect the dominant stereotype for the students that do not interact
with the predefined profiles and do not generate xAPI data.

In future studies, we plan to use the xAPI approach to provide an adaptive learning
experience with the use of the counter-narratives, by creating an intervention using the
Jigsaw CLFP and grouping students based on their dominant category. Also, we plan
to extend this work by implementing more types of counter-narratives based on body
image perception, body image preoccupation, and dissatisfaction.
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Abstract. Well-being has been considered an urgent vein of discussion in fields
that intersect with Information and Communication Technologies. In this paper,
we used a questionnaire adapted from theMETUX (Motivation, Engagement, and
Thriving in User Experience) model to explore how well a Computer-Supported
Collaborative Learning (CSCL) tool’s interface satisfy users’ needs for compe-
tence, autonomy, and relatedness; and to test the instrument’s validity in a CSCL
context. METUX provides scales grounded in Self-Determination Theory (SDT)
allowing researchers to foster insights into how technology designs support or
undermine psychological needs, boosting user well-being. 53 bachelor students
represented the tool’s users based on convenience sampling. Our findings showed
that users may not perceive the autonomy construct in the tools’ interface, taking
a neutral stance toward aspects of competence and relatedness as well. The results
indicate the need for design interventions to improve the interface’s ease of use,
and the components that facilitate interaction and feelings of being connected.
Regarding the instrument, more work is needed to validate the use of METUX
interface in CSCL, especially for the autonomy subscale. Also, more scales from
METUX (e.g., adoption and task spheres of experience) are needed to be included
in the future for a fuller validation.

Keywords: Well-being · Computer-supported collaborative learning ·
Self-determination theory ·METUX

1 Introduction

The satisfaction of three basic psychological needs—competence (the sense of being
capable and effective), autonomy (feeling self-governed and self-endorsed) and related-
ness (feeling connected and interacting)—has been shown to be critical to both motiva-
tion and well-being in the field of psychology [1]. According to the Self-Determination
Theory (SDT) [2], the satisfaction of these three needs is a universal prerequisite for psy-
chological well-being. SDT theorists [2–5] consider these needs as broad motivational
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inclinations that function throughout life domains and argue that satisfaction of all three
needs, as opposed to only one or two, is crucial for well-being [6]. In education, SDT
posits that students’ intrinsic motivation is rooted in having their basic psychological
needsmet [3]. Students are activelymotivated to engage in learning taskswhen pedagog-
ical design appropriately satisfies these psychological needs [7]. The majority of SDT
studies in this regard have investigated how the three needs are fulfilled in traditional
face-to-face learning [8, 9], with some exceptions discussing SDT in online and digital
learning contexts [7, 10]. One current direction of SDT research concerns the potential
and challenges associated with the use of technologies in education [11]. More SDT
research, according to [11], will undoubtedly be looking at not only how technology-
enhanced learning can be designed to motivate engagement and learning [12], but also
how teachers and students can be motivated to embrace technology as a tool for learning
[13, 14]. In collaborative learning, sense of relatedness is particularly relevant due to
the great amount of social interaction involved in collaborative settings. For example, a
study by [15] showed that students’ sense of relatedness to peers and teachers predicted
their engagement level in collaborative writing using wikis.

The past decade has seen a rise in interest in human-centred design, where scholars
and practitioners alike have struggled to translate the desire to design for human flourish-
ing and well-being into clear and practical practice. The three basic needs can be utilised
as inspirations or parameters to evaluate and enhance a design [13, 16]. Designing with
users’ psychological needs in mind (i.e., their desire to feel competent and autonomous,
as well as their need to feel connected to others) is a key component of the SDT approach
[13]. The notion of needs satisfaction implies that designers are required to understand
users’ expectations regarding the needs and adjust the design to meet those expectations
[13]. For example, [17] applied SDT to understand what the three psychological needs
entail in conversational agents’ experiences. That study obtained insights into users’ per-
ceptions and expectations on the three needs, enabling the development of informative
recommendations for fulfilling the needs in the design of conversational agents [17].

In this paper, we apply METUX TENS-Interface [13], a measure driven from SDT-
based questionnaires, to explore students’ perceptions on the extent to which their basic
psychological needs are satisfied at the interface level of using PyramidApp, a computer-
supported collaborative learning (CSCL) tool. PyramidApp is a web-based tool that
enables teachers to design and implement CSCL scripts based on the Pyramid pattern
[18]. Within the tool, students engage in collaboration following a Pyramid structure.
Students are automatically allocated into small groups first and later into larger groups,
facilitating them to reach a consensus to the given task at the end of the script. A teacher-
facing dashboard is built into the tool to support teachers in orchestrating collaboration
[19]. Thiswork aims at exploringwhether the three basic psychological needs are covered
by the tool; and validating the used instrument in the tool’s context for the purposes of
continuous data collection and evaluation. We posit that the use of METUX TENS-
Interface questionnaire in CSCL can provide meaningful insights about user autonomy,
competence and relatedness; and therefore, inform the design processes in these regards.

The rest of this paper is organised as follows: We review the research context and
the studied tool. Then we clarify the methods followed in this research, explaining the
previous work and METUX model with a focus on the TENS-Interface questionnaire.
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Then we test the scales’ validity, visualise and discuss the findings and conclude the
paper by describing the implications of design and the future direction of this work.

2 Research Context

2.1 Self-determination Theory (SDT)

Self-determination theory (SDT) posits that basic psychological needs for autonomy,
competence, and relatedness must be satisfied for an individual, at all ages, to develop a
sense of growth, integrity, and well-being [4, 20]. Experiencing the feeling of effective-
ness and mastery is central to the concept of competence. As one effectively completes
tasks and encounters opportunities to apply skills and knowledge, this need is fulfilled.
Feelings of inefficiency and failure are common responses to competence frustration.
Autonomy is the experience of voluntary action, and is satisfied when one’s behaviours,
thoughts, and feelings are self-endorsed and authentic. When frustrated, one feels pres-
sure, conflict, and being pushed in an undesired direction. Relatedness is the experience
of bonding and care, and it is satisfied by feeling connected to others. Relatedness
frustration comes with a feeling of being socially isolated and excluded [see 1–20].
There is sufficient evidence from SDT [21–23] that a learning environment that satis-
fies students’ need for autonomy, competence, and relatedness is essential for learners’
self-determination and self-regulation. Students’ intrinsic motivation, autonomous self-
regulation, along with the quality of their performance, are influenced by the extent to
which their basic psychological needs are satisfied in their learning environments [1, 4].

2.2 Pyramid Pattern Based CSCL Activities

Computer-Supported Collaborative Learning (CSCL) is an interdisciplinary field of
research that aims to investigate how learners engage in collaboration with the help
of computers [24]. Although CSCL provides opportunities to connect peers with the use
of computers, there is no guarantee that every CSCL situation may create opportunities
for productive interactions and therefore learning. To this end, scripts had been proposed
as a way to structure collaboration by providing guidance and instructions to students on
how to interact during collaboration in Technology Enhanced Learning scenarios [25,
26]. These ‘scripts’ are known as Collaborative Flow Patterns (CLFPs). Some of the
well-known examples of CLFPs include Pyramid, Jigsaw, Think-Pair-Share (TPS), and
Thinking Aloud Pair Problem Solving (TAPPS) [27].

Different CLFPs are shaped by the pedagogical rationale and constraints defined by
CLFPs themselves [28]. For instance, Pyramid CLFP integrates activities occurring at
multiple social levels. First learners will study a given problem individually to propose
an initial solution. Learners then join in small groups, usually in pairs to discuss their
solutions, and to propose a shared solution at the small group level. The discussion and
negotiation will repeat in growing sizes of groups following a Pyramid structure until the
whole group reaches a common solution to the given problem. Structuring collaboration
according to this pattern provides several educational benefits to students. For instance,
it provides equal opportunities for students to express their solutions, to negotiate with
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their peers, and also as the interactions accumulate across Pyramid levels it promotes
positive interdependence. In this study, a tool called PyramidApp that implements a
particularisation of the Pyramid pattern has been used to deploy CSCL activities. The
tool provides an activity authoring space and a teacher-facing dashboard for the teachers
and an activity enactment space for students. The teacher-facing dashboard not only
provided a real-time overview of collaboration but also consisted of different controls,
e.g., activity pause-resume, increasing time, and an alerting mechanism that informed
critical moments of collaboration to the teachers to support their orchestration actions.

2.3 PyramidApp

PyramidApp is a web-based tool that facilitates the implementation of the Pyramid
pattern-based collaborative learning activities [19, 28]. The tool is composed of three
main components namely: a) activity authoring/design space; b) activity enactment space
and c) activity regulation space. As shown in Fig. 1 first in the activity design stage
teachers are required to configure several design elements related to the group activity
such as the number of students in class, duration of the script phases, and group size.
Once designed the activity can be published to generate an automatic URL that can later
be shared with students for enactment. Students can use their mobile phones, tables or
laptops to join the activity. The tool also provides a teacher-facing dashboard through
which the teacher can monitor collaboration and intervene as required.

Fig. 1. Different components of PyramidApp
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Within the PyramidApp collaboration is structured following a Pyramid structure.
After login into the tool, students are required to enter an individual answer to the given
problem. At the end of the individual answer submission stage students are randomly
allocated into groups where they get an opportunity to see the answers submitted by
the fellow group members. At the group levels, students are expected to evaluate the
answers from peers. At the end of the voting phase students moved into an option
improving phase (see Fig. 2). In this phase students had access to the integrated chat to
engage in discussion with peers and a collaborative text editor (see top-left in Fig. 2)
that provided a space for students to write an improved option or to reformulate existing
options collaboratively. Students were also shown the average ratings received for each
option at the previous rating level (see bottom-left in Fig. 2). At the end of the option
improving stage students were promoted to agree on the newly formulated option or to
promote the previous answers to further evaluate in the next larger group levels (Fig. 3).
Also, all the groups are merged to formulate larger groups. Again, in the larger groups
within an individual option evaluation stage students first evaluated the selected options
from the previous small group levels individually, then engaged in the option improving
stage as discussed earlier. At the end of the activity the selected answers are presented
to the students.

Fig. 2. User interface of the PyramidApp, answer improving space (left), discussion space (right)
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Fig. 3. Agreeing on newly formulated options

3 Methods

3.1 Previous Work

The inquiry in this paper belongs to a broader framework where an evaluation pro-
cess guided by the IEEE P7010-2020 Well-being Impact Assessment (WIA) is applied
to evaluate the well-being impact of PyramidApp on its users and stakeholders. As a
methodology, WIA consists of five activities: 1) Internal, user, and stakeholder analysis,
2) well-being indicators dashboard creation, 3) data collection plan and data collection,
4) well-being data analysis and use of well-being indicators data, and 5) Iteration [29].
This paper is related to the third activity, aiming at collecting data that can be used to
enhance the studied tool’s digital well-being. Two of the tool’s developers and a sample
of the tool’s users and stakeholders had participated in surveys and interviews to reflect
on a wide range of well-being indicators distributed to multiple well-being domains.
The findings discussed possible impacts on the well-being of students and teachers in
the areas of life satisfaction, affect (stress), psychological state (sense of capability),
community (sense of belonging), education (learning), human settlement (ICT skills),
and work (support from peers) [30].

3.2 METUX TENS-Interface

METUX (Motivation, Engagement, & Thriving in User Experience) is a model for
bridging Self Determination Theory (SDT) to technology design practice [13]. METUX
can be used to evaluate technologies with respect to well-being impact when well-being
in this context refers to the “optimal psychological functioning and experience” [31].
The METUX model centres on the well-researched claim [1] that human psychological
well-being is mediated by three key constructs: Autonomy (feeling agency, acting in
accordance with one’s goals and values), Competence (feeling able and effective); and
Relatedness (feeling connected to others, a sense of belonging) [13].
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METUX proposes that in order to address well-being, psychological needs must
be considered within five different spheres of analysis including: at the point of tech-
nology adoption, during interaction with the interface, as a result of engagement with
technology-specific tasks, as part of the technology-supported behavior, and as part of
an individual’s life overall [13]. The data we collect and analyze in this paper is limited
to the interface sphere by applying the TENS-Interface questionnaire to a sample of a
CSCL tool’s student users. When students interact with a learning tool, the satisfaction
of the basic psychological needs, via the user interface, predict usability, engagement
with technology, and user satisfaction. On the other hand, poor interface usability will
cause need-frustration which impacts both engagement and user well-being [13].

3.3 Procedures

A sample of the studied tool’s users, 53 first year bachelor students who were enrolled
to the same course at a Spanish university, was selected based on convenience sampling.
The participants were asked to rate their level of agreement to 15 items using a 5-
point Likert scale (1 = Do Not Agree, 5 = Strongly Agree). Each key construct (e.g.,
competence)wasmeasured through five items. All items areweighted equally in scoring,
and reverse-scored items are reverse scored. The participants filled the questionnaire
after they finished a task facilitated by the tool. All the participants had used the tool to
complete collaborative learning tasks at least on three occasions by the time of filling
the survey.

4 Findings

4.1 Validity Statistics

Themeasures introduced inMETUXwere externally validated by themodel’s developers
[13], who carried out a pilot validation study in which 400 participants (100 for each
of four technologies) were asked to fill out each METUX questionnaire in reference to
one of four possible technologies: Facebook, Google Docs, a music streaming service
and a fitness band. Results showed satisfactory to good internal consistency for all
questionnaires with alphas for subscales ranging from 0.66 to 0.88. Furthermore, some
initial support for the METUX model in higher education was provided by [32], who
urged the need for additional validation work to improve the scale that measures need-
satisfaction in the interface and task spheres of experience.

We conducted a validity analysis on the TENS-Interface questionnaire comprising
five items for each subscale to test their validity in a CSCL context. Cronbach’s alpha
showed that the competence and relatedness subscales reached good internal consistency
levels, α = 0.85 and α = 0.80 respectively. The autonomy subscale failed to reach the
minimum accepted value of Cronbach’s alpha, which was found at α = 0.67 [13] and
had a questionable internal consistency of α = 0.63.

Inter-item correlations and item-total correlations were calculated for the autonomy
subscale to identify problematic items. Most items appeared to be problematic in this
subscale, resulting in low inter-correlations and slight decrease in the Cronbach’s alpha if
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the itemwas deleted. The one exception to this was the third item (i.e., I feel pressured by
the tool), which would significantly decrease the Cronbach’s alpha if it was deleted and
had a higher item-total correlation and more consistently higher inter-item correlations
(Tables 1 and 2).

This outcome aligns with the results from the initial analysis conducted by the tool’s
creators to evaluate its overall well-being impact [30]. The tool had been found impactful
on psychological well-being in the sense of capability, social well-being in the sense of
belonging, and affective well-being in the sense of stress. The indicator of autonomy
had not been found relevant in earlier stages of this evaluation process [30].

4.2 Scale Statistics

The responses of each participant to each 5-item scale were combined by calculating the
average score of each participant, then the average score of each scale. The analysis of
the participants’ responses to the TENS-Interface questionnaire showed that competence
was the most satisfied need in the interface of the studied tool (Mean = 3.63), followed
by autonomy (Mean = 3.15) and relatedness (Mean = 2.96) (Table 3).

Table 1. Inter-item correlations of autonomy subscale

The tool
provides me
with useful
options and
choices

I can get the
tool to do the
things I want
it to

I feel
pressured by
the tool

The tool feels
intrusive

The tool feels
controlling

The tool
provides me
with useful
options and
choices

1 0.63 0.30 −0.007 0.008

I can get the
tool to do the
things I want
it to

0.63 1 0.21 0.04 −0.03

I feel
pressured by
the tool

0.30 0.21 1 0.50 0.50

The tool feels
intrusive

−0.007 0.04 0.50 1 0.38

The tool feels
controlling

0.008 −0.03 0.50 0.38 1
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Table 2. Item-total correlations of autonomy subscale

Item Item-total correlation Cronbach alpha if item deleted

The tool provides me with useful
options and choices

0.59 0.61

I can get the tool to do the things I
want it to

0.55 0.62

I feel pressured by the tool 0.81 0.44

The tool feels intrusive 0.60 0.59

The tool feels controlling 0.61 0.61

Table 3. Descriptive statistics of each subscale

Scale No. of items α n Mean Std

Competence 5 0.85 53 3.63 0.79

Autonomy 5 0.63 53 3.15 0.64

Relatedness 5 0.80 53 2.96 0.73

4.3 Visualization

In order to have a global overview of the data, we visualised it in a compact representation
through different colours in a percentile system, making it easier to visually digest and
compare (Figs. 4, 5 and 6).

Fig. 4. Competence

5 Discussion and Future Work

SDT research and applications have grown significantly over the past two decades,
with diverse interests in the relationship between the theory and practice in educational
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Fig. 5. Relatedness

Fig. 6. Autonomy

contexts. In this paper,we explore howstudents’ basic psychological needs for autonomy,
competence, and relatedness are supported by the interface of aCSCL tool. The responses
of 53 students who used the tool to complete collaborative learning tasks reveal that the
value of autonomy is not as well defined as competence and relatedness in the interface
of the studied tool. The internal consistency of the autonomy scale was questionable (α
= 0.63), indicating that the user may not clearly perceive this construct while dealing
with the tool’s interface. Some aspects of the relatedness construct (i.e., sustainable
relationships and meaningful connections to others) are not well perceived as about
half of the participants hold a neutral position towards them being supported in the
tool’s interface (Fig. 2). In addition, a third of the participants are neutral towards all
of the competence aspects, indicating the need for design interventions to improve the
interface’s ease of use.

As for the TENS-Interface instrument itself, the low level of consistency in results we
obtained in the Autonomy component might be due to the way the 5 questions are posed,
since the questions can be perceived as generic, especially when the tool has a number
of functionalities that we think should be evaluated separately for fuller insight on the
true impact the interface has on the autonomy need. Thus, as part of our future work
we propose to adapt the questions to each interface element or functionality, rather than
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compacting them all under the interface as a whole. As a step in this direction (specific
to our tool), we propose to iterate the autonomy component of the TENS-Interface
instrument, adapting it to the specific elements of the interface before proposing any
tool design decisions in regard to autonomy need satisfaction.

On the other hand, related to the two remaining basic psychological needs, and
based on the obtained results, since we find that competence was the most satisfied
need in the interface of the studied tool (Mean= 3.63), we shift our focus to relatedness
(Mean= 2.96), which was the least satisfied need. The design implications regarding the
relatedness need are to be focused on tool components that facilitate students’ interaction
and feelings of being connected (i.e., chat, co-editing space and other collaborative
components of the interface). The design improvements are to be evaluated by the same
TENS-Interface questionnaire.

Overall, we presume that the TENS-Interface instrument requires further improve-
ments before it can be utilized and applied to specific CSCL scenarios. We propose a
first improvement in that regard: define the different functionalities of the interface first,
then adapt the questions of the three components (autonomy, competence, relatedness)
to each one of these functionalities, instead of relying solely on the interface as a whole.
This will undoubtedly result in a longer questionnaire, but the results will be just as
specific and detailed. Another positive aspect is that there will be more clarity on which
components of the interface truly fulfil the three needs and which ones do not.
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Abstract. Machine translation (MT) has become useful in intercultural
collaboration. However, for low-resource language (LRL) speakers, the
translation accuracy possible might still be a burden to them. Previous
studies showed that it is difficult for the minority and LRL speakers to
participate in conversions. To solve this problem and create equal chance
for team members to communicate, we aim at creating a facilitator agent
that helps in supporting the LRL speakers or team members who might
have problems joining the conversation. We achieve this by proposing
the concept of a virtual facilitation agent that responds to and puts
questions to the team members to support the discussion. Experiments
on different facilitation strategies for discussion groups are conducted
using our multilingual chat system.

Keywords: Facilitator agent · Machine translation · Intercultural
collaboration

1 Introduction

In today’s globalized society, the ability to understand and communicate with
people and cultures from different countries is important. Machine translation
(MT) technology can be used as a tool for communication across cultures allow-
ing people from different countries to communicate with each other through MT.
For example, in a summer school called “KISSY” organized by NPO Pangaea,
children from various countries gathered and worked together using a multilin-
gual communication chat system with embedded machine translation modules.
By communicating with people from different countries, cultures, and languages,
children can acquire the ability to understand and accept diverse values in a glob-
alized society [9]. These kinds of collaboration are hindered by differences in cul-
ture and values, and there are unique ways of saying things in different countries.
In order to understand these differences, it is important to strengthen commu-
nicate effectiveness. It is important to understand the other party’s expressions
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and thoughts, and also important to correctly transmit information to the other
party.

Even if MT can help with the language barrier by providing translation,
creating common ground between the parties still remains [12]. In addition,
existing MT technology does not provide accurate translations for low-resource
languages (LRL) which have fewer language resources, for example, having less
bilingual data available to create MT services for those languages. As a result,
LRL speakers are unable to actively participate in conversations including some
participants of “KISSY” summer school. LRL speakers said fewer words than
other language speakers [9].

This study aims to clarify effective communication strategies for facilitat-
ing LRL speakers in multilingual communication environments with different
languages and cultural backgrounds.

The contribution of this paper is to define a facilitator agent whose behavior
promotes LRL speech, and test its effectiveness through group discussions among
people with different mother tongues.

2 Related Work

Researchers have been trying to develop and improve facilitator agents and con-
versation agents on different platforms [1,11]. For example, Ito et al. [6] used
an automated facilitation agent to support crowd discussion on a discussion
forum, while Kim et al. [7] developed a facilitation chatbot to be used in a chat
application.

One of the existing support systems is the listening dialogue system [4]. This
system offers chat dialog support with the goal being a listening dialogue system
that can satisfy the user’s desire for dialogue and maintain the cognitive function
of elderly people. Other researchers have worked on the selection and generation
of lexical responses that return idiomatic expressions in response to user utter-
ances, responses that repeat parts of the utterances, and in-depth questions that
inquire about the details of the content of the utterance [2].

Ishida et al. [4] published their work on the generation of self-disclosure
responses, in which the system presents its own thoughts and information in
response to the content of the user’s utterance, in addition to in-depth questions,
repetition responses, lexical responses, and evaluation responses, in order to
create more natural and speech-friendly listening dialogues. In addition, they
also proposed a method for judging whether each response is appropriate from a
listener’s point of view and selecting the appropriate type of response by using
the results of speech recognition and focus analysis of the user’s utterance and
information such as captured responses as features.

Besides focusing on the listening agent, some researchers have focused on
other features of the agent so replicate human agent performance as closely as
possible. For example, Kitaoka et al. [8] studied the timing of responses to create
a dialog system that can respond as reasonably as humans. In addition to the
response time, replicating face gestures is also a factor. A group of researchers
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found that providing the agent with a face can enhance its interaction with
humans in a conversation group [10].

The existing studies aimed at promoting conversation in monolingual com-
munication, so the innovation of this research lies in its focus on supporting
multilingual communication via MT.

3 Facilitator Utterance Design

3.1 Strategies

Based on the related research detailed in the previous section, we defined strate-
gies that could be effective in supporting communication among LRL speakers.

The first strategy is to use utterances that request a summary of the discus-
sion to facilitate LRL speakers’ understanding of the content of the discussion
and the meaning of others’ utterances. The purpose of these utterances is to
make it easier for LRL speakers to understand the situation of the discussion
by asking high-resource language (HRL) speakers to briefly summarize the con-
tent of the discussion at that moment. The intention is to allow LRL speakers
to understand the content of the discussion and the opinions of others, and to
speak their opinions more easily.

Second, we define utterances that ask non-low-resource speakers to para-
phrase utterance(s) in order to facilitate the low-resource speakers’ understand-
ing of the utterance(s). Utterances that are long might not be translated well by
MT, so the facilitator agent will request non-low-resource speakers to paraphrase
them briefly. This allows users to deepen their understanding of utterances that
may be difficult for LRL speakers to understand. This approach is intended to
simplify the message for LRL speakers.

Third, the facilitator agent sends utterances that respond to an LRL speaker’s
utterances. This strategy aims at making it easier for the LRL speaker to speak.
This might help create an atmosphere in which LRL speakers find it easier to
participate.

The fourth strategy is responding with utterances that return a positive
response when an LRL speaker expresses an opinion. This type of utterance is
an affirmative response, such as agreement, to an utterance by an LRL speaker,
and its purpose is to create and encourage them to speak more actively.

3.2 Facilitator Agent Behavior

We designed the facilitator agent behavior based on the strategies defined in the
previous section.

First, if the LRL speaker does not speak for a certain period of time, the
facilitator requests a summary of the discussion. For example, the facilitator can
tell everybody to “review the discussion so far” or “summarize the discussion”.
In our preliminary experiments, we found that it was effective to execute the
command every three minutes, so we triggered command execution three minutes
since the last utterance of the LRL speaker.
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Next, the utterance requesting paraphrases from non-low-resource language
(HRL) speakers is executed when an HRL speaker utters more than a certain
number of characters in one utterance. Specifically, the facilitator agent can
say, “Let’s summarize that in simple words” or “Please rephrase briefly”. In
preliminary experiments, we found that if a user writes a message longer than 90
characters, there is a high probability that the content is difficult to understand.
An utterance that responds to an utterance of an LRL speaker is executed
when the LRL speaker speaks. Because it is a simple response, it is executed
regardless of the content of the utterance. For example, the facilitator sends
an utterance in the target LRL with messages such as “I see”, “uh-huh”, and
“Is that so?”. The utterances that return a positive response when an LRL
speaker expresses an opinion are executed when the LRL speaker expresses her
or his thoughts and ideas. Specifically, they will not be executed in response
to greetings, self-introductions, etc. The contents of the utterances include “I
like it”, “It’s a nice idea,” and “I think it’s very good”. Because it is necessary
to understand and judge the content of LRL speakers’ utterances, we used the
Wizard Of Oz method, in which a human pretends to be a facilitator agent for
this strategy, while the other strategies were executed using a virtual facilitator
agent implemented as a chatbot.

A summary of all the strategies, purposes, execution conditions and execution
methods is shown in Table 1.

Table 1. Facilitation Strategy

Strategy Purpose (LRL speakers) Condition Method

Request for a summary Promoting understanding No utterance from LRL speakers for a certain period of time Bot

Request to rephrase Promoting understanding Utterance from HRL speakers longer than a certain number of words Bot

Responding to LRL utterance Promoting utterances Response to LRL speaker utterance Bot

Positive response to LRL utterance Promoting utterances Response to LRL speaker opinion utterance WOZ

4 Implementation

4.1 Overall System Configuration

LangridChat is a web application built on Django and React. Users can use
this application to chat with other users in their preferred language. Currently,
English, Japanese, Thai, Vietnamese, Indonesian, Nepali, Korean, Simplified
Chinese, and Traditional Chinese are available. The server uses services from
the Language Grid [5] to translate the input from the sender’s language to the
languages selected by the receivers, which is then sent and displayed in the
receivers’ language. The language can be changed by clicking on the current
language at the top of the screen. The user can select a new language from the
list.

The user can type a message in the text box at the bottom of the screen and
then click on the arrowhead to send the message.
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Fig. 1. LangridChat interface

Fig. 2. System architecture

Figure 1 is a screenshot taken from a chat room with two users: a Japanese
user and an Indonesian user. The message sent by the Japanese speaker in
Japanese was translated into Indonesian and displayed on the screen of the
Indonesian speaker.

The system is divided into two parts: one that runs on the server side and
one that runs on the client-side, as shown in Fig. 2. The first is based on Django
and includes an API for message delivery, a translation component, and a deliv-
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ery component. Therefore, the server-side is responsible for creating chat rooms,
translating and sending messages, recording chat logs, and retrieving user infor-
mation. The latter has a React-based UI that records user information and
displays sent messages. This front-end observes user behavior and responds on
the client side.

4.2 Server-Side Implementation

The two types of utterances implemented on the server are paraphrase requests
and responses to LRL speaker utterances.

Figure 3 displays the flowchart of sending a paraphrase request on the left
and the flowchart of responding to LRL utterances on the right.

Fig. 3. Flowchart of paraphrase-request utterance generation (left) and responding to
LRL utterances generation (right).

Since paraphrase requests are executed when a subject other than an LRL
speaker sends 90 or more characters, it is necessary to observe the language
used by the sender of the message and count the number of characters in the
message. Since this information is exchanged on the server side, we implemented
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the system on the server side. If the language of the sender of the message is not
Indonesian or Thai, the number of characters in the message is also checked. If
the number of characters is more than 90, the server randomly sends a message
with the user name of SYSTEM MESSAGE, saying “Let’s summarize in simple
words” or “Please paraphrase briefly”.

An utterance that responds to an utterance of an LRL speaker is conditional
on utterance type of the LRL speaker. In other words, the agent needs to observe
the language used by the sender of the message, and as mentioned earlier, this
information is controlled by the server side, so it needs to be implemented on
the server. If the language of the sender of the message is Indonesian or Thai,
the agent sends the message “seperti itu ya” (Is that so), “oh iya juga” (I see),
or “Iya iya” (uh-huh).

4.3 Client-Side Implementation

Figure 4 shows the flowchart requesting a summary of the discussion. The utter-
ance implemented on the client is an utterance requesting a summary of the
discussion.

This utterance is executed on the condition that the low-resource language
speaker does not speak for a certain period of time. The time at which a user
sends a message is managed by the client side, so we implemented it on the
client side. When a user sends a message, the server checks whether the user is
speaking in an LRL. If three minutes have passed without any utterance from a
low-resource speaker, the message “Let’s review the discussion so far” or “Let’s
summarize the discussion once” will be randomly selected and sent under the
user name SYSTEM MESSAGE to the chat room.

5 Experiment

5.1 Experimental Design

To study the effect of each strategy on the implemented system, we conducted
a controlled experiment with a total of 19 subjects: five Indonesian speakers as
LRL speakers, five Chinese speakers as HRL speakers, and 14 Japanese as HRL
speakers. Each subject was either an undergraduate or graduate student. The
subjects were divided into five groups and the effects of the facilitator agent’s
utterances were examined through group discussions. Each group consisted of
one LRL speaker, one Chinese speaker, and two Japanese speakers. The experi-
ment was conducted over two days.

We prepared the following five experimental tasks (discussion themes) as
shown in Table 2, and shuffled them after each discussion to attenuate the effect
of the difficulty level of the tasks. The final goal of each task was to choose one
answer from the given choices as a team and be able to explain the reasons why
the choice was selected.
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Fig. 4. Flowchart of summary of the discussion request.

Table 2. Experimental tasks

Task No. Experimental task Given choice

1 If you could only take one thing
to a desert island, which one
would it be?

Lighter, knife, water,
sleeping bag, fishing rod

2 If you were to adopt a new
Olympic sport, which one would
it be?

Bowling, tug of war,
Frisbee, dodgeball,
scuba Diving

3 Which of the following subjects
do you consider most important?

Japanese, maths, science,
social studies, English

4 If you were to be born again,
which one would you want
to be?

Bird, dog, cat, lion, dolphin

5 Which of the following points
should you pay most attention
to on a date?

Location, time, clothing, weather

After each discussion, the participants were asked to fill out a questionnaire
for subjective evaluation. In addition, we also obtained chat log data for objective
evaluation (Tables 4 and 5).
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Table 3. Experimental set-up for each group

Group-time Strategy Method Task No. Language

(Subject ID by language)

1-1 Request for a summary

of the discussion

Bot 1 Low-resouce language (1)

Chinese (1)

Japanese (3)

Japanese (4)

1–2 Request for rephrasing Bot 2 Low-resouce language (1)

Chinese (1)

Japanese (2)

Japanese (4)

1–3 Responses to the

utterances from

low-resource language

speakers

Bot 3 Low-resouce language (1)

Chinese (1)

Japanese (1)

Japanese (4)

2-1 Request for a summary

of the discussion

Bot 3 Low-resouce language (2)

Chinese (2)

Japanese (1)

Japanese (2)

2-2 Request for rephrasing Bot 4 Low-resouce language (2)

Chinese (2)

Japanese (3)

Japanese (2)

2–3 Responses to the

utterances from

low-resource language

speakers

Bot 5 Low-resouce language (2)

Chinese (2)

Japanese (3)

Japanese (2)

3-1 Request for a summary

of the discussion

WOZ 1 Low-resouce language (3)

Chinese (3)

Japanese (7)

Japanese (8)

3-2 Request for rephrasing Bot 2 Low-resouce language (3)

Chinese (3)

Japanese (7)

Japanese (5)

3-3 No communication − 5 Low-resouce language (3)

Chinese (3)

Japanese (7)

Japanese (3)

4-1 No facilitator agent − 3 Low-resouce language (4)

Chinese (4)

Japanese (6)

Japanese (3)

4-2 Request for rephrasing WOZ 4 Low-resouce language (4)

Chinese (4)

Japanese (6)

Japanese (8)

4-3 Responses positively to

the utterances from

low-resource language

speakers

Bot 2 Low-resouce language (5)

Chinese (5)

Japanese (6)

Japanese (9)

5-1 Responses positively to

the utterances from

low-resource language

speakers

Bot 1 Low-resouce language (5)

Chinese (5)

Japanese (9)

Japanese (5)

5-2 No facilitator agent − 2 Low-resouce language (5)

Chinese (5)

Japanese (9)

Japanese (3)

5-3 Responses to the

utterances from

low-resource language

speakers

WOZ 3 Low-resouce language (5)

Chinese (5)

Japanese (5)

Japanese (8)
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6 Experiment Result

6.1 Response to Facilitator Agent Utterance

During the experiment, we evaluated the responses to the facilitator agent for
the first two strategies since they are considered requests from the facilitator
agent; the other two strategies are not directive.

For utterances requiring a summary of the discussion, the result is shown
in Table 4. The effect of the action was lower in group 1. This is because the
subjects did not respond to the system message and ignored it even though the
facilitator agent sent it as programmed. In response to this, on the second day
of the experiment, the system messages were changed from “Let’s review the
discussion so far” and “Let’s summarize the discussion once” to “[Name], please
tell me what you are talking about now”, “[Name], please review the discussion
so far”, “[Name], what are you talking about now?”. The following is a list of the
changes made to the previous section. The subjects who were named by other
language speakers were more likely to respond to the system messages, and in
fact, the subjects who were named by other language speakers responded to the
system messages in Group 3 on the second day of the experiment. Group 2 was
considered invalid because a significant result could not be obtained due to a
malfunction of the system.

Table 4. Assessment of “Request for a summary of the discussion”.

Group Facilitator agent utterance count Effectiveness (Percentage of response)

1 6 17%

2 − −
3 1 100%

As with the utterance requesting a summary of the discussion, the facilitator
agent worked correctly here, but the subjects did not respond to the system
message, so the effect of the action could not be discerned. On the second day
of the experiment, the system message was changed from “Let’s summarize in
simple words” and “Please rephrase briefly” to “Mr. [Name], could you rephrase
what you just said in simple words?”, “Mr. [Name], could you please rephrase
what you just said in simple words?”, “Can you please rephrase what you just
said in simple words?”. However, the effectiveness of this strategy was zero.
There was no response nor was any utterance rephrased.

6.2 Number of Utterances

Based on the objective evaluation, we analyze how the number of utterances of
low-resource language speakers changed with each condition.
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Table 5. Mean quantitative ratings for speakers of low-resource languages

Strategy\Question Number of
utterances by
speakers of
low-resource
languages

Time taken to
speak by speakers
of low-resource
languages

Number of
opinions
expressed
by speakers of
low-resource
languages

Number of
characters
uttered
by speakers of
low-resource
languages

Number of times
a high resource
language speaker
has talked a low
resource language
speaker

Request for a summary
of the discussion

4 3.14 4 333 0.67

Request for rephrasing 4.67 2.72 3 332 1.11

Responses to the
utterances from
low-resource language
speakers

4.33 3.32 2 274 0.56

Responses positively
to the utterances from
low-resource language
speakers

5.33 2.81 4 356 0.78

No facilitator agent 4.33 2.98 3.33 415 0.78

Table 6. Mean subjective ratings of low-resource language speakers

Strategy\Question Comprehension
of the content of
the discussion

Comprehension
of other
participants’
utterances

Ease of
speaking up
during
discussions

The extent to
which they feel
they have been
able to
communicate
their views to
other
participants

The extent to
which the action
by facilitator
triggered
utterance

The extend to
which they
felt able to
participate in
the discussion

Request for a summary
of the discussion

4.5 4.5 4.5 4.5 4.5 5

Request for rephrasing 4.67 4.67 4 4.67 2.67 4.33

Responses to the
utterances from
low-resource language
speakers

4.67 4.33 4.67 4.33 4 4.67

Responses positively
to the utterances from
low-resource language
speakers

5 4.67 4.33 4.33 4 4.67

No facilitator agent 5 4.67 4.33 4.67 2 4.67

The following table summarizes the mean values of the results for each con-
dition.

One-way ANOVA was performed on these values. However, no items were
found to be significant.

6.3 Subjective Evaluation

Subjective evaluation was done with questionnaires. LRL speakers were asked
to rate the following six items shown in Table 6, and speakers of other languages
were asked to rate the following five items, as shown in Table 7, on a five-point
scale. The numbers indicate the average of the subjects’ answers.

One-way ANOVA on ranks was conducted on these results. The results
showed that the LRL speakers had a P value of 0.0471 for the item “Did commu-
nication from the facilitator trigger your speech?”, which was significant at the
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Table 7. Mean subjective ratings of high-resource language speakers

Strategy\Question Extent to which
Indonesian
participants were
considered to have
understood the
discussions

Degree to which
participants were
considered to
have felt
uncomfortable
talking

Degree to which
they felt they
were able to
support others
to participate in
the discussion

Degree to which
they were able
to communicate
their views
clearly

Degree to which
everyone felt
included in the
discussion

Request for a summary
of the discussion

4.5 4.5 4.5 4.5 4.5

Request for rephrasing 4.67 4.67 4 4.67 2.67

Responses to the
utterances from
low-resource language
speakers

4.67 4.33 4.67 4.33 4

Responses positively
to the utterances from
low-resource language
speakers

5 4.67 4.33 4.33 4

No facilitator agent 5 4.67 4.33 4.67 2

5% significance level. As for the questionnaire for the other language speakers,
there were no items that were significant at the same significance level. However,
there was significance at the 10% significance level for the item “Did you feel
that some people seemed to be difficult to talk to?”.

7 Discussion and Future Direction

On the first day of the experiment, subjects did not respond to the system
messages requesting them to summarize the discussion, but when the system
messages were changed from a general message to a message that included a
specific name, the subjects responded. This is thought to be because it became
difficult to ignore the request. Therefore, we think that the facilitator agent
should make utterances that give some sense of obligation to the subjects to
respond.

Sending the paraphrase request utterance did not receive a good response.
This may be due to the fact that the experimental task itself did not require
long utterances and the difficulty level was not appropriate. Therefore, it is nec-
essary to verify the effectiveness of this condition through group discussions with
more difficult content or experiments outside group discussions. One potential
issue with the restatement request is that the facilitator did not provide a clear
direction for paraphrasing. Because the sender’s new communications may still
be complex, the translation quality might remain low.

Even though the questionnaire responses indicated that the LRL speakers
thought that the facilitator triggered their utterances for some strategies, the
number of utterances from the LRL showed no obvious difference.

Tasks requiring more effort to communicate might be more appropriate in
our future experiment.

Since we could not measure the effects of utterance responding to LRL utter-
ances, and positive responses to them, our future plan include adjusting the task
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and evaluation methods. In addition, more iterations of experiments should also
be conducted to confirm the results presented here. The limitation of this study
includes the design of the experiment task for each group of participants.

In the future, we plan to improve the facilitator agent so the users feel more
obligated to respond, based on the ideas from existing research including making
the conversation human-like as much as possible [3], starting from changing the
user name of the agent to a human name and redesigning the response utterances.
Another idea from previous research [10] is to embody our facilitator agent by
using API for face and speech modalities.

8 Conclusion

In order to solve the communication problem caused by the limited accuracy of
machine translation in multilingual communication, we defined utterances that
were considered to be effective in activating communication by low-resource lan-
guage speakers. We implemented these utterances in LangridChat, a multilingual
chat system, and verified and analyzed their effectiveness through experiments
with participants in group discussions.

We defined four strategies for the facilitator agent based on existing research.
In order to facilitate the understanding of low-resource language speakers, we
defined two types of utterances: one that requests a summary of the discussion,
and the other that asks for a paraphrase. Furthermore, to facilitate low-resource
language speakers’ participation, we created two types of responses that provide
positive responses to the opinions expressed by low-resource language speakers.
The results of an experiment showed that there was significance at the 5% level
in the subjective evaluation of “whether the communication from the facilitator
triggered utterances”. However, no significant difference was found in the results
obtained from the objective evaluation.
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Abstract. The use of collaborative learning (CL) has been found to
be beneficial for helping students to learn more effectively compared to
learning on their own. While CL was implemented successfully in vari-
ous classroom scenarios, it is used more rarely in remote settings. Espe-
cially during the CoViD-19 pandemic and its resulting distance learning,
students were often used to learn alone, without experiencing the advan-
tages of CL. This is caused by various reasons, ranging from the required
technical know-how, hardware, and Internet connection, to the novelty
and lack of experience with these functions. Moreover, the type of the
remote setting, e.g., the number of participating students, is a challenge,
as, similar to traditional face-to-face settings, the lecturer cannot fol-
low every discussion. Given these challenges, the goal of this paper was
to investigate how and, more importantly, how successfully CL can be
implemented in remote settings. Therefore, the use of a novel technical
approach to implement CL in four different remote teaching scenarios
was investigated and both the usage itself as well as the opinions of lec-
turers and students were recorded. In this way, this paper intends to
make a valuable contribution to the study of CL in remote settings.

Keywords: Collaborative learning · Peer feedback · Remote teaching

1 Introduction

Collaborative Learning (CL) is defined as a “situation in which two or more
people learn or attempt to learn something together” [5]. In contrast to individual
learning, the combination of resources and skills enables students to learn with
or from each other. This active exchange of ideas in groups cannot only engage
students in the learning process and thus, increase their interest but is also able
to promote students’ critical thinking [7,15,25].

While CL has been well studied and is already widely used in traditional
school or university scenarios (cf. [3,18]), it faces several challenges in remote
classrooms, which appear frequently as a result of the CoViD-19 pandemic [2].
First, it requires technical know-how for both lecturers and students, as well
as suitable hardware and a stable Internet connection. Next, the novelty and
lack of experience with technical functions to support CL are challenging, as
best practices might not yet exist. Finally, challenges that arise in face-to-face
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L.-H. Wong et al. (Eds.): CollabTech 2022, LNCS 13632, pp. 245–260, 2022.
https://doi.org/10.1007/978-3-031-20218-6_17
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teaching, most likely also arise in the remote setting, e.g., the larger the number
of students gets, the more difficult it is to create meaningful groups of students
and the less aware the lecturer is of individual collaborations [19].

Taking these challenges into account, we attempt to answer the question of
how to implement CL in different remote teaching scenarios and investigate both
the associated opportunities and trade-offs. Therefore, a novel approach allowing
the creation of customized teaching scenarios (including collaborative ones) will
be implemented in four case studies. For each of them, the opinions of lecturers
and students as well as log files are collected and analyzed afterward. The paper
concludes with a discussion of the obtained results and provides an outlook on
future contributions to be made.

2 Related Work

In the literature, there exist a variety of approaches to support both traditional
face-to-face as well as remote teaching scenarios. According to [20], the follow-
ing classroom interactions can be supported: Teacher to individual student(s),
teacher to all students, student to teacher and student to student. While early
systems only allowed interactions to be initiated by the provision of polling ques-
tions (i.e., Audience Response) through the lecturer, the initiation of interactions
by students was increasingly investigated in recent years.

On one hand, the use of Backchannel functionality was examined. A promis-
ing approach is presented by anonymous Question and Answer options that run
in parallel to the ongoing lecture and allow students to create their own ques-
tions. Depending on the size of the lecture or the number of questions, they can
either be answered directly by the lecturer, pre-selected by a moderator or rating
options, or given to all students for discussion, e.g., as presented by the Chat-
wall [23]. While Question and Answer approaches have been known for a long
time (cf. [1]) and were extended frequently (e.g., by marking helpful answers or
selecting a type of question [4,10]), they are designed for collaborations between
students of the entire classroom (or follow-up discussions between individual
students) that run in the background of the lecture.

On the other hand, functions were investigated that allow integrating collab-
oration as an active part of the ongoing lecture, which is supported in different
formats. The first approach is represented by help requests as an extension of
Audience Response functions, which allow students to signal that they need help.
These requests are sent to another student who has already answered the ques-
tion [21]. However, these approaches are limited to the collaboration in pairs as
well as to this particular use case. The collaboration in groups of students has so
far been studied primarily in school scenarios with fixed technical tools, on which
offline created groups of students work together (e.g., [16] or [6]). In contrast,
[22] presents an approach that integrates the formation of groups in a digital
learning environment and enables the assignment of questions to specific groups
of students, in which interactions can be performed. In addition, [9] introduces
collaboration as part of digital learning lessons. Students are given the oppor-
tunity to perform different tasks in a group using different roles to achieve a
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common goal. However, each of these approaches is targeted to small scenarios
and fixed user accounts assigned to the students. Another promising approach
is presented by [17] and describes a scalable, flexible CL approach that follows
the Pyramid CL flow pattern. In iterative rounds of discussions and voting on
student-created questions, it allows to reduce the list of questions to the most
relevant ones. Nevertheless, this approach is limited to this specific scenario.

Defining individual CL scenarios is another research direction. For example,
[24] presents an authoring tool allowing non-expert learning designers to com-
bine best practices to describe CL situations. While this approach mainly focuses
on supporting the design process, [8] describes an approach to author and exe-
cute so-called “Orchestration Graphs”. This allows performing individual CL
scenarios in a web-based application. Although the approach is very expressive,
it is currently limited in the way the groups are formed. Similar problems are
found in current live-stream systems, e.g., BigBlueButton1 or Zoom2, as well
as Learning Management Systems, e.g., Moodle3. While these systems support
collaboration, group formation is limited to manual or randomly formed groups.

In summary, there exist a variety of approaches to foster CL in remote set-
tings. While current systems already allow the formation of groups of students as
well as their collaboration, the meaningful formation of groups based on students’
prior knowledge is not supported, nor are more advanced collaborative scenarios
(e.g., Jigsaw Classroom). Consequently, in the next section, an approach will be
presented that allows defining customized teaching scenarios, including expres-
sive means for both collaboration and group formation.

3 An Approach to Support Customized Teaching
Scenarios

This section will briefly describe the underlying approach that this paper relies
on. Therefore, first, the general idea of the approach is described before specific
collaborative components are further explained.

3.1 General Approach

In [13], the approach of an adaptable, collaborative learning environment called
scenario-tailored Audience Response System (stARS) was presented that allows
lecturers to configure the system’s functionality to support their individual teach-
ing strategy, including collaborative activities. In Fig. 1, each part of the concept
is visualized and will be described in the following.

The foundation of the approach is a unified metamodel4 that allows describ-
ing technology-enhanced lectures with their interactive activities as customized
workflows. In addition to common workflow elements, such as a start node, end
1 https://bigbluebutton.org/ – last access on August 21, 2022.
2 https://zoom.us/ – last access on August 21, 2022.
3 https://moodle.org/ – last access on August 21, 2022.
4 A current version of the metamodel can be retrieved on https://stars-project.com/

metamodel.pdf (last access on August 21, 2022).

https://bigbluebutton.org/
https://zoom.us/
https://moodle.org/
https://stars-project.com/metamodel.pdf
https://stars-project.com/metamodel.pdf
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Fig. 1. The general concept of an adaptable, collaborative learning environment allow-
ing lecturers to support customized teaching scenarios [11].

nodes, or forks, it defines a variety of functional blocks (i.e., interactive activi-
ties) that allow initiating interactions between the lecturer and the students or
between students themselves. These include not only blocks for executing tra-
ditional Audience Response and Backchannel functionalities but also blocks to
integrate expressive means of collaboration (such as the formation of groups of
students and the subsequent discussion within these groups). Each of the defined
blocks can be further customized by setting a variety of parameters, e.g., a Sin-
gleChoiceLearningQuestion can define a parameter answerFeedback, which, when
being set to true, reveals the correct answer to the students after answering. The
entire list of parameters can be retrieved from the metamodel.

In order to ease the creation of customized teaching scenarios, a graphical
editor was developed allowing lecturers to create their individual workflows. The
editor with its different components as well as an exemplary, unfinished workflow
is displayed in Fig. 2.

Fig. 2. The graphical editor allows lecturers to model customized workflows that rep-
resent their personal teaching strategies.
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The editor consists of four different components:

(1) The main menu provides general controls (e.g., undo/redo, zooming, or sav-
ing) for the editor and allows specifying the name of the scenario.

(2) Next, the element palette lists all groups of activities with their specific types
that can be drag and dropped into the scenario.

(3) The scenario itself is created within the modeling canvas, on which elements
can be freely moved and connected.

(4) Clicking on a certain element in the modeling canvas opens the properties
panel, in which both required and optional parameters can be defined.

The workflows created in this way are stored on a backend server, from which
they can be started by the lecturer. When starting a scenario, a container is
created on one of the cloud servers and initialized with the respective workflow.
The backend server manages the information about which instances are running
on which cloud servers, how they can be contacted, and which users can access
them. It is also responsible for authenticating the users and issues tokens used
to authenticate against the individual instances in all subsequent interactions.

In contrast to the backend server, the instances that run on the cloud servers
contain the actual functionality. Depending on the active functional blocks, users
can interact with the instance and, for example, answer questions (cf. Fig. 3b).
Lecturers can view the results and proceed within the scenario by finishing func-
tional blocks (cf. Fig. 3a). The interaction between the clients and the instances
takes place largely via a REST API. Furthermore, WebSocket connections to
each student are established in order to inform them about changes in the work-
flow and to enable bi-directional real-time communication, as it takes place, for
example, in the GroupChat with the group members.

(a) The lecture view with the options to fin-
ish currently active functional blocks and to
view the results.

(b) The student view, in which an
interaction with the currently active
functional blocks is possible.

Fig. 3. An exemplary scenario visualizing both the lecturer and the student view.
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The concept also includes an implementation of the role concept that allows
adding dynamic functionalities, which cannot be expressed by the metamodel
itself, more intuitively (cf. [14]). One example is the assignment of students
into specific groups, which is done at runtime and cannot be specified before.
In addition, the means of runtime adaptation are implemented, allowing the
extension of currently running scenarios. Possible reasons could be incoming
results or the realization of student-centered approaches (cf. Sect. 4.5).

The presented approach allows supporting a variety of teaching scenarios
while being mostly limited to synchronously held scenarios (either face-to-face
or remote ones). Four specific case studies as well as an outlook on further
scenarios are presented in Sect. 4.

3.2 Collaborative Components

The metamodel includes a variety of collaborative components to execute both
group and peer interactions. In the following, each of these components will be
described in further detail.

Before interactions in groups can be conducted, groups of students must be
formed. Therefore, a GroupBuilder is used and later referred in all types of group
interactions. This GroupBuilder defines a variety of parameters: Either a group-
Size or a numberOfGroups has to be set to determine either the size of groups
or the number of groups to be created. Furthermore, a buildSchema has to be
selected, which is used to form groups of students. As stARS supports a vari-
ety of further functional blocks, such as learning questions, those results can be
used for creating meaningful groups of students. The following build schemes are
supported: random, bestToWorst, similar, sameAnswer, differentAnswer, group-
Shuffle and groupMerge (cf. [11]). The GroupBuilder is followed by different
group interactions:

– A GroupChat allows group members to exchange textually,
– a GroupAudioVideoChat allows communicating using audio and video,
– PresentGroupAnswers lists the previously given answers of all group members

to a specified question, and
– a GroupVoting is used to allow selecting a common group answer.

Another type of collaborative components is presented by peer interactions,
e.g., to execute peer feedback. Similar to group interactions, a PeerBuilder is
required to create assignments for students. Using the parameter numberOfAs-
signments allows setting multiple feedbacks to be created and collected. More-
over, an arbitrary number of SurveyQuestions has to be selected, on which
the feedback should be collected. An example would be the upload of a paper
that should be rated by another student. Furthermore, one of the following
build schemes can be selected: random, bestToWorst, similar, sameAnswer, dif-
ferentAnswer, sameGroup and differentGroup (cf. [11]). The PeerBuilder is fol-
lowed by different peer interactions:
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– PresentPeerAnswers displays the given answer of a student to one or multiple
assigned students.

– SurveyQuestions can be used and referred to a PeerBuilder to provide the
actual feedback. For instance, a FileUploadSurveyQuestion could be used to
allow uploading a file containing the review.

– PresentPeerFeedback is used to display the provided feedback, e.g., the
uploaded review file of the feedback provider.

– Finally, a PeerChat allows initiating textual discussions between peers.

Contrary to group interactions, in peer interactions, two students do not
necessarily have to be assigned to each other. For example, having three students
s1, s2 and s3, s1 could provide feedback to s2, s2 to s3 and s3 to s1.

4 Case Studies to Integrate Collaborative Learning
in Remote Settings

In this section, four case studies of remote teaching scenarios will be presented, in
which stARS was implemented. Even though each of these scenarios includes at
least one collaborative activity, it is important to note that the complete teaching
scenario was modeled. For each of the case studies, the results of the execution
as well as both lecturers’ and students’ opinions will be discussed. This is done
by the following means of evaluation: First, the execution of the scenarios was
observed and log files were analyzed. Second, lecturers’ opinions were recorded
by questionnaires and interviews, if required. Finally, each scenario included two
questions at its end to retrieve students’ opinions as well.

4.1 First Case Study

The first case study was conducted on June 14, 2021 in a remote lecture of the BA
Dresden5 by Dr. Marius Feldmann. The goal of this lecture is to teach the basics
of Linux to students in the second semester of the study courses Information
Technology and Media Computer Science. Therefore, it includes both a regular
part (i.e., a presentation held by the lecturer) and a practical part. Using stARS,
Dr. Feldmann intended, on one side, to improve the lecture’s structuring and, on
the other side, to increase the interaction between the lecturer and the students
and also between students themselves. Therefore, the lecture was represented by
a workflow including different means of interaction, as visualized in Fig. 4.

The regular parts of the lecture were supported by two rounds of questions, in
which students could first recapitulate their prior knowledge and select a topic
of interest (SingleChoiceSurveyQuestion), before checking their gained knowl-
edge using four distinct LearningQuestions after the first presentation was held.
Afterward, the second presentation was held and supported by an advanced
collaborative scenario. The latter started with the description of the topic of

5 https://ba-dresden.de/ – last access on August 21, 2022.

https://ba-dresden.de/
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Fig. 4. The scenario of the first case study conducted by Dr. Marius Feldmann, which
includes two rounds of questions as well as an advanced collaboration.

the practical part (ActivityBlock), followed by the upload of an individual solu-
tion (FreetextSurveyQuestion) and the acknowledgment of joining the collab-
orative task (GroupBuilder), in which students should collaborate in groups.
Contrary to related approaches, stARS allowed forming meaningful groups of
students by defining the buildSchema bestToWorst and referring it to the pre-
viously answered LearningQuestions. In addition, a groupSize of 4 was set, tar-
geting to have at least one student in each group having prior knowledge of the
topic. The collaboration within these groups was the next part of the scenario
and included both the visualization of group members’ given answers (Present-
GroupAnswers) as well as a textual group discussion (GroupChat). After a cer-
tain amount of time, the lecturer could unlock the voting for a common group
answer (GroupVoting) that helps to reduce the number of responses to the num-
ber of formed groups, which can then be discussed in more detail. The scenario
was concluded with a summary and two questions for evaluation purposes.

The usage of stARS was announced in advance of the lecture. Additionally,
an explanation of both the reason for using the tool as well as the structure of the
lecture was given. Dr. Feldmann estimates that about 90% utilized the system,
whose usage took around 20 to 30 min. While both rounds of questions could be
carried out without problems, technical issues were encountered in the practical
part. The first problem was the dependency of both the group discussion and
group voting on the responses to the FreetextSurveyQuestion. As only 16 of 42
students (who acknowledged joining the group collaboration) answered and the
groups were formed based on the results of the previous rounds of questions
(the buildSchema bestToWorst was defined), groups existed, in which none of
the group members gave an answer beforehand. Thus, also no answer could
be discussed, resulting in empty or incomplete group answers. Another problem
occurred in the group formation. Instead of forming eight groups of four students
and two groups of five students, ten groups of four students were formed and
one group including only two students. Later, the implementation was adjusted.
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Even though the case study experienced some problems, Dr. Feldmann was
satisfied with the “simple usage” and “the possibility of structuring the lecture
and checking the level of knowledge of the students more easily”. Furthermore,
he was willing to use it again in another lecture (cf. Sect. 4.4). The students
rated the approach quite positively, as well. However, some encountered the
previously described technical problems, which could also be recognized in the
results: Having 39 students answering (with two abstentions), only five agreed
that the system could be used analogously to similar systems, 18 partly agreed,
13 did neither agree nor disagree and one did partly disagree. Using a rating from
0 (disagree) to 4 (agree), an average rating of 2.73 can be recorded, indicating
that students partly agree with the statement. Furthermore, from 16 textual
answers, seven stated that they experienced problems with the GroupVoting.
However, other students praised the benefits of the approach: Five students
liked the questioning function and three the idea of virtual group discussions.

To further evaluate the functionality, the textual messages exchanged in the
GroupChat were analyzed. All eleven groups used the textual chat, while the
number of messages varied from six to 20, with a total of 114 messages exchanged.
It could be recognized that most of the group chats (nine out of eleven) started
with “hello” or “test”. This was caused by the state of the implementation that
students were not shown how many students they were in a group with. However,
ten out of eleven groups discussed the topic of interest. Nevertheless, only three
of those actually discussed about finding a concrete answer. One surprising fact,
however, is the low number of spam. Although students could enter as many
and as long messages as they wanted, and would have been protected by their
anonymity, nobody made use of it. Also, no abusive messages were sent.

4.2 Second Case Study

The second case study was conducted between June 18 and June 28, 2021 in a
remote seminar of the TU Dresden6 by Dr. Iris Braun. The seminar is addressed
to students of computer science and runs over a complete semester. It works
analogously to a conference setting and includes the creation of a paper about
a scientific topic, a peer feedback to rate each other’s paper as well as a presen-
tation. stARS was utilized to support the peer feedback scenario. Therefore, a
three-step scenario was created, as visualized in Fig. 5.

In the first phase, the students were able to submit their papers and had to
acknowledge to join the peer task (PeerBuilder), which was described textually
using the PresentMaterial -block. Afterward, the assignments (numberOfAssign-
ments was defined to 1) were made and each student was presented another
paper (PresentPeerAnswers), for which a review had to be created and uploaded.
Finally, after all reviews were submitted and the next stage was unlocked, the
students received their feedback (PresentPeerFeedback) and could discuss it with
the creator of the feedback (PeerChat). Furthermore, similarly to the first case
study, two questions for evaluation purposes were added.

6 https://tu-dresden.de/ – last access on August 21, 2022.

https://tu-dresden.de/
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Fig. 5. The scenario of the second case study conducted by Dr. Iris Braun, which
includes three steps to represent peer feedback.

The usage of the system was announced in the Learning Management System
used7 and a detailed instruction of the scenario was provided to the students.
In total, 14 students participated and both uploaded their papers and acknowl-
edged joining the peer task. However, after finishing the first step (and after the
assignments were already made), one student had to leave the seminar as his/her
submitted paper did not met the requirements to pass. Thus, the assignment of
the student had to be executed by another student or the supervisor itself. We
decided to change the student’s password (logins only consist of a pseudonym and
a password), so the supervisor could upload the missing feedback and potential
spam was avoided. For future scenarios, an assignment management was imple-
mented, allowing to manually add or remove assignments.

Besides the challenge of one student dropping out, no technical errors were
encountered. Thus, Dr. Braun praised both the automatic assignment of peers
and the opportunity to exchange with the feedback provider at the end of the
scenario. Moreover, she made two proposals for improving the usage, namely,
the addition of further textual descriptions and the access of multiple lecturers
(i.e., supervisors) to the submissions of the students. Such improvements were
part of two further runs of the scenario at the beginning and mid of 2022.

From 13 students participating in the case study, only four gave feedback on
stARS, of which two fully agreed that the system could be used analogously to
related systems, while two partly agreed. Due to the low percentage of students
answering, this can only be seen as an impression rather than representing the
opinion of the majority of students. In the textual responses, two students rated
the anonymity of the system positively, while another two would propose to
add more textual descriptions to the blocks. In the PeerChat, a total of eight

7 https://bildungsportal.sachsen.de/opal – last access on August 21, 2022.

https://bildungsportal.sachsen.de/opal
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messages were exchanged. While two students exchanged their opinions about
the feedback, another student tried, but his/her feedback receiver did not reply.

As the majority of participants did not reply to the questions in the third
step, we asked them about their opinion after completing their presentations. In
general, the students stated that they could use the system as described. Some
of them expected further functions to be supported, such as using different ques-
tions to rate the submissions – this is already supported in stARS but was not
included in the scenario. Other students argued that similar functions could be
realized using the existing Learning Management System. However, it does not
allow randomly assigning students’ submissions to each other, does not provide
means of discussion and finally, cannot guarantee the anonymity of the students.

4.3 Third Case Study

The third case study was conducted on June 23, 2021 in a virtual block seminar
on educational-psychological interventions of the TU Berlin8 by Dr. Felix Kapp.
The seminar runs four days having four to six teaching units (i.e. 45 minutes)
each. Dr. Kapp used several tools to improve the interaction, e.g., a traditional
Audience Response System to assess students’ gained knowledge. stARS was
used on the last day and targeted to execute a task (“create an intervention of
your own”) that involves students receiving and giving peer feedback. Therefore,
a scenario taking two teaching units was modeled as shown in Fig. 6.

At the beginning of the scenario, stARS was introduced to the students and
the general task was described (LectureBlock). Afterward, the students should
select a topic for their intervention (SingleChoiceSurveyQuestion having four
options to choose from). Depending on the selected option, they were shown
specific material in the next stage (PresentMaterial ( I –IV )), which was real-
ized using the filter parameter. With this material, they had to create and upload
their intervention (FileUploadSurveyQuestion) in a defined time frame of 20 min-
utes (PresentCountdown). Furthermore, a combination of a GroupBuilder and
PeerBuilder was modeled to implement the intention of the lecturer. The goal
was that two students who choose the same topic for their intervention should
give feedback to each other and discuss it afterward. As the PeerBuilder does not
guarantee that the same students give feedback to each other, a GroupBuilder
was used to form groups of two students using the buildSchema sameAnswer,
followed by the PeerBuilder referring to this GroupBuilder. In the next step, the
students were displayed their assigned submission (PresentPeerAnswers) and
were asked to rate it on different dimensions using four FreetextSurveyQuestions.
Additionally, they were displayed a countdown of 15 minutes and a description of
the task. Afterward, the students received their feedback (PresentPeerFeedback
(individual)) and had a time frame of five minutes to review it, before meeting
their peer in an audio-video chat. Finally, Dr. Kapp concluded the scenario and
the students were presented with the two questions for evaluation purposes.

8 https://tu.berlin/ – last access on August 21, 2022.

https://tu.berlin/
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Fig. 6. The scenario of the third case study conducted by Dr. Felix Kapp, which realizes
an advanced peer feedback.

Eleven out of 15 students that were enrolled in the seminar were present on
the fourth day of the seminar, while ten of them participated in the presented
scenario. Despite one student having problems with his/her computer due to
forced updates of the operation system, which sometimes caused other students
to wait, the system could be used without errors, resulting in five groups with two
students each being created. Dr. Kapp praised stARS as an approach “to create
a very organized Peer Feedback situation online, which is not yet supported
by existing systems.” In an interview, he pointed out the importance of such
scenarios, which were essentially in traditional settings but could not be fully
transferred to remote settings. Moreover, he emphasized the ability of the system
to make decisions for problems that he did not consider before, e.g., assigning
students, if their selected topics do not match. Even though the scenario can be
reused 1:1, the representation is not trivial to understand and most likely requires
an expert to recreate. However, it was able to illustrate the expressiveness of the
approach to model a scenario that was not explicitly considered in advance.

The opinions of the students differentiate. While five students did fully agree
that the system could be used analogously to related ones, two did partly agree,
two did neither agree, nor disagree and one did partly disagree. Using a rating
from 0 (disagree) to 4 (agree), an average rating of 3.1 results, indicating a
partial agreement among the students. Textual responses were submitted by nine
out of ten students: Even though one student had problems uploading his/her
submission, positive feedback dominates: Three students stated that everything
worked as expected, two found the approach intuitive to use and one student
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especially praised the novelty of the approach and stated that he/she never saw
a similar approach before. Furthermore, another student experienced that the
usage “felt like real partner work”. Using the log files, the correctness of the
built groups could be verified: With a distribution of 5, 2, 1 and 2 among the
selected topics, one mixed group was created.

4.4 Fourth Case Study

The fourth case study was conducted on July 22, 2021 as a part of a virtual exam
consultation on internet and web applications of the TU Dresden (see footnote 6)
by Dr. Marius Feldmann. The goal was to structure the scenario more efficiently
and recapitulate the topic of Kademlia, which was a subject relevant to the
exam. Moreover, during the scenario, a student thesis was presented, which was
also represented within stARS. The resulting scenario is visualized in Fig. 7.

Fig. 7. The scenario of the fourth case study conducted by Dr. Marius Feldmann,
including a student presentation, a round of questions and a group collaboration.

The scenario started with an introduction, in which the workflow’s structure
was explained. Afterward, the student shortly presented his/her master thesis
and the students were asked to submit their email addresses if they were willing
to help evaluate it. Next, the exam information was presented before students
could ask their own questions using audio or chat in the corresponding Zoom
session. After all questions were clarified, the interactive part started. There-
fore, the students were first asked to check their gained knowledge on Kademlia
using two learning questions. After discussing the results, the students should
describe the functioning of Kademlia in no more than 500 characters (Free-
textSurveyQuestion II ). Therefore, both a reference to the slides and a paper
were presented. Additionally, a GroupBuilder was added, in which students had
to acknowledge whether they are willing to join the collaborative task. Similar to
the first case study, the buildSchema bestToWorst was specified with a groupSize
of five students. As soon as this step was finished and the groups were formed,
the students were presented their group member’s given answer and could dis-
cuss textually. Therefore, a fixed time frame of five minutes was defined. In
the next step, each group had to select a common group answer by voting on
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the previously submitted answers. If no common group answer was found, a ran-
domly selected moderator of the group could input a new answer. After all group
answers were found and discussed by Dr. Feldmann, the lecture was concluded
and the students were asked to answer two questions for evaluation purposes.

The usage of stARS was not announced beforehand, but introduced at the
beginning of the scenario. While 60 students were present at the beginning,
half of those left after the questions about the exam were clarified. However,
32 answers were recorded for the SingleChoiceLearningQuestion and 33 for the
MultipleChoiceLearningQuestion. Nevertheless, this further decreased within the
next step, in which only 13 students submitted a textual answer, while 16 joined
the group interaction. As a result, three groups were formed, one group having
six students. Those 16 students actively used the system. Moreover, it could be
recognized that another seven students passively joined the task, i.e., even if they
did not participate in the group interaction, they answered the questions at the
end. As no technical errors were encountered, we believe that the students were
preparing for their exams and did not recognized the importance of the task.

However, Dr. Feldmann was satisfied with the usage of the system and praised
the opportunity of using collaboration to actively repeat an important topic
(i.e., Kademlia). Moreover, the reduction of 13 textual answers to three answers
allowed for discussing those in more detail. Positive feedback is also reflected in
the students’ answers. When asked whether the system could be used similar to
related systems without limitations, ten students agreed, nine did partly agree
and one student each did rather not agree and disagree. Another two students did
abstain from answering. Using a rating from 0 (disagree) to 4 (agree), an average
rating of 3.24 can be recorded, indicating a partial agreement ranging toward
agreement. Similar results are provided by the textual responses. One student
stated that he/she found the model easy to understand. Another student liked
the anonymity and one student praised that using stARS is “more interactive
rather than just watching videos”. However, two students also emphasized the
necessity of a second screen to use the system more efficiently.

Using the logs, we could verify the correctness of the formed groups, which
also holds for a similar knowledge distribution among its members (according
to the buildSchema bestToWorst). In the three groups, a total of 22 textual
messages were exchanged, each chat having between four and nine messages.
Only one of the chats started with “Hi,” as contrary to the first case study, the
students were presented with the number of students inside their group. While
one group was unsure about how selecting a group’s common answer (which was
part of the next step of the scenario), the GroupVoting itself worked without
problems. This allowed reducing the number of 13 textual responses to three.

4.5 Applicability to Further Scenarios

Even though the previously presented case studies could motivate the importance
of using CL in remote settings, the usage of stARS is not limited to these four
scenarios. Instead, it is possible to model individual scenarios as well as adjust or
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extend existing ones – both having the same goal to support lecturers’ individ-
ual teaching strategies. In order to visualize the expressiveness of the approach
and motivate future use cases, several popular didactic scenarios were modeled
prototypically, including Peer Instruction, Jigsaw Classroom, Think-Pair-Share,
Learning Stations as well as Learners-as-Designers. These models were then
rated by 20 lecturers regarding their understandability (cf. [12]). Similar to the
results of Sect. 4.3, the observation can generally be summarized as follows: The
more complex the scenario becomes, the less comprehensible it is. Nevertheless,
the results also indicate that despite its complexity, experienced lecturers were
still able to understand highly complex scenarios, such as Learners-as-Designers
being one example. This specific scenario also highlights the flexibility of stARS,
as besides static workflows, it includes concepts of runtime adaptation, allowing
to adjust running scenarios, e.g., to react to results.

5 Conclusions

Within this paper, we described the usage of a novel approach to foster CL
in remote teaching scenarios. Therefore, the underlying approach was briefly
presented, which allows lecturers to configure the system’s functionality to their
targeted teaching scenarios. In addition to traditional Audience Response and
Backchannel functionality, it includes components to integrate both group and
peer interactions in the lecture (cf. Sect. 3.2). By describing four case studies, we
were able to motivate the opportunities when integrating CL in remote scenarios.
Not only do lecturers want to implement CL scenarios in remote settings, but
students also recognize the opportunities that were not possible in individual
learning as caused by the CoViD-19 pandemic. However, also the challenges of
using novel approaches got obvious. Due to the novelty of the functionality as well
as the inexperience of the users with such functions, several technical problems
were detected that required improvements. Moreover, even though most of the
functions described in Sect. 3.2 were included in the case studies, there exist a
variety of scenarios that have not yet been validated (cf. Sect. 4.5). Thus, further
case studies (also for larger scenarios) have to be conducted to provide another
step towards implementing CL in the large majority of lectures.
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Abstract. Ethics education is essential in business and STEM curricula. For
decades up to the present day, a rationalist conception of ethics has been highly
influential in its pedagogy. However, in the past twenty years, developments in
moral psychology and neuroscience support that moral thought and deliberation
are guided by a dual process initiated by intuition. In this research, we present the
design of a scaffolding for ethics teaching based on groupware with individual and
collaborative activities, informedby the Social IntuitionistModel (SIM) andMoral
Foundations Theory (MFT).We conducted an exploratory study based on an origi-
nal case about academic ethics, involving student samples in five higher education
institutions in four countries (N = 249). Results indicate that ethical reasoning,
initially guided by intuition, can be influenced by facts, reflective questions, and
social interaction. Students regardless of their initial intuitive stance about an elic-
iting situation, and their moral sensitivity according to MFT, changed their final
decision on the situation significantly by the end of the intervention according to
a Wilcoxon signed rank test (p < 0.001). About 30% of the sample swung to a
stance opposite to what they decided at the outset of the intervention. A question
that stems from this research is how students’ ethical thinking could be scaffolded
and oriented, both pedagogically and technology-wise, towards identifying and
standing for solutions to ethical dilemmas that are based on virtue and bring greater
good.
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1 Introduction

Ethics guides people’s behavior and allows them to understand, analyze and distinguish
betweenwhat is right andwhat is wrong, what is good andwhat is bad, what is admirable,
and what is deplorable, all based on morality [1, 2]. Ethics is considered as an active
process rather than a static one, where people support their beliefs and affirmations
initially through an intuitive justification, and later rationally [3, 4], through their moral
intuitions, logical arguments, the context, rules established, feelings and emotions [5].

Today there is a growing need for ethics education in university contexts [6, 7]. Tra-
ditionally, ethics teaching in higher education has been of the ‘reactive’ type, informing
students about legal and regulatory issues or imparting knowledge of ethical codes of
conduct, law, and ethical errors [2, 8]; lacking a ‘proactive’ attitude in the decisions
of the students, so that they adopt ethical postures and socially responsible thoughts in
the performance of their future work environments. This encourages higher education
institutions to innovate in the pedagogy of an ethical education focused on students,
‘proactive’ and supported by methodologies that adjust to the current requirements and
characteristics of students of recent generations, such as millennials and Z [5], using
active learning [9] and case-based learning [10] methodologies. In [6, 10], the need to
develop learning experiences that involve situations where students reflect not only on
their own emotions but also on the emotions of others and can develop greater empathy is
highlighted. This has been supported by training criteria and accreditation requirements
proposed by institutions such as the AACSB, ABET, AAA, IEEE, etc. [11, 12].

The bibliographic review of [7] regarding ethical teaching, identified that between
1991 and 2000, one of the main challenges was how it should be incorporated into the
educational curriculum of higher education in a way that improves moral judgments
and reasoning criticism of students facing ethical dilemmas. Likewise, between 2011
and 2020, Poje and Zaman [7] identified the need to teach ethics in an integral way to
the academic curriculum, the use of improved ethics frameworks, and the development
of professional values [7]. These authors report that there is still no consensus on how
ethics should be taught, recommending the use of innovative methods, such as active
learning [9], case-based learning [6, 10], thematic approach, virtue ethics, giving voices
to values, role-playing, among others, over traditional methods. Poje and Zaman [7]
propose future research in ethical teaching, the design of new online teaching methods,
and compare their results against traditional methods.

Moral psychology has long been dominated by rationalist models of moral judgment
[5], where moral judgment is reached mainly through processes of reasoning and reflec-
tion [13]. According to this approach, moral emotions can be inputs to the reasoning
process but are not seen as direct causes of moral judgments.

On the other hand, intuitionism refers to the fact that there are moral truths, where
people do not apply rational or reflective processes but rather processes more similar
to perception, in which one “simply sees without discussion that they are and should
be true”. Intuitionistic approaches in moral psychology, by extension, say that moral
intuitions, including moral emotions, come first and directly cause moral judgments [3].
This has been reflected in theMoral Foundation Theory (MFT) [5, 14] and the Social
IntuitionistModel (SIM) [3, 15]. TheMFT proposes that people possess intuitivemoral
sensibilities or moral foundations that apply whenmakingmoral judgments: Care/Harm,
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Fairness/Cheating, Loyalty/Betrayal, Respect/Authority, and Purity/Degradation. Haidt
suggests that intuition, rather than reasoning, leads to moral judgment [3, 4]. The SIM
raises four reasons to doubt the causality of reasoning in moral judgment: (a) There are
two cognitive processes at work, reasoning, and intuition, being reasoning a process that
has been overemphasized; (b) reasoning is usually motivated; (c) the reasoning process
builds post hoc justifications, but we experience the illusion of objective reasoning; and
(d) moral action covary with moral emotion more than with moral reasoning.

EthicApp is a collaborative application designed, implemented, and used to support
ethical teaching [16–18] of instructional designs to support ethical discernment and
moral reasoning of students under the rationalist-based moral psychology approach [5,
13]. It is available as a web application accessible from any device with a compatible
web browser. EthicApp works in remote or face-to-face environments, synchronously or
asynchronously. An ethical teaching activity supported by EthicApp can follow different
instructional designs based on case-based learning and dilemma questions. Students can
answer dilemma questions and semantic differentials, both individual and collaborative,
associatedwith a case. In this research, we propose the use of EthicApp to support ethical
teaching and instantiate instructional designs to support moral judgment based on active
learning and case-based learning; this time, under the intuitionist psychology of the
Moral Foundation Theory (MFT) [5, 14], and the Social Intuitionist Model (SIM) [3,
15]. It is essential to mention that the MFT has been applied very little as a theoretical
framework for the design of ethical teaching activities [14, 15], and also in students
who correspond to different countries that have different cultures, according to how the
literature recommends apply [5, 19].

In this research, EthicApp is utilized as a scaffold for triggering moral deliberation
as described by the SIM model. Two objectives drive this research. In the first place, we
seek to analyze students’ decisions in the context of a dilemma in academic ethics, con-
sidering their moral sensitivity as described by Moral Foundation Theory (MFT), and
the Social Intuitionist Model (SIM). We seek to establish the existence of relationships
between moral foundations and the stances that students take. For this, five samples of
higher education students in four countries participate in the intervention. This follows
recommendations in the literature regarding students from different cultures and social
contexts [5]. Secondly, this study seeks to analyze the evolution of the decisions made
by students throughout the successive activity phases, and instructional design opera-
tionalized through EthicApp, comprising different eliciting situations and anonymous
small group discussions.

2 Theoretical Background

This section describes ethics teachingmethodologies, and the advantages of active learn-
ing and case-based learning, both features incorporated in EthicApp. Likewise, the SIM
andMFT used as a theoretical framework for the instructional design of the ethics activ-
ity supported by EthicApp are explained and applied in this study to students from four
countries, each with its cultural characteristics.
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2.1 Teaching Ethics – Active Learning with Case-Scenarios

According to [9], active learning in ethical teaching implies that the student actively par-
ticipates in various pedagogical activities instead of having a passive role as in traditional
methods where the teacher exposes concepts, recommendations, or examples, while stu-
dents listen passively. Some examples of active learning type pedagogical activities are
group presentations, role-play, case studies that include discussion and reflection, etc.
The advantages of active learning are: (a) adding realism necessary to teach ethics; (b)
facilitating more lasting and memorable teachings; and (c) increasing student motiva-
tion. In turn, according to Loeb (2015) [9], there are some possible disadvantages of
active learning: (a) risks in giving control to students or not having the cooperation of
students; (b) generating disgust in students due to the uncertainty associated with the
expected results of the activity; (c) difficulty in its evaluation, mainly if it contains group
parts; (d) exacerbate students’ trust issues by making them reveal private information
about themselves; and (f) possible difficulties with large groups of students.

In [19], three reasons are highlighted for using applications for mobile devices or
apps that use Web 2.0 technology as scaffolding to support ethical teaching: (a) mil-
lennial and Z generations tend to use this type of technology more, and when used in
applications to support ethical teaching, it makes their use attractive and satisfactory,
which consequently favors support for critical thinking, problem-solving and the learn-
ing of values; (b) they help to democratize ethics teaching, since, in developing countries,
they are used more frequently; (c) facilitate the introduction of ethical teaching tasks and
activities through the support of simple applications; and (d) they allow the incorporation
of more customized situations to the specific geographical and cultural context of the
students, which in turn facilitates their comparison with other contexts.

According to [10], teaching methods based on case-based learning correspond to the
following types: (a) case studies, or long narrative descriptions of real or hypothetical
situations in which students are asked to identify, raise or resolve ethical dilemmas;
(b) case-stories, which are stories that try to simulate the real world but are written by
individuals in the classroom to show their points of view; and finally c) case-scenarios
(vignettes), which are short stories made to express real-life situations concisely, thereby
encouraging discussion and analysis of dilemmatic problems, for which there may be
several possible solutions.Case-scenarios (a) combine unrealistic and real-life events to
generate situations where there is no single correct answer, (b) deep subject knowledge is
not necessary, (c) can be great brain teasers of discussion and cover complex and sensitive
topics, (d) are readily applicable to people with different backgrounds who can quickly
identify with the characters and participate in discussions from their perspective, and (e)
there is enough detail to avoid unnecessary assumptions on the part of participants.

Regarding the identified disadvantages of active learning [9], EthicApp can medi-
ate pedagogical tasks while supporting teachers’ monitoring and control; it introduces
anonymity among students when they collaborate, which reduces conflicting situations,
decreases potential trust concerns, and lastly, it can be used with large cohorts syn-
chronously. Regarding the benefits of Web 2.0 technologies indicated in [19], EthicApp
is a web application that can be consumed from any device or operating system, thus
meeting expectations of millennial and Z generations of students. Finally, EthicApp, can
be used to instantiate case-based learning instructional designs [10].
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2.2 Social Intuitionist Model

Haidt’s Social Intuitionist Model (SIM) [3] includes actions of intuition, reasoning,
judgment, as shown in Fig. 1, and are defined as follows: (a) moral intuition: the
sudden appearance in consciousness of a moral judgment, planning process without any
conscious knowledge of having gone through definite stages of decision making; (b)
moral judgment, evaluations (good vs. bad) of the actions or character of a person
that are made concerning a set of virtues; (c)moral reasoning, that is, conscious mental
activity that transformsgiven information to arrive at amoral judgment, being a conscious
process that is intentional, effortful and controllable.

Fig. 1. Defined by [3]: 1 = the intuitive judgment link; 2 = the post-hoc reasoning link; 3 = the
reasoned persuasion link; 4= the social persuasion link; occurring less frequently are 5 and 6, the
reasoned judgment link, and the private reflection link, respectively.

By the above, Haidt (2001) [3] incorporated into the SIMmodel the belief that moral-
ity stems from emotions that provide an immediate feeling of right or wrong. The model
shows that moral judgment is a social process, not a rational cognitive individual act. It
indicates thatmoral judgment results from intuitions or instantaneousmoral foundations,
which can be followed by moral reasoning; it focuses on moral intuition but does not
eliminate the reasoning [3]. Links 1–4 reflect the process of making moral judgments
and show the prominent role played by social intuition. The model demonstrates the
belief that moral judgments are made through a process by which the person constantly
assesses the environment and can quickly and intuitively make judgments; this is link 1
of themodel. Link 2 shows that moral reasoning occurs after moral intuition and is an ad-
hoc process that involves effort; that is, the person seeks support for their already made
decision. Link 3, Reasoned Persuasion, demonstrates that people’s reasoning (Link 2)
can have a (causal) effect on others’ intuitions. Haidt (2013) describes explicitly SIM as
follows, [4]: “In the social intuitionist view moral judgment is not just a single act that
occurs in a single person’s mind. It is an ongoing process, often spread out over time
and over multiple people. Reasons and arguments can circulate and affect people…”
(p. 288).

Therefore, the moral judgments of friends, colleagues, and acquaintances can affect
a person’s decision. It is important to emphasize that the social intuition model does
not rule out the reasoning process but instead acknowledges the complexity of making
moral judgments based on intuition, reasoning, and social influences.
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The model demonstrates a new aspect of moral decision-making, i.e., social intu-
ition, and in doing so emphasizes the communications and interactions inherent in the
process of addressing ethical issues. In this research, we aim to instantiate the SIM in
the instructional design of the ethics teaching activity supported by EthicApp.

2.3 Moral Foundation Theory

In [5], there is consensus thatmorality comes from innatemental systems that result from
an evolutionary process, the critical question being how many mental systems exist that
explain morality. According to [5], Kohlberg’s theory of the 70s, consisting of a single
mental system oriented to whether something is fair or unfair, is shaped based on the
perception of a person’s social role, which is criticized for being insufficient. Given this,
in the 1980s, critics of Kohlberg, such as Gilligan [20], introduced a new mental system
in which the understanding that whether something is moral depends on how individuals
understand, protect and respect others. Then, based on various problems presented by
cultural variety and advances in the definition of mental systems, Haidt and Joseph posit
that there are five moral foundations that explain people’s moral decisions, giving rise
to Moral Foundation Theory (MFT) [5]. MFT postulates that morality works innately
through modules, which specialize in different situations that can arise in (social) life. In
addition, culture shapes morality. Thus, a Moral Foundation can be understood as an
unfinishedmorality, whichmust be developed and completed by the society in which it is
inserted. Societies develop their morality based on one or more foundations. A subject’s
moral foundations described by MFT can be measured with the MFQ30 questionnaire,
which comprises 30 items related to five factors describing people’s morality (https://
moralfoundations.org/questionnaires/).

According to Haidt [3], moral intuition can explain ethical decisions, giving four
reasons: (1) both cognitive processes (intuition and reason) are involved in decision
making, but only one of them is considered, (2) reasoning is influenced by emotion, (3)
reasoning is a post-hoc construct to decisions we make, (4) there is greater covariance
between moral intuition and moral action than between the latter and moral reasoning.
Moral foundations are defined as follows [5, 21]:

• Care/Harm (CRE): Intuitions about avoiding emotional and physical damage to
another individual.

• Fairness/Cheating (FAI): Intuitions about equal treatment and outcome for individ-
uals and getting rewarded in proportion to their merit or contribution.

• Loyal/Betrayal (LYL): Intuitions about cooperating with in-groups and competing
with outgroups.

• Respect/Authority (RSP): Intuitions about deference toward legitimate authorities
and the defense of traditions are seen as providing stability and fending off chaos.

• Purity/Degradation (PUR): Intuitions about avoiding bodily and spiritual contami-
nation and degradation

MFT has never been posited as an exhaustive list of moral foundations. The chal-
lenge to provide new foundations has been opened, such as Liberty/Oppression, Effi-
ciency/Waste, or Ownership/Theft. Although there could be many foundations, MFT

https://moralfoundations.org/questionnaires/
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focuses on finding and defining the most important ones to understand interculturally,
and behaviors based on morality [5].

To the present authors’ best knowledge, research on howMFT could be used in ethics
teaching in higher education has been scarce. Two investigations have been found in this
regard. The first of these applied MFT to a group of accounting and business students,
applying theMFQ30 questionnaire [14]. Among the conclusions reported by [14], it can
be highlighted that after the analysis of invariances applied to the gender of the students, a
greater correlation was observed in men in the contribution of the Loyalty/Betrayal; and
a higher correlation in women with respect to Fairness/Cheating and Loyalty/Betrayal.
Likewise, greater sensitivitywas identified in themoral foundations of Fairness/Cheating
andLoyal/Betrayal in accounting students than in business students. Finally, they suggest
considering the difference between the moral reasoning model and moral intuition. The
second investigation [15], presented Haidt’s SIM [2] as a new approach to understand
how moral judgments are made, that is, quickly and intuitively. These authors explored
the applicability of SIM using an ethical case in five different accounting courses, which
provided themwith ameans to improve accounting ethics education by allowing students
to exercise their intuition as an initial stage of the decision-making process.

2.4 EthicApp

Based on the analysis of the literature on ethics education, we developed an application
called EthicApp to support teaching of ethics [16–18]. EthicApp includes functions
to author and run instructional designs for students’ active learning, with case-based
scenarios. Its design principles are: (a) easy integration in any course; the teacher does not
need to make significant changes in their study plan or pedagogical methodology to use
the application, allowing them to reuse their materials and content; (b) easy to use, since
it has a simple and minimalist interface, with the purpose of minimizing teacher training
efforts and facilitating quick and intuitive adoption; (c) promotes discussion, reflection,
and discernment by capturing quantifiable assessments, judgments, and written ethical
arguments from students, when analyzing cases and ethical dilemmas; (d) incorporates
anonymity during collaborative interaction among students so that they can express their
opinions andmake authentic ethical judgments while reducing conflict anxiety with their
peers; (e) supports discussion and argumentation through real-time collaborative chat
discussions; (f) domain independence, since EthicApp can be used in any professional
area in which cases or ethical dilemmas can be analyzed; (g) offers efficient management
of the information generated by the students, presenting it to the teacher through a simple
and easy-to-understand dashboard, thus facilitating monitoring the pedagogical activity;
(h) allows combining individual work and collaborative work, which can be carried out
based on successive phases prompting for individual assessment of the ethical case, re-
elaboration of judgments, and synchronous collaborative discussion among students to
explain justifications, argue and debate; (i) incorporates flexibility in its configuration,
in order to support diverse instructional designs; (j) supports different types of devices
and form factors (i.e., smartphones, tablets, laptops, etc.).
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3 Method

3.1 Samples

Six samples of engineering and business students from higher education institutions in
Chile (CL), Colombia (CO), Ecuador (EC), and Mexico (MX) participated in this study
(see Table 1).

Table 1. Participating institutions, courses, sample sizes, student participation in EthicApp
activities 1–3, and responses to MFQ30.

Country Institution Courses N Participants per activity MFQ30

Act. 1 Act. 2 Act. 3

Chile
(CL)

Universidad de
Chile
(UCHILE)

Organizational
Design and Planning

102 102
(100%)

98
(96%)

55
(54%)

59
(58%)

Universidad de
los Andes
(UANDES)

Professional Ethics
Seminar for
Engineering

56 52
(93%)

56
(100%)

32
(57%)

36
(64%)

Colombia
(CO)

Universidad
del Cauca
(UNICAUCA)

Computer-Supported
Collaborative
Learning

20 20
(100%)

19
(95%)

19
(95%)

17
(85%)

Ecuador
(EC)

Universidad
Técnica
Particular de
Loja (UTPL)

Ethics and Morality 36 31
(86%)

36
(100%)

21
(58%)

25
(69%)

Mexico
(MX)

Benemérita
Universidad
Autónoma de
Puebla
(BUAP)

Software Quality 19 32
(89%)

29
(81%)

30
(83%)

27
(75%)Agile Project

Management
17

Total 249 237 238 157 164

Only in UANDES (CL) and in UTPL (EC) the intervention with EthicApp was
carried out in a dedicated ethics course. In the other institutions, the case was carried
out in disciplinary courses of the curricula.

3.2 Instructional Design and Ethical Case

Instructional Design. The instructional design includes the realization of three activi-
ties with EthicApp (see Fig. 2). The first activity consists of intuitively responding to a
vignette that is related to the analyzed ethical case, however, the students have not yet
read the case. The second activity is carried out synchronously, online or in face-to-face,
and consists of individual (see a21, a22, a23, and a25 in Fig. 2) and collaborative work
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Fig. 2. Instructional design comprising asynchronous activity 1 (pre-test), synchronous activity
2 (intervention), and asynchronous activity 3 (post-test).

(see a24 in Fig. 2), in which specific phases of the SIM model (see Fig. 1) are designed
to be activated, based on the kind of question, the instructions given to the students, and
the interaction mode. The third activity (see a3 in Fig. 2) is asynchronous, two to three
weeks after the second activity.

Ethical Case. The ethical case in this activity was created by the present authors. It
involves Sebastián, a Business student who struggles with his Accounting course. Sebas-
tian needs to pass his final exam to stay in college, since he depends on a scholarship
and will lose the chance to continue studying if he fails the course. Throughout the story,
written in the first person, the reader assumes the role of Sebastian’s best friend, who
lived with him and his family during the COVID-19 pandemic, and accompanies him in
the situation he is experiencing.

The text of the case emphasizes a series of values that the reader will be able to rank
according to their moral sensitivity, such as individual responsibility and merit, honesty
and intellectual integrity, and loyalty and friendship. Individual responsibility and merit
are expressed in the case text through the reality of Sebastian’s family; a middle-class
family that has managed to progress thanks to the effort and merit of their parents.
Sebastian’s father advises Sebastian to “work hard and see the results”. Intellectual
honesty and integrity are treated through a reflection that the narrator makes about the
negative of academic plagiarism. Finally, loyalty and friendship are emphasized by the
close relationship Sebastián and he have with his friend – the reader – and the loyalty
they have had for each other for a long time.
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Table 2. Case questions and response types per activity and phase.

Act. Indications and question text Response*

a1 Sebastián, a very good friend of yours, needs to pass the accounting course
in order to stay in college; he is struggling with this and asks you to help
him take the online exam. What would you do?

1–7 SDS

a21 [Provide arguments to justify your answer]. Sebastian needs to pass the
exam and I owe him a lot for his loyalty and friendship. Even he and his
family took me in for a few months during the pandemic. Also, if he does
not finish the course well, he will have serious financial problems to
continue studying. What would you do?

1–6 SDS

a22 [Provide arguments to justify your answer]. With Sebastián, we have been
very critical of those who cheat to advance in their courses. We always
fight their hypocrisy. We try very hard to pass courses and we really want
to be good professionals. If we want to be good professionals and be up to
the task, what I must do is:

a23 [Provide arguments to justify your answer]. Given Sebastian’s situation,
my decision would be:

a24 [Agree on a consensual response, by discussing anonymously via chat
aspects that you have already considered or others that you have not
considered in the previous questions. That is, everyone must choose the
same numerical value in the answer, even though each one can provide
different supporting arguments]
Given Sebastian’s situation, my decision would be:

a25 [Please provide arguments to justify your answer.] How much do you
agree with your group’s answer in the previous stage?

a3 Sebastián, a very good friend of yours, needs to pass the accounting class
to be able to stay in college. He is very complicated, and he asks you to
help him take the online exam. What would you do?

1–7 SDS

* All questions require a written response in addition to the semantic differential scale. Act =
Activity

Table 2 shows case questions in relation to the instructional design. Questions have a
Semantic Differential Scale (SDS) component with values from 1 to 7 (to allow express-
ing indifference, neutrality or insecurity in the intermediate value 4), or values from 1 to
6 (to force a response towards one of the two poles of the semantic differential scale). In
either case, the poles of the SDSs are always ‘Help Sebastian with his exam’, and ‘Not
help him with his exam’. The questions also ask the student to write a justification for
their response to the SDS.

3.3 Procedure

Each institution carried out the activitywith EthicApp based on the case presented above,
in a period of four weeks. In the first week, invitations were sent via email and/or as
announcements in the Learning Management System (LMS) to students to sign up on
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EthicApp and enter the first activity, along with invitations to an informed consent form,
and an adaptation to Spanish of the MFQ30 questionnaire (https://moralfoundations.
org/questionnaires/). Responses to MFQ30 were collected using Google Forms. After
the first activity, the Sebastian case text was distributed to the students. In activity 2,
the students synchronously online or face-to-face, carried out the five phases, in a single
session andwith the presence of their respective teacher. Two to threeweeks after activity
a2, students had to answer a final question in activity a3.

3.4 Analyses

The data from theMFQ30 questionnaire and the responses captured with EthicApp were
analyzed in an environment based on R version 4.2, with packages dplyr, ggplot2, psych,
and lavaan, among others. A descriptive analysis of the MFQ data was first carried out,
and then an exploratory analysis looking for correlations between the components of
MFQ30, and students’ answers to the question in activity a1, in which answers was
expected to be intuitive. Next, students’ responses were analyzed throughout the suc-
cessive activities of the instructional design, observing frequencies of students who
maintained or changed stance. Modifications of stances were classified according to
their characteristics, e.g., if the student moved their response closer to or further from
one of the poles, or if the student’s response swung from one pole to another. Finally, we
constructed a path model to examine to what extent the response in one activity predicts
the response in successive activities.

4 Results

4.1 Student Participation

Table 1 summarizes students’ participation in EthicApp activities, and in responses to the
MFQ30 questionnaire. In activities a1 and a2, participation was consistently above 80%.
Since activity a3 was carried out by the students two to three weeks after activity a2,
and asynchronously, participation rate was lower; between 50% and 60% in institutions
in Chile and Ecuador, and over 80% in Mexican and Colombian institutions. MFQ30
response rates were also variable, with a minimum of 58% in UCHILE, and a maximum
of 85% in UNICAUCA.

4.2 Moral Foundations

Figure 3 shows distributions of MFQ30 components in each subsample by country. It
is observed that the FAI, CRE and LYL components have a small variance compared to
RSP and PUR. By country, Chile has the highest variance in LYL, PUR, RSP variables
and in the sumofMFQ30 scores (see Fig. 4). The other subsamples have lower variances,
attributable to smaller sizes.

Table 3 shows descriptive statistics forMFQ30by component, alongwithCronbach’s
alpha. The components of the Spanish version of MFQ30 used in this study do not reach
the acceptable internal consistency of 0.7, except for RSP and PUR factors. Thus, for

https://moralfoundations.org/questionnaires/
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Fig. 3. Distribution of MFQ30 scores per factor and country subsample.

Fig. 4. Distribution of MFQ30 total scores per country subsample.

future studies, alternative adaptations of the instrument to Spanish should be proposed
and validated.

Figure 4 shows the MFQ30 total score distributions by country, indicating the mean
of each subsample. The samples from Colombia and Ecuador are very similar, while
Chile has a higher variance, and Mexico the lowest mean and lowest variance.

Table 3. MFQ30 descriptive statistics.

Factor Min Median Max M SD Cronbach’s α

CRE (Care/Harm) 9.0 23.0 30.0 22.4 4.0 .59

FAI (Fairness/Cheating) 12.0 23.0 30.0 22.6 3.1 .57

LYL (Loyalty/Betrayal) 9.0 17.0 30.0 16.8 4.1 .46

RSP (Respect/Authority) 2.0 16.0 30.0 16.1 5.0 .70

PUR (Purity/Degradation) 2.0 15.0 30.0 15.1 5.4 .69

4.3 Moral Foundations vs. Students’ Judgment

Figure 5 (left) presents a correlogram based on Spearman’s correlation, which includes
MFQ30 factors and students’ response scores in activity a1. The complete data of stu-
dents who participated in a1 and gave a valid and complete response to the MFQ30
questionnaire includes 130 cases. No significant correlations are observed at the 0.05
level between MFT factors and the students’ response in activity a1.
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Fig. 5. Left: Correlogram including MFQ30 factor scores and students’ response scores in a1.
Non crossed out correlations are significant at the 0.05 level. Right: Densities ofMFT components
and MFQ30 total score vs response in a1.

In order to visually explore relationships between MFQ30 components and student
responses in activity a1, Fig. 5 (right) shows density plots of MFQ30 components versus
SDS values in a1. The density curves correspond to four levels of the variables (i.e.,
Low, Mid-Low, Mid-High, and High) according to quartiles in their distribution (i.e.,
Q1, Q2, Q3, and Q4, respectively). We observe that in the FAI and CRE variables there
is a difference between Low and High level students in relation to the score they give
on the SDS. The students in the High group are mostly inclined not to help Sebastián,
while in the Low group there is more willingness to help him.

Figure 6 shows proportions of students who were inclined to help, not help and who
chose the midpoint on the SDS, in activities a1 and a3, segmented by MFQ30 score
(left), levels of CRE (center), and levels of FAI (right). A higher proportion of High
level students in CRE were inclined not to help Sebastián, while in the Low level the
proportion is somewhat lower. In activity a3, the proportion of students choosing to help
Sebastián increased at all levels of the CRE variable, and very noticeably at the High
level. Measurements of the FAI variable result in similar conclusions. Considering the
total MFQ30 score (see Fig. 6-left), the Mid-Low group shows the greatest change in
stance between activities a1 and a3. In a1, the decision not to help was dominant in this
group, while in a3 it decreased considerably, due to a proportional increase in students
opting for both help and the mid-point option.

4.4 Evolution of Students’ Responses

Figure 7 shows relative frequencies of students’ changeof stance throughout the phases of
the instructional design. Between a1 and a21 (Fig. 7a), there were about 27% of students
who swung from ‘HELP’ to ‘NOT HELP’ and vice-versa. Seventeen percent of the
complete sample had answered midpoint in a1 and switched to ‘HELP’ or ‘NOT HELP’
in a21. Notably, in the subsample from Ecuador, a third of the students transitioned from
‘NOTHELP’ to ‘HELP’, and in theMexican subsample, 40% of the students maintained
their original stance unchanged.
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Fig. 6. MFQ30 total score (left), CRE (center), and FAI (right) levels vs. decisions in activities
a1 and a3.

Fig. 7. Relative frequencies (percentages) of transition types in students’ decisions (a) from activ-
ity a1 to a21, (b) from activity a21 to a23, (c) from activity a23 to activity a25, and from activity
a1 to a3, broken down by country subsamples and total sample (ALL).

In activity 2 (Fig. 7b), about half (i.e., 48.7%) of the students maintained their
response on the SDS when comparing a21 and a23. This trend is higher in Chilean
(50%) and Ecuadorian (60%) subsamples. Seventeen percent of the complete sample
changed their position from ‘NOT HELP’ to ‘HELP’, and only 6.7% changed in the
opposite decision. About fifty percent of the Mexican sample swung from ‘HELP’ to
‘NOT HELP’ (20%), or decreased willingness to help (30%).

A comparison between students’ responses in a23 and a25 (Fig. 7c), that is, consid-
ering students’ individual response in a25 after the group discussion in a24, in which
students mostly moderate their postures, as they are compelled to come to an agreement,
it is observed that just over a third of students of the complete sample (35.9%) kept
their position unchanged. However, 14.5% swung from ‘NOT HELP’ to ‘HELP’, and
6.8% in the opposite way. The rest changed the intensity of the stance adopted in a23,
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mostly in a decreasing fashion (i.e. ‘DECREASEHELP’ with 20.5%, and ‘DECREASE
NOTHELP’ with 10.9%). In theMexican subsample, 53.8% of the students swung from
‘NOT HELP’ to ‘HELP’ in this transition.

Figure 7d shows that between a1 and a3, 29.9% of the complete sample maintained
their posture unchanged, and another 29.2% of the students swung from ‘NOT HELP’
to ‘HELP’ and vice-versa (22.6% and 6.6%, respectively). In the Ecuadorian sample,
55.6% of students’ decisions evolved this way. Eight percent of the complete sample
changed their stance from ‘NOT HELP’, or ‘HELP’, to ‘MIDPOINT’. It is apparent
that throughout the activity, students tend to increase their willingness to help Sebastian,
which is consistent with results in Fig. 6.

Fig. 8. Sankey diagram depicting evolution of students’ SDS scores throughout activities a1, a21,
a24 and a3, comprising 116 complete cases.

Figure 8 shows a Sankey diagram for 116 complete cases, created with the ggsankey
R package (https://github.com/davidsjoberg/ggsankey). In the diagram it is possible to
observe how students’ decisions vary fromone phase to the next, considering that the first
column shows the values 1–7 of the SDS in a1, the two middle columns show values
1–6 from the SDSs in activities a21 and a24, and the last column shows values 1–7
from a3. Students’ decisions do change between successive phases, which confirms the
occurrence of results that align with the rationale of the instructional design. Evolution
of students’ decisions shows that there is influence from the antecedents in the text of
the case (i.e., contrast between a1 and a21), the social influence and the need to reach a
group consensus (a24), and the reflection that the students carry out in a3, weeks after
the activity a24 was carried out.

Finally, Fig. 9 shows a path model created with lavaan [22] and lavaanPlot R pack-
ages, with significant standardized coefficients at levels 0.01 (**) and 0.001 (***). The
path model shows how response values to the SDSs in an activity predict responses
in successive activities. For example, the decision the student makes in a1 has limited
predictive power relative with regard to the decision in a3 (i.e., non-significant std. Path

https://github.com/davidsjoberg/ggsankey
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coefficient of 0.12). A Wilcoxon Signed-Rank Test indicated that the median post-test
(a3) ranks were statistically significantly higher than the median pre-test (a1) ranks V
= 2973.5, p < 0.001. Contrastingly, the process that the student experiences in activity
2, mediated by the reading of the case (a21), reflective questions (a22 and a23), group
discussion (a24), and individual response (a25) influences considerably (i.e., highly
significant std path coefficient of .67) on what the student finally answers in a3.

Fig. 9. Path model based on students’ responses to SDS in activities a1, a2 and a3.

5 Discussion

The experience analyzed in this study provides evidence that the instructional design
scaffoldedbyEthicApp elicits heterogeneous positions of studentswhen facing an ethical
dilemma at the outset of the process. However, students’ postures can vary as a result of
different cognitive and social stimuli that arise in the successive stages of instructional
design, even to the point where a student can change their stance to the opposite side.
This was observed in 28.2% of the cases observed with full participation in activities a1
and a3 of the instructional design (N = 137).

Although it has not been possible to predict students’ responses to the initial question
of the case based onMFT components measured with MFQ30, students appear to define
an initial position guided by their intuitions and biographical experiences, and such
initial position evidences a certain way preferred by the student to prioritize values.
Some students place friendship and loyalty with Sebastian at the top of the hierarchy,
while other students are inclined to prioritize academic integrity and acting in good
faith over the pedagogical and formative character on which the evaluation processes
are based.

A central objective of the intervention with EthicApp is to make students aware of
the existence of different positions on the part of their classmates. This is in line with
current normative conceptions about the orientation that an ethical education shouldhave,
particularly in the field of educational engineering and business [1, 6]. However, from
the pedagogical point of view, reflection on the consequences and ethical implications of
alternative value hierarchizations is essential. Therefore, the teacher’s role, informed by
EthicApp, should consist of guiding students on the most correct solution to the ethical
dilemma and the rationale for the solution, contrasting this solution with the positions
and justifications expressed by the students in the successive phases of the instructional
design.

It is not possible to assert that the above can be fully resolved through the proposed
instructional design, and arguably, it is necessary to propose and evaluate other com-
plementary interventions that allow students to continue their reflection and internalize
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ethical reasoning schemes in their cognitive structures, that are functional to the situa-
tion of ethical deliberation in similar circumstances in their lives as students, and in their
professional future.

6 Conclusions and Future Work

In this paper we have presented the design of a scaffolding for ethics teaching based
on EthicApp and the Social Intuitionist Model, and a case about academic ethics that
can be implemented in both disciplinary and dedicated courses in ethics, in business and
STEM curricula. We conducted an exploratory study with measurements based onMFT,
and involving samples of students in five higher education institutions in four countries,
with up to 238 students participating in the activities comprised in the intervention.

While measurement of MFT through MFQ30 did not appear to correlate nor explain
students’ intuitive response to eliciting situations posed by the instructional design, the
samples studied from four different countries exhibit minor differences in Care/Harm,
Fairness/Cheating, and Loyalty/Betrayal factors, while greater differences and variances
are observed with regard to Respect/Authority and Purity/Degradation factors. In the
first activity of the intervention, a greater proportion of students with high scores in
Harm/Care and Fairness/Cheating factors were reluctant to help a struggling classmate
and friend sit an online exam than students with lower scores in these variables. How-
ever, the process in the second activity of the instructional design, mediated by reasoned
responses informed by factual knowledge (i.e., in the actual case text), and social inter-
action, significantly influenced students’ responses in the third phase of the instructional
design. Furthermore, a significant difference was observed between students’ responses
to questions in the first and last activities of the intervention. This indicates that stu-
dents’ ethical reasoning, initially guided by intuition as [3, 4] prescribes, can be indeed
be influenced by facts, reflective questions, and social interaction.

As for future work, an important question that stems from this research is how stu-
dents’ psychological processes linked to ethical schemabuilding could be scaffolded, and
oriented, both pedagogically – taking the teacher’s role into account – and technology-
wise, towards identifying and standing for solutions to ethical dilemmas that are based
on virtue and bring greater good.
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Abstract. The number of parents who are troubled by their children’s mental
and behavioral problems has been increasing. Parent-Child Interaction Therapy
(PCIT), which is a psychotherapy based on play therapy, has been used to help
such parents and children by improving the quality of interactions between them
through toy play. In PCIT, the number of behavioral imitations during toy play
is one of the key indicators to evaluate parenting skills. However, it is difficult to
manually evaluate behavioral imitations because it is necessary to simultaneously
observe the parent and child manipulating toys to determine whether and to what
extent the parent and child imitate each other’s behaviors.We developed two types
of toys; toy blocks equipped with sensors and digital drawing application, which
enable us to visualize toy manipulations of parents and children and determine
behavioral imitations between them. Toy manipulations during parent-child inter-
actions were visualized, and the number and/or the extent of behavioral imitations
were determined from the toy-manipulation data, which were obtained using our
toys. The results indicate that our toys should have the potential to determine the
number and extent of behavioral imitations during parent-child interactions. Thus,
these toys should be useful to evaluate parenting skills.

Keywords: Digital toy · Parent-child interaction · Behavioral imitation ·
Correlation analysis · Dynamic time warping

1 Introduction

1.1 Background

Child maltreatment has been a serious global problem, and the COVID-19 pandemic
and physical distancing have greatly increased the risk of intra-family violence and child
abuse [1]. Therefore, the number of parents having to deal with themental and behavioral
problems of their children is increasing. Parent-Child Interaction Therapy (PCIT) is
an evidence-based psychotherapy to support such parents [2]. In PCIT, parents wear
earphones and are coached directly by a therapist in the observation room, while playing
with their child in the playroom. PCIT helps parents and children improve the quality
of their interactions and solve mental and behavioral problems, and improvements in
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parent-child relationships has been demonstrated [3, 4]. An Internet-delivered version
of PCIT has also been developed to overcome physical distancing [5].

The PCIT therapist observes the behavior of parents and children during parent-child
interactions through toy play and guides them to improve their relationships. In PCIT,
one of the key indicators of parenting skills and trust relationship between parents and
children is the frequency of behavioral imitation between them. Behavioral imitation is
useful for inducing positive emotions and building empathy toward the imitated person
[6–8], thus helps improve parent-child relationships. However, quantitative evaluation
of behavioral imitation is particularly difficult because it is necessary to simultaneously
observe parent-child toy manipulation and evaluate whether behavioral imitation occurs
and to what extent. Therefore, it is useful to visualize and quantitatively evaluate the
behavioral imitation between parents and children during toy play.

In previous studies, various toys, such as stuffed toys and building blocks equipped
with sensors, have been developed [9–11]. These toys have advantages in measuring
toy manipulations. However, they have not been used by multiple users and developed
to visualize the interactions of toy manipulation between parents and children, such as
behavioral imitation. Therefore, it is useful to develop such toys that enable us to visualize
and quantitatively evaluate behavioral imitation during parent-child interactions.

1.2 Objective

The objective of this study was to develop toys that enable us to visualize and quanti-
tatively evaluate behavioral imitation between parents and children during parent-child
interactions. This is the first study to develop toys for visualization and quantitatively
evaluation of behavioral imitation duringPCIT. Specifically,we focusedonblockplaying
and drawing, which are the two main types of play in PCIT, to measure toy manipu-
lation. We then evaluated the possibility of visualization and quantitative evaluation of
behavioral imitation during toy play by using these toys.

2 Development and Evaluation of Sensor-Equipped Blocks

2.1 Development of Digital Blocks

In PCIT, it is necessary to use toys that can be operated naturally by parents and children.
Therefore, we developed blocks equipped with sensors that can be used in the same
manner as conventional toy blocks.

A 25× 25× 10 mm three-axis accelerometer (2525A, Mono wireless) was installed
inside each 60×60×80mmblock (DekobokoBlock,Yuai-Gangu) (Fig. 1(A)).A sensor
was installed inside the cavity of each block (Fig. 1(B)). The acceleration sensors can
transmit acceleration measurement data via Zigbee. We developed a system to visualize
themultiple acceleration sensors’ data by receiving the data on a laptop via aUSB dongle
(MONOSTICK-B, Mono wireless) (Fig. 1(C)). This system enables the participants
to play with the blocks in the same manner as conventional blocks and visualize the
movements of the blocks.
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2.2 Experimental Procedure

In the experimental environment, a pair of healthy male participants were asked to sit
side-by-side, and eight blocks were placed in front of each participant (Fig. 1(D)). To
evaluate the possibility of visualizing behavioral imitation by using these blocks, the pair
was asked to perform an imitation task by using the blocks. Data from the participants
were obtained following receipt of written informed consent.

Fig. 1. Developed blockswith sensors. (A) Sizes of block and accelerometer used in this study. (B)
Installed accelerometers in blocks. (C)Motion visualization system of blocks by using themultiple
3-axis acceleration sensors’ data installed inside the blocks. (D) Initial positions of participants
and initial placement of blocks during experiment.

The imitation task involved a manipulator and imitator. The role of the manipulator
was to manipulate the digital blocks in an arbitrary order one at a time to assemble an
arbitrary block structure. The role of the imitator was to imitate that block manipulation
of the manipulator, assembling the same block structure in the same order as the manip-
ulator’s. The blocks were numbered from one to eight (Block A1-A8 for the manipulator
and Block B1-B8 for the imitator).

To detect who manipulated the blocks (the manipulator or imitator) and which hand
manipulated the blocks (left or right) to evaluate behavioral imitation, two types of
accelerometers were attached to the wrists of both the manipulator and imitator. One is a
highly sampled three-axis accelerometer (TSND151, ATR-Promotions) with a sampling
rate of 1,000 Hz. They were used to detect who manipulated the blocks and with which
hands. The other accelerometer was the same accelerometer as that installed inside the
blocks. The sampling rate of this accelerometers is 6 Hz. They were used for time
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synchronization of movement data between them and the accelerometer attached to the
wrists.

2.3 Data Analysis

To visualize toy manipulations and determine behavioral imitation by using our blocks,
we detected block motions and conducted correlation analysis. The signal processing to
extract behavioral imitation consisted of four steps. First, the square sum of the three-
axis acceleration data of the blocks were calculated. Second, block movements by the
participants were detected from the instantaneous amplitude of the square sum of the
three-axis acceleration data. Third, themanipulator (whether the blockwasmoved by the
manipulator or imitator) and the hand (whether the blockwasmovedwith the left or right
hand) was distinguished through the correlation analysis between the block-movement
data and the data of the manipulator’s and imitator’s hand movements. The hand that
had the highest correlation coefficient with the block-movement data was determined
as the hand that manipulated the block. Finally, behavioral imitation was determined by
detecting two consecutive blockmovements of the manipulator and imitator. In addition,
to determine the extent of behavioral imitations during parent-child interactions, the
Pearson’s correlation coefficients and delay times of the obtained behavioral imitations
were evaluated through correlation analysis between block movements manipulated by
the manipulator and imitator.

2.4 Results and Discussion

By using our blocks, movements of blocks and hands could be visualized (Fig. 2).
For example, the manipulator moved Block A1 by using his left hand and the imitator
subsequently moved Block B1 by using the same hand as the manipulator (blue and
green arrows in Fig. 2). By visualizing such movements, behavioral imitations were
visually confirmed. It should be also noted that there were periods when accelerometer
data partially failed to be acquired (red dotted line in Fig. 2) because of connection
failure between the accelerometers and visualization system. The success rate of data
acquisition was 88.4%.

Behavioral imitations were extracted four times during correlation analysis. Their
correlation coefficients ranged from 0.37 to 0.84 and delay times were 1 to 2 s (Table
1). They were consistent with the visually confirmed similarities and delay times by the
visualization system of the digital blocks.

Movements of blocks and hands could also be visualized. Behavioral imitations and
their correlation coefficients and delay times were obtained using our blocks. Thus, we
confirmed the potential of visualization and quantitatively evaluation of behavioral imi-
tation during toy play by using these blocks. For future work, the communicationmethod
between the accelerometers and visualization system should be improved to increase the
success rate of data acquisition for robust determination of behavioral imitation. In addi-
tion, it should be useful to understand a relationship between the quality of behavioral
imitation and the correlation coefficients and delay times with more parents and children
pairs.
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Fig. 2. Examples of three-axis acceleration data of blocks and hands during imitation task. Blue
circles indicate movements of blocks. Green lines and circles indicate examples of movements of
hands, and green arrows indicate behavioral imitations of block movements between manipulator
and imitator. Red circles indicate lack of acceleration data. (Color figure online)

Table 1. Correlation coefficients and delay times between pairs of imitated–imitating blocks.

Block Correlation coefficient Delay time (ms)

Block A1–Block B1 0.37 1044

Block A4–Block B4 0.84 1134

Block A6–Block B6 0.81 1285

Block A8–Block B8 0.45 1610

3 Development and Evaluation of Digital Drawing Application

3.1 Development of Digital Drawing Applications

Since there are many drawing applications available, parents and children can intu-
itively operate them to draw. Therefore, we developed a digital drawing application for
visualization and determination of behavioral imitation during drawing by parents and
children.

The drawing application was developed for Windows by means of Unity. It was
designed to display a drawing screen after the role (parent or child) was selected on the
top screen (Fig. 3(A)). On the drawing screen, the application enables the parent and
child to select a color from 11 colors by selecting a crayon icon of that color (Fig. 3(B)),
and to draw color lines (Fig. 3(C)).

Our drawing application enables us to acquire time-series data of the color and
coordinates of the screen during drawing, which enabled us to develop a system to
visualize drawing and obtain behavioral imitations between parents and children.
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Fig. 3. Developed digital drawing application. (A) Initial screen, (B) main screen during color
choice, and (C) example of digital drawing.

3.2 Experimental Procedure

In the experimental environment, two parent and child pairs who have been in PCIT
were asked to sit side-by-side, and a tablet and digital pen (DTK-1660E, Wacom) were
placed in front each of them. Data from the participants were obtained following receipt
of written informed consent.

The evaluation experiment was conducted during the participants’ PCIT sessions;
our application was used in a real use case. As in normal PCIT, parents and children
were asked to play freely by using our drawing application for 35 min. For the first
five minutes, PCIT therapists observed behaviors of parents and children and coded
interactions between them. After the first five minutes, parents and children were asked
to continue free play while the parents were coached to improve their behavior including
imitating the children’s drawings for the next 30 min as therapy (Fig. 4).

To visualize drawings of parents and children and to determine the behavioral imi-
tation between them, time-series data of colors and coordinates of the drawings were
obtained. The sampling rate of the color measurement and coordinates was 30 Hz.

Fig. 4. Scene of experiment to evaluate digital drawing application.

3.3 Data Analysis

We visualized the drawings of parents and children and applied dynamic time warping
(DTW) analysis to determine behavioral imitations [12]. DTW analysis enables us to
calculate the similarity between two sets of time-series data that have different data
lengths. This DTW analysis consisted of three steps. First, all combinations of Euclidean
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distances between each coordinate of the time-series drawing data of parents and children
were calculated. Second, the combinations havingminimumdistances were derived. The
combinations could overlap. Finally, the sum of the minimum distances was calculated
as the DTW distance. The DTW distance was short when the drawing strokes were
accurately imitated, and calculating the DTW distance would be useful to determine the
extent of behavioral imitations during parent-child interactions.

3.4 Results and Discussion

By using our drawing application, colors and coordinates of the drawing of the parents
and children could be visualized (Fig. 5). When the PCIT therapists considered that
behavioral imitation between a parent and child was performed, colors and coordinates
were visually overlapped in near time (dotted circles in Fig. 5(A)–(C)).

The DTW distance was derived during the behavioral imitation between a parent
and child for drawing using blue (Fig. 5(D)). The DTW distance was relatively low at
first then increased. This result indicates that the drawing strokes for the external shape
were similar and that of filling in with blue was not similar between the drawings of the
parent and child.

Fig. 5. Examples of digital drawing data obtained during PCIT by using our drawing application.
(A) Time-series data of color, (B) those of x coordinates, (C) those of y coordinates, and (D) those
of DTW distances for blue. (Color figure online)

From the results, drawings of parents and children were visualized, and behavioral
imitations of drawings and their similarity were determined using our digital draw-
ing application. Thus, we confirmed the evaluation possibility of visualization and
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quantitative evaluation of behavioral imitation during drawing by using our drawing
application.

4 Conclusion

We developed two types of toys; blocks equipped with sensors and a digital drawing
application. Manipulations could be visualized when playing and behavioral imitations
between parents and children could be determined using these toys. We confirmed that
the developed toys have the potential to extract the number and extent of behavioral
imitations by correlation analysis or dynamic time warping analysis. Thus, they should
be useful to evaluate parenting skills. For future work, we will fully automate signal
processing for extracting behavioral imitation and verify our toys and signal processing
with more parents and children pairs. This will be effective to develop practical and
robust applications to evaluate behavioral imitation during parent-child interactions.
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Abstract. Evaluation plays a substantial role in group work implemen-
tation and peer evaluation gets prevalent with increasing flipped learning
scenarios and online evaluation platforms. The accuracy of peer evalu-
ation remains contingent in group work practice thus eliciting relevant
studies on grader reliability. In this study, we present a data-driven app-
roach to solving this issue utilizing learner models. On the one hand,
we use previous learning logs to estimate and visualize the grader relia-
bility in group work evaluation sessions as “peer evaluation potential”,
which is used to align peer rating accuracy. On the other hand, lever-
aging reliability indicators created in the current session, learner models
can be updated with new dimensions for subsequent usage. In addition,
a case study in a high school English class was presented to examine this
data-driven workflow and the results suggest the estimated peer evalua-
tion potential correlates with the deviation from average peer judgment.
Further potentials to cultivate peer evaluation-related capabilities are
proposed as well.

Keywords: Peer evaluation · Peer assessment · Grader reliability ·
Learner model · Group work · CSCL

1 Introduction

Collaborative skill, as one of the critical soft skills nowadays, is consistently
underscored in modern society. With increasing online lectures under the global
pandemic, collaborative learning in small groups as group work gets prevalent
for cultivating interpersonal skills [2]. In group work activities, evaluation is an
indispensable component that can provide a score of group work outcome, give
motivation, and promote learning with formative feedback [6].

As a critical tool for grading group work tasks, online peer evaluation tools
have been widely adopted with increasing flipped learning practice [14]. However,
its reliability remains questionable [11]. To compensate for this issue, enhancing
the accuracy of peer ratings is highlighted in recent studies [2,10]. Before the
cultivation of peer evaluation reliability, it is not a trivial thing to operationalize
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this concept considering how to measure it in empirical practice and improve
the data quality of peer evaluation. With the accumulation of immense online
learning logs and the scaffold of learning analytics, we find an opportunity to
model such capabilities in a data-driven environment.

In this study, we estimate and visualize the grader reliability in group work
evaluation sessions as “peer evaluation potential”. By examining how learner
model indicators from a data-driven infrastructure can be utilized to estimate
such coefficient, we employ it to align peer evaluation scores, and in turn, pro-
pose its potential for iterative use and update of learner models which leverage
reliability indicators generated in peer evaluation sessions of group work.

This paper first introduces the research background of existing reliability
estimation approaches and a data-driven environment. Then we put forward our
learner model-based solution to estimate peer evaluation potential followed by
a preliminary case study in an authentic classroom.

2 Research Background

2.1 Peer Evaluation and Its Reliability

Peer evaluation activity can be interpreted as the process of assessing the work
of peers against a set of various assessment criteria [12]. In the existing group
work practice, the evaluation from only the teacher’s perspective is limited since
one teacher cannot identify the performance of every participant [7] and social
loafing and free riding phenomenon exist [13]. Peer evaluation is required to
alleviate teachers’ workload and provide an overall inspection across the group
work process [3,15].

In parallel, peer evaluation reliability was underscored since the quality
of peer evaluation remains promising [2]. Current studies in online environ-
ments present several scaffolds to improve the reliability of peer assessment
with enhanced privacy [14] and group awareness support [7]. Nevertheless, there
remains an unbalance of grader reliability due to individual difference among
learners, which lead to less accurate evaluation results in practice. To address
this issue, researchers made attempts to alter the final rating values according
to grader-specific variables such as previous rating tendency [10] and previous
grades of relevant tasks [3,11]. However, the possibilities of learning model data
are seldom explored to make a comprehensive prospect of these variables with
existing peer evaluation designs holding limited data aggregation and re-use fea-
tures [9].

2.2 Learner Model and GLOBE Framework

In learning science, researchers conduct learner modeling where the learning evi-
dence data is divided into domain-specific and domain-independent information
as quantified indicators [4]. These indicators cover recorded learning behaviors
on the learning management platforms (LMS), preferred learning styles, previous
group working experiences, and so on [5].
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To make the best of learner modal data, Group Learning Orchestration Based
on Evidence (GLOBE) was put forward to support group work implementation
in the data-driven context [8]. GLOBE consists of four phases with correspond-
ing systems for data processing: group formation, orchestration, evaluation, and
reflection. The peer evaluation system [9] provides a data-driven infrastructure
for further research on peer evaluation behaviors and capability cultivation.

In former studies with GLOBE, learner model indicators from previous group
work evidence were used to form groups heterogeneously or homogeneously like
[1]. In the evaluation phase, these indicators can be used to estimate peer eval-
uation potentials as well [11]. Similar to the data-driven group formation imple-
mentation underpinned by iterative GLOBE data circulation [8], evaluation func-
tionalities will create new evidence in the data circulation to update the learner
model, which can promote fine-tuning of the accuracy of peer evaluation results
with estimated grader reliability for following sessions.

3 Methodology

Fig. 1. Iterative use and update of learner model with group work implementations
under GLOBE

Figure 1 shows the iterative use and update of learner models with group work
implementations under GLOBE. The learner modeling for grader reliability in
this study follows this workflow. In the first step, the peer evaluation potential
coefficient is estimated by learner model data emanating from learning evidence
from various dimensions. This potential coefficient is used to weigh the scores
given by each grader in the current peer evaluation activity, and the teacher
can check the aligned score of each participant. Meanwhile, other indicators
of evaluation reliability emanating from the peer evaluation engagement and
dynamic score distribution are calculated synchronously during the proceeding
peer evaluation session. These indicators of grader reliability, along with group
work experience as weighed rating scores of each evaluatee, will converge into
the GLOBE data stream as updated learner models for subsequent activities.



290 C. Liang et al.

3.1 Estimating Peer Evaluation Potential from Learner Model Data

In the GLOBE systems, learners are embodied as vectors featured by different
learner model indicators such as reading attributes and quiz scores. To esti-
mate the peer evaluation potential coefficient (P ), we adopt the same learner
model indicators used in the group formation stage, since the group work and
its corresponding peer evaluation activity has a shared learning context. The
P value of one grader is calculated from n quantified learner model character-
istics (c) according to (1) and standardized into than range of 0 to 1. In the
beginning, each indicator (i) has an equal effect (w) which could be adjusted
in practice. This peer evaluation potential coefficient will be used as the weight
of each grader (g) in the weighted average calculation of the final scores (S)
from m graders’ raw rating scores (r). Even though there is no existing learner
model data, instructors can start from group work with random grouping using
GLOBE systems, then the group work data such as the final scores (S) will end
up in the learner model and be available in the next round.

P =
∑

wici
n

, S =
∑

Pgrg
m

(1)

3.2 Calculating Peer Evaluation Indicators of Current Activity

Besides the peer evaluation potential estimated from previous learning logs, other
indicators from the current peer evaluation activity reflecting the grader relia-
bility are considered as well. For peer evaluation of other groups, the deviation
from the teacher’s rating (rt) and that from the mean of all peer ratings (r̄)
are meaningful to model the grader reliability. Accordingly, we created rating
validity (V ) and rating reliability (R) of each grader underpinned by (2) from
the distribution of their rating values of G group candidates (c), with a lower
value indicates higher grader reliability. The values of V and R to each candidate
group are dynamically visualized to the teacher during the evaluation activity
and can update the learner model of group work experience after standardization
by (3). Extreme values that exceed two standard deviations of the mean will be
excluded before implementing (3) with a zero value.

V =
∑ |rtc − rc|

G
,R =

∑ |r̄c − rc|
G

(2)

Vstd =
1 − V

Vmax
, Rstd =

1 −R

Rmax
(3)

3.3 Updating Learner Model with Peer Evaluation Indicators
for Next Round Activity

After the peer evaluation session, the P value and final V , R values can be snap-
shotted as learner models together with all rating scores for the next round of
group work or other learning analytics tools. These indicators will be iteratively
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used to determine the P value of the corresponding grader in the following peer
evaluation as c in (1), with a certain weight along with indicators of other learner
model indicators.

In the next step, more evaluation reliability-related indicators from higher-
level modeling capitalized on semantic analysis of textual feedback and behavior
evidence will be integrated into the snapshot. Since these indicators are dynami-
cally updated with the process of group evaluation submissions from the teacher
and students, they cannot be used as predictors for reliability estimation of the
current group work but can enrich the learner model for subsequent group work
evaluation sessions with similar learning contexts.

4 Case Study

To walk through the modeling workflow and preliminarily examine the effect of
the estimation, data from the peer evaluation sessions of small-group English
movie presentations from 18 high school students was analyzed in this case.
During the peer evaluation activity, each student was required to give ratings
and feedback according to rubrics given by the teacher (see Fig. 2). The peer
evaluation activities were conducted for two rounds and there were two students
absent from each round respectively. For each round, heterogeneous groups of
3 students were formed based on their previous English test scores, which were
used for estimation of the P value as well. As is shown in Fig. 3, the teacher can
examine and store P values with adjusted peer ratings score for group members,
V , R indicators of grader reliability calculated from rating data (see Table 1), and
textual feedback during the peer evaluation session in a real-time manner. Self-
evaluation scores are also displayed in the panel, though they are not addressed
in the current modeling process. In the second round, the P value was updated
employing standardized V and R indicators (3) of the first round as c in (1) with
equal w of English test score indicators. The descriptive statistics for P , V , R
are given in Table 2, and correlation analysis was conducted among these learner
model attributes for grader reliability to inspect the power of P (see Fig. 4). One
student with V and R values exceeding two standard deviations of mean was
excluded from the correlation analysis.

As for the results, negative relation is detected between P and R in the
first round, connoting correspondence of peer evaluation potential coefficient to
rating reliability which conforms to [11]. However, the positive relation between
P and V reflects a disparity in the teacher’s rating and so does that between R
and V . After confirmation with the teacher, we inferred that it was because the
teacher tended to give higher scores for encouragement for the first group work.
This can also explain the inconsistency between V and R in the first round. The
correlation between P and V , P and R in the second round activity gets obscure,
which can be caused by the instability of the modeling with limited iteration and
small sample size. V and R are closely correlated in the second round, which is
expected since both of them depict agreement with others.
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Fig. 2. Rubrics for the peer evaluation session of English movie presentations.

Fig. 3. Interfaces of peer evaluation attributes visualization

The case study provided an example to apply the learner models in the
classroom peer evaluation activity. Beyond this case, the proposed approach can
be also employed in other contexts such as online courses. To overcome the
limitations, further studies with more participants and iterative peer evaluation
sessions are required to assess the performance advantages of this learner model-
driven approach. Since this is a preliminary study, the weight of the grader
reliability indicators (w) should be re-considered in more trials as well.

Table 1. Peer and teacher’s ratings for groups to calculate V and R

Trial Learner model attribute N Mean SD Min Max

First round Peer rating for groups (r) [1–5] 80 3.75 0.893 1.000 5.000

Teacher’s rating for groups (rt) [1–5] 6 4.33 0.516 4.000 5.000

Second round Peer rating for groups (r) [1–5] 80 4.088 1.105 1.000 5.000

Teacher’s rating for groups (rt) [1–5] 6 4.167 0.753 3.000 5.000
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Table 2. Descriptive Statistics of learner model attributes for grader reliability

Trial Learner model attribute N Mean SD Min Max

First round P [0-1] 16 0.667 0.148 0.461 0.889

V [0-...] 16 1.086 0.303 0.630 1.600

R [0-...] 16 0.836 0.288 0.320 1.370

Second round P [0-1] 16 0.529 0.101 0.368 0.694

V [0-...] 16 1.108 0.509 0.450 2.450

R [0-...] 16 0.907 0.489 0.340 2.380

Fig. 4. Correlation analysis of peer evaluation potential and grader reliability indicators

5 Conclusion and Future Work

In this paper, we introduced a data-driven approach to estimating peer evalu-
ation potential coefficients from previous learner model indicators, which aims
to enhance the grader reliability of peer evaluation in small-group collaborative
learning. The learner model-based solution can enhance the accuracy of peer
rating scores and visualize rating quality indicators for teachers in a real-time
manner, hence lowering the threshold to conduct peer evaluation activities. A
case study showed the actual process of modeling in a high school English class
and the results suggest the estimated peer evaluation potential correlates with
the deviation from average peer judgment.

The study also contributes to data accumulation for learner modeling via
iterative updated grader reliability data from authentic peer evaluation activi-
ties, which can be used in learning analytics tools in the data-driven ecosystem.
Compared to other solutions to model rater reliability, we make a comprehensive
consideration under an LA-enhanced architecture with dynamically updated his-
torical records of learner data in the calculation of evaluation quality attributes.

The estimation of peer evaluation reliability is just the first step toward the
ultimate goal of cultivating peer evaluation-related capabilities. In the following
study, we should repeat the learner model iteration process with a larger sample
and more iterative trials, and consider how to present these peer evaluation
reliability indicators as a feedback dashboard to students in a proper way, which
can lead to the improvement of their peer evaluation skills.
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Abstract. Educational environments have been affected by the COVID-
19 pandemic and have evolved to support classes, which involve in some
cases synchronous hybrid learning environments. These environments
enable students attend classes online and on-site simultaneously. Syn-
chronous hybrid environments provide a greater flexibility for students
but, in contrast, are likely to increase teachers’ orchestration load and
decrease interactions between students, especially between those online
and those on-site. This study proposes a scenario to explore the fac-
tors affecting the orchestration load and the student interactions in col-
laborative and synchronous hybrid learning environments. The scenario
involves the use of a collaborative learning flow pattern (jigsaw) and the
technologies that will enable the data collection to understand such fac-
tors affecting to orchestration load and interaction. The outcomes from
the implementation of this scenario will provide useful insights to further
understand the benefits and limitations of synchronous hybrid learning
environments.

Keywords: Hybrid learning · Collaborative learning · Teacher
orchestration · Scenario design · Teacher agency

1 Introduction

Many current educational environments have been affected by the COVID-19
pandemic, including higher education [1]. Social distancing measures aimed at
a reduction of students per classroom lead to hybrid environments (e.g., use of
mirror classrooms, some students at home, etc.) [2]. Some of these environments
still remain nowadays, and are seen as an alternative to traditional environments.
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International organisations such as UNESCO are stressing the importance of
these hybrid environments in the current society [3].

These hybrid learning environments provide a higher flexibility for students,
as they allow participate in class from anywhere. However, these environments
are likely to increase the orchestration load of teachers during collaborative tasks,
as they require to manage on-site and online students and the questions-requests
arising from both on-site and hybrid modes [4]. Also, these environments are
likely to decrease interactions between students as compared to other traditional
on-site environments (e.g., physical classrooms), as the use of a tool for the
communication between students can cause difficulties [2]. This transition from
on-site to synchronous hybrid learning can have an impact on teachers, more
specifically on their agency [2]. For these reasons, this work-in-progress paper
presents a scenario from which useful data can be collected in order to achieve
the following research goals:

1. To extract the factors contributing to orchestration load and to explore stu-
dents’ interactions in synchronous hybrid computer-supported collaborative
learning (SH-CSCL) environments.

2. To extract the factors contributing to teachers’ agency in SH-CSCL environ-
ments.

2 Related Works

There are not any scenarios that have explored all three characteristics sought
here at the same time (orchestration load, teacher agency or synchronous hybrid
learning environments), not even two of them. For that reason, relevant papers
including at least one of the features are following described. Moreover, as the
focus of the scenario is on higher education, the studies presented in this section
do so as well.

One of the papers on synchronous hybrid learning environments is the one
by Bülow [5]. In this paper different hybrid spaces, including synchronous ones,
are analysed. After the analysis, the author specifies the factors that should
be covered in hybrid learning environments to make them efficient. The main
characteristics to be fulfilled are: good group formation must be carried out
and collaboration between students must be facilitated. Another paper dealing
with synchronous hybrid learning environments is the one by Flynn-Wilson &
Reynolds [7]. In this paper, classes are conducted in hybrid environments, asyn-
chronous and synchronous, during four semesters. The authors concluded that
students preferred the synchronous learning environment but that more care had
to be taken to avoid technical failures (Internet downtime, microphone failure,
etc.).

Among the most famous works about orchestration load is is the one by Prieto
et al. [8]. In this paper, orchestration with the use of a tool for collaboration
is evaluated. From this evaluation, the authors conclude that there is a big
difference in the orchestration load in the first uses of the application than after
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a regular use. Another paper on orchestration load is that of Wang et al. [9].
This paper evaluates different factors of orchestration according to the teacher’s
use of the educational software such as the number of times the audio is played,
number of corrections, etc. One of the conclusions was that performing a new
task increases the orchestration load.

Finally, regarding previous works about teachers’ agency, it is worth high-
lighting that by Sammons et al. [10]. In this paper, several scenarios for the
analysis of variations in teachers’ work and life are carried out. The authors
conclude that the fewer changes in a teacher’s work, the higher the teacher’s
agency. Another paper on teacher’s agency is that of Kayi-Aydar [11]. In this
paper, the teacher’s agency is analysed according to his or her position in solving
a problem. The author comes to the conclusion that what most affects agency
is the context in which teachers find themselves when solving problems.

3 Description of the Scenario

This work-in-progress paper aims to show a hybrid collaborative learning situa-
tion design with which to obtain relevant data to address the research questions
mentioned above.

The scenario requires software capable of transmitting the synchronous ses-
sions to online students and capable of receiving and answering questions and
doubts from all students. In addition, the scenario can involve as few as 9 stu-
dents, the recommended minimum to be able to perform the jigsaw pattern
correctly [6], and as many as 90 students so that the experience is not too large
[12]. The proposed scenario can be divided into three consecutive parts in time,
as shown in Fig. 1. Furthermore this figure shows the data sources used.

Fig. 1. Scenario and data sources.
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The first part of the scenario, corresponding to the research part, is the pre-
activity questionnaire for teachers. Before any activity is carried out and even
before planning them, teachers should take a questionnaire. This questionnaire,
based on the one proposed by Hull et al. [13], will capture the state of the
agency prior to the new collaborative activity in synchronous hybrid learning
environments.

The second part of the scenario, corresponding to the pedagogical part, is
the collaborative learning activity. In this activity a CLFP is used, more specif-
ically the jigsaw pattern [6]. This CLFP consists of three different phases, car-
ried out on different sessions. The first phase consists on individually, students
have to read the documentation given by the teacher about a concrete topic.
Students become experts on different topics. The second phase is the so-called
expert phase. In this phase, students are grouped in homogeneous groups (i.e.,
all members of the group are either on-site or online and there are no mixed
groups). Each group is assigned a specific sub-problem or issue to work on. The
third phase is the jigsaw phase. In this phase, the groups are divided so that
there is one member from each topic of the previous phase. This time the groups
are distributed heterogeneously (i.e., the groups have both on-site and online
students at the same time). In this phase, the students have to collaborate to
analyse the global problem and complete a questionnaire whose answers can be
obtained from the previous documentation.

The third part of the scenario, corresponding to the research part, is the
post-activity questionnaire for teachers. After the end of all the educational ses-
sions, the teachers retake the questionnaire from the first part. This is done to be
able to analyse the impact of these activities on the teachers’ agency, to observe
where the changes occur and in which characteristics. The values obtained are
compared with the initial values to check whether some of the agency character-
istics, such as teacher independence, have decreased or increased. The objective
is to measure with these values the impact generated by collaborative activ-
ity in synchronous hybrid learning environments using software that supports
these environments. Finally, teachers have to complete questionnaires to mea-
sure their orchestration load in the implementation of the learning situation
and their demographic information. For the orchestration load, the NASA-TLX
(Task Load Index) methodology questionnaire [14] is used. This questionnaire
has been used in other studies of orchestration load in educational settings [15].
Students have to fill in questionnaires with demographic information and their
experience in the activity.

The data sources from which the information for the objectives of the study
is extracted must be taken into account for the scenario. One of the sources, in
addition to the questionnaires discussed above, is the log data of the software
used for the synchronous hybrid learning environments. From these records, the
attendance of students, the number of times students talk, chat, etc. at group
and class level are obtained. This data are used to measure the interaction and
collaboration of the students during the sessions. The next source of data is the
monitoring of students’ work. This can be obtained through forms that students
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have to fill in after each phase of the CLFP. These forms allow us to know the final
result of the collaboration between the students. The final source of data for the
scenario is the recording of digital sessions and the collection of data by observers
of the teacher’s activities. The recordings of the digital sessions show the number
and timing of teachers’ interactions with the on-site and offsite students. The
observations of the teachers’ actions also help triangulate the orchestration load
information gathered through the questionnaires. Discourse among teachers and
students can be modelled using Epistemic Network Analysis (ENA) [16,17]. ENA
aids in visualising the structure of connections among codes in discourse data
using dynamic network models [16]. ENA has been applied in previous studies
to model teachers’ orchestration actions [18,19].

The decision to extract these data is related to the factors that are the
objectives of this study. This relationship can be seen in Fig. 2. The source
of data feeds not only the factors but also other sources. This happens with
the teacher’s records, obtained from the observer, together with the records
obtained from the software used to make the dataset for the ENA [16,17]. Other
information can also be obtained from the teacher’s record that can be extracted
with experts to try to obtain more information about the orchestration load. The
software record is also used to extract the interactions of the students. For this
purpose, the number of times students have communicated in the group or with
the teacher, the time they have been talking, the use of the different options
provided by the software, etc. are extracted. There are also questionnaires such
as the NASA [14] and Agency [13]. Both have been used in other works [15] in the
educational field with the same objectives, obtaining good results. Finally, there
is the demographic information that serves as support for obtaining patterns in
the information obtained, for example, if the Agency is different according to
the age group of the teacher, if final year students are more active or use the
software more easily, etc.

Fig. 2. Relationship between the extracted data and the objective factors.

Finally, an example of what the complete scenario could look like in a real
environment is shown to clarify the different parts: “Marimar is a web developer
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teacher who carries out a collaborative activity with the jigsaw pattern in her
class of 60 students (half of which are onsite and half online). Before designing
the activity she carries out the questionnaire of the agency. Then, she designs
the three phases of the jigsaw pattern. In the first phase, the teacher gives
information to 20 students about JavaScript, 20 students about HTML and 20
students about PHP to read. In the second phase, she makes 10 groups with the
students who have read about the same topic. Half of the groups are entirely
on-site and the other half online. All students have to be connected to Engageli
software and have to make a summary of their topic in a shared Google Docs
document. In the last phase, students are again divided into 10 groups but in each
group, there are two students from each topic. These groups are heterogeneous,
some students are online and others on-site. The students work through Engageli.
As an activity, they have to analyse the code of a small news web portal. In the
end, the students do a quiz on certain features of the portal related to each of
the topics and among the group members. They have to discuss which is the
most appropriate solution. In addition, along with the answers, students have
to fill in a questionnaire with their demographic information. During all the
sessions an observer will take notes about the actions that the teacher carried
out and the time needed to complete them, as well as which group did them if
any were involved. Once all collaborative activities are finished, Marimar fills in
the NASA-TLX questionnaire, the agency questionnaire and one to fill in her
demographic information”.

4 Preliminary Assessment

An implementation of the previous research design has been performed to collect
some preliminary data. The learning situation involved a workshop on human-
centered design with 17 students and 1 teacher. Most students in this evaluation
master the topic of this activity but lack previous experience in hybrid learning
environments. The students consisted of 8 PhD students and 9 PhD. Most of
the students in this assessment are aged between 21 and 30.

Regarding the students’ results of subscales on the orchestration load (accord-
ing to the NASA-TXL questionnaire, the lower the better and between 30–40
would be considered a normal load [14]), it can be seen in Table 1. The values
of the mental demand are a little high due, according to the students, to the
difficulty of coordinating with their peers. Regarding the physical demand, the
highest values are due, according to the students, to the large amount of noise
during the activity. Regarding the time demand, the students justified their high
values because they had technical problems that caused several delays, as indi-
cated in the related literature. The performance is good, even with 1 student
indicating the minimum value, although the students who had higher values jus-
tified it by lack of time. Effort is in line with the values of mental demand. The
frustration level is good and the few students who had higher values were due to
the stress of lack of time. Finally, the mean weighted workload score (final value
of the NASA-TXL, calculated taking into account the weights of each subscale
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[14]) of the students is 50.66, its median is 50.67 and the standard deviation is
12.21. These results were compared with a similar on-site collaborative study
testing different collaboration strategies [20]. The orchestration load in our sce-
nario was lower compared to all strategies used by the other study. More data
needs to be collected as this difference may be due to the fact that the students
in our workshop were more knowledgeable than in the compared studies [20].

Table 1. Orchestration load subscales of students

A B C D E F G H I J K L M N O P Q Mean Std.Dev

Mental demand 50 60 10 60 80 67 75 60 50 35 70 80 30 60 70 70 60 58.06 18.6

Physical demand 40 40 1 90 70 8 60 20 20 10 30 10 60 5 33 1 20 30.47 26.33

Temporal demand 85 80 10 10 80 79 40 80 40 45 60 80 50 65 70 75 30 57.59 24.83

Performance 1 10 70 20 30 27 35 10 10 45 20 30 5 30 40 15 20 24.53 17.14

Effort 60 70 10 80 90 58 65 60 70 55 50 70 55 70 70 70 50 61.94 16.98

Frustration level 35 20 1 1 60 7 40 20 1 60 10 30 25 40 65 75 30 30.53 23.73

Workload 50 51 21 61 65 58 52 53 39 49 48 68 32 49 59 66 43 50.66 12.21

This workshop was coordinated together with the teacher due to time con-
straints. The teacher indicated that this joint coordination affected her agency
and her orchestration load, so her results differed from those she would have
had in a more accurate recreation of the scenario. These results for the teacher’s
orchestration load (according to the NASA-TXL questionnaire, the lower the
better and between 30–40 would be considered a normal load) are as follows:
Mental Demand: 50, Physical Demand: 20, Temporal Demand: 70, Performance:
60, Effort: 60 and Frustration Level: 60. The weighted workload score (final value
of the NASA-TXL, calculated taking into account the weights of each subscale
[14]) of the teacher is 57.34. The teacher’s workload value is similar to that of
the students. Although it is possible that they would have been higher if it were
not for the joint coordination. On the other hand, the results of the teacher’s
agency show no change from before and after the scenario. This may be due, as
the teacher commented, to our interference in the organisation of the workshop
or because the activity simply did not interfere with her agency. More data will
need to be collected to verify this.

5 Future Work

First, new methods for the analysis of orchestration and teacher agency will be
explored. Of these new methods, special attention will be paid to qualitative
methods, as the aim is to delve deeper into the different processes that the
teacher performs in synchronous hybrid learning environments.

The next step is to redefine the proposed scenario with these new evalua-
tion methods and incorporating improvements to avoid problems encountered in
the small implementation that was done. Some of the main problems were the
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noise generated when working in groups, the technical problems that delayed the
implementation and shortened the time, or the little freedom the teacher had to
design and organise the activity.
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Abstract. To create a geo-collaborative hyperhistory, physical areas associated
with data and multimedia content are geolocalized over a map, from which links
to other areas can be generated, which define paths of exploration of the hyper-
narrative. In this work in progress, we aim at facilitating the creation of geo-
collaborative hyperstories, by redesigning the HCI of an existing application using
implicit HCI principles. Implicit HCI (iHCI) advocates using the user’s context
information to anticipate the actions they want to perform, facilitating interaction
and alleviating their cognitive load. iHCI has usually used as single-user interac-
tion; therefore, we explore ways to extend its reach by taking contextual informa-
tion froma group thatworks collaboratively. The result is a redesign proposal of six
frequent tasks during creating and reading a hypernarrative described according
to the existing literature on iHCI.

Keywords: Geocollaboration · Hyperstories · Implicit human-computer
interface

1 Introduction

A hyperstory can be seen as a collection of multimedia objects being part of a story and
organized as a graph, allowing the reader to traverse it in various ways [1]. Geocollab-
oration concerns the collaborative process of artifact creation in which information is
strongly related to geographical places [2]. Geocollaborative hyperstories have been fre-
quently used to develop documents about travel reports, quest narratives, and biographies
[3].

The authors have previously developed an application allowing the construction of
geocollaborative hyperstories with cultural heritage contents [4]. Users of this applica-
tion are permitted to highlight an unlimited number of geographical sites with cultural
interest on a map. Moreover, the users can connect these sites with arbitrarily labeled
links. This feature allows users to relate areas according to thematic criteria and recom-
mend possible visiting routes to other users. Each area (or site) can be enriched with
multimedia material, text, links to external web pages, etc. The software has an interface
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compatible with smartphones, so hyperstory builders can create hyperstory nodes on
the map at the same real-world place of the cultural object, easing the tasks of knowing
the exact geolocation and addition of multimedia material. The software was evaluated
by six groups of 3 to 5 users; each group developed hyperstories on monuments, old
churches, and museums, relating them according to hierarchy, location, recommended
tour, or thematic criteria. A study on usability and utility showed that users evaluated the
application as very useful; the task and tool increased their interest in cultural heritage.
However, most participants in the experiment said creating these hyperstories was not
an easy task since it required knowing in advance how to execute the actions for this
purpose (e.g., adding multimedia material or relevant textual information obtained from
the Internet), and these can be many, so this was an obstacle to develop high-quality
documents.

This paper concerns a solution we propose to the problem mentioned above. We use
the implicit interaction concept Field [5] to redesign the system; it is called iGeoHype
(Implicit HCI inGeocollaborativeHyperstories).Wemay note that “implicit interaction
is about computers understanding the intentions and needs of the user and proactively
triggering functions or adapting the interface to help users achieve their goals” [6]. This
work in progress proposes actions that are implicitly activated when using iGeoHype,
helping the user complete and improve her interactionwith the application. The proposed
redesign has not been evaluated yet. However, we believe the ideas behind the redesign
could be helpful to other developers whose applications may have the same problem.

2 Related Work

2.1 Hyperstories in Culture Heritage Context

According to [5], a hyperstory is a powerful didactical tool since it can be used to present
ideas and share knowledge through the integration and coherent organization of multi-
media resources in various collaborative technological platforms [6]. Authors generate
content by selecting a topic, researching it, creating a script, and developing a story [7].
Users can take advantage of collaborative spaces to jointly produce information pills
that can be part of hyperstories, requiring a careful elaboration of a literary and technical
script that integrates the options that hypertext allows. Relevant approaches to creating
hyperstory processes are [7]: a) linear and non-linear; they differ based on the action
sequences of the narrative that occur in the story. Non-linearity allows storytellers to
tell complex stories with various stories within the same story; b) a social/collaborative
narrative allows designing an active and participatory experience, which improves the
narrative structure; and c) a mobile/ubiquitous narrative allows a narrative to take
place in the physical environment where the story is generated or referenced, by using
mobile devices and wireless connectivity. A context where hyperstories can be conve-
niently used is an appreciation of cultural heritage when creating stories around cul-
tural sites, collecting data from historical data records, and combining it with informal
knowledge transmitted by word of mouth through generations. In the field of education,
research has been done on using hyperstories to support teaching/learning, e.g., in the
Australian history [6], and to increase intercultural awareness in the higher education
[8]. The description of cultural heritage objects may include videos, pictures (taken from
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the Internet or captured on-site), links to web pages with additional information, and
georeferencing information.

Hyperstories construction can introduce the “getting lost in hyperspace” problem [9],
which refers to the difficulty a user may face while building a common thread between
a narrative with various links to other narratives. Our approach to this problem includes
georeferencing on maps as a central scaffold and using implicit functionalities to ease
human-computer interaction.

2.2 Geocollaboration and Hyperstories

Maps provide much information in a limited space. Today, a student, a teacher, a scien-
tist, or anyone with access to a smartphone or computer can use a map to tell a story.
Collaborative storytelling tools allow users to compile and show georeferenced data
usually obtained from various sources. These tools are ArcGis StoryMaps or Knight
Lab StoryMapJS, enabling users to create hyperstories and observe others that are open
to the public. Following a hyperstory in the applications mentioned above makes a path
through slides, each associated with a place in the hyperstory. There are mainly two
approaches to navigating them: buttons and scroll. Only Knight Lab StoryMapJS cre-
ates arcs to represent hyperstory continuity through nodes. None of the applications use
pop-up labels on the sites. No implicit interaction elements were found in the reviewed
applications.

2.3 What is an Implicit Human-Computer Interface?

Traditionally, a user’s interaction with an application interface is explicit (eHCI), i.e.,
the user proactively tells the interface what to do through input mechanisms like direct
manipulation, gestures, voice, etc. This requires a high engagement and participation
from the user. On the contrary, implicit interaction (iHCI) means the application proac-
tively generates actions, anticipating user needs [10]. iHCI captures and understands
the user’s intentions by analyzing the context and her actions, resulting in an adaptable
service within a dynamic context. According to [10], iHCI is based on the ability of the
computer to understand the user requirements in a given context and its interpretation,
responding in a meaningful and practical way without the user explicitly requesting it.
Simple examples of use of iHCI principles are motion detectors that open and close auto-
matic doors or the activation of automatic escalators when people approach them. More
complex examples in education include using smart identification devices in classrooms
to automate attendance records, seamlessly distribute material and learning activities to
participating students, and ease interaction between teacher and students [11].

2.4 Implicit Human-Computer Interface in Storytelling

Storytelling has been used as an effective way to capture the motivation of formal and
informal learners, improving their interest in exploring new ideas. On the other hand,
hypermedia has been used to support learning through storytelling enabling users to
create stories that can be read from various points of view [4].
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Creating hyperstories is not a fast and easy task, and traditional tools like iGeoHype
o Google Tour Builder do not include powerful tools to support this task. For instance,
if a user needs to add information about the site during hyperstory creation, then she has
to search for it on Internet; if she needs to check whether there is a similar hyperstory
about the same site, then she must search for it within the application; if she wants to
use some existing hyperstory as a basis for a new one, then she has to look for it too; If
she does not have good pictures and would like to get one from Internet, then she has to
do it outside of the application. As mentioned above, implicit interaction has been rarely
used in contexts of storytelling with maps.

2.5 Design of iGeoHype to Support Hyperstories

iGeoHype is a web application for creating and visualizing georeferenced hyperstories
in the context of cultural heritage appreciation through storytelling. Applications such
as iGeoHype have been shown to be capable of increasing users’ interest and knowledge
of cultural heritage (iGeoHype, google-ToolBuilder). This application allows creating
and visualizing hyperstories for users through a map, adding sites and links between
them.

A session must be defined to begin the creation process. It is a map environment
with the tools to create a hyperstory. Once inside, the user can create sites using an
“add” button, adding different types of marks on the map (pins, circles, rectangles, user-
defined areas) which conform to the nodes of the hyperstory. These elements or sites
can be annotated with a title, description, images, and tags. The sites can be colored.
Clicking on-site displays a popup menu where the information added at the time of its
creation is displayed, as well as images and tags. These sites can be related to each other
by links defined between them, thus building the hyperstory; see [4] for more details.
An essential aspect of the application is geocollaboration, which allows various users to
access the same session for viewing or editing. Users can also interact with other authors
in a chat session. This work proposes to include implicit interaction in the storytelling of
iGeoHype, aiming to improve navigation and the use of the platform to keep increasing
cultural heritage interest and knowledge.

3 iHCI Proposal for Improving the Application

Serim & Jacucci propose and define a methodology for characterizing the types of
iHCI interactions [5]. They present five types of implicit interactions: 1) unintentional
actions triggered by the application to provide answers beyond what the user wanted;
2) attentional background: actions triggered by the system’s detection of the user’s
surrounding environment; 3); unawareness: actions triggered by the system responding
without the user being aware of them; 4) unconscious: implicit actions triggered without
conscious processing of the user; and 5) implicature: interactions triggered bymeanings
that are implicit in the user’s expression and communication. Belowwe propose, explain
and justify concrete iHCI instances to be introduced to iGeoHype, as a redesign of the
application presented in [4], based on the implicit interaction classification described in
[10]:
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i. Using the geolocation of the user or the sites of a hyperstory as information, we
propose the following actions as implicit interactions:

a) Suggesting existing sessions having sites (nodes of the hyperstory) georefer-
enced nearby. For instance, when the user searches for sessions, the application
highlights the names of those hyperstories with elements georeferenced near
the user’s location on the list. Its characterization is: a) Unintentional because
the system understands what the user wants but has not explicitly requested. b)
Background allows the user to focus on the usage of the application. Accord-
ing to [5], the way to explain and compare the implicit interaction (iHCI) to the
necessary explicit interaction (eHCI) to achieve the same goal would be:

b) When creating/editing a hyperstory, the applicationmay suggest sites of interest
that are located nearby, not included in the hyperstory, and could be added as part
of it. These sites may be obtained from the Internet. They may be classified as
follows: a) Unconscious, because it reduces the user cognitive load of creating
the hyperstory. b) Implicature, due to the same argument. c) Background,
because it allows users to keep their attention on the creation task, thus achieving
more productivity. Comparing the implicit vs. explicit interaction:

c) When adding a site to a hyperstory the application may inform the user the pres-
ence of another hyperstory nearby. The user could then reuse the information
contained in the existing site for the hyperstory she is creating. Its characteri-
zation is: a) Implicature, because with this functionality the user may not need
to create new material, re-using existing one. This reduces the necessary effort
for creating a hyperstory. b) Unintentional because the user may not need it,
but this can help. Explaining and comparing the explicit vs explicit interaction:
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d) When exploring a site content, the application can suggest the users explore
other hyperstories with locations nearby the one they are exploring. Its char-
acterization is the following: a) Unintentional, because the application under-
standswhat the user needswithout having to request it. b)Background, because
it allows the user to focus on the task. Explaining and comparing the implicit
vs. explicit interaction:

ii. Using the name of a site the user is exploring as information, the application
could provide additional information about the site being read and downloaded
from Internet. This may be useful when the user is interested in further information
without being forced to change the application. Its characterization is the following:
a)Unintentional, because the application provides the userwith helpful information
which has not explicitly been requested. b) Background, since it allows the user to
focus on the site creation task. Explaining and comparing the implicit vs. explicit
interaction:

iii. Based on the content of a hyperstory site: While creating a place for a hyperstory,
the application can suggest images, keywords for the title, or labels for the links
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among the sites. Its characterization would be: a) Implicature since it allows for the
task of adding photos with less effort. b) Unintentional because it is not explicitly
requested by the user but may help. Explaining and comparing the implicit vs.
explicit interaction:

The proposals can be summarized as presented in Table 1.

Table 1. Summary of proposals

Geolocation Content

Reading Suggest reading other hyperstories
containing sites geolocated nearby or
presenting internet pages about objects
located nearby

Suggest reading other hyperstories
containing sites with similar content
(text, images, etc.) or presenting internet
pages about objects with similar content

Creating Suggest adding content form sites of
other hyperstories located nearby or
material from the internet about objects
located nearby

Suggest adding content form sites of
other hyperstories with similar content
(text, images, etc.) or material from the
internet about objects with similar
content

Some examples of how the implicit interaction looks on the user’s mobile phone
interface are shown. We consider the cases when the application makes an Internet
search for material related to a particular location. Figure 1. shows how a hyperstory
is created with places and links among them [4]. Figure 2.. Shows how the application
presents suggestions for keywords and descriptions for a particular place, based on the
name of the area given by the user (here Saint Jaume). Description and keywords are
retrieved from the Internet and sites created by other users. Figure 3. shows how the
application suggests including images taken from the Internet and projects previously
created by other users, which can be added to the site by simply pressing a button.
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Fig. 1. Creation
of georeferenced
sites and links.

Fig. 2. Suggestion of
keywords and description.

Fig. 3. Suggestion of images.

4 Conclusions

The literature showsgeoreferencedhyperstoriesmaybe apowerful tool,with localization
playing a relevant role. They can be used to support learning activities and informative
presentations. Their users can share knowledge in the place where it is generated through
coherent collaborative integration and organization of the georeferenced multimedia
resources. Baloian et al. [4] presented the development of an application allowing the
construction of collaborative hyperstories with cultural heritage contents; studies done
with real users indicated that HCI design needed improvement. This paper concerned
precisely this goal. We proposed using the implicit interaction concept (iHCI) [10] to
improve the interaction between the user and the iGeoHype application. iHCI implies the
system should detect user intentions and needs and then activate functions pro-actively,
adapting the interface to help users in their activity.

This work proposes incorporating at least six concrete iHCI actions into the iGeo-
Hype design. These actions are classified in three relevant instances when the user is
interacting with the application: 1) using the user’s geolocation or the sites of a hyper-
story as information, 2) using the name of a site the user is exploring as information;
the application could provide additional data about the site being downloaded from the
Internet, and 3) based on the content of a hyperstory site. These instances correspond
to basic actions. Other instances could be added.
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