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Abstract. With the rapid development of artificial intelligence + education,
knowledge tracing, as the core technology of adaptive education system, has grad-
ually become a challenging research hotspot in the field of intelligent education.
In recent years, the deep knowledge tracing model (DKT), which successfully
applied neural network in knowledge tracing field for the first time, has made a
great breakthrough in prediction accuracy, and has aroused the wave of knowl-
edge tracing using neural network since then. InDKT, the recurrent neural network
(RNN) stores the previous information of students in the hidden layer parameters.
However, due to the continuous accumulation of hidden layer information, it is
difficult to re-extract the important information at the earlier time, resulting in
the deviation of prediction results. Meanwhile, the model does not consider the
role of students’ recent state. That often has a more important impact on students’
current level of doing problems. Inspired by the above questions, we improved the
DKT model and used the gate units of GRU model to determine the retention and
forgetting of previous information, so as to solve the problem that the important
information at the early time was difficult to use due to the continuous accumu-
lation of hidden layer information. At the same time, the module of enhancing
students’ learning state is added in the model, and the recent learning informa-
tion of students is effectively used to enhance students’ recent learning state. The
experimental results of the Assistment2009 and Assistment2017 public datasets
show that the model proposed in this paper can effectively improve the accuracy
of model prediction.
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1 Introduction

In the teaching process, the individual needs of multiple students need to be met. Due
to the limited attention and energy of teachers, students’ learning state is constantly
changing, so it is almost impossible for teachers to meet the personalized learning needs
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of each student. Teachers generally judge students’ mastery of knowledge points by
their classroom performance and homework exercises. It is very complicated and time-
consuming for teachers to mark students’ homework exercises. If there are too many
homework exercises to bemarked, even if the teacher spends a lot of time, it is difficult to
extract and summarize the knowledge points of each student’s grasp of the situation.With
the advent of the era of big data, the application of artificial intelligence in education
is becoming more and more popular. The data generated by students in the learning
process are stored in large quantities, and the ability of computers to process data is
greatly strengthened. The development of educational data mining and educational data
analysis has provided impetus for the development of learning forecasting. Knowledge
tracing has become one of the important tools to meet students’ individual needs.

Knowledge tracing refers to the computer modeling of relevant knowledge based
on students’ previous learning information, and the prediction of students’ next answer
performance based on students’ previous problem-solving data [1]. To put it simply,
the knowledge tracing task is to find a way to obtain the current knowledge state of
students through the historical sequence data of students. Using the interactive infor-
mation between students and questions, the purpose of predicting students’ next answer
performance is achieved.

Traditional knowledge tracing models include Bayesian knowledge tracing using
Hidden Markov model [2] and PFA using Logistic regression model [3]. In 2015, neural
networkwas successfully applied in the field of knowledge tracing for the first time, and it
was named Deep Knowledge Tracing (DKT) [4]. DKT has made a great breakthrough in
the prediction accuracy of knowledge tracing, which has aroused the wave of knowledge
tracing by using neural network. For example, DKT+ model points out that there are
two problems in DKT model. The model fails to reconstruct the observed input and the
model fails to reconstruct the observed input, and add three regularization terms into
the loss function to solve the above problems [5]. There are also models that use neural
networks from different perspectives of students’ learning as entry points, such as CKT
model considering students’ personalized differences [14]. AKTmodel using monotone
attention mechanism to consider the connection between the current question and each
question answered by learners in the past [7]. GKT model using graph neural network
to model student proficiency [8] etc. All these methods contribute to the development
of neural network in knowledge tracing.

DKT uses RNN [15] to learn the sequence of knowledge points with timing to predict
students’ future performance of knowledge points. In DKT, students’ previous informa-
tion is stored in the hidden layer parameters of RNN. However, with the continuous
accumulation of hidden layer information, it is difficult to extract the important informa-
tion at the earlier time, making it difficult to consider the important information at the
earlier time in the current prediction, resulting in the deviation in prediction. The gate
units of GRU model are used to determine the retention and forgetting of past informa-
tion, in order to reduce the accumulation of unimportant information in hidden layer and
solve the problem that RNN in DKT is difficult to predict with important information at
earlier time. We found that students’ recent learning state also has a certain impact on
their current level of problem solving. If the student performs well in the previous prob-
lems, but performs poorly in the recent problems, it is highly likely that the student has
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problems in his recent learning state. And it is likely to affect the current performance
of students. We use recent learning information to enhance students’ recent learning
state. The experiment proves that the above methods can make the model achieve better
prediction effect.

Our main contributions are summarized as follows:

(1) We use GRU model to solve the problem that RNN in DKT is difficult to predict
with important information at earlier time.

(2) We through recent learning information to enhance students’ recent learning state.
The accuracy of model prediction is improved effectively.

2 Related Work

Knowledge tracing is one of the important practices of artificial intelligence in education.
In recent years, while improving the knowledge tracing method proposed earlier, the
DKT based on RNN is also proposed, which is the first successful practice of deep
neural network in the field of knowledge tracing. DKT is to build a model based on RNN
to predict students’ future performance through previous learning information. RNN is
very effective for sequential data. It can mine temporal and semantic information in
data. The ability of RNN can be used to predict students’ future performance from their
previous learning information.

In 1982, John Hopfield proposed the embryonic single layer feedback neural net-
work of RNN. Although RNN at this time has the ability to process time sequence
information, the defects of gradient vanishing and gradient explosion of RNN make it
difficult to achieve good effects in some long-dependent scenes. In 1997, Hochreiter S
and Schmidhuber J proposed Long Short TermMemory (LSTM) [16]. LSTM uses three
gate units, namely forget gate, update gate and output gate. LSTM solves the problem of
RNN training effectively through its gate units. Since then, various variations of LSTM
have appeared [9–11]. GRU model [12] was proposed in 2014 and is one of the most
famous transformations of LSTM. GRU and LSTM solve the same problems and also
use gate units. The GRU uses two gate units: reset gate and update gate. In DKT, stu-
dents’ previous information is stored in the hidden layer parameters of RNN, but with
the continuous accumulation of the hidden layer information, it is difficult to extract the
important information at earlier moments, making it difficult to consider the important
information at earlier moments in the current prediction. In order to solve this problem,
wewant to use the gate units of LSTMandGRU to determine the retention and forgetting
of previous information, so as to reduce the accumulation of unimportant information in
the hidden layer, and solve the problem that it is difficult to use the important informa-
tion at earlier time to predict. Through experiments, we find that LSTM and GRU can
achieve similar effects, but GRU has a simpler structure and easier training than LSTM.
Therefore, we finally use GRUmodel to solve the problem that RNN in DKT is difficult
to make use of important information at earlier time to predict.

In the field of knowledge tracing, scholars have made a lot of attempts to consider
students’ current learning state. Such as LPKT [6] simulates the learning process of
students. The model is divided into three parts: learning module, forgetting module
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and prediction module. The model considers the current knowledge state of students
through learning and forgetting. LFKT model [13] also considers students’ learning
and forgetting behaviors. LFKT model comprehensively considers four factors affect-
ing knowledge forgetting, including knowledge repetition, knowledge learning interval,
sequential learning interval and knowledge mastery degree. However, we found that
students’ recent performance also have a very important impact on their current learn-
ing state. For example, if a student gets three questions wrong in a row, there is a high
probability that the student will also get the questions wrong at the current moment.
Therefore, we added a module to enhance students’ learning state in the model, using
students’ recent learning information to enhance students’ recent learning state.

3 Model

3.1 Review of Deep Knowledge Tracing Model

Fig. 1. DKT model schematic diagram.

Deep knowledge tracing is to predict students’ future answer performance by using
recurrent neural network (RNN) based on the relevant data of learners’ knowledge point
answers with time sequence and the relevant data of learners’ correct or not answers
to the knowledge point (as shown in Fig. 1). Where, xt represents the data of students
at time t, including information about knowledge points made by students at time t
and information about correct or wrong answers. ht represents the hidden layer state of
recurrent neural network (RNN) at time t, and represents the comprehensive problem-
solving information of students before time t. yt represents the prediction of the students’
performance in the next time. Because themodel does not knowwhich knowledge points
the studentswillmake next time by default, each prediction is the prediction of the correct
probability of all the knowledge points the students will make next time.

The information transfer in the model can be simply described as follows: xt will
be put into the recurrent neural network to generate the original prediction data ht (see
Eq. 1). Then put the output of ht through a fully connected layer into the activation
function, control each element of the output between 0 and 1, and get the final prediction
result (see Eq. 2, 3).

ht = tanh
(
Wxxt + bx + Whh(t−1) + bh

)
(1)
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where, ht is the hidden state at time t, xt is the input at time t, and h(t−1) is the hidden
state at time t − 1.

I = htA
T + b (2)

where, ht and I are the input and output of the linear layer, A is the weight, b is the bias.

Sigmoid(I) = σ(I) = 1

1 + exp(−I)
(3)

3.2 DKT Model Improvement Framework

We cut and onehot encoding the data of students, so that each information of students
contains information about the skills they have done and the correct or incorrect informa-
tion of students’ answers, and there is a time sequence between the data. Form a sequence
of students doing the exercises {x1, x2, x3, x4, ..., xT}. Input students’ problem-solving
sequence into our model accordingly, and get the prediction of the model for students’
next problem-solving performance. Our model schematic diagram is as shown in Fig. 2.

Fig. 2. Our model schematic diagram.

GRU Forms the Initial Forecast Data
The information of students’ problem solving is input into our model as hidden layer
information. Not all previous information is needed to predict current student perfor-
mance. Therefore, we need reset gate and update gate, combinedwith the data of students
doing questions at the current time Xt, to determine the hidden layer information needed
to predict students’ current answer performance. The information of the hidden layer is
concated with the data of students doing the problem at the current moment. Through a
fully connected layer, the vector with the same dimension as the hidden layer is obtained.
Then, through the Sigmoid activation function, each element in the vector is controlled
between 0–1. The reset gate and the update gate yield the same dimension as the hidden
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dimension Rt and Zt, respectively (see Eqs. 4, 5). The update gate is used to control the
degree to which the information of the previous moment is brought into the current state.
The larger the value of the update gate, the more information of the previous moment is
brought into the current state.

Rt = σ(XtWxr + Ht−1Whr + br) (4)

Zt = σ(XtWxz + Ht−1Whz + bz) (5)

The reset gate controls how much information from the previous state is written to

the Candidate hidden state
∼
Ht. The smaller the reset gate, the less information from the

previous state is written. The reset gate yields a vector Rt with the same dimension as the

hidden layer and each element being 0 to 1. The Candidate hidden state
∼
Ht is obtained

by the initial processing of multiplying Rt by the elements of the hidden layer Ht−1 (see

Eq. 6). Because Candidate hidden state
∼
Ht is not directly output as the hidden state at

time t, it is called Candidate hidden state. Update gate yields a vector Zt with the same
dimension as the hiddden layer and with each element value between 0 and 1. Multiply
Zt by the element of the last hidden state Ht−1 to get the part of vector Ht−1 that needs to
remain in the current hidden state. Multiply 1 − Zt by the candidate hidden state to get
the part of the candidate hidden state that needs to be retained to the current hidden state.
Add the two together to get the current hidden state, which is also the initial forecast
data (see Eq. 7).

∼
Ht = tanh

(
XtWxh + (

Rt � Ht−1
)
Whh + bh

)
(6)

Ht = Zt � Ht−1 + (1 − Zt) � ∼
Ht (7)

Emphasis Students’ Recent Learning State

Yt = σ

(
t−1∑

t−n

xiWxy + HtWhy + by

)

(8)

where n is the number of recent problem-solving data of students that is needed to
enhance their recent learning state, and Ht is the information of the hidden layer at time
t.

If the student performs well in the previous problems, but performs poorly in the
recent problems, it is highly likely that the student has problems in the recent learning
state. And it is very likely to affect the current problem-solving performance. So if we use
the recent learning information of students to enhance the students’ recent learning state,
the model will achieve better prediction results. The data of students’ recent problem
solving are spliced in the initial prediction result, and the final prediction of students’
performance in the next problem solving is obtained through the full connection layer
(see Eq. 8). The experiment proves that this method can make the model achieve better
prediction effect.
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4 Experiments

We use the Assistment2009 and Assistment2017 datasets to verify and illustrate the
performance of the our model. This experiment is based on python3.8, PyTorch v1.9.1,
cuda v11.1, and optimized using Adam optimizer. 70% of the data were taken as the
training set and 30% as the verification set. The batch size was 64 and the number of
training epochs was 70. The optimal value of 70 epochs was taken as the experimental
result. The specific experimental results are shown in Table 1.

Table 1. The Assistment2009 and Assistment2017 datasets were used to test our model, and the
AUC, ACC and RMSE changed with different models.

METRIC ASSIST2009 ASSIST2017

AUC ACC RMSE AUC ACC RMSE

DKT 0.8079 0.7648 0.4017 0.6917 0.6776 0.4547

OURS 0.8180 0.7693 0.3966 0.7084 0.6822 0.4520

According to the experimental data, our model performs well in the Assistment2009
and Assistment2017 datasets. In this task, it is feasible to use GRU model to solve
the problem that RNN in DKT is difficult to predict with the important information at
an earlier time, and to enhance students’ recent learning state through students’ recent
learning information.

Experiments with Different Numbers of Questions

Table 2. When the size of hidden layer is 10 and the number of hidden layers is 1, the changes
of AUC, ACC and RMSE of our model with the number of splicing questions.

METRIC ASSIST2009 ASSIST2017

AUC ACC RMSE AUC ACC RMSE

Qnum=0 0.8079 0.7648 0.4017 0.6885 0.6737 0.4571

Qnum=1 0.8115 0.7662 0.4006 0.6887 0.6738 0.4578

Qnum=2 0.8118 0.7665 0.4007 0.6882 0.6740 0.4583

Qnum=3 0.8098 0.7658 0.4016 0.6833 0.6724 0.4595

Qnum=4 0.8089 0.7631 0.4031 0.6867 0.6709 0.4591

Qnum=5 0.8056 0.7641 0.4025 0.6854 0.6702 0.4599

Where Qnum represents the number of student questions to be spliced.

As shown in Table 2, the prediction accuracy reached the highest when the original
prediction results were combined with the recent two records of students. From the
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previous learning records to enhance the students’ recent learning state, improve the
prediction accuracy, indicating that the students’ recent learning state has an impact on
the current students’ performance.

Experiments of Different Size of Hidden Layer

Table 3. Join together the previous two problem records of students, and when the number of
hidden layers is 1, the AUC, ACC and RMSE changes with the size of hidden layer of GRU.

METRIC ASSIST2009 ASSIST2017

AUC ACC RMSE AUC ACC RMSE

H = 10 0.8140 0.7686 0.3987 0.6974 0.6780 0.4557

H = 20 0.8167 0.7700 0.3974 0.7038 0.6799 0.4535

H = 30 0.8171 0.7694 0.3967 0.7068 0.6805 0.4526

H = 40 0.8180 0.7693 0.3966 0.7084 0.6822 0.4520

H = 50 0.8165 0.7663 0.3997 0.7091 0.6823 0.4516

Where H is the size of the hidden layer.

The information of students’ previous problem solving is stored in the hidden layer
of GRU model. The larger the size of hidden layer, the more information is stored. But
the bigger the size of hidden layer is not the better. The size of hidden layer can not be too
large, also can not be too small. As shown in Table 3, when the size of the hidden layer
is 40, the best prediction result can be achieved in the ASSIST2009 dataset. However,
in the ASSIST2017 dataset, when the size of the hidden layer is 50, the best prediction
results can be achieved in this task. After comprehensive consideration, the hidden layer
size of 40 is adopted in the following experiment.

Experiments of Different Number of Hidden Layers

As shown in Table 4, the effect decreases when the number of layers increases in
the ASSIST2009 dataset. But in the ASSIST2017 dataset, the effect increases with the
number of layers in this task.

5 Conclusion

In this paper, we put forward two problems of DKT model: the problem that RNN in
DKT is difficult to predict with the important information at earlier time, and the model
cannot enhance the students’ recent learning state. Experiments show that it is feasible
to use GRU model to solve the problem that RNN in DKT is difficult to predict with
important information at an earlier time, and to enhance students’ recent learning state
through recent learning information in this task. In the future, we will conduct more
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Table 4. When the initial prediction data is combined with two records of students’ previous
exercises, and the size of hidden layer of GRU is 40, the AUC, ACC and RMSE changes with the
number of hidden layers.

METRIC ASSIST2009 ASSIST2017

AUC ACC RMSE AUC ACC RMSE

L = 1 0.8180 0.7693 0.3966 0.7084 0.6822 0.4520

L = 2 0.8168 0.7667 0.3993 0.7112 0.6830 0.4511

L = 3 0.8158 0.7648 0.4007 0.7117 0.6833 0.4509

L = 4 0.8155 0.7665 0.4095 0.7121 0.6832 0.4510

Where L represents the number of hidden layers.

experiments to verify the improvement effect of other methods on DKT model. For
example, the idea of residual neural network can be used to solve the problem that RNN
cannot perform long-term memory. At the same time, convolution neural network can
be used to extract students’ problem-solving patterns (for example, if students make
mistakes in question A, question B is highly likely to make mistakes).
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