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Abstract. Aiming at the problems of slow detection rate and low accuracy of tra-
ditional transmission line inspection methods, a transmission line target detection
model based on improved YOLOv5 is proposed in this paper. Firstly, the Bottle-
neck module in the Backbone network is replaced to improve the lightweight of
the model; then the coordinate attention (CA) module is introduced to design the
Backbone network to improve the performance of model detection; finally, the
frame regression loss function is changed to improve the accuracy of detection.
After the transmission line images are further expanded, the foreign object data
sets of transmission line are constructed. Experiments on the above data sets show
that: Compared with YOLOv5, the detection accuracy of the optimized model is
improved by 6.7%, the mean average precision (mAP) reaches 87.0%, and the
detection speed is improved by 16.0%. The YOLOv5 lightweight model proposed
in this paper reduces the power consumption of the platform and improves the
model detection speed and accuracy. It is more conducive to the deployment of
the target detection model in the mobile terminal.

Keywords: Transmission line inspection · Target detection · YOLOv5 · The
lightweight of the model · The coordinate attention

1 Introduction

Transmission lines are characterized by large capacity, long transmission distance, wide
coverage and large demand. In the open-air environment for a long time, foreign bodies
like kites, balloons and falling plastic films will hang on the transmission lines. This has
a great impact on the normal transmission of power, so it is very necessary to inspect
the transmission line. The traditional manual inspection method has low efficiency and
complicated working process, and the result is easily affected by the external environ-
ment. It has high requirements for the professional ability of the staff and it is unable to
meet the daily inspection needs of the transmission line. With people’s attention to the
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safety of high voltage transmission lines and the development of science and technology,
robot inspection is widely used to inspect high-voltage transmission lines.

In order to realize the detection of transmission lines, many scholars have tried
many ways, in the early days, mainly through the traditional image processing methods.
Reference [1] showed a fusion algorithm based on contour feature and gray similarity
matching, which realized high-precision insulator contour extraction and accurate sep-
aration of insulator pieces, and established an insulator defect detection model based
on insulator piece spacing and gray similarity. Reference [2] used the moving edge
technology, designed the edge data processing layer, extracted the image features of
transmission line inspection by image projection, and abstracted the obtained features
into a two-dimensional plane to realize the image recognition of power grid transmis-
sion line inspection. However, the image feature extraction process of the abovemethods
was very complex and slow, and the algorithm performance was easily affected by the
geographical background difference of transmission lines and various weather, so the
generalization ability was not high.

With the improvement of computer hardware level, deep learning algorithm also has
rapid development. At present, the representative target detection algorithms are roughly
divided into two categories: one is the two-stage algorithm based on candidate regions.
The main representative algorithms are Region Convolutional Neural Network (RCNN)
[3], Faster-RCNN [4], etc. After generating candidate regions that may contain detection
targets, Convolutional Neural Networks (CNN) [5] is used to classify and regress the
candidate blocks, and then the detection frame is obtained. Reference [6] showed a new
layered architecture of a deep convolution neural network to locate and detect insulator
defects. The cascaded network usedCNNwhich based on a layered network to transform
the defect detection problem into a two-level target detection problem. Reference [7]
firstly used Faster-RCNN to quickly locate the insulator and then classified the location
area, finally semantic segmentation judges whether the insulator is burst. Although the
detection accuracy of the two-stage algorithm is high, this method firstly extracts the
potential location of the target through the candidate area generation network, then carries
out detection and recognition. As a result, the detection speed is slow and the real-time
effect cannot be achieved. Therefore, the performance of target detection algorithm in
embedded devices is greatly limited.

The other is a single-stage algorithm based on regression calculation. Representative
algorithms include Single Shot MultiBox Detector (SSD) [8], You Only Look Once
(YOLO) [9], YOLOv3 [10] and YOLOv5 [11]. This kind of algorithm uses the idea of
regression to directly return the position of the target frame and the target category at
multiple positions of the image. In recent years, scholars have applied it to the detection
of different objects. Reference [12] designed a fault method based on single-stage SSD
detection algorithm for insulator with multi-level perception in aerial images. Reference
[13] completed the training of the insulator database by using the YOLO network model
and achieved a good recognition effect. Reference [14] proposed an improved YOLOv3
model, which used SPP network and multi-scale prediction network to improve the
accuracy of insulator fault detection.

To sum up, in this paper, the YOLOv5 recognition model is improved and applied
to the field of transmission line inspection. Firstly, Ghost Bottleneck module is replaced
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with the Bottleneck module in the YOLOv5 network [15]; then the coordinate attention
(CA) module [16] is introduced; and finally, efficient intersection over union loss (EIOU
Loss) is used as the loss function.On the basis of ensuring the lightweight of the detection
model, the high detection speed is considered. The inspection robot will take a large
number of real-time pictures of high-voltage lines, and accurately identify and analyze
these pictures by using the deep convolutional neural network in the training stage. Then,
the deep semantic features of line foreign objects are automatically extracted in the test
stage, which can reduce the rate of false detection and missed detection.

2 YOLOv5 Network Structure

In June 2016, Joseph Redmon et al. [13] proposed the YOLO deep learning framework.
The YOLOv5 network structure inherits the extremely high detection speed of previous
versions of YOLO, by introducing the concept of residual block in the residual neural
network, the hierarchical relationship of the network and the logic of existing prediction
modules are dynamically optimized to improve the performance for detecting small tar-
gets. YOLOv5 has four network structures, namely YOLOv5s, YOLOv5m, YOLOv5l,
and YOLOv5x [5]. Due to the differences in the depth and width of the network struc-
ture, the size and precision of the four versions of the model increase successively. The
research content of this paper is transmission line inspection. Compared with the detec-
tion accuracy, it has higher requirements for the detection speed of network structure,
therefore, this paper selects YOLOv5s as the network structure. The YOLOv5 network
structure is mainly divided into four parts: Input, Backbone, Neck, and Prediction [17],
as shown in Fig. 1.

The Input networkmainly includes data enhancement, adaptive picture scaling, adap-
tive anchor box calculation and other functions. Mosaic data enhancement is mainly car-
ried out by randomly selecting four images for random scaling, distribution and splicing.
The detection data set is enriched, the robustness of the algorithm is strengthened, and
the model can better detect small target objects in the image. A small number of black
edges are added to the original image, which are uniformly scaled to a standard size of
608× 608× 3 and then sent to the neural network. Adaptive anchor frame calculation is
trained on the initial anchor frame to get the prediction frame, calculate the gap between
the prediction frame and the real frame, the gap between the prediction frame and the
real frame can be calculated, then the network update parameters in reverse, which can
make the pre-diction result more reasonable.

The Backbone network is mainly used to extract network features, containing Focus,
CSP [18], SPP [19], etc. The Focus module performs four slice operations and a con-
volution operation of thirty-two convolution kernels. The original image of 608 × 608
× 3 becomes the characteristic diagram of 304 × 304 × 32, which reduces the loss of
feature information caused by convolution. The CSPmodule solves the problem of large
computation of network structure. It is mainly used to extract the network features in the
samples and fuse the feature information of different layers to form a richer feature map.
The SPP structure is a spatial feature pyramid pool structure, which is mainly used to
expand the receptive field, integrate local and global features, and enrich the information
of the feature map.
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Fig. 1. YOLOv5 network structure.

The Neck network is mainly used to fuse different size feature maps and extracts
high-level semantic features. It adopts the structure of FPN+PAN [20]. TheFPN structure
transmits the high-level feature information of the detected target from top to bottom
through down-sampling. Then, the feature pyramids of two PAN structures are used for
up-sampling, the shallow features are transmitted frombottom to top, and the information
is transmitted to the prediction layer.

The Prediction network mainly includes loss function and Non Maximum Suppres-
sion (NMS) [21]. GIOULoss [22] is used as a loss function in YOLOv5, which increases
the measurement of the intersection scale and solves the problem of disjoint boundary
boxes that IOU Loss [23] cannot handle. The NMS is used to filter the optimal target
box, which solves the problem that a target has multiple candidate boxes. The NMS
performs non-maximum suppression on the last detection box of the target, selects the
prediction box with high score for retention, and removes the corresponding candidate
box with low score.
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3 Improvement of YOLOv5 Network Structure

The backbone network in YOLOv5 algorithm has more Bottleneck structures, and the
convolution kernel in convolution operation contains a large number of parameters,
which increases the deployment cost of the model. In this paper, the lightweight Ghost
Bottleneckmodule is used to replace some standard volume layers in the YOLOv5 back-
bone network. Since the YOLOv5 network structure uses the same weighting method
to extract feature information of different importance, there is a problem of no attention
preference in the extraction process of the position coordinates and categories of the
regression target frame in the output layer. By establishing the interdependence between
channels, The CA module can adaptively calibrate the corresponding characteristics
between channels. It is difficult for GIOU Loss to optimize the prediction frame in the
horizontal or vertical direction, resulting in slow convergence. Therefore, EIOU Loss
with better performance is adopted in this paper, the improved network model is called
YOLOv5-GCE.

The improved process is divided into three steps and the steps are as follows. The
improved YOLOv5 network structure is shown in Fig. 2 and the algorithm flow is shown
in Fig. 3.

1. The residual components of the first CSP1-1 structure in the Backbone part of
YOLOv5 are replaced with one Ghost Bottleneck module. The second and third
CSP1-3 residual components in the Backbone of YOLOv5 are replaced with three
Ghost Bottleneck components, which can reduce the network scale and improve the
calculation speed;

2. On the basis of step 1, the attention mechanism is embedded into the CSP module of
the Backbone network to help the model to better extract the features of the target of
interest, which well obtains the global receptive field and encodes accurate location
information, greatly enhancing the accuracy of model training.

3. On the basis of step 2, EIOU Loss is used to improve the accuracy of detection.

Fig. 2. Improved network structure diagram.
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Fig. 3. Flow chart of improved YOLOv5 model.

3.1 Ghost Bottleneck

The original Bottleneck module in YOLOv5 generates too many redundant feature maps
in the process of feature extraction, which not only occupies hardware memory, but
affects the running speed of the network. In order to further reduce the demand for hard-
ware resources, this paper uses the idea of the Ghost Net [16] structure for reference and
replaces the heavy Bottleneck module in YOLOv5 with the Ghost Bottleneck module.
Compared with the direct conventional convolution, the computation of Ghost convolu-
tion is greatly reduced, and only a simple linear transformation can produce most of the
feature information. The module is mainly composed of two Ghost modules stacked.
The Ghost module uses fewer parameters and low-cost linear operation to generate rich
feature diagrams. Its principle is shown in Fig. 4 below.
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Fig. 4. Ghost module.

As can be seen from Fig. 4 above, the implementation of the module is divided into
two parts. One part is obtained by ordinary convolution, the other part is generated by
linear operation, and finally the two groups of feature maps are spliced together in the
specified dimension. In this case, obtaining the same number of feature maps is only
half of the computation. Ghost structure operation can be expressed as:

Y ′ = X ∗ f ′ + b (1)

This equation is a traditional convolution layer that outputs a small number of charac-
teristicmaps.Where,X is the input characteristic diagram, * is the convolution operation,
f ′ is the convolution kernel of the convolution operation, Y′ is the characteristic diagram
of channels, and b is the offset term.

yij = �i,j
(
y′
i

)
, ∀i = 1, · · ·,m, j = 1, · · ·, s (2)

This equation is a linear transformation operation for generating redundant features,
where, yi is the ith channel feature of Y′, �i,j is the linear operation of the jth Ghost
feature map generated by y′

i. It can be seen that each y′
i can generates s Ghost feature

maps. Therefore, m*s characteristic graphs can be obtained by linear operation of m
feature graphs.

3.2 Coordinate Attention

Due to the irregular shape of the kite and the thin film on the transmission line, the
detection rate of foreign matters on the transmission line is not accurate. In recent years,
the attention mechanism module has been widely used in the deep neural network in
order to improve the performance of the model. Therefore, this paper introduces the CA
module to improve the accuracy of the network. By splitting the two-dimensional global
pool operation into two one-dimensional coding processes, the attentional mechanism
can capture not only the cross-channel information but the direction perception and
position perception information, so that the module can locate and recognize the target
of interest more accurately. The structure of the CA module is shown in Fig. 5.
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Fig. 5. Coordinate attention.

As can be seen from the above Fig. 5, the CA module firstly divides the input
feature map into the horizontal direction and vertical direction. The average pooling of
dimensions (H, 1) and (1, W) are used to encode each channel along with horizontal and
vertical coordinates respectively. That is the output of the c channel with height H and
the c channel with width W. The equation is as follows:

Zh
c (h) = 1

W

∑

0≤i≤W

xc(h, i) (3)

Zw
c (w) = 1

H

∑

0≤i≤H

xc(j,w) (4)

Then, the two transformations in the above formula are combined with two spatial
directions, and two feature maps Zh and Zw are generated in a cascade. The feature maps
in the two directions which obtain the global receptive field are spliced together, the 1
× 1 convolution module is used to transform them:

f = δ(F1([Zh,Zw])) (5)

In this equation, [,] is the splicing operation along with the spatial dimension, δ

is a nonlinear activation function, and f is the intermediate feature mapping of spatial
information encoded in horizontal and vertical directions.

Along the dimension of space, it will decompose into two separate tensors f h and f w.
The feature graph f is transformed by 1× 1 convolution which obtains the characteristic
graphsFh andFw with the same number of channels as the original. The attentionweights
gh and gw in height and width of feature images are obtained by Sigmoid activation
function σ, and the equation is as follows:

gh = σ(Fh(f
h)) (6)

gw = σ(Fw(f w)) (7)
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Finally, the final feature map with attention weight in the width and height direction
is obtained through multiplication weighting calculation on the original feature map,
and its final output is shown in Eq. (8):

Yc = (i, j) = xc(i, j) × ghc (i) × gwc (j) (8)

3.3 Loss Function

As the loss function of YOLOv5 network structure, GIOU Loss improves the existing
problems when the real frame does not intersect with the prediction frame, but when the
prediction frame is in the real frame of the target, its loss value will not change and its
relative position relationship cannot be distinguished. It is also difficult to optimize the
prediction frame in the horizontal or vertical direction, resulting in slow convergence.
Therefore, EIOU Loss is introduced which clearly measures the differences of three
geometric factors in the boundary box, namely overlapping area, center point and side
length. EIOU Loss disassembles influence factors of aspect ratio on the basis of CIOU
Loss and calculates the length and width of the target frame and anchor frame respec-
tively. The loss function includes three parts: overlap loss, center distance loss and width
height loss. The width and height loss minimizes the difference between the width and
height of the target box and the anchor box, which make the convergence faster. EIOU
Loss is shown in Eq. (9):

LEIOU = LIOU + Ldis + Lasp = 1 − IOU + ρ2(b, bgt)

c2
+ ρ2(w,wgt)

c2w
+ ρ2(h, hgt)

c2h
(9)

In this equation, cw and ch are the width and height of the smallest external frame
covering the prediction frame and the real frame. Therefore, EIOULoss frame regression
loss function with better performance was adopted in this paper.

4 Experimental Results and Comparative Analysis

4.1 Experimental Data Set

In this paper, 340 transmission line images are taken in real-time by camera. It includes
single target images and multi-target images, close-up images, long-range images and
complex sample data in different weather, different time and different places. Due to a
large amount of background information and noise in the sample images, it is a great
challenge to the target detection network. In order to enhance the generalization ability
of the model and make the model learn deeper feature information, firstly the data set
is expanded. By rotating, clipping or converting brightness and contrast based on the
original image data, the target detection image has different forms and scales. Finally, a
total of 1500 data sets are obtained, and the training sets, test sets and verification sets
are distinguished according to the ratio of 8:1:1. Some data samples are shown in Fig. 6.
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Fig. 6. Partial data samples.

LabelImg, an annotation tool for image data set, is used to select the target line image,
including the category and position of the target frame, and generates the corresponding
XML file format for training and testing. After labeling, the sample data sets are made
into the standard PASCAL VOC2012 format according to the data sets format of YOLO
series algorithm. There are 2000 instances in 1500 images.

4.2 Experimental Environment

The experimental environment in this paper is shown in Table 1 below.

Table 1. Experimental environment.

Operating
system

CPU GPU Memory CUDNN CUDA Frame
platform

Compiling
language

Windows
x64

i5-12500H RTX3050 16 GB 7.6 10.1 Pytorch
1.6

Python 3.8

During all training and testing, the model parameters are configured as follows: the
initial learning rate is 0.01 and the weight-decay is 0.0001, the momentum is 0.9, and
the batch size is set to 32. According to the multiple training result of the model, it is
found that the effect is the best when the epoch setting is 270.

4.3 Evaluation Criterion

The performance and detection effect of the experimentalmodel in this paper is evaluated
by the following five aspects: the recall(R), the precision (P), andmAP@0.5 [24], model
size and detection speed frames per second (FPS) [9]. The specific calculation process
is as follows:

Precision = TP

TP + FP
= TP

N
(10)

Recall = TP

TP + FP
= TP

P
(11)
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mAP = 1

c

∑c

i=1

∫ 1

0
p(r)dr (12)

4.4 Comparative Experiment

Data Set Experimental Results. In deep learning, the loss function value can reflect
the error between the final prediction result of the target detection model and the actual
real value, and it also can be used to analyze and judge the advantages and disadvantages
of the training process, the convergence degree of the model and whether it is over
fitted. The original model and the improved model are trained with epochs on the same
data set for comparative analysis to verify whether the improved YOLOv5-GCE model
can improve the performance of the network model. The transformation curves of loss
function value with epoch are shown in Fig. 7.

Fig. 7. Variation curve of loss function value with the number of training rounds.

As can be seen from Fig. 7, during the training process, both of them decline rapidly
in the early stage and eventually level off, but the loss function of the YOLOv5-GCE
model declines faster than the original YOLOv5 model. The GIOU Loss curve of the
networkmodel before and after the improvement tends to be stablewhen they train to 270
epochs, and the model converges when the loss value reaches 0.02. The improved model
has a lower loss function value under the same number of training rounds, indicating
that the improved model has less loss of details and stronger feature learning ability.

Training and evaluation parameters usually reflect the model training process and
the effect of target detection. In this paper, the value of mAP@0.5 is used to judge the
model performance, and the performance changes are shown in Fig. 8 below.
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Fig. 8. mAP change curve.

As can be seen from Fig. 8, the mAP parameters of YOLOv5 and the improved
model YOLOv5-GCE fluctuate in different degrees, and the overall smooth rise grad-
ually converges at 270 epoch. After the parameter values of the YOLOv5-GCE model
are relatively stable, they are higher than YOLOv5. It can be seen that the improved
optimization model is significantly better than the original model YOLOv5.

Comparative Experimental Analysis. For the evaluation of model performance, abla-
tion experiments are carried out on differentmodels to verify the performance of different
network structures by comprehensively considering the three aspects of mAP, FPS and
model size. The ablation Experiment of the four network models is shown in Table 2.

Table 2. Ablation experiment.

Experiment Ghost CA EIOU R P mAP FPS Model size

1 82.4 80.8 81.5 36.3 12.5

2
√

81.5 79.4 80.2 43.5 8.8

3
√ √

86.0 85.6 85.8 40.5 9.1

4
√ √ √

87.2 86.9 87.0 42.1 9.7

It can be seen from the experimental data in Table 2 that after replacing theBottleneck
module in YOLOv5 with the Ghost Bottleneck module, the size of the model is only
70.4% of the original model, and the detection speed is 43.5 f/s. Compared with the
original model, it is improved obviously. But at the same time, the accuracy of the model
is flawed. In experiment 3, after adding the CA module to the network module, the
loss of the data sets in the training process are reduced and more learning features are
retained. The mAP is improved by 7.0% based on the model of the experiment 2, but it
has no significant impact on the detection speed. In experiment 4, although the detection
speed decreased slightly, the mAP was improved after replacing the frame regression
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loss function. To sum up, comparedwith other structures, the lightweight structure in this
paper can achieve higher accuracy, better reasoning speed and bettermodel performance.

In order to further verify the efficiency of the network proposed in this paper, the
classical network structures of YOLOv3 and YOLOv4 are added for multiple compar-
isons. They are trained with the same amount of epochs, and the results are shown in
Table 3 below:

Table 3. Comparison of test results of different network structures.

Model R P mAP FPS Model size

Faster RCNN 84.6 81.7 83.5 14.7 48

SSD 73.3 70.9 72.6 30.3 16.1

YOLOv3 74.3 72.4 73.8 31.5 16.6

YOLOv4 80.0 78.9 79.1 34.3 14.7

YOLOv5 82.4 80.8 81.5 36.3 12.5

YOLOv5-GCE 87.2 86.9 87.0 42.1 9.7

By analyzing the dates in Table 3, the detection accuracy of theYOLOv5-GCEmodel
has absolute advantages over SSD, YOLOv3 and YOLOv4, and has been improved
compared with the YOLOv5 network. The SSD algorithm has a detection speed of 30.3
FPS, but its average accuracy is low. The two-stage detection algorithm Faster R-CNN
has a higher average accuracy of 83.5%, but the detection speed is the lowest. Not only
the mAP is improved by 5.4%, but the model size is only 77.6% of the original model.
The detection speed is also greatly improved. FPS is 5.8 higher than YOLOv5, 10.6 and
7.8 higher than YOLOv3 and YOLOv4 respectively.

The actual operation effect of YOLOv5s and YOLOv5-GCE is shown in Fig. 9
below.

(a) YOLOv5 (b) YOLOv5-GCE

Fig. 9. Comparison of detection results between YOLOv5 and improved YOLOv5.

By comparing the detection results of different scenes in Fig. 9 (a) and (b), it can
be seen that the original YOLOv5 model misses the detection of small targets, while
the improved YOLOV5-GCE model misses less. Some edge targets and fuzzy targets
are more likely to be detected. At the same time, the improved YOLOV5-GCE model
is easier to detect some edge and fuzzy tar-gets. For larger and clearer targets, both
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the original model and the improved network model can be detected accurately, but the
improved network is slightly accurate. This shows that the improved network reduces
the loss of image information, obtains more information and improves the integrity of
effective information.

5 Conclusion

Aiming at the existing problems in the current transmission line inspection task, this
paper proposes an improved line detection algorithm based on the YOLOv5 network
structure. The computation is reduced, the model is compressed and the feature informa-
tion extraction ability of the model is enhanced. Experimental results show that the new
model is more simplified and its complexity is significantly reduced, which accelerates
the detection speed of the model and improves the adaptability of the model to mobile
devices. The method presented in this paper has some limitations in foreign body detec-
tion, further research is still needed to improve the detection accuracy on the premise of
ensuring the detection efficiency of the algorithm. The YOLOv7 network model will be
considered for classification and detection of all kinds of foreign objects to improve the
detection accuracy.
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